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Abstract

Translating name entities can be challenging,
as it often requires real-world knowledge rather
than just performing a literal translation. The
shared task "Entity-Aware Machine Transla-
tion" in SemEval-2025 encourages participants
to build machine translation models that can
effectively handle the translation of complex
named entities. In this paper, we propose two
methods to improve the accuracy of name en-
tity translation from English to Japanese. One
approach involves fine-tuning the model on en-
tries, or lists of entries, of the dictionary. The
second technique focuses on preference opti-
mization, guiding the model on which transla-
tion it should generate.

1 Introduction

The translation of Named Entities is a challenging
aspect in machine translation (MT) field, as trans-
lating proper names, locations, etc. is not always
straightforward.

For instance, “77 — L U\ 3 A DZEFR 2 FE”
(meaning “Carl Grandpa’s Flying House”) is the
Japanese version of the name of the film “Up” (see
entry “Q17481 1”’! in Wikidata). Machine Transla-
tion (MT) systems would not be able to translate
the title without having explicit knowledge of such
name entity.

The “SemEval-2025 Task 2: Entity-Aware Ma-
chine Translation” (Conia et al., 2024, 2025) is a
task? that challenge the participants to develop MT
models capable to translate sentences containing
complex named entities.

This task becomes even more difficult when
translating into Japanese due to the variations in
script. Japanese writing uses three scripts, i.e. kanji,
hiragana and katakana, each with its own set of
rules and purposes. Some words might be writ-

"https://www.wikidata.org/wiki/Q174811
2https://sapienzanlp.github.io/ea-mt/
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ten in kanji, while others may require hiragana or
katakana.

For instance, in the previously-mentioned film
title, 77— L (Carl) is written in katakana, which is
typically used for foreign words or names; U\ Y&
A (Grandfather) appears in hiragana, reserved for
native Japanese words and grammatical elements;
and ZETR 32 52 (flying house) is in kanji, employed
for more complex or meaningful words.

Typically, to integrate new knowledge into an
Large Language Model (LLM) techniques like Su-
pervised Fine-Tuning (SFT) are employed. How-
ever, doing SFT only with dictionaries may lead to
overfitting, as the model might become too focused
on single-word translations.

We participated in the Entity-Aware Machine
Translation (team sakura) to address these chal-
lenges. In this paper, we describe and compare
different methods of integrating these dictionaries
into the training process.

2 Related Work

Several efforts have been made to influence the gen-
eration process so that the models produce words
that are closer to the desired ones. Many techniques
involve fine-tuning the model with biased data.
This can be done through data selection (Bigici
and Yuret, 2011; Parcheta et al., 2018; Poncelas
et al., 2019) or synthetic data generation (Himalii-
nen and Alnajjar, 2019).

Dictionaries are also used during decoding by
either adding lexical constraints (Hokamp and Liu,
2017; Susanto et al., 2020) or incorporating the
dictionary directly into the prompt (Ghazvininejad
et al., 2023).

In this paper, we explore entity translation as an
LLM alignment (Wang et al., 2024; Kong et al.,
2025) problem. Our goal is to promote outputs that
are closer to human expectations. Specifically, we
apply Preference Optimization, a machine learning
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technique designed to improve models by focusing
on preferences. Rather than relying on a single
ground truth target for predictions, it fine-tunes the
model using preference data. The objective is to
learn the relative desirability of different outcomes,
rather than simply predicting a label.

A policy 7 represents the model’s strategy for
choosing between different possible outcomes.
Therefore, given an input z and two outputs ¥,
and y; (with the first output being more desirable
than the second) the goal is to find a policy 7y so
that it favors g (y.|x) over my(y;|x)

An approach to achieve this is Direct Preference
Optimization (DPO)(Rafailov et al., 2023) which
involves adjusting a policy my compared to a refer-
ence s in order to increase the log-ratio for the

preferred outcome, i.e. 7, = log%, and de-

crease for the non-preferred, i.e. r; = logm,
. Tref (yl |.Z’)
minimizing the loss

L= _E(mvyw,yl)"’D = [logo(B(rw —11))]

where £ is a scaling factor hyperparameter and
o is the sigmoid function.

3 Proposal

Our goal is to identify an effective method for in-
tegrating a dictionary of named entity translations
into the knowledge of an MT model. Generally,
to adapt a model for specific translation tasks, it
is fine-tuned using in-domain data. However, fine-
tuning with dictionaries could lead to the model
producing shorter sentences, which might hurt the
overall translation performance.

3.1 Fine-Tune Lists of Words

We first explore how the performance of the model
changes when, instead of providing training in-
stances as pairs of individual named entities, we
present them as a list of entities. For example, in-
stead of (source,target) pairs such as (Kazinform, 77
Z A4 > 7 L 2\) which correspond to an individ-
ual entry in the dictionary. As an alternative we
may have “Kazinform | Yasuo Kamon | Hinda Dis-
trict | Yii Aosawa” in the English side and “77 A
A2 7 4L W FEMEE L e > TH L BB
& in the Japanese side. Both sides contain words
that are mapped one-to-one with each other, but
these name entities are provided as a list. By doing
this, we expect the model to not be biased towards

translating individual words or concept, but longer
sequence.

3.2 Align the Model to a Dictionary

As mentioned, fine-tuning a model with such data
may not be a good idea. Therefore, as an alter-
native, we also explore the behavior of the model
when instead of fine-tuning, we use preference-
based feedback. Instead of teaching the model new
knowledge, our proposal is to alter the translation
probabilities of the name entity so the model gener-
ates those indicated by the dictionary. We expect to
rerank the possible translation candidates so those
in the dictionary are promoted.

An example is presented in the diagram of Fig-
ure 1. The base-sft model translates the term
“Akegawa” as [ B)1|. However, according to the
“Q11515045” entry in Wikidata, it should be trans-
lated as I%J1|. During Preference Optimization, we
train the model to promote the translation of the
dictionary over the current output. Consequently,
the model can generate the desired output.

In order to do Preference Optimiza-
tion, the training set consist of triplets of
(source,chosen,rejected) as shown in Table 1. We
provide more details on how this dataset has been
built in Section 4.3.

4 Experimental Settings

4.1 Evaluation

The performance of the models can be evaluated in
different aspects:

* Entity Translation Accuracy: The models
should translate the name entities in the source
sentence accurately, according to the entries in
Wikidata. The metric used for this is Manual
Entity Translation Accuracy (M-ETA) (Co-
nia et al., 2024), which computes the propor-
tion of entities that are correctly (exact match)
translated and is computed as M-ETA =

# correctly translated entities
# entities in the reference translations

Overall Translation Quality: Models should
generate accurate translations of the pro-
vided English sentence. In order to measure
this, we use both Character n-gram F-score
(CHRF) (Popovié, 2015), which is based on
character overlap, and Cross-lingual Opti-
mized Metric for Evaluation of Translation
(COMET)? (Rei et al., 2022) metrics.

3Unbabel/wmt22-comet-da
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%8 Akegawa o output: BEII:IBJ”
=] g b ft Translation
% 8 ——1Dase-Ss candidates BAJII
5 1
Preference <«——— Promote: i&)I| (Wiki entry Q11515045)
Optimization «—— Penalize: fa&3)1| (base-sft output)
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Figure 1: Overview of Preference Optimization. The model base-sft produces a translation that does not match
the entry in the Wikidata dictionary (above). During Preference Optimization, we specify which terms should be
promoted (i.e. the correct translation from the dictionary), and which should be penalized (i.e. the incorrect output
from the base-sft model). The resulting model, model-pol, is able to reorder the translation candidates and produce

the correct translation (bottom).

Wiki id Source Chosen Rejected
Q5760427  Hikaru Museum 3 =—3 7 4 TCERT Al
Q407486  Air Madrid I7-7RV—=FK TT7ZTRYvR
Q11515045 Akegawa EN B )1

Table 1: Exampl

We report the performance scores on two sets
provided by the organizers*, i.e. valid (723 lines)
and test (5108 lines).

4.2 Baseline Model

In the first stage, we build a strong model in the En-
glish to Japanese direction. We decided to use the
RakutenAl-7B-chat® model (Rakuten Group, Inc.
et al., 2024) as it has been specially tailored for var-
ious Natural Language Processing (NLP) tasks in
both English and Japanese languages. In addition
to that, it has demonstrated strong performance on
translation (Htun and Poncelas, 2024).

We fine-tune this model on English-Japanese
parallel sentences in order to build a model spe-
cialized in the translation task. For this, we use
the mintaka® dataset (Sen et al., 2022) provided by
the organizers of the shared task which contains
7K parallel sentences. By doing this, we increase
the performance of the model on the translation

4https://huggingface.co/datasets/sapienzanlp/
ea-mt-benchmark

5https://huggingface.co/Rakuten/

RakutenAI-7B-chat
®https://github.com/amazon-science/mintaka

e of preference data.

task (for example, the performance of in the test
set increased from 31.4 CHRF points to 45.1). We
will use this fine-tuned model, i.e. base-sft, for our
experiments.

The model has been fine-tuned on this dataset
for one epoch. This approach was applied to all the
models presented in this paper, and each was tuned
for one epoch.

4.3 Experiments

To explore how to incorporate dictionary knowl-
edge into a model, we follow the approaches de-
scribed in Section 3 to build new models.

We use Paranames (Sélevd and Lignos, 2022)
dataset’ which contains a list of terms and their
translations in Japanese according to Wikidata. In
total it contains 1.1M terms in Japanese. We trans-
late these terms using base-sft, and remove those
entries that our model is already capable of translat-
ing accurately. We keep the entries where the target
Japanese and our translation is not an exact match.
After this process, the size of the filter dictionary is

7ht’cps: //huggingface.co/datasets/bltlab/
ParaNames
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850K.

We use this filtered dictionary to create sets of
parallel data as described in Section 3.1. In partic-
ular, we build three datasets: (i) individual dictio-
nary entries; (ii) lists of five entries, and (iii) lists
of ten entries. We fine-tune base-sft model with
these datasets to build three models: model-sftl,
model-sft5 and model-sft10.

Additionally, we build preference data as triplets
of (source, chosen, rejected) as described in Sec-
tion 3.2. The source consists of the English-side
of the dictionary. We use the Japanese-side of
Paranames as “chosen” and the translation pro-
vided by base-sft as “rejected”. This is because we
want to promote the original entry in the dictionary
and downgrade those generated by our model.

We build three versions of the preference data:
by grouping the terms in lists of sizes 1, 5 and 10.
We use each dataset to build another three models:
model-pol, model-po5 and model-po10 following
Preference Optimization technique.

5 Results and Analysis

The results of the models are shown in Table 2
for the valid set, and Table 3 for the test set. Af-
ter the incorporation of the dictionary we see im-
provements in terms of M-ETA. However this also
impact the translation quality.

5.1 Fine-Tuned Models

The most notable improvement in M-ETA scores
occurs when the model is fine-tuned with a dictio-
nary containing single -name entities, i.e. model-
sftl. This model achieves the highest M-ETA
scores, with 25.7 points for the valid set and 29.6
for the test set. However, this comes at the cost of
the biggest decline in translation quality, making it
the only model that is more than 1 COMET points
behind.

Although no models fine-tuned with dictionaries
show an improvement in translation quality, we
find that fine-tuning with larger entry lists, such
as model-sft5 and model-sft10, leads to a smaller
reduction in quality. As the list length grows, the
decrease in translation quality becomes less pro-
nounced. However, this results in smaller gains
in M-ETA scores, and in some cases, such model-
sft10 in the valid set, Table 2, it shows lower M-
ETA than the baseline. The optimal list length
remains unclear, as using 10 entries results in a
decrease in M-ETA for the valid set, but the test set

shows a score comparable to that achieved when
trained with 5 entries.

5.2 Preference Optimization Models

Regarding the models where Preference Optimiza-
tion technique was used, we observe that the trans-
lation quality is similar to the baseline. There is a
discrepancy between COMET and CHRF metrics,
while CHRF indicates a slight decline, COMET
shows either same or improved quality. In any case,
the differences compared to the baseline are mini-
mal (less than 1 point difference for both metrics).

In terms of entity translation accuracy, models
with Preference Optimization generally show in-
creased the M-ETA scores over base-sft. However,
these scores are still lower compared to those of
fine-tuned models.

These models seem to be unaffected by the num-
ber of name entities in the dictionary. Increasing
the number of entries does not have an impact on
the performance.

6 Conclusion

Our system demonstrated competitive results in
both M-ETA and COMET metrics. The leader-
board® shows that its performance can be compara-
ble to some of the larger models.

In this paper, it has been shown that fine-tuning
the model on the dictionary can improve transla-
tion accuracy. However, this comes at the cost of
reduced quality. Therefore, we proposed two alter-
natives that achieve a balanced trade-off between
translation quality and entity translation accuracy.
The first approach involves fine-tuning with lists
of named entity pairs, which helps mitigate the
quality decline while improving M-ETA scores.
The second alternative utilizes preference optimiza-
tion, which also results in improved M-ETA scores,
while maintaining a similar level of translation qual-
ity.

In this study, we utilized the RakutenAI-7B-chat
model, originally developed for Japanese and En-
glish. Consequently, our experiments focused on
these languages only. Nonetheless, we believe the
proposed approach can be generalized to other lan-
guage pairs. Furthermore, we want to investigate
whether this is applicable to bigger models, like
those presented in the leaderboard of the workshop.

8https://huggingface.co/spaces/sapienzanlp/
ea-mt-leaderboard
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Model M-ETA A |COMET A |CHRF A

base-sft 24.1 - 91.2 - 42.5 -

model-sftl 25.7 1.6 88.0 3.1 361 -64
model-sft5 24.2 0.1 90.5 07| 394 3.1
model-sft10 22.7 -14 90.9 03| 417 -0.8
model-pol 25.3 1.2 91.3 0.1 422  -0.3
model-po5 23.7 -04 91.2 0.0 41.8 -0.7
model-po10 25.0 0.9 91.2 0.0 41.7  -0.8

Table 2: Entity translation accuracy and translation quality evaluated in the valid set. The column A indicates the
score difference between the model and the baseline base-sft.

Model M-ETA A |COMET A |CHRF A

base-sft 27.5 - 92.5 - 45.1 -

model-sftl 296 2.1 914 -1.1] 412 -39
model-sft5 29.8 23 92.4 -0.1 | 440 -1.1
model-sft10 | 29.7 22 92.8 03 | 458 0.7
model-pol 28.3 0.8 92.6 0.1 | 444 -07
model-po5 29.4 1.9 92.5 00| 446 -05
model-pol0 | 29.5 2.0 92.7 02 | 443 -08

Table 3: Entity translation accuracy and translation quality evaluated in the zest set. The column A indicates the
score difference between the model and the baseline base-sft.

One limitation of this work is that we added the
dictionary knowledge as lists of one, five, and ten
words. In the future, we would like to explore
what sizes are optimal to achieve the best perfor-
mance. In addition, we want to explore whether
adding a combination of these would lead to better
results. Another way to further explore this work is
to generate synthetic sentences from the dictionary
instead of sticking to the list of words.
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