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Abstract

This paper presents an overview of, and
the results from, the 2025 Shared Task on
Reproducibility of Evaluations in NLP (Re-
proNLP’25) which followed on from four pre-
vious shared tasks on reproducibility of eval-
uations, ReproNLP’24, ReproNLP’23, Repro-
Gen’22 and ReproGen’21. This shared task
series forms part of an ongoing research pro-
gramme designed to develop theory and prac-
tice of reproducibility assessment in NLP and
machine learning, against a backdrop of in-
creasing recognition of the importance of the
topic across the two fields. We describe the
ReproNLP’25 shared task, summarise results
from the reproduction studies submitted, and
provide additional comparative analysis of their
results, including for the first time additional,
‘sanity-check’ evaluations by LLMs.

1 Introduction

Natural language processing (NLP) and machine
learning (ML) are still far from solving the repro-
ducibility crisis that has been well documented over
recent years (Belz et al., 2021a; Thomson et al.,
2024). Authors still don’t make enough resources
and information available about published work
to enable repetitions of it despite reproducibility
checklists being introduced by conferences.! When
reproducibility is tested, results often fail to con-
firm original findings (Wieling et al., 2018; Belz
et al., 2021a; Belz and Thomson, 2024a).

The core aim of this sixth reproduction-focused
shared task in NLP, following REPROLANG’20
(Branco et al., 2020), ReproGen’21 (Belz et al.,
2021b), ReproGen’22 (Belz et al., 2022), Re-
proNLP’23 (Belz and Thomson, 2023), and Re-
proNLP’24 (Belz and Thomson, 2024a), is to con-
tinue to add to the body of reproduction studies

"For an example see the AAAI'26 one at

https://aaai.org/conference/aaai/aaai-26/
reproducibility-checklist/.

in NLP and ML, but also to produce and analyse
multiple reproductions of shared original evalua-
tions, to shed more light on how best to assess
reproducibility in NLP/ML and ultimately how to
improve the degree to which our findings in the
field are reproducible.

The eight new reproduction studies (for an
overview see Table 1) reported in ReproNLP this
year add new data points to the body of directly
comparable evaluations available for investigations
of reproducibility. Our new analyses point towards
further reasons for low reproducibility of evalua-
tions, and ways to improve experimental design
likely to improve reproducibility.

We start in Section 2 with a description of the
organisation and structure of the shared task, along
with track details. Next, we summarise results
at the level of individual experiments, in terms
of the reproduction task, and different degree-of-
reproducibility assessments (Section 3). We report
results from LLM sanity checks carried out in those
cases where at least one reproduction disagreed
with the original study (Section 4). In Section 5,
we look at the quality criteria assessed in evalua-
tions and other properties of the ReproNLP eval-
uation studies in standardised terms as facilitated
by HEDS datasheets, and explore if any of these
show signs of affecting degree of reproducibility.
We conclude with some discussion (Section 6) and
a look to future work (Section 7).

2 ReproNLP 2025

Like its predecessor, ReproNLP 2025 consisted of
two tracks, one an ‘unshared task’ in which teams
repeat their own or any other previous work (Track
A), the other a standard shared task in which teams
re-run one of a set of experiments for which the
shared-task organisers make available all necessary

2All information and resources relating to ReproNLP are
available at https://repronlp.github.io/.
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Original Study Qual. Criterion #ev- #sys items- Labs reproducing study for Re-
ors per-sys  proNLP 2025
Yao et al. (2022) Readability 5 3 120.33f  a) University of Twente
August et al. (2022a) B} Factual Truth 2 3 300 a) University of Bucharest
Bai et al. (2021) Informativeness 7 4 60 a) Tianjin University
Reif et al. (2022) Semantic Similarity 6 6 50 a) Charles University
a) Dublin City University

Gu et al. (2022) Overall 2 4 31.50% b) Bielefeld University

. Meaning . a) Heidelberg University
Hosking and Lapata (2021) preservation varies 4 300 b) University of Illinois Chicago

Table 1: ReproNLP 2025 experiments performed by ReproHum partner labs. All experiments were in the English
language. For Hosking and Lapata (2021) the number of evaluators varies because only the number of participants
per item is controlled, not the number of items per participant. An item is defined as one system output evaluated
absolutely, or a set of system outputs evaluated relatively. T = marked B because another experiment by the same
authors was included in ReproNLP 2024. I = values varied for the different studies, showing the mean.

information and resources (Track B):

A Open Track: Repeat any previously reported
work developing and evaluating systems, and
report the approach and outcomes. Unshared
task.

B ReproHum Track: For a shared set of se-
lected evaluation studies (listed below) from
the ReproHum Project, participants repeat
one or more of the studies and compare re-
sults, using the information provided by the
ReproNLP organisers only, and following a
common reproduction approach.

Track B forms part of the ReproHum project® and
the original studies offered in it were selected ac-
cording to criteria of suitability and balance to form
part of a larger coordinated multi-lab multi-test re-
production study, as described in detail elsewhere
(Belz et al., 2023).

An overview of the papers we selected exper-
iments from, and the complete studies the latter
formed part of, is presented below. Note that we
only include here the original papers for which we
received submissions; there were 21 papers offered
in the track in total (the full list can be found on
the ReproNLP website*).

The information provided for each study below
includes (i) whether the assessment of systems was
relative to other systems or absolute without com-
parators; (i1) what the language(s) of the systems
were; (iii) how many datasets were used; (iv) how
many systems were evaluated and (v) by how many
evaluators; and (vi) whether the evaluation was run
on a crowd-sourcing platform.

3https ://reprohum.github.io/
*https://repronlp.github.io/
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. Hosking & Lapata (2021):

. August et al. (2022):

. Yao et al. (2022):

Reif et al. (2022): A Recipe for Arbitrary Text
Style Transfer with Large Language Models:
https://aclanthology.org/2022.acl-short.94

Absolute evaluation study; English; 3 quality
criteria; 3 datasets; between 4 and 6 systems
and between 200 and 300 evaluation items per
dataset-criterion combination; crowdsourced.

. Bai et al. (2021): Cross-Lingual Abstrac-

tive Summarization with Limited Parallel
Resources: https://aclanthology.org/2021.acl-
long.538

Relative evaluation study; Chinese and En-
glish; 3 quality criteria; 1 dataset; 4 systems
and 240 evaluation items per criterion.

Factorising
Meaning and Form for Intent-Preserving Para-
phrasing: https://aclanthology.org/2021.acl-
long.112

Relative evaluation study; English; 3 quality
criteria; 1 dataset; 4 systems and 1200 evalua-
tion items per criterion; crowdsourced.

Generating Scien-
tific Definitions with Controllable Complexity:
https://aclanthology.org/2022.acl-long.569

Absolute evaluation study; English; 5 quality
criteria; 2 datasets; 3 systems and 300 evalua-
tion items per dataset-criterion combination;
some crowdsourced.

It is Al's Turn to
Ask Humans a Question: Question-Answer
Pair Generation for Children’s Story Books:
https://aclanthology.org/2022.acl-long.54

Absolute evaluation study; English; 3 quality


https://reprohum.github.io/
https://repronlp.github.io/

criteria; 1 dataset; 3 systems and 361 evalua-
tion items per criterion.

6. Gu et al. (2022): MemSum: Extractive Sum-
marization of Long Documents Using Multi-
Step Episodic Markov Decision Processes:
https://aclanthology.org/2022.acl-long.450

Relative evaluation study; English; 3 quality
criteria; 1 dataset; 2 systems; between 63 and
67 evaluation items per criterion.

7. Shardlow & Nawaz (2019): Neural
Text Simplification of Clinical Letters
with a Domain Specific Phrase Table:
https://aclanthology.org/P19-1037

Relative evaluation study; English; 1 quality
criterion; 1 dataset; 4 systems; 100 evaluation
items; crowdsourced.

In the ReproHum multi-lab multi-test study (for
which the above papers were selected), rather than
attempt to repeat entire studies, we decided to use
our limited resources to repeat assessments of indi-
vidual quality criteria on individual datasets (which
is what we mean by a single ‘experiment’), with
specific properties so as to have equal numbers of
assessments with the specific properties the Repro-
Hum study is designed to compare. Some of the
properties of these individual experiments are given
in Table 2 alongside the (single) quality criterion
they assess.

Each of these experiments is being repeated in
two separate reproduction studies in ReproHum.
Those that have completed in the current batch
(and were not previously reported as part of Re-
proNLP’24) are included here in the ReproNLP’25
report. All 21 experiments from the current batch
were open to all other ReproNLP’25 participants.

We obtained agreement from the original au-
thors to use their experiments in the ReproHum
project. They provided very detailed information
about the experiments which were shared with all
participants.

2.1 Participation

There were no submissions for Track A this year,
and eight for Track B. The ReproHum partners
reporting in Track B are listed in Table 1. There
were no non-ReproHum participants this year.

2.2 Approach to reproduction and
reproducibility assessment

We encouraged all participants to complete a HEDS
datasheet (Belz and Thomson, 2024b) in the Re-
proHum version,” and to follow the ReproHum
Common Approach to reproduction laid out in Ap-
pendix A which includes QRA++ (Belz, 2025), a
set of quantitative reproducibility assessment mea-
sures for four common types of results in NLP/ML
that accommodates multiple reproduction studies
of the same original work and produces results that
are comparable across different such sets of repro-
ductions.

In this report we analyse all submissions in terms
of QRA++ measures recomputed by us to facilitate
comparison across submissions. In brief summary
(for full details see Belz, 2025), QRA++ distin-
guishes four types of results commonly reported in
NLP and ML papers:

1. Type I results: single numerical scores, e.g.
mean quality rating, error count, etc.

2. Type II results: sets of related numerical
scores, e.g. a set of Type I results for com-
parable systems.

3. Type III results: categorical labels attached to
text spans of any length.

4. Type IV results: Qualitative findings stated
explicitly or implied by quantitative results in
the original paper.

In QRA++, the above are quantitatively assessed
as follows:

1. Type I results: Small-sample coefficient of
variation CV* (Belz, 2022).

2. Type I results: Pearson’s r, Spearman’s p,
Kendall’s 7, Kendall’s V.

3. Type I results: Fleiss’s x; Krippendorff’s c.

4. Type IV results: Proportion P of identical
pairwise system ranks in a set of comparable
experiments.®

In the submissions analysed in this paper we have
Type I, II and IV results, and therefore apply the
corresponding quantitative measures above. CV*
plays a central role in our analyses, and is a version

Shttps://github.com/nlp-heds/repronlp2024
®To obtain comparable results we restrict ourselves to pair-
wise system ranks as findings.
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of the standard coefficient of variation corrected
for small samples (Belz, 2022).

The ReproHum reproduction studies were
strictly controlled to be comparable to each other
and the original work. However, there is a differ-
ence between the studies reported in 2023 on the
one hand, and 2024 and 2025 on the other. For
the earlier batch, our aim was to achieve maximum
similarity between design and implementation of
original and reproduction studies, and we strove to
resolve every last bit of lack of clarity. In the batch
reported here, we abandoned this ultimately infea-
sible approach, recognising that evaluation exper-
iments should be robust to minor differences. As
a result, when there was insufficient clarity about
how an aspect of an experiment was implemented,
partner labs drafted solutions which were moder-
ated by the ReproHum project team to provide an
agreed solution that both partner labs reproducing
the same experiment then used. For more details on
such cases, please see the individual ReproNLP’25
submission reports in this volume.

Finally, we have by now gathered a sufficient
number of reproduction studies reporting CV* val-
ues to support the following categorisation for hu-
man evaluations: we refer to any CV* from 0 to
around 10 as indicating a good degree of repro-
ducibility, between 10 and around 30 as medium,
and anything above that as poor.

Note that high CV* scores indicate poor repro-
ducibility, and vice versa.

2.3 LLM sanity checks

In past editions of ReproNLP, a recurring theme
was two reproductions giving contradictory results
regarding the reproducibility of the original evalu-
ation experiment, e.g. one agreeing strongly with
the original, the other disagreeing equally strongly.
Previously, we had no way of deciding if one of
the reproductions was more likely to give a true
picture of the reproducibility of the original experi-
ment than the other. Since then, results have been
reported that indicate that in such situations, LLM-
based evaluations (commonly known as ‘LLM-as-
judge’ methods) tend to agree very strongly with
one reproduction while disagreeing with the other
(Huidrom and Belz, 2025a,b). In fact, this was
found to be the case across five different sets of
experiments tested by Huidrom and Belz (2025b),
across a wide variety of different types and sizes
of LLMs and LLM ensembles. So, for the first
time this year, we apply such sanity checks to situ-

ations where there is disagreement among the two
(or in one case three) reproductions carried out
(Section C).

Note that the results from these sanity checks
should not be interpreted as implying that there’s
something wrong with the reproduction that the
LLMs disagree with. The reason may simply be
that the sample of evaluators used represented a
population outlier. In this report, we don’t offer
potential explanations; we simply report the corre-
lation results and state which evaluation the LLMs
agree with. Overall, based on Huidrom and Belz
(2025b), we assume that if the LLMs all strongly
agree with the original evaluation and one of the
reproductions, as well as strongly agreeing with
each other, then it is more likely that these agree-
ing evaluations give the true picture, than the one
single disagreeing evaluation.

To reiterate, this does not however mean that the
latter is lacking in quality or rigour, as the evaluator
cohort may simply be a statistical outlier.

3 Track B Results

In this section, we report results for the eight sub-
missions (listed in Table 1) received in Track B,
where related submissions area grouped together
into subsections headed by the paper reference for
the original study. In each such subsection, we
start by giving a brief summary of the experiment.
Next, we show the system-level evaluation scores
from the original study and the either one or two
reproduction studies, alongside the corresponding
CV* (Type I QRA) computed on all either two
or three scores. We then report the pairwise Pear-
son’s 7 and Spearman’s p correlation coefficients
(Type I QRA) and the proportion of pairwise sys-
tem ranks upheld (Type IV QRA). (For details see
Section 2.2.) All scores are recomputed by us from
the results reported in participants’ papers, and
those in the original studies.

As noted above, we report Type I, 11, and IV
QRA++ results only. This is because in most cases
there are no Type III results, and in some cases
where there are Type III results we do not have
access to all of the raw annotations from the orig-
inal studies (which would be needed in order to
calculate Type III QRA).

3.1 Yao et al. (2022)

For this experiment, participants were shown a
spreadsheet where each row contains a section for
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a children’s story, a generated question, and a gen-
erated answer for that question. They were then
asked to evaluate the Readability of the generated
question and answer pair (defined as “grammarly
[sic] correct and clear language™) on a scale of 1
(worst) to 5, which they enter in the adjacent col-
umn as an integer.

The below table shows the mean system scores,
alongside the corresponding CV* (n=2) values
(Type I results) for O (the original study) and R1
(Braun, 2025). CV* scores here indicate a medium
degree of reproducibility (in terms of the categori-
sation introduced at the end of Section 2.2).

System (0] R1 Cv*
Yao et al. 4.71 3.85 26.14
PAQ Baseline 4.08 3.14 35091

7 7G{01111d7tr7ut7h 777777 47.9757 ~ 747.3787 ~ 71§ § 17 i
Mean CV* - - 25.85

The table below shows Type II (Pearson’s r and
Spearman’s p correlations) and Type IV (P, the pro-
portion of identical pairwise system ranks) QRA
scores. On both Type II and IV measures, the align-
ment is perfect or near perfect, indicating that the
Yao et al. study has excellent reproducibility.

Study A Study B r ) P
o R1 0.99 1.00 1.00(3/3)

3.2 August et al. (2022a) B

Participants in this experiment were shown defi-
nitions of scientific terms and asked whether they
contained any errors (yes or no). They were able
to use the internet to check the definitions. Results
were reported in terms of percentage of definitions
with errors.

August et al. reported separate results for count-
ing a definition to contain errors if (i) both evalua-
tors indicated there was an error; and if (ii) at least
one of the evaluators indicated there was an error.

(i) Evaluators agree there is an error

The below table shows the system-level scores
based on the stricter criterion that both evaluators
had to agree there was an error, alongside the cor-
responding CV* (n=2) values for the original study
(O) and reproduction R1 (Florescu et al., 2025).
The degree of reproducibility in terms of CV* is
poor, with the best system-level CV* being slightly
better at about 20, but the mean being nearly 60.

System 0] R1 Cv*
SVM 16.00 57.00 111.99
GeDi 33.00 51.00 42.73
 DExperts ¢ 67.00 5400 21.42
Mean CV* - - 58.71

Type II QRA (correlations) indicated a medium
negative correlation, while we can see from the
Type IV QRA that only one of the three pairwise
ranks was the same between the two studies.

Study A Study B r p P
o R1 -0.33  -0.50 0.33(1/3)

(ii) At least one evaluator finds an error

The next table below shows the mean system scores
based on the less strict criterion that just one evalu-
ator has to indicate a definition has an error for it to
count towards the evaluation score. CV* scores im-
prove when aggregating responses by this method,
now being closer to the medium good range for
human evaluations.

System 0] R1 CV*
SVM 38.00 78.00 68.76
GeDi 52.00 78.00 39.88
_DExperts ¢ 86.00 7800  9.73
Mean CV* - - 39.46

As we can see from the above table (see also dis-
cussion by Florescu et al. (2025)), all system-level
percentages ended up being the same (78%) with
this method of aggregation; we are therefore unable
to report correlations. The Type IV results below
show that none of the three system ranks were the
same in O and R1.

Study A Study B r P P
O R1 0(0/3)

nan nan

3.3 Baietal. (2021)

For the Informativeness evaluation of cross-lingual
summarisation systems reported by Bai et al.
(2021), participants were asked to select the best of
4 system outputs (marking it with a 1). They then
marked the worst system as -1, and the other two
as 0. Reported scores are the percentage of times
each system is selected as best minus the times it is
selected as worst. Bai et al. (2021) reported results
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for three resource settings, minimum, medium, and
maximum, each indicating a proportion of the test
set used (maximum referring to the whole of the
test set). The reproductions however were con-
ducted only for the maximum setting so this is the
setting we report results for.

The below table shows the aggregated system
scores, alongside the corresponding CV* (n=2) val-
ues for O (the original study) and R1 (Supryadi
et al., 2025). The degree of reproducibility is ex-
tremely high, with the lowest (best) CV* values
seen for any human evaluation experiment to date
in ReproNLP.

System (0] R1 Cv*
MCLAS 0.06 0.08 2.05
NCLS -0.13  -0.13 0.00
NCLS+MS -0.18  -0.19 1.71
GOLD 0.26 0.25 0.56
“Mean CV* . - - 108

For Type 11 results, we see (near) perfect correla-
tions. Pearson’s is only 0.99 because we do not
round up to 1.0 unless the two series are identical
(see our rounding policy in appendix B). Pairwise
system ranks are the same in both studies.

Study A Study B r P P
o R1 0.99 1.00 1.00 (6/6)

3.4 Reif et al. (2022)

Participants are asked to rate, on a 0—100 slider
scale, the Meaning Preservation of an output sen-
tence, given the input sentence. The below table
shows the mean scores, alongside the correspond-
ing CV* (n=2) for O (the original study) and R1
(Onderkova et al., 2025). CV* values are mostly in
the medium range; the Paraphrase system stands
out for having poor CV*, in fact O considers it to
be the best system and R1 the worst.

System (0] R1 Cv*
Paraphrase 90.29 4581 65.17
Zero-shot 69.71 49.44 33.92
Unsup. MT 86.76 7332 16.74
Dual RL 8529 68.24 2214
Aug. zero-shot 86.47 65.10 28.11
Human 8529 7481 13.05
“MeanCV* - ~ 2986

The correlations show a mixed picture with Pear-
son’s indicating a mild to medium correlation, but
Spearman’s a mild negative correlation. The Type
IV QRA score shows that only 6 of 15 of pairwise
ranks are the same between the two studies.

Study A Study B r ) P
O R1 0.32 -0.20 0.4 (6/15)

Reif et al. (2022) did not report scores in their paper,
but did show them in a bar chart. Onderkov4 et al.
(2025) were able to estimate the scores by counting
pixels in the chart (with an accuracy of +0.3%).
Given the large differences in per-system scores
(over 10 in all cases) the effect on QRA++ results
is negligible.

3.5 Guetal. (2022)

Here, participants had to rate the quality of the out-
puts of pairs of extractive summarisation systems,
ranking the one which was best Overall as 1, the
other as 2 (in case of identical output both were
ranked 1). Aggregated system-level results are re-
ported as the average rank they are assigned. The
below table shows the aggregated system scores,
alongside the corresponding CV* (n=3) values for
O (the original study), R1 (Mille and Lorandi,
2025), and R2 (Junker, 2025). CV* is medium
for both systems.

System O R1 R2 Cv=*

MemSum 1.38 1.27 149 35.39
NeuSum 157 133 146 3240

Mean CV* - — - 33.89

There are only two systems so correlations are ei-
ther 1 or -1. In these simple terms, O and R1 are
in agreement, R2 disagreeing with them. The Type
IV results below also show that O and R1 agreed
on the one pairwise system ranking while R2 dis-
agreed.

Study A Study B T 1) P
O R1 1 1 1(1/1)
O R2 -1 -1 0 (0/1)
R1 R2 -1 -1 0 (0/1)

3.6 Hosking and Lapata (2021)

For this experiment, participants are asked to se-
lect which of two system-generated output sum-
maries are “Closest in meaning” to the input
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(Preservation of meaning); the selected system is
assigned a 1, the other a -1. There are five systems,
and for each input, all pairwise combinations (10)
of systems are evaluated. Best-worst scaling is then
applied, resulting in system scores between —100
and +100.

The below table shows the aggregated system
scores, alongside the corresponding CV* (n=3) val-
ues for O (the original study), R1 (Steen and Mark-
ert, 2025), and R2 (Arvan and Parde, 2025). We
see an excellent degree of reproducibility in terms
of CV*, with only the DiPS system having a CV*
value above 5.

System O R1 R2 CV*
VAE 58 57 57.00 045
Separator -6 -3 144  4.69
Latent Bow  -12 -9 -13.44 3.13
DiPS -39 -46 -45 8.17
“Mean CV* - - - 411

Correlations, as shown in below, are as good as they
can be. In terms of Type IV QRA, all 6 pairwise
system ranks are the same between all studies.

Study A Study B r p P
o R1 0.99 1.00 1.00 (6/6)
o R2 0.99 1.00 1.00 (6/6)
R1 R2 0.99 1.00 1.00 (6/6)

The design of this experiment is very similar to,
and by the same authors as Hosking et al. (2022a),
which was also found to be highly reproducible
by Arvan and Parde (2024) and Arvan and Parde
(2024) in ReproNLP 2024 (Belz and Thomson,
2024a).

4 LLM Sanity Check Results

In Section 3 we saw three sets of evaluations where
at least two evaluations produced contradicting re-
sults: August et al., Reif et al., and Gu et al. For
these three we report additional LLM evaluations
following the general approach outlined in Sec-
tion 2.3, and using the specific method described
in Appendix C.

August et al. (2022a) B

Recall from Section 3 that the August et al. experi-
ment reports results in two ways, where an error is
counted if (i) both evaluators agree, and (ii) at least
one evaluator identifies an error.

(i) Evaluators agree there is an error

The first table below shows mean’ CV* (n=2), Pear-
son’s r, Spearman’s p, and proportion of same
pairwise ranks P for O (the original study), R1
(Florescu et al., 2025), and the LLM sanity check.

Study A Study B CV* r P P

O R1  58.71 -0.33 -0.5 0.33 (1/3)
O LLM 2442 098 1.0 1.00 (3/3)
R1 LLM 53.13 -0.16 -0.5 0.33 (1/3)

O and the LLM check have medium mean CV*
and perfect or near perfect agreement on the other
measures. In contrast, R1 has poor QRA++ scores
on all measures with both O and the LLM check.
This means it is more likely that the original study
is closer to the true picture than the reproduction.
If we look at the system-level results in the next
table below, we see that R1 produced scores for
the three systems that were very close together, in
the range 51-57. O and the LLM check place the
systems much further apart.

System 0] R1 LLM CV*
SVM 16.00 57.00 25.00 80.64
GeDi 33.00 51.00 35.00 30.40
_DExperts  67.00 54.00 8500 27.71
Mean CV* - - - 46.25

From this table we can also see that the addition
of the LLM check has improved CV* (n=3) values
except for DExperts where it has increased slightly.

(ii) At least one evaluator finds an error

For the second aggregation method, the picture is
similar: medium Type I reproducibility with (near)
perfect Type II and IV reproducibility for O and
the LLLM check, and very poor reproducibility be-
tween R1 and each of the other two evaluations.
(Recall that all R1 system scores were the same un-
der this aggregation, so we can’t report Pearson’s
and Spearman’s.)

Study A StudyB CV* r P P
0] R1 3946 nan nan 0 (0/3)
0] LLM 3518 0.99 1.0 1(3/3)
R1 LLM 1341 nan nan 0 (0/3)

" Averaged over the system-level CV* scores.
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The below table shows the system-level scores for
all three evaluations, and the overall CV* (n=3).
Here too the addition of the LLM check has im-
proved CV* except for DExperts.

System (@) R1 LLM CV*
SVM 38.00 78.00 68.00 41.49
GeDi 52.00 78.00 75.00 25.45
_DExperts _____86.00 78.00 98.00 14.09
Mean CV* - - - 2701

4.1 Reif et al. (2022)

The below table shows mean CV* (n=2), r, p and
P for O (the original study), R1 (Onderkova et al.,
2025), and the LLM sanity check.

Study A Study B CV* r p P

0 R1  29.86 032 -0.2 0.4 (6/15)
O LLM 34.17 0.7 0.49 0.66 (10/15)
R1 LLM 16.13 0.33 0.26 0.6 (9/15)

This presents a very mixed picture: in terms of
two-way CV*, R1 and LLM are somewhat closer
than the other pairs, but on the other measures, O
and LLM are closest. The LLM check evaluation
appears to be somewhere between the other two.
This could indicate that neither O nor R1 reflect the
true picture (which would be revealed with more
evaluators, and/or more evaluation) well.

For completeness, below we also show the
system-level scores for the three evaluations along-
side three-way CV* (n=3). Here too CV* has im-
proved through the addition of the LLM results in
all cases except the Dual RL system.

System (0] R1 LLM CV*
Paraphrase 90.29 45.81 65.75 40.48
Zero-shot 69.71 49.44 4495 29.48
Unsup. MT 86.76 73.32 5592 26.25
Dual RL 85.29 68.24 53.98 27.70
Aug. zero-shot 86.47 65.10 64.75 21.09
Human 85.29 74.81 74.06 9.83
"MeanCV* - - — 2581

4.2 Guetal. (2022)

The below table shows mean CV* (n=2), r, p and
P values for O (the original study), R1 (Mille and

Lorandi, 2025), R2 (Junker, 2025), and the LLM
sanity check.

Study A Study B CV* r P P

O R1 4346 1 1 171
(0] R2 2325 -1 -1 01
O LLM 3086 1 1 171
R1 R2 4527 -1 -1 0/1
R1 LLM 129 1 1 171
R2 LLM 3299 -1 -1 0/1

Since there are only two systems in this experiment,
correlations can only be either -1 or 1. What r, p
and P tell us is that O and R1, O and LLM, and
R1 and LLM are all in agreement, and that R2 is
in disagreement with all of them (bearing in mind
that with only two systems, hence one pairwise
rank, these measures are less meaningful than with
more systems). CV* nevertheless tells us that the
system-level scores of O and R1 (in agreement on
the other measures) are as different from each other
as those of R1 and R2 (in disagreement on the other
measures).

The below table shows the system-level scores
for all four studies, alongside the four-way CV*
(n=4). Here again, the latter has improved through
the addition of the LLM evaluation.

System 0] R1 R2 LLM CV*

MemSum 1.38 127 149 133 29.26
_NeuSum  1.57 133 146 135 2991

Mean CV* - — - — 29.58

5 Reproducibility by Quality Criterion
and other properties

In this section, we look at some additional proper-
ties of our five sets of studies, to see if any pattern
emerges as to which properties may be associated
with better, and which with worse, reproducibility.

Table 2 shows some of the main HEDS prop-
erties of the experiments repeated by ReproHum
partner labs, along with mean CV* values calcu-
lated as follows:

* a(n=2): the mean of two-way CV* values
between O and R1.

* b(n=2): the mean of two-way CV* values
between O and R2 (if there was an R2).
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ReproNLP 2025

mean CV*

Orig Study // Repro a/ Repro b
measurand

321 434

4.3.8

4.1.1 41.2| 413 |[a(n=2) |b(n=2) | n=3

Yao et al. (2022) // Braun (2025)
Readability 5/5 1-5

DQE

Goodness Both | iiOR || 25.85 - -

August et al. (2022a) B // Flo-
rescu et al. (2025)

Factual Truth 2/2|yes, no

DQE | Correctness | Content | EFoR

58.71 - -

Baietal. (2021) // Supryadi et al.
(2025)

Informativeness 7/7(-1,0,1

RQE

Goodness | Content Rtl 1.08 - -

Reif et al. (2022) // Onderkovd
et al. (2025)

Meaning Preservation 6/6| 0-100

DQE

Goodness Form RtlI || 29.86 - -

Gu et al. (2022) // Mille and Lo-
randi (2025) / Junker (2025)

Overall quality 4/474 1,2

RQE

Goodness Both RtI || 43.46 | 23.25 |33.89

Hosking and Lapata (2021) //
Steen and Markert (2025) / Ar-
van and Parde (2025)

Preservation of meaning UNK/120/120| +1,-1

RQE

Goodness | Content Rtl 4.81 5.05 | 4.11

Table 2: Summary of some properties of ReproNLP experiments performed by ReproHum partner labs, alongside
mean CV* (n=2, or n=3; shown in different columns because different sample sizes are not directly compa-
rable). The following columns map to experiment properties as recorded in HEDS 3.0 (Belz and Thomson,
2024b): 3.2.1 = number of evaluators in original/reproduction experiment; 4.3.4 = List/range of possible responses;
4.3.8 = Form of response elicitation (DQE: direct quality estimation, RQE: relative quality estimation, Cl/Lab:
classification/labelling, Count: counting occurrences in text); 4.1.1 = Correctness/Goodness/Features; 4.1.2 =
Form/Content/Both; 4.1.3 = each output assessed in its own right (iiOR) / relative to inputs (Rtl) / relative to external

reference (EFoR).

¢ n=3: the mean of three-way CV* values be-
tween O, R1 and R2 (if there was an R2).

What we are looking for in this table is any in-
dication that one of the HEDS properties affects
experiment-level mean CV* (last three columns).

One such property is number of evaluators
(HEDS Question 3.2.1): the pattern is for larger
number of evaluators (Hosking & Lapata, Bai et
al.) to be associated with better reproducibility, a
pattern also observed in previous ReproNLP shared
tasks (see Table 3).

Another trend that was previously observed and
is also observable here is that evaluations that are
more cognitively complex tend to have poorer re-
producibility than cognitively simpler evaluations.
An example is the evaluation of Factual Truth in
August et al. which had the highest study-level,
mean CV* of all studies reported. It also had the
smallest number of evaluators. Another example
is Meaning Preservation in Reif et al. which had
some of the worst QRA++ values, and was also the
most inconclusive of our sets of studies.

The two standout studies in terms of repro-
ducibility on all measures were Bai et al. and Hosk-

ing & Lapata which share very similar properties
as captured in Table 2: both use relative quality
estimation (RQE) to assess the goodness of system
outputs in terms of their content and relative to
the input (Rtl). Moreover, they both use a form of
best-worst scaling.

6 Discussion

As in previous editions of ReproNLP, we saw that
degree of reproducibility can look very different
depending on which QRA++ measure is applied.
For example, for Yao et al., the Type II measures
applied (Pearson’s and Spearman’s correlations)
showed excellent reproducibility, as did Type IV
(P, the proportion of identical pairwise ranks), but
CV* was only medium (study-level mean CV* was
25.85).

While we’ve seen this happen a few times in
ReproNLP, the inverse, excellent study-level, mean
CV*, and then terrible correlations and PP, we have
never seen (as one would expect).

In Table 3 we have brought together all studies
from ReproNLP 2023-2025 in slighly abbreviated
form showing quality criteria, HEDS properties
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ReproNLP 2023-2025 mean CV*
Orig Study: measurand 3.2.1 434| 438| 411 412|413 n=2 | n=3
Lin et al.: Non-Redundancy 3/3/3 0,1,2| DQE| Good.|Content| iiOR 2.83
Hosking and Lapata: Pres. of meaning |UNK / 120/ 120 +1,-1| RQE| Good.|Content| Rtl 4.11
Hosking et al.: Preserv. of meaning UNK / 180/ 180 A,B| RQE| Good.|Content| RtI 6.15
Lin et al.: Informativeness 3/3/3 0,1,2| DQE |Feature|Content| iiOR 7.18
Lin et al.: Fluency 3/3/3 0,1,2| DQE| Good.| Form| iiOR 9.89
Puduppully and Lapata B: Mean # Sup- 131/167/144 0-20| Count| Corr.|Content| RtI 11.88
ported Facts
Lux and Vu: Naturalness (speech) 34/157/137|A, B, Tie| RQE| Good.| Form| iiOR 14.55
Chakrabarty et al.: Plausibility (simile) 7/2145| Yes, No |Cl/Lab| Good. Both| Rtl 15.69
Chakrabarty et al.: Plausibility (idiom) 4/235| Yes,No|Cl/Lab| Good.| Both| Rtl 18.35
Puduppully and Lapata A: Conciseness 206/262/7 A,B| RQE| Good.| Both| iiOR 20.48
Puduppully and Lapata A: Coherence 206/262/? A,B| RQE| Good.|Content| iiOR 21.12
Liu et al.: Fluency UNK/96/90|A, B, Tie| RQE| Good. Both| iiOR 21.99
Puduppully and Lapata A: Grammati- 206/262/? A,B| RQE| Corr.| Form| iiOR 22.36
cality
August et al. A: Fluency 2/212 1-4| DQE| Good.| Both| iiOR 26.87
Atanasova et al.: Coverage 3/3/3 1-3| RQE| Good.|Content| Rtl 28.16
Gu et al.: Overall quality 47474 1,2| RQE| Good. Both| Rt 33.89
Feng et al.: Informativeness 4/4/4 1-5| DQE| Good.|Content| Ritl 55.52
Puduppully and Lapata B: Mean # Con- 131/167/144 0-20| Count| Corr.|Content| RtI 84.78
tradicted Facts
Bai et al.: Informativeness 7/7| -1,0,1| RQE| Good.|Content| RtI || 1.08 -
Castro Ferreira et al.: Clarity 60 /60 1-7| DQE| Good. Both| iiOR || 3.44 -
Shardlow and Nawaz: Ease of under- 98 /40 1-4| RQE| Good. Both| iiOR || 5.95 -
standing
Gabriel et al.: Social acceptability UNK /42| Yes,No| DQE|Feature| Both|EFoR | 10.46 -
Yao et al.: Readability 575 1-5| DQE| Good.| Both| iiOR || 25.85 -
Reif et al.: Meaning Preservation 6/6| 0-100] DQE| Good.|Content| RtI || 29.86 -
August et al. B: Factual Truth 2/2] yes,no| DQE| Corr.|Content|EFoR || 58.71 -
Kasner and Dusek: # Redundancies 2/2 count| Count| Good.|Content| iiOR [[149.72 | -

Table 3: Quality criteria (measurands), HEDS properties and quality-criterion level CV* for all sets of evaluations
from ReproNLP 2023-2025. Format is the same as Table 2 (see caption for column headings).

and quality-criterion level mean CV*. The top part
of the table contains those studies where we cur-
rently have two ReproHum reproductions complete
(n=3), while the lower part contains those where we
currently have one reproduction (n=2). In each part
of the table separately, we have sorted the study
sets by CV*.

Among the general tendencies relating to single
properties are the following. Larger numbers of
evaluators tend to be associated with lower CV*,
the one exception to this being Puduppully & Lap-
ata B: Mean # Contradicted Facts. In all 13 other
cases where a study has 7 or more evaluators, CV*
is under 23, in 8 cases under 16.

Seven of the eight studies with a CV* under 11
have a very small number of possible response val-
ues (3 or fewer). Both of the two studies with the
worst CV* values by a very large margin asked
evaluators to count items directly. Relative quality

estimation (RQE) seems to have the edge over di-
rect quality estimation (DQE): the former has an
average of 16.35 CV*, the latter 23.06.

In terms of combinations of properties, using a
larger number of evaluators together with a small
number of response values in RQE of Goodness
has in all seven cases resulted in a CV* of under
22, in four cases, under 15. We have three studies
assessing Meaning Preservation: two use RQE and
achieve excellent CV*; the other one uses DQE and
has poor CV*.

We applied LLM sanity checks for the first time
in ReproNLP 2025 in order to shed light on which
of two disagreeing studies is likely to be closer to
the true picture. Of the three cases where there
were disagreeing studies, the LLM sanity check
was able to answer the question, but in the remain-
ing case (Reif et al.), the LLM results correlated
better with the original study than with R1, but

1011



CV* was worse and P was very close for both O
and R1. We will return to this analysis once the
missing reproduction for Reif et al. is complete.

7 Conclusion

A shared task results report is almost invariably
written under pressure of time and to a deadline.
There are other aspects than are reported here
which we would like to have investigated, but will
have to leave for future work.

ReproNLP 2025 is the fifth and likely the last
edition of this shared task series. It has contributed
new data and insights into reproducibility and the
factors that impact it, and we plan to release our
resources and results so that further analyses can
be conducted and insights gleaned.
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A The ReproHum Common Approach to
Reproduction

In order to ensure comparability between studies,
we agreed the following common-ground approach
to carrying out reproduction studies:

1. Plan for repeating the original experiment in
a form that is as far as possible identical to

the original experiment, ensuring you have
all required resources in place, then apply to
research ethics committee for approval. If any
aspect of the original experiment is unclear,
contact the ReproHum coordinator who will
either obtain clarification from the author, or
create a sensible design that will then be used
by all partner labs reproducing that experi-
ment.

2. If participants were paid during the original
experiment, determine pay in accordance with
the ReproHum common procedure for calcu-
lating fair pay (Belz et al., 2023).

3. Following ethical approval start the reproduc-
tion study following the steps below. Contact
the ReproHum team with any questions rather
than the original authors, as they have already
provided us with all the resources and infor-
mation they have. Don’t communicate with
other ReproHum teams about their reproduc-
tion studies. This is to avoid inadvertently
affecting outcomes.

4. Complete HEDS datasheet.

5. Identify the following types of results reported
in the original paper for the experiment:

(a) Type I results: single numerical scores,
e.g. mean quality rating, error count, etc.

(b) Type II results: sets of numerical scores,
e.g. set of Type I results .

(c) Type III results: categorical labels at-
tached to text spans of any length.

(d) Qualitative conclusions/findings stated
explicitly in the original paper.?

6. Carry out the allocated experiment exactly as
described in the HEDS sheet.

7. Report the results in the following form:

(a) Description of the original experiment.

(b) Description of any differences in your
repeat experiment.

(c) Side-by-side presentation of all results
(8a-d above) from original and repeat ex-
periments, in tables.

(d) Report quantified reproducibility assess-
ments in terms of QRA++ (Belz, 2025)
as follows:

i. Type I results: Small-sample oeffi-
cient of variation CV* (Belz, 2022).

$We now call these Type IV results.
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ii. Type 1II results: Pearson’s r, Spear-
man’s p.

iii. Type III results: Multi-rater: Fleiss’s
x; Multi-rater, multi-label: Krippen-
dorff’s a.

iv. Type IV results: Proportion of pair-
wise system ranks maintained.

B Rounding Policy

The python script used to calculate results uses
HALF_UP rounding rather than the python de-
fault of bankers rounding. Numbers are only ever
rounded at the stage of presentation, i.e., the full-
precision CV* values are used to calculated the
means, rather than the 2 decimal place ones.

For Pearson and Spearman correlations we never
round up from 0.99 in order to avoid giving the
impression of a perfect correlation where one does
not exist.

C LLM Sanity Check Method

In situations where the two (or in case three) repro-
ductions disagree with each other, we employ a set
of LLMs as a sanity check. We report the correla-
tion results and indicate which of the human repro-
ductions the LLM-based evaluations most closely
align with, as they tend to show strong agreement
with one reproduction while diverging from the
other (Huidrom and Belz, 2025b).

The standardised procedure followed for the
LLM sanity check is described below:

1. Determining the number of LLLMs. Use the
same number of distinct LLMs as human an-
notators per item in the original evaluation.
That is, if the original evaluation involved 100
items, each annotated by 3 different human
evaluators, we use 3 different LLMs to recre-
ate this setup.

2. Preparing the prompt. This step involves
adapting the original instructions provided to
human annotators and clearly specifying the
expected response format. The goal is to en-
sure that the LLMs receive well-structured
and unambiguous prompts that reflect the tex-
tual and visual information conveyed by the
original evaluation interface as closely as pos-
sible.

(a) Adaption of the instructions. Use the
same instructions provided to human an-
notators to perform the task, making only

minimal modifications (e.g., remove the
informed consent or some timing-related
instructions, such as the minimum dura-
tion required for a valid submission).

(b) Verbalisation of the rating instru-
ment. Describe the rating scale and
specify the expected response format
(e.g., “Please answer using the follow-
ing format: <ANSWER>A</ANSWER>
in case your answer is A, or <AN-
SWER>B</ANSWER> in case your an-
swer is B.”). Always include a final clar-
ification explicitly instructing the model
not to include any information beyond
the answer enclosed within the specified
tags.

3. Result extraction process.

(a) Apply the predefined extraction patterns,
i.e., the response format explicitly indi-
cated to the model in the prompt.

(b) If it is not possible to extract responses
for all items using the predefined pat-
terns, design post-hoc extraction patterns.
To do this, randomly sample the 10% of
the outputs of each LLM. Use this set of
samples as validation set and derive the
post-hoc patterns based on the response
formats observed in the validation set.

(c) If there are still items for which re-
sponses cannot be extracted in some
models, we assign random responses for
those specific cases.

4. Aggregation of the results. Aggregate the
results following the same procedure as in the
original experiment with human annotators.
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