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Abstract

Human evaluation is indispensable in natural
language processing (NLP), as automatic met-
rics are known to not always align well with
human judgments. However, the reproducibil-
ity of human evaluations can be problematic
since results are susceptible to many factors,
the details of which are often missing from the
respective works. As part of the ReproHum
project, this work aims to reproduce the hu-
man evaluation of a single criterion in the paper
“MemSum: Extractive Summarization of Long
Documents Using Multi-Step Episodic Markov
Decision Processes” (Gu et al., 2022). The re-
sults of our reproduction differ noticeably from
those of the original study. To explain this dis-
crepancy, we discuss unavoidable differences
in the experimental setup, as well as more gen-
eral characteristics of the selected domain and
the generated summaries.

1 Introduction

Human evaluation is generally considered the gold
standard in NLP research (Belz et al., 2020). While
automatic metrics are usually easier and cheaper to
use, they have been shown as problematic in differ-
ent ways: For example, standard metrics are often
used in inappropriate settings and without report-
ing important details such as version information,
and they do not always correlate well with human
judgments (Belz and Reiter, 2006; Novikova et al.,
2017; van der Lee et al., 2019; Sai et al., 2022;
Chen et al., 2022; Schmidtova et al., 2024).
Human evaluations can solve some of those is-
sues, but come with their own challenges. Apart
from higher costs and time expenditures, it has been
shown that human evaluations in existing research
do not always rely on the same terminology (Belz
et al., 2020) and that the evaluation outcomes can
be affected by a multitude of parameters, the details
of which are often missing from reports (Howcroft
et al., 2020; Belz et al., 2023). As a consequence,

reproducibility is a core issue for human evaluation,
potentially casting doubt on the validity of reported
results and conclusions (Belz et al., 2021).

Against this background, the ReproHum project
and associated ReproNLP shared task (Belz et al.,
2025) aim to systematically test the reproducibility
of human evaluations and strengthen transparency
and reliability in NLP research. As part of this
project, we attempt to reproduce the human eval-
uation in the paper “MemSum: Extractive Sum-
marization of Long Documents Using Multi-Step
Episodic Markov Decision Processes” (Gu et al.,
2022).

In the following, we first outline the content of
Gu et al. (2022)’s work. After that, we describe the
details of the human evaluation carried out in this
study and the differences from the original work.
Finally, we compare the results of our reproduction
study with the original findings.

2 Original Study

In their work, Gu et al. (2022) look at extractive
summarization, i.e., selecting a subset of sentences
from a source document which adequately summa-
rize the content of the full text. For this, the au-
thors propose MemSum, an extractive summarizer
based on reinforcement learning that is designed
for long documents. MemSum utilizes a multi-step
episodic Markov decision process to iteratively se-
lect sentences from the source document. For each
decision, the system considers a broad set of infor-
mation, i.e., the content of the current sentence, the
global context of the rest of the document, and the
sentences selected in previous steps.

The system is tested with ROUGE (Lin, 2004)
as an automatic metric, showing state-of-the-art
performance on long document datasets such as
PubMed, arXiv (Cohan et al., 2018), and GovRe-
port (Huang et al., 2021).

In addition to this, Gu et al. (2022) conduct a
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Original

Reproduction

Quality Criterion overall quality, coverage, non-redundancy overall quality
Number of Items 63 63
Number of Systems 2 2
Number of Participants 4 4
Participants/Item 1 4
Compensation unknown 1398-1625€/h
Gender Split unknown 1 female, 3 male
. Master’s / PhD Students Bachelor’s / Master’s Students
Professional Status . . L
(Computer Science) (Computational Linguistics)
English proficiency unknown fluent, second language

Table 1: Comparison between the human evaluation in the original work (Gu et al., 2022) and our reproduction.

human evaluation where MemSum is compared to
a strong baseline, i.e., the existing NeuSum (Zhou
et al., 2018) summarizer. The evaluation is divided
into two parts, where MemSum generates sum-
maries with adaptive length (Experiment I) or is
fixed to a number of 7 sentences (Experiment II).
In both experiments, evaluators rate summaries for
texts from the PubMed dataset which are gener-
ated by MemSum and NeuSum, respectively. The
generated summaries are compared to ground-truth
abstracts written by humans with respect to cov-
erage, non-redundancy and overall quality. The
results show that NeuSum achieves slightly better
coverage, but MemSum summaries are rated signif-
icantly higher for non-redundancy. MemSum also
exceeds the baseline for overall quality, although
this difference is not statistically significant.

In this work, we aim to reproduce Experiment II
in Gu et al. (2022), focusing on the overall qual-
ity criterion and disregarding coverage and non-
redundancy. With regard to this scope, the main
finding of the original study can be summarized
as follows: MemSum generates summaries of
higher overall quality than the NeuSum base-
line.

3 Method

In our evaluation setup, we tried to follow the pro-
cedure of Gu et al. (2022) as closely as possible.
Our code is available on GitHub'. More details
can be found in our Human Evaluation Data Sheet
(HEDS, Shimorina and Belz 2022; Belz and Thom-
son 2024)2.

! github.com/clause-bielefeld/ReproHum0729-04
2github.com/nlp-heds/repronlp2025

3.1 Material

For Experiment II in their human evaluation, Gu
et al. (2022) sampled 63 documents from the test
set of the PubMed dataset. For each document,
they retrieved a ground-truth abstract as a reference
summary and generated two summaries with Mem-
Sum and NeuSum, respectively. We use the same
items as in the original evaluation.

3.2 Evaluators

We recruited four evaluators (one female, three
male). At the time of the experiment, all evaluators
were students in Computational Linguistics and re-
lated fields and employed as student assistants in
our group. The participants were paid by the hour
according to the local statutory rate (13.98 € or
16.25 € / hour, depending on educational attain-
ment). All participants are native German speakers
who are proficient in English as a second language.

3.3 Evaluation Procedure

We asked our evaluators to rank the summaries
of the two systems according to their quality. We
did not provide further guidelines, but relied on
the short instructions included in the evaluation
notebook published by the original authors.

The evaluation was carried out through an inter-
active web interface in Google Colab, which was
based on the published evaluation notebook of the
original project (see the screenshot in Figure 1).
We note, however, that in contrast to the interface
reported in the original paper, our notebook did not
include a function for skipping items (see Section
3.4). For each document, the interface presented
a reference summary next to two generated sum-
maries in random order, one generated by Mem-
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Read
Highlight relevant sentences givenag...

Reference Summary

Summary A

Summary B

Dyschromatosis is a pigmentary
genodermatosis which presents with hyper
and hypopigmented skin lesions giving a
mottled appearance .

It is a rare entity in india reported mainly in
the east asian population .

Classically, two forms have been
described ; dyschromatosis universalis
hereditaria ( duh ) and dyschromatosis
symmetrica hereditaria . here

We report four cases of duh and one case
of dyschromatosis symmetrica hereditaria
from india .

Dyschromatosis is a rare genodermatosis
which is characterized by hyper and hypo
pigmented macules of variable shape and
size .

(aandb) case one with multiple
hypopigmented and hyperpigmented
macules all over the body
photomicrograph depicting marked
increase in the epidermal basal melanin
from the hyperpigmented macules (a)
and decrease in the epidermal basal
melanin from the hypopigmented macules
(b) of all the five cases (hand e, 400)
case two was a 22-year - old male
presenting to our outpatient department
with asymptomatic multiple hypo and
hyperpigmented macules all over the body
[ figure 3] since 12 years .

Reticulate pigmentary dermatoses ( rpd )

Dyschromatosis is a rare genodermatosis
which is characterized by hyper and hypo
pigmented macules of variable shape and
size .

Absence of photosensitivity , atrophy,
telangiectasia, eye involvement and
benign nature of the condition makes
xeroderma pigmentosum unlikely .

Dyschromatosis is a spectrum of disease
which includes duh, dyschromatosis
symmetrica hereditaria ( dsh ) or
acropigmentation of dohi and a segmental
form called unilateral dermatomal
pigmentary dermatosis .

Dyschromatosis is a benign condition
which is usually not associated with
systemic involvement which has to be
differentiated from conditions like
xeroderma pigmentosum, dkc .

Show Source Document >>>

Evaluation (choose one that is closer to the reference summary)

Overall:

summary A
summary B

Submit & Eval Next

You have evaluated 43/63 examples.

Figure 1: Screenshot of the evaluation interface as used in our work.

683




Sum and the other by the baseline NeuSum system.
Using HTML radio buttons, the evaluators should
indicate which of the two generated summaries
has a higher overall quality or is more consistent
with the reference summary. For additional assis-
tance, the interface included a highlight function
that marks text spans in color that correspond to
the content of an input query. Sent2vec sentence
embeddings (Pagliardini et al., 2018) were used to
determine the relevance of text passages.

For each item, the system rated as better is
ranked #1, while the other is ranked #2. As in
the original paper, we tested the item pairs for in-
stances where both systems gave the exact same
response and replaced the evaluator ratings with
rank #1 for both systems in those cases. In our re-
sults section we report the mean ranks per system,
averaged over all items and evaluators.

3.4 Known Differences to Original Study

Our study differs from the original study in some
aspects. A summary of the comparison between
the original study and our reproduction can be seen
in Table 1.

First, as described in Section 2, the original
evaluation is not restricted to the overall quality
criterion, but also includes the coverage and non-
redundancy of the extracted summaries. We focus
on overall quality, excluding the other criteria from
the interface.

Second, the authors report a function in the in-
terface to skip items where no clear decisions can
be made. This function was not available in the
published evaluation notebook and is therefore not
included in our reproduction, i.e., evaluators must
decide on a ranking for all items.

Finally, Gu et al. (2022) do not provide details
regarding the gender and language skills of the
evaluators or the compensation for the experiments.
Additionally, the distribution of evaluation items
among participants is not entirely clear: While the
paper specifies four participants, the published raw
results only include a single quality assessment per
item. In our reproduction, all participants evaluate
all 63 test items, i.e. we collect 4 rankings per item
and report the mean.

4 Reproduction Results

The results of the original study and our reproduc-
tion can be seen in Table 2. Per-evaluator results
and significance levels are shown in Table 3.

System  Original Reproduction CV*
MemSum 1.38 1.49 25.21
NeuSum 1.57 1.46 21.3

Table 2: Original and reproduced scores (lower is better)
and coefficient of variation (CV*, Belz 2022).

General Results With regard to the average rat-
ings per system, our results differ notably from
the original evaluation. In Gu et al. (2022), the
proposed MemSum system achieves higher overall
quality scores than the NeuSum method used as
baseline. By contrast, NeuSum is slightly favored
in our evaluation, although the average ranks di-
verge only marginally from a score of 1.5, which
would indicate equal preference for both systems.
Therefore, we were unable to confirm the main
finding in Gu et al. (2022) that MemSum gener-
ates summaries of higher overall quality than the
NeuSum baseline (cf. Section 2).

Coefficient of Variation Following the Extended
Quantified Reproducibility Assessment (QRA++)
framework (Belz, 2025) for Type I results, we re-
port the unbiased coefficient of variation (CV*,
Belz 2022) between the originally published re-
sults and the scores in our evaluation.> We rely
on the implementation in Belz (2022), which is ad-
justed for small sample sizes. Since CV* requires
metric scales to start at 0, but the quality scores in
our evaluation are in a value range between 1 and
2, we we offset our results by -1 before calculating
the CV*.

In line with our inability to reproduce the results
of the original paper, the CV* scores are relatively
high in our reproduction study (25.21 for MemSum
and 21.3 for NeuSum, see Table 2).

Inter-Annotator Agreement We calculate the
inter-annotator agreement between our evaluators
using Fleiss’s x (Fleiss, 1971). Here, a score of
x = 0.17 only indicates slight agreement (Landis
and Koch, 1977), pointing to notable differences
between the ratings of the individual evaluators.

Per-Evaluator Results Table 3 shows the mean
system ranks for individual evaluators. As an alter-
native, more interpretable measure, we also report
the percentage of cases in which MemSum is rated
higher than NeuSum. While three of the four eval-

3 Assessments of Type II and Type Il results are not appli-
cable to this reproduction.
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evaluator | MemSum NeuSum | % MemSum #1 | statistic  p
1 1.44 1.51 53.33 854.0 0.61
2 1.52 1.43 45.0 823.5 0.44
3 1.49 1.46 48.33 884.5 0.8
4 1.51 1.44 46.67 854.0 0.61
original 1.38 1.57 | 60.0 732.0  0.12

Table 3: Per-evaluator results and statistical significance tests (Wilcoxon signed-rank test, Woolson 2008) for ratings
by individual evaluators and the ratings published in the original work. None of the rating series pass the significance

threshold of o = 0.05.

uators show a general preference for NeuSum, we
note that all scores are close to perfect balance be-
tween the two systems (i.e., an average rank of
1.5 and a 50 % preference for MemSum), again
pointing to weak overall tendencies.

Statistical Significance As in the original pa-
per, we use a Wilcoxon signed-rank test (Woolson,
2008) to determine the statistical significance of
the difference in ratings between MemSum and
NeuSum. We apply this test to the ratings of all
individual evaluators and to the ratings published
by Gu et al. (2022). As shown in Table 3, none of
the rating series pass the significance threshold of
a = 0.05. This includes all ratings of individual
evaluators in our reproduction and the ratings origi-
nally published. However, we note that the p-value
for the results in the original paper is considerably
lower.

5 Discussion

As discussed in the previous section, we were un-
able to reproduce the main findings from Gu et al.
(2022) with regard to the overall quality criterion
in Experiment II. While the proposed MemSum
model surpassed the NeuSum baseline in the origi-
nal study, our results show the opposite trend, i.e.,
NeuSum is rated as better than MemSum on aver-
age. The high CV* scores corroborate these dif-
ferences. However, it is important to note that
the difference between the two systems is fairly
small and not statistically significant, and the inter-
annotator agreement reveals substantial differences
in the judgments of individual evaluators. Reasons
for the deviations from the original results and the
measured uncertainty in our evaluators can be seen
both in properties of the stimuli and in the experi-
mental setup of this reproduction.

25

20

# Samples
=
(6,

.
o

0 1 2 3 4 5 6 7
Sentence Overlap

Figure 2: Sentence overlap between summaries ex-
tracted with MemSum and NeuSum. In more than 50 %
of cases, generated summaries overlap by more than 5
sentences (with a total length of 7).

Properties of Stimuli As described in Section
3.1, Gu et al. (2022) used samples from the
PubMed dataset for their evaluation. Importantly,
this dataset consists of domain-specific texts from
the medical field written in highly technical lan-
guage, making it possible that evaluators, who are
not domain experts, struggle to evaluate the content
and textual quality of the summaries.

In addition, both systems often select similar
sentences: As shown in the histogram in Figure
2, in more than half of the evaluation samples the
outputs of the two systems overlap by at least 5
sentences, with a total length of 7 (see section 3.1).
As a result, the summaries of both systems often
only vary in detail, making it difficult to rank the
methods.

Both of these aspects — the technical jargon and
the high similarity between generated summaries —
were named by participants as complicating factors
subsequent to the evaluation.
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Differences in Experimental Setups Another
reason for the discrepancies between the original
results and our reproduction may lie in the defini-
tion of the quality criterion. The notion of overall
quality is relatively underspecified, which could
lead to uncertainty regarding the exact properties of
the texts against which they should be evaluated, al-
though the evaluation interface provides somewhat
more precise instructions, see Section 3.3. Impor-
tantly, as noted in Section 3.4, Gu et al. (2022) also
included ratings for coverage and non-redundancy,
which could affect the evaluation of overall qual-
ity — for example, if the ratings for these more
specific criteria are included in the evaluation of
overall quality.

Finally, as described in Section 3.4, the evalu-
ation interface in the original study included an
option to skip items if the summaries were too sim-
ilar or if a decision could not be made for other
reasons. Our interface lacks this function, forc-
ing evaluators to decide on a ranking in all cases.
Given the high similarity between the generated
summaries for many items, this could be a reason
for a higher rate of arbitrary decisions compared
to Gu et al. (2022)’s evaluation, although it is un-
known how many items were actually skipped in
the original study.

6 Conclusion

In this paper, we attempted to reproduce the hu-
man evaluation from the work of Gu et al. (2022).
Our evaluation produced clear differences from the
original results, in particular we could not demon-
strate that the proposed MemSum system produces
summaries with higher overall quality than the
baseline NeuSum system. At the same time, the
narrow margin between the systems and the low
inter-annotator agreement suggest fundamental un-
certainties among our evaluators. To explain these
discrepancies, we discussed differences between
the original study and our reproduction, as well as
general characteristics of the chosen domain and
the generated summaries.

The mixed results in our study underline the
problem that it is often difficult to reproduce the re-
sults of human evaluations in published papers, and
stress the importance of projects like ReproHum.
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