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Abstract

The evaluation of LLMs has so far focused pri-
marily on how well they can perform different
tasks such as reasoning, question-answering,
paraphrasing, or translating. For most of these
tasks, performance can be measured with ob-
jective metrics, such as the number of correct
answers. However, other language features are
not easily quantified. For example, arousal,
concreteness, or gender associated with a given
word, as well as the extent to which we ex-
perience words with senses and relate them
to a specific sense. Those features have been
studied for many years by psycholinguistics,
conducting large-scale experiments with hu-
mans to produce ratings for thousands of words.
This opens an opportunity to evaluate how well
LLMs align with human ratings on these word
features, taking advantage of existing studies
that cover many different language features in
a large number of words.

In this paper, we evaluate the alignment of a
representative group of LLMs with human rat-
ings on two psycholinguistic datasets: the Glas-
gow and Lancaster norms. These datasets cover
thirteen features over thousands of words. The
results show that alignment is generally better
in the Glasgow norms evaluated (arousal, va-
lence, dominance, concreteness, imageability,
familiarity, and gender) than on the Lancaster
norms evaluated (introceptive, gustatory, olfac-
tory, haptic, auditory, and visual). This sug-
gests a potential limitation of current LLMs in
aligning with human sensory associations for
words, which may be due to their lack of em-
bodied cognition present in humans and illus-
trates the usefulness of evaluating LLMs with
psycholinguistic datasets.

1 Introduction

The evaluation of Large Language Models (LLMs)
poses significant challenges as they have to be
evaluated on their performance on a large num-
ber of tasks and their answers are in natural lan-

guage (Guo et al., 2023). One alternative is to
have humans evaluate the LLM responses. This,
however, does not scale when an extensive evalua-
tion with tens of thousands of questions has to be
done for each model and new models appear ev-
ery day. Initiatives like the Chatbot Arena (Chiang
et al., 2024) resort to the community to perform
an evaluation of human preferences. In this case,
the questions, answers, and participants are not
controlled, so the results provide a comparative
ranking of models but not a detailed analysis of
their specific capabilities. Another alternative is
to use an LLM to evaluate other LLMs (Zheng
et al., 2024). Again, this method has limitations
as the judging LLM may have biases and inaccu-
racies, and someone has to evaluate this LLM in
the first place. The most widely used method to
evaluate LLMs as of today is to run different bench-
marks, mostly made of multiple-choice questions
or tasks for which existing metrics can be used to
provide a result. This enables the automation of
the process and the evaluation of specific tasks, for
example, maths (Hendrycks et al., 2021), reasoning
(Zellers et al., 2019), or knowledge of many differ-
ent topics (Hendrycks et al., 2020; Srivastava et al.,
2022). The results of those tests are then published
on leaderboards (Fourrier et al., 2024; Myrzakhan
et al., 2024) and used to compare the performance
of LLMs on a wide range of tasks.

Evaluating LLMs’ ability to solve a math prob-
lem, a riddle, or answer a question about taxation
is interesting but is not enough. LLMs interact
with persons and generate text that is read by hu-
mans. Therefore, we would like them to be aligned
with human emotions, perceptions and preferences
(Song et al., 2024; Naseem et al., 2024). To assess
alignment, benchmarks for emotional alignment
are also being developed, for example, by asking
open questions to the LLM and evaluating their
responses using a second LLM as a judge (Chen
et al., 2024). This, as discussed before, relies on the
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judge LLM and thus is limited by its capabilities.
Another option is to have humans rate the ques-
tions on a Likert scale and then ask the LLMs to
also answer on a Likert scale (Huang et al., 2024).
This requires new human studies which imply a sig-
nificant effort (Huang et al., 2024). Interestingly,
human ratings have been used in psycholinguistics
for decades and large datasets are available, for
example, with ratings of words and expressions
(Warriner et al., 2013).

Although LLMs are entirely based on written
language, they capture much of the meaning of
words. For example, LLM-based estimates of the
valence and concreteness of words and expressions
correlate very well with human ratings (Trott, 2024;
Martínez et al., 2025). At the same time, it is hard
to deny that for humans word meaning is more
than the occurrence of words together, which is
from what LLMs learn. Two aspects come into
play here. The first is the symbol grounding prob-
lem (Harnad, 1990). You cannot learn a language
on the basis of words alone. Some words must
first be grounded in the world around us (at least
1% according to (Vincent-Lamarre et al., 2016),
or about 400 words). Only then can they be used
to accurately define the meaning of other words.
The second aspect is that even though words can
be defined from other words, in reality we have
probably learned their full meaning through a mix
of language and everyday experiences. The latter
includes perception (our knowledge of the color
purple is more than knowing it is a combination of
red and blue), actions (our knowledge of a chair is
based in part on having sat on chairs many times),
emotions, social interactions, and so on. Finally,
theories like embodied cognition argue that the in-
teractions of our body with the environment also
shape our minds and are an essential part of our lan-
guage learning process and influence word mean-
ing (Wilson, 2002), (Barsalou, 2008). Therefore, it
is interesting to study whether these fundamental
differences between humans and LLMs limit their
alignment and in which areas.

In psycholinguistics, ratings of words and expres-
sions are used to select stimuli for experiments that
evaluate different aspects of language processing
and learning, supporting the development and vali-
dation of theories of human cognition (Rommetveit,
2014). Features such as arousal, valence, concrete-
ness, dominance and iconicity have been evaluated
on thousands of words and expressions in many dif-
ferent languages (Gao et al., 2023). There are also

studies with human ratings on different emotions
such as happiness, disgust, anger, fear, or sadness
(Stadthagen-González et al., 2018) which are useful
in affective neurolinguistics studies (J. A. Hinojosa
and Ferré, 2020). Ratings of how humans asso-
ciate words with the senses or parts of the body are
also available for thousands of words (Lynott et al.,
2020) and have been used to enrich language mod-
els (Kennington, 2021). Since all these datasets
are available and have been used and validated in
many studies, it is of interest to explore whether
they can be used to evaluate LLMs. So, differently
from existing studies (Trott, 2024; Martínez et al.,
2025) that use LLMs to generate estimates of word
features, use existing human ratings to evaluate
LLMs.

In this paper, we make the first contribution in
this direction by presenting an initial study on the
use of psycholinguistic datasets for LLM evalua-
tion and analyzing the results linking them to ex-
isting works in cognitive science. The rest of the
paper is organized as follows. Section 2 presents
the motivation and objectives of the paper. Section
3 presents the evaluation methodology including
the selection of the datasets, the LLMs to evaluate
and the procedures and metrics used. The results
are presented in section 4 and discussed in section
5. The paper ends with the conclusion in section 6.

2 Motivation and objectives

The main motivation of this work is to foster the
evaluation of LLMs from a psycholinguistic per-
spective, reusing existing datasets and knowledge
that have been gathered in human evaluations for
decades. This would not only provide datasets
for LLM evaluation but also open new perspec-
tives on how to evaluate LLMs and attract the psy-
cholinguist community to LLM evaluation research
(Borghi et al., 2024). For example, theories of lan-
guage acquisition and processing that have been
developed for humans can be used to better under-
stand how LLMs process language.

To achieve this main goal, in this paper we con-
duct an initial exploration to show the potential of
putting together psycholinguistic word norms and
LLM evaluation with the following objectives:

• Propose a methodology to evaluate the align-
ment of LLMs and humans using word norms.

• Conduct an initial evaluation using a relevant
set of word norms and LLMs.
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• Analyze the results and link them to existing
results in psycholinguistics and cognitive sci-
ence.

• Discuss avenues to continue this work.

The following sections address each of these
objectives in detail.

3 Methodology

This section discusses the proposed methodology to
evaluate the alignment of LLM with humans using
psycholinguistic word norms. The methodology
includes the selection of psycholinguistic datasets,
LLM, and the metrics and procedures used in the
evaluation.

3.1 Datasets
To have a comprehensive evaluation, as many word
norms as possible should be evaluated covering dif-
ferent aspects of word meaning. The norms should
cover a significant number of words and ideally
be available in several languages. Unfortunately,
there is no such psycholinguistic dataset, and the
information is spread among different studies, each
covering only a set of norms and typically one or
at most a few languages. Therefore, the first step is
to select a group of existing word norms for evalu-
ation.

For this initial study, we have selected two
datasets:

• The Glasgow norms (Scott et al., 2019) pro-
vide human ratings on arousal, valence, dom-
inance, concreteness, imageability, familiar-
ity and gender association for 5,553 English
words.

• The Lancaster norms (Lynott et al., 2020)
provide human ratings on 1) six perceptual
modalities associated with words, touch, hear-
ing, smell, taste, vision, and interoception and
2) on five parts of the body associated with
words, mouth/throat, hand/arm, foot/leg, head
excluding mouth/throat, and torso. Both for
39,707 English words.

The ratings of the body parts associated with
words in the Lancaster norms are not used in our
evaluation because the instructions given to humans
include images showing the body parts that can
only be provided to multimodal models and most
of the models evaluated are pure LLMs. Therefore,

a total of seven word features from the Glasgow
norms and six perceptual modalities are used in our
study.

The rationale for our selection is that the two
datasets cover a relevant number of norms and
words in English, which is the dominant language
for LLM design and optimization. The Glasgow
norms focus on features for which previous works
have shown good alignment of leading LLMs such
as GPT-4 (Trott, 2024; Martínez et al., 2025).
Therefore, it is of interest to see if this alignment
also occurs for other less powerful LLMs. The Lan-
caster norms instead focus on perceptual norms,
which are expected to correlate less with LLMs
which lack embodied cognition.

3.2 LLMs

In order to ensure that the results are representative
of the current LLMs, we select several open models
such as Llama-3.2-3B, LLama3.1-8B (Dubey et al.,
2024), LLama3.2-11B from Meta AI, Gemma-2-
9B (Team et al., 2024) from Google, two models
optimized for languages other than English: Yi-1.5-
9B (AI et al., 2024) and Occiglot-7B (Avramidis
et al., 2024) and two proprietary models, OpenAI’s
GPT-4o and GPT-4o-mini (OpenAI, 2023). As
with the datasets, the selection is intended to pro-
vide good coverage of the current LLM ecosystem
while keeping the computational effort manageable.
On one hand, several models with different sizes
are evaluated for LLama and GPT-4o to assess the
impact of model size. Additionally, for LLama, a
multimodal model (LLama3.2-11B ) is included
in the evaluation to see if multimodality has any
impact on alignment. On the other hand, models
from three different companies are evaluated to see
if the alignment changes significantly across model
families.

3.3 Procedure

We ask the LLMs to rate the words on the different
features using as prompts the same questions used
in the human studies, adding a sentence to request
the LLM to answer only with the number of the
rating for the word. This is consistent with pre-
vious studies on generating psycholinguistic data
with LLMs on which these prompts achieved good
results. Two examples of prompts are given below:

• Prompt for Arousal (Glasgow norms):
Arousal is a measure of excitement versus
calmness. A word is AROUSING if it makes
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you feel stimulated, excited, frenzied, jittery,
or wide-awake. A word is UNAROUSING
if it makes you feel relaxed, calm, sluggish,
dull, or sleepy. Please indicate how arousing
you think word “X” is on a scale of 1 (VERY
UNAROUSING) to 9 (VERY AROUSING),
with the midpoint representing moderate
arousal. Please answer only with the number.

• Prompt for Gustatory (Lancaster norms): You
will be asked to rate how much you expe-
rience everyday concepts using perceptual
senses. There are no right or wrong answers
so please use your own judgement. The rating
scale runs from 0 (not experienced at all with
that sense) to 5 (experienced greatly with that
sense). Please answer only with the number.
To what extent do you experience by tasting
word “X”

The temperature of the LLM is set to zero to
ensure that results are reproducible and two esti-
mates are computed. The first is the direct answer
of the LLM which corresponds to the number with
the largest estimated probability. The second esti-
mate is computed by obtaining the LLM estimated
probabilities (Ivanova et al., 2024) of each of the
possible values on the rating scale (typically 0-5,
1-7 or 1-9), multiplying the values by their proba-
bilities and adding them; thus taking the average
value given by the estimated probabilities. This
second estimate has been shown to be better in
previous studies (Ivanova et al., 2024).

3.4 Metrics

To measure the alignment of LLMs with humans,
it seems natural to use the metrics that are used in
psycholinguistics to check the agreement of differ-
ent studies that collect ratings on the same word
features. Two single value metrics (Myers et al.,
2013) are commonly used:

• Pearson correlation coefficient: the covari-
ance of the variables divided by the product
of their standard deviations.

• Spearman correlation coefficient: the Pear-
son’s correlation of rank variables rather than
variables themselves, so it focuses on mono-
tonic relations rather than linear relations.

Pearson correlation coefficient assumes a nor-
mal distribution and mainly weighs observations

far away from the mean. Spearman correlation
coefficient gives equal weight to the entire distribu-
tion and may therefore emphasize small differences
around the mode. These are important differences
because for some of the perceptual norms, the val-
ues of both humans and LLMs are concentrated at
the lower end of the range (e.g., only a few words
are related to smell or touch). To address these is-
sues, we will compute both coefficients on both the
original data and values rounded to the nearest inte-
ger. The latter agrees more with human experience,
as the difference between Likert values of 1.01 and
1.02 is not psychologically meaningful (both val-
ues indicate that the words are barely related to
characteristic tested).

All in all, four values will be computed:

• Pearson coefficient on original human data
and the logprob-based estimate for LLMs.

• Pearson coefficient on the two metrics above
rounded to the nearest integer.

• Spearman coefficient on original human data
and the logprob-based estimate for LLMs.

• Spearman coefficient on the two metrics above
rounded to the nearest integer.

4 Results

All results and prompts used as well as the code to
generate the plots are available in a public reposi-
tory1. The results for the Glasgow norms are pre-
sented first. As discussed in the previous section,
in the following, only the estimate based on the
LLM estimated probabilities is used to present the
results as, in general, it achieves better alignment
with humans.

4.1 Glasgow norms

The Pearson and Spearman correlation coefficients
(both original and rounded) between human and
LLM ratings are shown in Figures 1 and 2 for the
seven word features: arousal, valence, concrete-
ness, familiarity, imageability, gender and domi-
nance. Each plot shows the correlation coefficients
for a given feature in all models evaluated. It can be
seen that alignment is better in general for arousal,
valence, concreteness, imageability and familiarity
and worse for gender, and dominance. The mod-
els with better alignment across all the features are

1https://zenodo.org/records/15548769
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Figure 1: Pearson and Spearman correlation coefficients (on original and rounded values) for the Glasgow norms
features: Arousal, Valence, Concreteness and Imageability.

GPT-4o and GPT-4o-mini but other smaller mod-
els also have good correlation for some features,
for example Gemma-2-9B for gender. Looking at
the different correlation coefficients, they generally
agree well with a few exceptions. For example,
the differences among the coefficients tend to be
greater for Llama-3.2-3B.

In an ideal scenario, the coefficients should be
in the 0.8 to 1.0 range (i.e., the outer segment of
the web). So, there is room for improvement in
the alignment of most models with the features in
the Glasgow norms. This confirms the potential of
these norms for LLM alignment evaluation.

Two examples of words that get different ratings
by humans are bicycle and bid with 6.81 and 3.42
respectively for concreteness. Instead, Llama-3.2-

3B produces similar ratings with values of 4.73
and 4.50 while GPT-4o gets even more extreme
values than humans with 7 and 2.96. This shows
the differences between models when evaluating
the norms.

4.2 Lancaster norms

The Pearson and Spearman correlation coefficients
(both original and rounded) between human and
LLM ratings are shown in Figure 3. Compared to
the results of the Glasgow norms, the correlations
are significantly lower, which means that the mod-
els are less aligned with humans when it comes
to relating words to senses. This may be partially
due to the models being trained only with text,
as opposed to the additional sensory information
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Figure 2: Pearson and Spearman correlation coefficients (on original and rounded values) for the Glasgow norms
features Familiarity, Gender and Dominance.

available to humans. The best performing model is
again GPT-4o but now with much lower correlation
values. Comparing among features, olfactory has
slightly better results, but still with low correlation
coefficients. Multimodality does not seem to help
achieve better alignment with the visual feature as
multimodal models (LLama3.2-11B, GPT-4o and
GPT-4o-mini) do not have better results than the
rest.

The agreement between Pearson and Spearman
correlation coefficients is generally good, but not
for the gustatory and olfactory ratings. These are
the two dimensions with the most skewed distri-
butions (many values at the low end). For these
dimensions, the Pearson coefficient (given extra
weight to the observations with high values) does

considerably better than the Spearman correlation
(giving extra weight to differences at the low end
of the scale).

An example of this low correlation is the word
Lemon with a human rating of 4.45 for gustatory,
for which Gemma-2-9B produces a rating of 0.01
although it is a common word directly related to
gustatory experience. Instead, GPT-4o produces a
rating of 4.49 almost the same as the mean human
ratings.

Considering that correlations would ideally be in
the 0.8 to 1.0 range, the current results are very poor
and efforts can be made to find out what improves
alignment, showing the interest of using the norms
for LLM evaluation.
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Figure 3: Pearson and Spearman correlation coefficients (on original and rounded values) for the Lancaster norms
features
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5 Discussion

The results presented in the previous sections show
that it is possible to use existing psycholinguistic
norms to evaluate the alignment of LLMs with hu-
mans on different aspects of word meaning. The
methodology proposed is in line with existing LLM
evaluation techniques and can be automated, allow-
ing testing at scale. The results also show that the
alignment of LLMs is currently limited to a few
word norms and only for a few models. There-
fore, there is ample room for improvement that
future LLMs should address. The alignment is in
most cases worse for perceptual norms, in line with
cognitive science results which show that percep-
tual information is not completely captured by text
but also by embodied cognition (Barsalou, 2008;
Borghi et al., 2024).

The use of psycholinguistic norms for evaluation
has the additional advantage that it provides valu-
able insights on how to improve LLMs. Now that
we know that LLMs lack alignment on perceptual
features and that this is probably linked to their
lack of embodied cognition, we can start looking
into how to train LLMs to acquire that knowledge.
We can try generating synthetic text that covers
that knowledge and using it in the post-training
phase of the LLMs. We can also explore whether
multimodal models have the same limitations, for
example, for norms related to vision. We will then
be able to use the benchmarks to assess the progress
made in model alignment when those modifications
are introduced. This would promote the participa-
tion of the psycholinguistic community in LLM
research.

In fact, more broadly, psycholinguistics can con-
tribute not only to the evaluation of LLMs but also
to the understanding of their inner workings and
explainability. Psycholinguistics has studied how
humans learn and process language for decades,
developing theories and experiments to understand
our mental processes. In this context, LLMs can be
seen as another type of subject to study for which
existing knowledge can be reused.

For some models and features we obtained big
differences between the Pearson and the Spearman
correlations coefficients. To some extent, this is a
nuisance as it is unclear which one to rely on. On
the other hand, the difference is also informative.
Higher Pearson coefficients indicate that observa-
tions outside the bulk of the distribution have the
desired properties (i.e., the LLM outliers agree with

the human outliers). Higher Spearman correlations
indicate that small differences around the mode of
the distribution align between LLMs and humans.
We recommend always computing both correlation
coefficients to avoid drawing wrong conclusions
(e.g., about quality differences between LLMs in
leader boards). Most of the time, rounding to the
nearest integer did not make much difference. If
it does, this indicates that much of the correlation
is due to alignment between models and humans
that are unlikely to have psychological significance
because they are too small to be noticed by people
(e.g., differences between Likert values of 1.01 and
1.02). It is good to check for this possibility if a
considerable difference is observed between the
Pearson and the Spearman correlation.

6 Conclusion

This paper proposes the use of psycholinguistic
word norms for the evaluation of human and LLM
alignment. The initial results using thirteen word
norms covering different aspects of word meaning
indicate that current LLMs have limited alignment
with humans, and more so for norms that are re-
lated to sensory experiences. This can be linked to
the LLMs’ lack of embodied cognition present in
humans. The study and results show not only the
potential of psycholinguistic word norms for eval-
uating LLM alignment but also for analyzing the
results through the lens of existing psycholinguistic
theories.

The methodology, metrics, datasets, and mod-
els used in our initial evaluation can be used and
extended to define a comprehensive benchmark
which can be included in leaderboards as part of
the standard LLM evaluation process. This will fos-
ter research to improve LLMs’ alignment and the
understanding of how models learn and process.

Limitations

The initial study on the use of psycholinguistic
word norms for LLM evaluation presented in this
paper has several limitations. The first is that only
two datasets were used and all norms are in En-
glish. Additional datasets, norms, and languages
should be included to have a comprehensive bench-
mark similar to those used for task performance
evaluation (Srivastava et al., 2022). Similarly, the
number of LLMs evaluated can be extended, ide-
ally including most LLMs in existing leaderboards
(Fourrier et al., 2024). The metrics used for evalua-
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tion have been taken from psycholinguistic studies,
but further analysis is needed to see whether better
metrics can be found for the evaluation of LLM
alignment.

This work is just an initial step in using psy-
cholinguistic norms to evaluate LLMs. To make
this a reality, many additional steps are needed.
The first would be to conduct additional evalua-
tions that cover more psycholinguistic datasets and
norms, as well as more LLMs. The results of an
extensive evaluation could then be used to propose
a comprehensive benchmark for assessing LLM
alignment, similar to what has been done with lan-
guage understanding and other tasks (Hendrycks
et al., 2020). In addition to defining a benchmark,
work is needed to explore the metrics used to quan-
tify alignment; the correlation coefficients used in
our evaluation are again just a first attempt to mea-
sure alignment. Another important consideration
is that alignment has to be evaluated not only in
English. Therefore, benchmarks in other languages
also have to be developed leveraging multilingual
word norms to avoid the problems introduced by
translating tests, which in the case of word norms
could be significant (Plaza et al., 2024).
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