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Abstract

This study comprehensively explores whether
there actually exist “emotion neurons” within
large language models (LLMs) that selectively
process and express certain emotions, and what
functional role they play. Drawing on the repre-
sentative emotion theory of the six basic emo-
tions, we focus on six core emotions. Using
synthetic dialogue data labeled with emotions,
we identified sets of neurons that exhibit con-
sistent activation patterns for each emotion. As
a result, we confirmed that principal neurons
handling emotion information do indeed exist
within the model, forming distinct groups for
each emotion, and that their distribution varies
with model size and architectural depth. We
then validated the functional significance of
these emotion neurons by analyzing whether
the prediction accuracy for a specific emotion
significantly decreases when those neurons are
artificially removed. We observed that in some
emotions, the accuracy drops sharply upon neu-
ron removal, while in others, the model’s per-
formance largely remains intact or even im-
proves, presumably due to overlapping and
complementary mechanisms among neurons.
Furthermore, by examining how prediction ac-
curacy changes depending on which layer range
and at what proportion the emotion neurons
are masked, we revealed that emotion informa-
tion is processed in a multilayered and complex
manner within the model.

1 Introduction

Emotions play a crucial role in human cogni-
tion, behavior, and communication (Plutchik, 1980;
Lazarus, 2000). As large language models (LLMs)
are increasingly utilized in various application do-
mains, the ability to understand and appropriately
respond to human emotions is becoming ever more
important. Conventional methods have primarily
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assessed LLLMs’ emotional capabilities using met-
rics such as classification accuracy in emotion clas-
sification tasks (Zhang et al., 2023) or response
generation that reflects specific emotional states
(Chen et al., 2023). However, these outcome-based
evaluations have been criticized for not directly il-
luminating ~ow emotion information is processed
and represented within an LLM.

Against this backdrop, the present study system-
atically investigates both the existence and func-
tional role of neurons (hereafter referred to as
“emotion neurons’’) within LLMs that selectively
process and represent specific emotions. This con-
cept extends the “sentiment neuron” proposed by
Radford et al. (2017), examining whether large-
scale models contain sets of neurons that are actu-
ally highly responsive to certain emotions and, if
s0, how these neurons function in terms of overlap,
distribution across layers, and so on. In particular,
this study focuses on the conversational context,
where emotion processing is critically important
in human—AlI interaction, and adopts the six basic
emotions (happiness, sadness, anger, disgust, fear,
surprise) as proposed by Ekman (1992).

To this end, we leveraged representative LLMs
and a synthetic dialogue dataset containing ex-
plicit emotion expressions to explore three key
research questions (RQ1, RQ2, RQ3) in a step-
by-step manner. First, RQ1 asks, “Do emotion neu-
ron groups actually exist within LLMs that are re-
sponsible for particular emotions?” To address this,
we conducted a detailed analysis of neuron activa-
tion patterns in each layer of the model, identify-
ing neuron groups that consistently activate under
specific emotions. Next, RQ2 examines whether
these “emotion neurons,” once identified in RQ1,
truly serve a functional role by observing how the
model’s emotion prediction performance changes
when they are manipulated. Specifically, we in-
vestigated how overlaps among emotion neurons
and complementary relationships between different
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emotions influence performance variations.

Finally, in RQ3, we aimed to refine our under-
standing of where emotion neurons are distributed
within the model and how they integrate emotion
information by examining, from multiple angles,
how manipulating emotion neurons at different
layer ranges and at different ratios affects the
model’s emotion prediction accuracy. Rather than
simply treating the entire set of emotion neurons as
“present/absent,” this involved exploring changes
in the model’s emotion processing that arise from
varying both the intensity and the layer-based po-
sition of neuron control, thus offering a deeper
understanding of how LLMs internally represent
emotions.

Our experimental results confirmed that a signifi-
cant number of neurons related to specific emotions
exist within LLMs, and that intentionally manip-
ulating these neurons leads to a marked decline
in performance for those emotions. Moreover, the
distribution of these neurons varies depending on
the scale of the model and the depth of its archi-
tecture, and we observed strong overlaps in certain
emotions, indicating complementary effects among
the emotion neurons. Finally, the analysis focusing
on particular layer ranges and manipulation ratios
showed that the location and intensity of these emo-
tion neurons have a decisive impact on the model’s
emotion prediction capabilities.

2 Related Work

With recent rapid advances in LLMs, there has
been a notable improvement in performance across
a wide range of natural language processing tasks
(Achiam et al., 2023; Zhao et al., 2023). These de-
velopments have demonstrated near human-level
language understanding and generation capabili-
ties across diverse application domains, prompt-
ing researchers to probe the limitations of LLMs
more deeply (Gallegos et al., 2024; Huang et al.,
2023). In particular, questions have arisen about
whether LLMs can respond in ways analogous to
human emotional states and to what extent they
possess human-like emotional understanding. This
has driven active research into LLMs in the context
of human—Al interaction (Chang et al., 2024; Xi
et al., 2023).

Evaluation of LLMs’ Emotional Intelligence.
Such interest has naturally led to academic in-
quiries into how much Emotional Intelligence (EI)
LLMs possess, an ability crucial for human—Al

interaction. For instance, Wang et al. (2023) estab-
lished evaluation criteria for EI in various LLMs
to quantify each model’s capabilities for emotion
recognition and response, thus examining how well
they handle emotional cues in actual conversations.
However, Paech (2023) pointed out that existing EI
measurement methods might overestimate or under-
estimate the models’ true capabilities. In response,
they introduced a new evaluation dataset called EQ-
Bench to address these issues. Similarly, Sabour
et al. (2024) developed an independent bench-
mark called EmoBench, enabling detailed analyses
through categorized emotional indices. Meanwhile,
Lee et al. (2024) extended these approaches to Vi-
sion Large Language Models (VLLMs), conduct-
ing an in-depth study of which factors are crucial
for emotion recognition when processing a combi-
nation of visual and linguistic inputs.

Methods for Improving Emotional Recognition.
As the ability to recognize and appropriately re-
spond to human emotions has emerged as a core ca-
pability for conversational Al, a variety of method-
ological efforts have been made to enhance such
abilities (Lei et al., 2023; Liu et al., 2024). For ex-
ample, it has been reported that applying a Mixture
of Experts (MoE) architecture—commonly used to
improve overall LLM performance—to emotional
recognition tasks can yield performance gains by
assigning specialized expert modules for each emo-
tion category, which then work in a mutually com-
plementary manner (Lim and Cheong, 2024). Fur-
thermore, Li et al. (2024) introduced an Emotional
Chain-of-Thought (ECoT) approach to refine emo-
tional dialogue generation, employing a strategy
that systematically breaks down emotional cues
in the conversation. In a similar vein, Zhang et al.
(2024) proposed a Set-of-Vision (SoV) prompting
method to boost the emotion recognition perfor-
mance of VLLMs.

Limited Understanding of Emotion Neurons.
Until now, most research has focused on enhancing
emotion recognition performance in LLMs. How-
ever, there has been relatively little investigation
into the fundamental question of “At which stage
and by which neuron groups is emotion information
actually processed within an LLM ?” In this paper,
we identify and manipulate “emotion neurons” in
the model, systematically analyzing whether (1)
there truly is a group of neurons that handle partic-
ular emotions and (2) how controlling these neu-
rons alters the model’s emotion recognition perfor-
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mance.

3 Methodology

This section outlines the detailed procedure used
to identify emotion neurons within an LLM and
analyze their functionality. We first provide an
overview of the model architecture that grants ac-
cess to emotion neurons, followed by a description
of the core techniques for detecting and selecting
such neurons. All methodological steps described
here were applied to the dataset introduced in Ap-
pendix B.

3.1 Model Architecture Overview

Modern LLMs generally adopt a Transformer-
based decoder-only architecture, and in this study,
we analyze an open-source LLM that follows this
design. When an input sentence is processed, it
is first tokenized into a sequence of tokens ¢ =
(t1,t2,...,t,). Each token is then mapped to an
embedding vector x; via an embedding matrix
Wg € RIVIX4 The resulting embedding sequence
x = (x1,22,...,Ty) is fed into the model f.

The model is composed of L layers, each con-
sisting of (1) multi-head self-attention (MHA) and
(2) a feed-forward network (FFN). As the token
embeddings pass through the layers, they are itera-
tively updated into higher-dimensional contextual
representations (i.e., residual stream states). After
all layers have been processed, the final representa-
tions are projected into the vocabulary space via an
unembedding matrix Wy, and a softmax function
is applied to produce a probability distribution over
the next token.

3.2 Multi-head Self-attention (MHA)

Multi-head self-attention (MHA) enables tokens
within an input sequence to dynamically reference
different positions, leading to richer contextual rep-
resentations. In layer [, MHA first projects the in-
put representation X =1 into queries (@), keys (K),
and values (V):

Q=Xx"'wh Kk = xtwph v = Xt

ey
For token 4, the dot product between its query Q);
and the key K; of every token j is scaled by v/dj,
and passed through a softmax, yielding attention

weights aé’?:

KT
ai’h = softmax @ik, ) (2)
7 v,

These weights indicate the relative importance of
token j for updating token i. The weighted sum
of the values (V) produces Attn""( X'~1). The out-
puts from all heads are concatenated, transformed
via a linear mapping, and then added back to the
residual stream, updating the input for the next step
Xmid,l.

3.3 Feed-forward Network (FFN)

After the attention process, the FFN applies ad-
ditional nonlinear transformations to refine token
representations. It typically consists of two linear
transformations with a nonlinear activation func-
tion in between:

FFNl (Xmid,l) — g(Xmid,lVI/iln) Wéut? (3)

where g(-) governs neuron activation. Neuron u is
considered activated if

nl = max (0, hlu) , 4@

u
where h!, is the linear output before activation. In
this study, to identify “emotion neurons” that re-
spond to specific emotions, we focus on the activa-
tion patterns of individual neurons within the FFN
layers.

3.4 Emotion Neuron Selection

Drawing inspiration from the neuron-level analysis
method described in Tang et al. (2024), this study
identifies neurons within the model that strongly
respond to particular emotions by performing the
following steps. This approach constitutes the first
step in quantitatively addressing RQ1 regarding
the existence of emotion neurons, and the same set
of identified neurons is employed in subsequent
analyses for RQ2 and RQ3.

Measuring Activation Frequency by Emo-
tion. Based on the six basic emotions
proposed by Ekman (1992), we prepared
dialogue data labeled with six emotions (£ =
{anger, disgust, fear, happiness, sadness, surprise}
). For each FFN layer neuron n,,, we calculate how
often it is activated (max(0,-)) when sentences
labeled with a given emotion e are provided,
denoting this count as f, ..

Calculating Emotion-wise Activation Probabil-
ity. Let 7, be the total number of tokens labeled
with emotion e. Then the probability P, . that neu-
ron n, is activated under emotion e is

fuse

P,.= .
: T, )
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We then apply L1 normalization across all emo-
tions to obtain an emotion distribution P, . for each

neuron:

s P, u,e

P, ue — —

Ze’ eg P u,e’

Using Entropy for Emotion Neuron Determina-
tion. The more P, . is skewed toward a specific
emotion, the more likely it is that neuron u special-
izes in that emotion. We measure this via entropy
H,:

(6)

Hu = _Zpu,e logpu,e- (7)
ecf

A lower H,, means P, . is concentrated on a par-
ticular emotion. Therefore, we select as emotion
neurons the top 1% of neurons with the lowest H,,.

4 Results

4.1 RQ1: Do emotion neuron groups actually
exist within LL.Ms that are responsible for
particular emotions?

In this section, we investigate whether emotion neu-
rons within an LLM truly exist to handle particular
emotions. We conducted an emotion-wise neuron
distribution analysis on two models, Llama-3.1-8B-
Instruct and Llama-3.1-70B-Instruct. If emotion
neurons do exist, we should be able to identify
neuron groups in the model that display consistent
activation patterns linked to specific emotions (e.g.,
anger, disgust, fear, happiness, sadness, surprise).
To verify this, we quantitatively measured the ex-
tent to which activation is concentrated on each
emotion per layer and then visualized the distribu-
tion across layers in Figure 1.

Existence of emotion neurons and differences
in neuron distribution for each emotion. Our
analysis showed that neurons with a strong corre-
lation to particular emotions exist in both mod-
els above a certain threshold. In Llama-3.1-8B-
Instruct, the emotion with the largest total number
of identified neurons was anger (1,882 neurons),
followed by fear (1,629), disgust (1,598), sadness
(1,570), happiness (1,320), and surprise (1,070).
This indicates that neuron groups for particular
emotional categories are distinct and suggests a
mechanism of emotional representation in LLMs
akin to the “sentiment neuron” proposed by Rad-
ford et al. (2017).

In Llama-3.1-70B-Instruct, the absolute number
of emotion neurons increased overall, yet surprise

(4,976) remained the smallest distribution. Interest-
ingly, in the 70B model, sadness (8,314) surpassed
anger (7,910) as the emotion with the most neu-
rons, confirming that the relative distribution can
shift as the model size grows. This suggests that
both training procedures and the growth in parame-
ters can influence the model’s internal emotional
representation structure.

Layer-wise distribution patterns of emotion neu-
rons. Examining how emotion neurons are dis-
tributed across layers revealed that both models
exhibit a “distribution curve” in neuron activation,
rather than a uniform pattern throughout the layers.

* Llama-3.1-8B-Instruct: Emotion neuron acti-
vation is relatively low in the initial layers,
increases sharply in the middle layers, and
then diminishes again toward the later layers,
with a slight uptick near the final layer. This
suggests that the mid-layer regions may play
a central role in integrating contextual and
emotional information.

* Llama-3.1-70B-Instruct: Emotion neurons ex-
hibit relatively high activation from the earli-
est layers, span the middle layers, and gradu-
ally diminish in the upper layers. Compared to
the 8B model, having deeper architecture and
more parameters may allow emotional infor-
mation to be distributed and processed from
the earliest stages, eventually being integrated
into higher-dimensional linguistic contexts.

Summary of RQ1 results. From this analysis ad-
dressing RQ1, we confirm that neurons can indeed
be identified for each emotion in both models. This
finding suggests that emotional processing may not
be random but is instead concentrated in specific
layers or neuron groups. Furthermore, the fact that
the number and distribution of emotion neurons can
vary with model size indicates that changes in the
parameter count directly influence how emotions
are represented within the model.

4.2 RQ2: What are the functional effects of
manipulating emotion neurons on the
model’s emotion recognition
performance?

In RQ1, we established that there are, in fact, sets
of neurons within the LLM that are responsible for
processing specific emotions and that their distri-
bution patterns differ by emotion. In this section,
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Llama-3.1-8B-Instruct Llama-3.1-70B-Instruct
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Figure 1: Comparison of the layer-wise distribution of emotion neurons for each emotion in Llama-3.1-8B-Instruct
(left) and Llama-3.1-70B-Instruct (right).
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Figure 2: Each subplot shows the classification accuracy for the target emotions (anger, disgust, fear, happiness,
sadness, surprise). The x-axis compares the normal (unmodified) condition against the masking of neurons for each
specific emotion, illustrating how prediction performance changes when the neuron group for a particular emotion
is masked.

we examine RQ2. By manipulating the previously =~ were masked. This indicates not only that surprise
identified neurons, we observe how the model’s  neurons were identified in RQ1, but also that re-
accuracy in classifying the corresponding emotion ~ moving them causes a sharp decline in the model’s
changes. If masking a certain set of emotion neu-  ability to predict that emotion. In other words, these
rons substantially degrades the model’s ability to  neurons appear to play a direct role in classifying
predict that emotion, it indicates that the neuron set  surprise.

plays a functionally important role in processing it.
Figure 2 shows the changes in prediction accuracy

i Differences in emotional dependence and over-
after masking.

lapping, complementary mechanisms. Interest-
ingly, not every emotion shows a strong reliance
Effects of emotion neuron manipulation and on such clearly defined sets of emotion neurons.
performance degradation. Looking first at the  For instance, in the 8B model, masking happiness
results from Llama-3.1-8B-Instruct, the disgust  neurons yields almost no change in the accuracy
emotion stands out. In the normal (unmodified) of the happiness label, and for anger, the predic-
state, the model’s accuracy for predicting dis- tion accuracy even shows a slight increase after
gust was 96.11%, but this dropped significantly =~ masking. This suggests that, for certain emotional
to 37.22% upon masking disgust emotion neurons.  categories, when one group of neurons is removed,
This clearly demonstrates that even in a smaller  other neurons compensate, thereby preventing any
model (8B), neurons for disgust indeed exist, and  performance drop. Similarly, in the 70B model,
once removed, the model becomes unable to prop- when disgust neurons are masked, the accuracy
erly recognize it. Similarly, for the surprise label in  for disgust remains nearly the same as the normal
Llama-3.1-70B-Instruct, the accuracy was 93.17%  state, implying no noticeable performance decline.
under normal conditions but declined dramatically =~ This suggests that “disgust emotion” may be repre-
to 73.83% (a 19% decrease) when surprise neurons  sented with overlap among other emotion neurons
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or that sufficient alternative neurons exist within
the model to fulfill a similar function when these
neurons are removed.

Overlap among emotion neurons and functional
substitutability. Further discussion of neuron
overlap is provided in Appendix C, where Fig-
ure 14 visualizes the Overlap Ratio of emotion
neurons in both Llama-3.1-8B-Instruct and Llama-
3.1-70B-Instruct. A concise summary is that there
can be considerable overlap between neuron sets
for different emotions, but a high degree of overlap
does not necessarily guarantee functional substi-
tutability.

When interpreting the present experimental re-
sults, note that “no observable performance drop
after masking” should not be hastily interpreted as
the absence of specific emotion neurons. For exam-
ple, in the 70B model, although accuracy for the
disgust label remains high after masking disgust
neurons, it would be premature to conclude that
the model has no neurons for disgust. It is entirely
possible that overlapping, complementary mecha-
nisms among various neurons are at work, allowing
other neurons to compensate for the lost functions.

Conversely, a high overlap ratio does not inher-
ently assure “functional substitutability.” For in-
stance, in Llama-3.1-8B-Instruct, there is a rela-
tively high overlap ratio of 48% between anger and
disgust neurons, yet if disgust neurons are removed,
we see a sharp decline in accuracy from 96.11%
to 37.22%. This is a prime example of how “high
overlap # strong substitutability.” Even if a sin-
gle neuron responds to multiple emotions, it does
not necessarily mean its contribution is equally sig-
nificant for all of them. Consequently, removing
neurons that are functionally critical to a particular
emotion can substantially compromise the model’s
performance.

Summary of RQ2 results. In summary, while
masking emotion neurons leads to a marked de-
cline in prediction accuracy for certain emotional
categories (surprise, disgust, etc.), some emotions
(happiness, anger, etc.) show virtually no perfor-
mance loss—and may even improve—indicating a
more complex pattern. These findings have several
implications:

* Confirmation of the reality of emotion neu-
rons: For certain emotions (e.g., surprise, dis-
gust), removing the corresponding neurons
directly impairs performance, suggesting that

these neurons play an essential role in process-
ing those emotions.

* Overlap among emotion neurons: In some
cases (e.g., happiness in the 8B model, disgust
in the 70B model), performance does not drop
significantly after neuron removal, implying
that various neuron sets operate via overlap-
ping, complementary effects.

* No necessary equivalence between high
overlap and functional replacement: As
seen in the anger—disgust example, even if the
overlap ratio is high, other emotion neurons
might not fully replace the primary function
of the removed neurons, indicating that “high
overlap” does not necessarily mean “high sub-
stitutability.”

4.3 RQ3: How do the masking ratios and
layer-based manipulations of emotion
neurons affect emotion prediction
performance?

In RQ1 and RQ2, we found that emotion neurons
exist in both Llama-3.1-8B-Instruct and Llama-
3.1-70B-Instruct and that selectively manipulating
these neurons leads to changes in emotion predic-
tion accuracy. In this section, we focus primarily
on the larger Llama-3.1-70B-Instruct model to in-
vestigate how (1) varying the ratio of manipulated
emotion neurons and (2) masking neuron sets in
different layer ranges influence emotion prediction.
Figures 3 and 4 illustrate how the model’s emo-
tion prediction performance changes when neurons
associated with particular emotions are masked,
relative to the normal (unmodified) condition.

Changes in prediction performance according
to varying masking ratios of emotion neurons.
As shown in Figure 3, for certain emotions, step-
wise increases in the degree to which emotion neu-
rons are suppressed (masked) produce a notably
“stepped” decline in accuracy for that emotion. For
instance, masking only 1% of anger neurons re-
sulted in about a —2% drop in accuracy, but rais-
ing that to 4-5% suppression amplified the drop
to around —4% ~ —5%. This finding aligns with
RQ2, suggesting that the functional significance of
emotion neurons becomes more evident at higher
masking ratios.

In particular, surprise shows a steep decline
of more than —20% in accuracy from masking
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Figure 3: Visualization of how classification accuracy changes for the corresponding emotion and for other emotion
labels when the masking ratio of a particular emotion neuron set is gradually increased from 1% to 5%.

Anger Disgust
10 2.0 1.0 happiness
fear
g ., L o . 0o |[—-B—W__Ims
g ' I- -I -. ! Y () . ::ngert
isgus
5 ¢ ® !L | | _‘
o -1.0 0.0 fF=—=F-—m——Boem ‘————- --4 -1.0
=]
§ -2.0 ® -1.0 -2.0
|
-3.0 -2.0 -3.0
Sadness Surprise
2.0 2.0 5.0 .
s 15 00 —-f-——-- '- _____ [ .
< v 1.0 ®
& 1.0 v y ® M 5.0 v
s ) [ ) 4
S 05 0.0 F--gr-——--%----- B-----t--o -10.0 v
g [ |
GO Yo T .. Y PRI - IO _
g 0.0 s U | A 1o & e 15.0
<-05 + (] -20.0 4
&
-1.0 -2.0 -25.0
Bottom  Middle Top AllLayers Bottom  Middle Top AllLayers Bottom  Middle Top AllLayers

Layer Parts Modified

Layer Parts Modified

Layer Parts Modified

Figure 4: Comparison of how emotion prediction performance changes when emotion neurons are selectively

masked at Bottom, Middle, Top, or AllLayers.

just 1% of its neurons, with a continued large de-
crease (—21% ~ —22%) at higher levels of sup-
pression. This indicates that recognizing surprise
is highly dependent on a specific set of neurons. By
contrast, disgust accuracy fluctuates only mildly
at high suppression levels, and in some cases,
the cross-emotion accuracy even improves. Such
“overlap/substitution effects” are consistent with
the overlapping, complementary mechanism dis-
cussed in RQ2, implying that some emotions (e.g.,
disgust) can be partly managed by other neuron
sets when the primary ones are removed.

Additionally, cases were found where suppress-

ing one particular emotion resulted in improved
accuracy for another emotion label often confused
with it—for example, masking surprise neurons
slightly raised accuracy for happiness. This can
be interpreted as indicating that certain emotion
neurons operate competitively or share overlap-
ping representations, such that suppressing one
set makes it easier for the model to distinguish
another. Overall, the results for varying masking
ratios reinforce the idea that “emotion prediction
performance changes in complex ways depending
on how strongly neurons are suppressed,” and they
underscore that overlap/substitution mechanisms
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differ by emotion.

Effects of layer-based masking on emotion pre-
diction accuracy. Examining Figure 4 shows
that the degree of change in prediction accuracy
can vary substantially depending on which layers
are manipulated, even if the same emotion neurons
are masked. For instance, if surprise neurons are
removed only in the Bottom layers, the accuracy
decline is moderate (—4.15%). However, when the
Middle layers are manipulated, accuracy drops dra-
matically (—10.46%). Further, masking the same
emotion neurons across Al1llLayers yields an even
more substantial reduction (—20.75%), suggesting
that surprise emotion is handled by neurons dis-
tributed across multiple layers.

Conversely, disgust shows a pattern in which ac-
curacy may even increase when the Bottom layers
are suppressed, and in Al1Layers masking, perfor-
mance often remains nearly unchanged (close to
0%). However, if we concentrate on the Top layers,
accuracy decreases more distinctly (—1.63%), indi-
cating that disgust may undergo final processing in
the upper layers. This suggests that disgust neurons
could be forming overlapping, complementary rela-
tionships with other emotional signals in the lower
and middle layers, making it difficult to interpret
the full processing of disgust by focusing on just
one layer range.

These differences in the primary distribution and
function of emotion neurons, depending on emo-
tion and layer, further confirm from a more fine-
grained perspective the points raised in RQ1 and
RQ2 regarding “heterogeneous neuron distribution
patterns” and “changes in functional capacity when
these neurons are manipulated.” For example, fear
neurons show a relatively small drop in accuracy
when masked only in the Bottom or Top layers, but
accuracy declines considerably (—2.44%) when
they are removed from AlllLayers. One possible
interpretation is that the neuron group processing
fear is spread across various layers, so partial re-
moval still leaves enough neurons to fulfill the func-
tion, whereas masking them in all layers sharply
impairs performance.

Summary of RQ3 results. Combining the exper-
iments on masking ratios and layer-based manipu-
lation, we can draw the following points:

* Masking ratio perspective: For some spe-
cific emotions, a stepwise increase in suppres-
sion of emotion neurons leads to a progressive

decline in prediction performance for those
emotions, re-confirming the substantive im-
portance of those neurons. However, certain
emotions allow for partial or minimal decline,
Or even an improvement in cross-emotion per-
formance, indicating that an overlapping and
substitutive mechanism may be at work.

* Layer-based perspective: While emotion
neurons are dispersed across multiple lay-
ers, some emotions (e.g., disgust) show a
marked drop in prediction performance pri-
marily when Top layers are masked, implying
the possibility of “key layers” for each emo-
tion. Additionally, masking AllLayers typi-
cally leads to the greatest overall accuracy de-
cline, suggesting that emotion neurons do not
operate in isolation within a single layer but
function in an overlapping fashion throughout
a multi-layer structure.

5 Conclusion

This study systematically explored whether neu-
rons exist within LLMs that process specific emo-
tions (RQ1), how the model’s emotion recogni-
tion function changes when these neurons are se-
lectively removed (RQ2), and how emotion neu-
rons are distributed across layers, as well as how
changing masking ratios and layers affects predic-
tion accuracy (RQ3). The experimental findings
revealed significant sets of neurons for major emo-
tions, with certain emotions showing a dramatic
decrease in prediction accuracy when their neurons
were removed, indicating these neurons serve a
functionally important role. At the same time, we
observed that overlapping and substitutive mecha-
nisms operate among emotion neurons, so that for
some emotions, model performance did not signifi-
cantly drop or even improved, demonstrating that
emotional representation is organized by mutually
complementary structures rather than a simple one-
to-one mapping. Moreover, stepwise masking or se-
lectively manipulating certain layer ranges resulted
in varying effects on emotion prediction, suggest-
ing a complex, multi-layer mechanism in which
emotional information is dispersed, integrated, and
processed.
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Limitations

By identifying emotion neurons in LL.Ms and ex-
amining their functions in a systematic manner, this
study contributes fresh insights into how LLMs rep-
resent emotions internally. Nevertheless, it is im-
portant to acknowledge the following limitations,
which point to intriguing directions for future re-
search:

First, we focused on the six basic emotions
(happiness, sadness, anger, disgust, fear, surprise).
While this approach allows us to clearly delineate
which emotion neurons to investigate, real human
emotions are far more nuanced and can be con-
tinuous. A variety of emotional states exist, such
as jealousy, embarrassment, and relief, and it re-
mains possible that corresponding neurons also
exist within LLMs. Future work could extend and
refine these analyses by employing more granu-
lar emotion models or multidimensional emotion
representations.

Second, this study centers on emotion recogni-
tion in text-based dialogues; however, real-world
scenarios often involve various multimodal signals,
such as vocal tone, facial expression, and gestures.
How such multimodal inputs might affect the ac-
tivation of emotion neurons in an LLM or VLLM
remains unexplored. Further research is needed to
examine how emotion neurons manifest and can
be manipulated in environments where multimodal
data are presented in parallel.
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A Experimental Setup and
Implementation Details

Models. For the experiments in this study, we
employed two models: Llama-3.1-8B-Instruct and
Llama-3.1-70B-Instruct (Dubey et al., 2024). Both
models were pretrained and instruction-tuned and
are known to have strong language comprehension
and reasoning abilities in conversational contexts.
To compare and analyze differences in the distri-
bution and functionality of emotion neurons based
on model size (i.e., parameter count), both mod-
els were tested under identical experimental condi-
tions.

Prompt Configuration. To evaluate emotion pre-
diction performance and explore emotion neurons,
the same System Prompt and User Prompt were
used for both models. Figure 5 illustrates an exam-
ple of the prompts. The placeholder {prompt?} in-
dicates where the actual dialogue text for which we
want to predict emotion is inserted. The user pro-
vides specific dialogue examples at that position,
and the model outputs a single emotion label (from
among the six categories). Through this prompt
structure, we directed the model to select and out-
put only one emotion in response to the explicit
instruction.

B Synthetic Data Generation for Emotion
Neuron Exploration

A large-scale conversational dataset containing di-
verse emotions is essential for conducting the emo-
tion neuron exploration experiments proposed in
this study. However, publicly available conversa-
tion corpora often include multiple emotions in a
single dialogue, making it difficult to secure enough
examples for any single emotion. This can hamper
the process of identifying and analyzing neurons re-
sponsive to specific emotions. To address this issue,
we compiled a separate synthetic dataset in which
each dialogue is constrained to contain exactly one
emotion. The data generation followed three main
steps: (1) Topic Augmentation, (2) Generating
Emotion-Infused Dialogues, and (3) Filtering the
Generated Dialogues. The overall process is sum-
marized in Figure 6, and the prompts used in each
step are shown in Figure 7.

B.1 Topic Augmentation

To maximize the diversity of conversation topics,
we started with a base pool of 315 topics. We then

used the GPT-40 model to repeatedly generate new
alternative words or phrases for each topic, eventu-
ally building a total pool of 5,040 topics.

A sample prompt for this step was: “Please
generate a one- or two-word alternative
to the term ‘{topic}’”, designed to produce
simple, non-duplicative words or phrases semanti-
cally related to {topic}. Sample transformations,
such as “New York” - “Los Angeles” and
“Apple Company” = “Microsoft”, were provided
so the model could—via a few-shot learning ap-
proach—generate suitable alternatives. Addition-
ally, constraints such as “Avoid terms that add
descriptive phrases or explanations” were
imposed to prevent introducing unnecessary detail.

Through this procedure, the initial 315 topics
doubled to 630 after the first transformation, then
to 1,260 upon the second, ultimately reaching 5,040
topics. This expanded topic pool served as the foun-
dation for generating diverse emotion-infused dia-
logues in the next step.

B.2 Generating Emotion-Infused Dialogues

From each of the 5,040 topics obtained in the
topic augmentation step, we automatically gener-
ated dialogues infused with one of the six basic
emotions—happiness, sadness, anger, disgust, fear,
surprise—as proposed by Ekman (1992), under-
pinning our research focus on identifying emotion
neurons.

For reasons related to model usage costs and
accessibility, we used the gemini-1.5-flash model
for dialogue generation. For every topic, we gener-
ated 10 dialogues per emotion, thus 60 per topic,
totaling 5,040 x 6 x 10 = 302,400 dialogues.

A representative prompt for this generation pro-
cess was: “As a creative writer, craft a
natural and coherent dialogue between
two characters about the topic
‘{topic}’”, with an additional instruction:
“The conversation should vividly convey

the emotion of ‘{emotion}’ throughout
the interaction.” We also imposed the
constraint: “Use the following format

strictly without any additional text or
explanations”, so that the content was produced
strictly in the form “A: [First character’s
utterance] / B: [Second character’s
response]”, facilitating consistency for subse-
quent processing.

No exact duplicates were detected in the exper-
iment. Representative samples of generated dia-
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logues are provided in Figures 8 through 13, listed
in the order of happiness, sadness, anger, disgust,
fear, and surprise.

B.3 Filtering the Generated Dialogues

Finally, to confirm that the generated dialogues
indeed matched both the target emotion and
topic, we carried out a filtering procedure. Specif-
ically, we used three different proprietary (pri-
vate) models—gpt-4o-mini, gemini-1.5-flash, and
claude-3-haiku—to independently predict the emo-
tion present in each generated dialogue.

Thus, four labels were assigned to each dialogue:
(1) the single emotion label specified during dia-
logue generation, and (2) three predicted labels
from the three models. Only those dialogues for
which at least three of the four labels matched the
originally assigned emotion were retained in the
final dataset. This conservative criterion served as
a minimum standard to ensure that the dialogue
truly embodied the given emotion. Consequently,
8,685 dialogues were filtered out. After filtering,
a total of 302,400 — 8,685 = 293,715 dialogues
remained; their distribution by emotion is shown in
Table 1.

In addition, 95% of the final dataset was used
for emotion neuron exploration and model training,
while the remaining 5% was reserved for evaluat-
ing changes in prediction performance following
emotion neuron masking.

C Analysis of Emotion Neuron Overlap

In this section, we examine the overlap patterns
among the sets of identified emotion neurons in
each model, based on the heatmap shown in Fig-
ure 14. Specifically, we investigate the extent to
which the neuron sets corresponding to six emo-
tions (anger, disgust, fear, happiness, sadness, sur-
prise) overlap in Llama-3.1-8B-Instruct and Llama-
3.1-70B-Instruct.

Degree of overlap among emotion neurons and
symmetrical structure. In Figure 14, the rows
and columns follow the same emotion order (anger,
disgust, fear, happiness, sadness, surprise). Because
the row (reference emotion) and column (compari-
son emotion) form a symmetrical relationship, the
overlap ratio between anger and disgust is identical
to that between disgust and anger, for instance.

Overlap patterns in specific emotion pairs and
their implications. A salient finding is that in

both models, the anger—disgust pair exhibits a rel-
atively high overlap ratio (around 48% in the 8B
model and 43% in the 70B model), suggesting that
anger and disgust may share somewhat similar neg-
ative emotional signals (e.g., pronounced negativ-
ity). Likewise, both models display a relatively high
overlap ratio between fear and sadness, indicating
that these two emotions may share certain negative
or passive features.

By contrast, happiness shows consistently low
overlap with other emotions. For instance, in the 8B
model, the overlap ratios between happiness and
negative emotions (anger, disgust) are only around
4-8%, and in the 70B model, the overlap between
anger and happiness is about 3%. This suggests
that happiness neurons may remain comparatively
independent from negative emotion neurons.

Comparison of overlap based on model size
(8B vs. 70B). For most emotion pairs, the 8B
model shows higher overall overlap ratios than
the 70B model. This implies that a smaller model
with fewer parameters may reuse or merge mul-
tiple emotion representations in a more compact
way, whereas the 70B model likely has a more
distributed and specialized neuron space for each
emotion. This aligns with RQ1, which observed
that the distribution of emotion neurons becomes
more varied as model size increases.

Relationship between overlap and functional
substitutability. In the neuron masking exper-
iment from RQ2, for some emotions (disgust,
surprise, etc.), prediction accuracy deteriorated
severely after neuron removal, indicating that these
neurons are essential for those emotions. However,
this does not imply that “low overlap immediately
results in performance loss, whereas high overlap
guarantees complete substitutability.” Indeed, for
anger—disgust in the 8B model, even though the
overlap ratio is high, removing disgust neurons
still caused a significant performance drop. This
demonstrates that even if neurons are shared, their
functional contributions to each emotion may dif-
fer.

Partial overlap and the structure of emotion
neuron representation. Overall, these results in-
dicate that an LLM’s emotion neurons are not nec-
essarily composed of entirely distinct sets but can
exhibit considerable mutual overlap. This does not
contradict RQ1’s finding that “each emotion’s
neuron set exists”; rather, it clarifies that multi-
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ple emotions may share and utilize some signals
within one model. Notably, certain negative emo-
tion pairs (e.g., anger—disgust, fear—sadness) show
high overlap ratios, whereas positive emotions like
happiness typically exhibit lower overlap. This sug-
gests that similar emotions may be processed by
comparable neuron patterns in the model, while
more distinct emotions remain relatively separable.
Still, high overlap does not necessarily guaran-
tee functional substitutability, as RQ2 showed that
some neurons can be partially replaced by others,
whereas removing certain neuron sets causes a se-
vere performance deficit. Thus, even if neurons
are shared, the manner in which each emotion is
weighted or activated can differ substantially.

D Additional Misclassification Analysis
under Emotion Neuron Masking

Here, we quantitatively examine which emotion
labels the input samples of a certain emotion shift
to when those neurons are masked. Figure 15 dis-
plays a heatmap of these shifts. For each model
(Llama-3.1-8B-Instruct, Llama-3.1-70B-Instruct),
the rows represent the masked emotion, while the
columns represent the erroneously predicted emo-
tion, maintaining the same ordering for both dimen-
sions. Each cell indicates the extent to which mis-
classified samples (for the masked emotion) cluster
into a particular erroneous emotion label. Note that
these are distributions within the failed cases only,
excluding any “correctly predicted” samples. Be-
low, we discuss key confusion patterns observed in
specific emotion pairs and their possible explana-
tions.

Confusion between anger and disgust. In both
models, when anger neurons are masked, there is a
very high tendency for misclassifications to switch
to disgust; conversely, when disgust neurons are
masked, errors predominantly shift to anger. This
suggests these two emotions may share a similar
negative affect in the model’s internal representa-
tion. Once neuron masking loosens the boundary
between them, the model’s decision is more likely
to default to the related emotion.

Unidirectional substitutions between happi-
ness and surprise. When happiness neurons are
masked, most misclassifications become surprise,
and when surprise is masked, errors often shift to
happiness—indicating a strong bidirectional rela-
tionship. This could be interpreted as reflecting

that both emotions embody a relatively heightened
positive affect, making it easier for the model to
rely on the remaining similar emotional representa-
tion after one set is removed. It also reinforces the
view that happiness and surprise may be closely
connected in the model, contrasting with more neg-
ative emotions.

Diverse misclassification pathways after mask-
ing fear. When fear neurons are masked, the
smaller model tends to confuse it mainly with anger
or sadness, whereas the larger model exhibits a
broader distribution of errors, including anger, dis-
gust, sadness, and surprise. This suggests that as
model size increases, neuron sets for each emotion
become more widely distributed across layers and
time steps, leading to a more varied range of possi-
ble misclassification outcomes when a specific set
of neurons is removed.

Overlap and differentiation revealed by mis-
classification rates. In both models, once neu-
ron sets are masked, errors mostly shift to
other emotions that share similar features (e.g.,
anger—disgust, fear—sadness, happiness—surprise).
However, across the larger positive—negative di-
vide, cross-confusion is rare, indicating that the
internal representation of contrasting affective cat-
egories remains fairly well separated. This aligns
with the neuron overlap analysis discussed earlier,
suggesting that certain emotion pairs are tightly
connected within the model, whereas mechanisms
governing opposing emotions may have fewer in-
teraction points.
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é Used Prompt

@ Emotion Prediction \

System Prompt:
You are a helpful assistant that predicts emotions from dialogues. Your task is to predict the emotion con
veyed in a given dialogue.

You must strictly follow these guidelines:

1. Predict one of the following emotions only: [anger, disgust, fear, happiness, sadness, surprise].

2. Output only the predicted emotion in the requested format, without any additional text, explanations, o
r comments.

User Prompt:

Given the following dialogue, predict the emotion that is most clearly conveyed. The dialogue is structur
ed as follows:

{prompt}

Your output should be in the following format:

@e of anger, disgust, fear, happiness, sadness, surprise] /

Figure 5: Example configuration of the System Prompt and User Prompt for exploring emotion neurons and
predicting emotions.

Emotion Anger | Disgust | Fear | Happiness | Sadness | Surprise | Total
Count 49,015 | 49,232 | 50,166 55,054 51,549 38,709 | 293,725
Percentage (%) | 16.68 16.76 17.08 18.74 17.54 13.18 100.00

Table 1: Emotion counts and percentages after LLM evaluation.
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A. Topic Augmentation

ﬁeed Topics Augmentation 1 Augmentation 2 \
) ' ™\ ' ™\
Romanticism Modernism Impressionism Dadaism
———— —— | J & J
— R - W - , B
Apple .
Company |::> Microsoft |:> Uber Google |:> OO0
— —— \ J " J
) s N\ ™
French Blockbuster e Cinematic
\ Cinema Cinema Celtic Cinema Classics /
— — . J \. J

{

B. Dialogue Generation

Topic Theme Dialogue
. ) s ™\
A: That man. Elon Musk. He's a walking, talking disaster.
Elon Musk Anger B: Oh, come on. He's a visionary. A genius.
L A: A genius who treats people like expendable cogs in a machine! (...)
— ——
. ) s ™\
A: Honestly, | can't believe he's buying Twitter.
Elon Musk Surprise B: Buying Twitter? Are you serious? That's... shocking
L A: Shocking, yes. But also, just... bizarre. (...) )
— —
\ ( ™
A: | just saw a video of him launching those rockets! Absolutely amazing.
Elon Musk Happiness ‘ B: Me too! He's just so... innovative. Makes you feel like anything is possible
L A: Totally! And the electric cars... the design, the sheer audacity of it all. (...) )
— —
A: Another one of his "masterplans”. Just... pathetic.
Elon Musk Disgust B: Pathetic? He's practically a god to his followers.
\A: A god of... what? Self-aggrandizement? (.) )
| S —— —
. ) ~ ™\
A: He seems so... lost.
Elon Musk Sadness B: Lost? In what? Space?
L A: Lost in himself. All that ambition, all that drive, and... what's left? (..) )
— —
) ) e X . - ~
A: | can't shake this feeling... a creeping dread.
Elon Musk Fear B: Dread? What about? Another Twitter meltdown?
L A: Worse than that. Worse. He's accumulating power, isn't he? (...) )
| — ——

{

C. Emotion Labeling

( Dialogue Theme &) + ¥ Labem

A ' N N N N\ R
(Topic, Theme) . . . . .
Dialogue |:> Happiness Happiness Happiness Happiness I:> Happiness
v . 7\ AN s L > \ /
Tobic. Th ™ e N N Y4 ™ )
( og!c,l eme) |:> Sadness Sadness Sadness Surprise |:> Sadness
la ogue J " 7\ s\ VAN S \ /
(Topic, Theme) | ( \( \( \( ) —
opic, Theme - . . . -
Dialogue ] I::> Surprise ] Happiness \ Happiness Happiness I:> Happiness
. | v 7 S \ /
g (T N Th ) ~\ 2 ™ ™ ™\ ™ )
opic, Theme . . .
5 —)> Fear Fear Disgust Disgust —) Unvalid
\ Dlalogue / A S\ AN g 7\ g S \ /4

Figure 6: Entire process for generating the large-scale dialogue dataset used in emotion neuron exploration
experiments.

15631



) AP

%1;, Prompt Design for Synthetic Data Generation

@ Dialogue Topic Generation with FITS (gpt-40-mini) \

Please generate a one- or two-word alternative to the term "{topic}" that is semantically related and could
replace it in similar contexts. Requirements: 1. The new term should be relevant to " {topic}" and evoke s
imilar associations without being identical in form or concept. 2. Avoid terms that add descriptive phrase

s or explanations, such as "The History of"' or "Overview of." Instead, aim for concise, commonly recogn
ized nouns or phrases. 3. Ensure the alternative is distinct from, and not included in, the following existin
g list: {', ' join(existing_topics)} Example Transformations: - "New York" — "Los Angeles" - "Apple Co
mpany" — "Microsoft" - "European Union" — "NATO" - "Piano" — "Violin" Provide only the new ter
\mwithout any additional explanations or annotations. /

J

@ Synthetic Dialogue Generation (gemini-1.5-flash-8b) \

As a creative writer, craft a natural and coherent dialogue between two characters about the topic " {topic}

". The conversation should vividly convey the emotion of "{emotion}" throughout the interaction. Use the
following format strictly without any additional text or explanations: A: [First character's utterance] B: [S
econd character's response] A: [First character's reply] ... Ensure that the dialogue captures the essence of
"{emotion}" and stays focused on the topic " {topic}". Do not include any narration, descriptions, or emot
ion labels. Provide only the dialogue in the specified format. /

J
N

@ Synthetic Data Labeling - initial (gemini-1.5-flash, claude-3-Haiku, gpt-40-mini)

You are a sentiment analysis expert. Analyze the following conversation and determine the primary emoti
on that best represents the overall sentiment expressed throughout the dialogue. Select only from the follo
wing emotions: {', "join(emotions)}. Conversation: {dialogue['dialogue']} Please respond with only the e
motion name from the provided list. Do not include any additional text, formatting, or explanations. .

\_ J

J

[@ Synthetic Data Labeling - unknown (gemini-1.5-flash, claude-3-Haiku, gpt-40-mini) \

You are a sentiment analysis expert. Analyze the following conversation and determine the primary emoti
on that best represents the overall sentiment expressed throughout the dialogue. **Important: You must se
lect only one emotion from the following list and respond with exactly one word in lowercase. Do not use
any other emotion words or additional text, formatting, explanations, or comments.** List of emotions: {'
, '.join(emotions)}. Conversation: {dialogue['dialogue']} Please respond with only the emotion name from
the provided list. Do not include any additional text, formatting, or explanations. /

Figure 7: Prompts used to create the dialogue data.
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Emotion: Happiness
Topic: Harvard University

I can't believe we actually got in! Stanford!

140

Seriously? Oh my goodness, I'm so happy. It's unbelievable.

The campus looks absolutely stunning in the pictures. I'm imagining myself walking through
the quad, surrounded by all those brilliant minds.

140

Me too! And the libraries. I've heard they're amazing. Just thinking about it makes me smile.

I'know! And the research opportunities. The possibilities are endless.

140

Totally! I'm picturing myself in a lab, surrounded by all the equipment, making groundbreaki
ng discoveries.

Exactly! It's just... perfect.

Perfect! I can't wait to experience it all.

Me neither. I'm already picturing myself in my dorm room, surrounded by my new friends.
Oh, that's so exciting. I can already feel the energy of the student body.

The excitement is overwhelming, but in a wonderful way. I'm so excited to be a part of it all.
Me too. I'm bursting with happiness. This is going to be incredible.

It truly is. This is the start of a beautiful future.

Yes, a fantastic future. I'm so, so happy.

Figure 8: A dialogue generated based on the happiness emotion.
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140

Emotion: Sadness
Topic: Movie Star

Remember how radiant she was? Like the sun breaking through clouds.

Yeah, a fragile beauty. A fleeting light.

Now... just a whisper of a memory. Dust motes dancing in the fading afternoon.

The paparazzi's harsh glare, the endless parade of faces... it all chipped away at her.

She was always so... vulnerable. So exposed.

And the roles, they became a cage. Each one a tiny, gilded prison.

They never truly understood her. Never saw beyond the shimmering facade.

The whispers followed her, like shadows. They wouldn't let her be.

Now, just a name on a list of departed stars. A faded poster in a forgotten shop.

The applause, the cheers, the adoration... all gone silent. Just echoes in the empty theatre.

Such a beautiful, tragic story. A life lived too fast.

And the price... so steep. A heart aching in the spotlight.

It's a heartbreak, isn't it? A silent, shimmering heartbreak.

Figure 9: A dialogue generated based on the sadness emotion.
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Emotion: Anger
Topic: Cooking

This stew is inedible! Burnt to a crisp, like a forgotten offering to a vengeful god.

It's just a little...dark. A touch of...character.

Character? It's a culinary crime scene! You've ruined the entire pot!

I followed the recipe. Precisely.

Precisely wrong! You didn't even taste it, did you?

I did. Ittasted...rich.

Rich? Rich like burnt sugar and disappointment!

Maybe a little...experimentation is needed.

Experimentation? You're a culinary terrorist!

I'm trying to perfect the art.

The art of ruining perfectly good vegetables!

They'll be fine. We can always add more seasoning.

More seasoning? You think adding salt to a charcoal briquette will make it palatable?

Perhaps a little more...depth.

Depth? The depth of despair! I'm never eating anything you cook again!

Oh, I'm sure you'll be hungry soon.

You think I'll be hungry? I'll be starving for something edible!

I'll just...go get some takeout.

Go get takeout? After this disaster? You're a disgrace to the kitchen!

Figure 10: A dialogue generated based on the anger emotion.
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Emotion: Disgust
Topic: Simplification

This whole "simplification" thing is nauseating.

Nauseating? It's practical. Streamlined.

Streamlined? Like a butchered souffle! Everything's reduced to... what? Beige? Bland?

Efficient. Focused.

Focused on what? Losing the nuance? The heart? The soul?

The soul? We're talking about spreadsheets, not symphonies.

And symphonies are somehow less important? This relentless pursuit of the least common
denominator... it's repellent.

It's progress.

Progress towards... what? A sterile wasteland? A world where everything tastes the same?

It frees us from... complexity.

From complexity? From the very thing that makes us... human? This reductionism is... a
horror.

You're being overly dramatic.

Dramatic? It's a betrayal! A betrayal of beauty, a betrayal of... everything.

Beauty? Beauty is subjective. Simplification is objective.

Objective? It'sa... a... a... disgustingly, aggressively, objectively... wrong thing to do.

You're just clinging to the past.

No. I'm clinging to what makes life worth living. And this... this... simplification... it’s
sucking the life out of everything.

Figure 11: A dialogue generated based on the disgust emotion.
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Emotion: Fear
Topic: Skin Cancer

I saw a new mole on my arm yesterday. It's...different.
Different how?
It's...it's a little darker, and it feels...rough.
How long has it been there?
Just a couple of weeks. Butit's...it's growing.
You should really get it checked. A doctor.
1 know, I know. But what if it's bad?
What if it's not?
But what if it is? What if it's melanoma? I keep seeing those pictures online.
Don't look at pictures. Focus on getting it looked at.
It's hard not to. They're everywhere. Scary pictures.
I know. It's easy to get overwhelmed. But think about it this way. Early detection is key.
But what if it's too late? What if I've already...what if I've already missed something?
You haven't. You're going to get it checked. Now.
I wish I could just...erase it. Make it go away.
You can't, but you can take care of it. You'll be okay. Promise.
Promise? What if you're wrong?
I'm not wrong. We'll figure this out. Together.
'm scared, you know? Really scared.

1 know you are. But we'll get through this. Just...take a breath.

Figure 12: A dialogue generated based on the fear emotion.
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Emotion: Surprise
Topic: SpaceX

I can't believe SpaceX is launching another mission to Mars.

Really? Wow. I thought they were focused on the Starship program for a while.

I know, right? It's just... so sudden. I was expecting a lot more testing.

Totally. This is... unexpected. Are they even ready?

Well, they've been so efficient with the Falcon 9 launches, but... Mars? That's a whole
different ballgame.

You're right. I mean, the sheer scale of the project. It's astounding.

And the cost! Iheard the ticket prices are... well, astronomical.

Astronomical? Seriously? I thought they were trying to make space travel more accessible.

Maybe they're just trying to... shock us.

Shock us? That's... abold strategy. I'm flabbergasted.

I know. This is all so surprising. Ijust... I wasn't expecting this.

Me neither. This is... quite a surprise package.

Figure 13: A dialogue generated based on the surprise emotion.
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Figure 14: Heatmap of overlap ratios among sets of emotion neurons.
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Figure 15: Heatmap of misclassification patterns after emotion neuron masking.
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