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Abstract

Recommender systems play a central role in
numerous real-life applications, yet evaluating
their performance remains a significant chal-
lenge due to the gap between offline metrics
and online behaviors. Given the scarcity and
limits (e.g., privacy issues) of real user data,
we introduce SimUSER, an agent framework
that serves as believable and cost-effective hu-
man proxies. SimUSER first identifies self-
consistent personas from historical data, en-
riching user profiles with unique backgrounds
and personalities. Then, central to this evalu-
ation are users equipped with persona, mem-
ory, perception, and brain modules, engaging
in interactions with the recommender system.
SimUSER exhibits closer alignment with gen-
uine humans than prior work, both at micro
and macro levels. Additionally, we conduct
insightful experiments to explore the effects of
thumbnails on click rates, the exposure effect,
and the impact of reviews on user engagement.
Finally, we refine recommender system param-
eters based on offline A/B test results, resulting
in improved user engagement in the real world.

1 Introduction

Recommender systems (RS) have become an indis-
pensable component of our day-to-day lives from
e-commerce to social media by offering personal-
ized user experience and improving satisfaction (Li
et al., 2024). Despite their widespread adoption,
a key challenge hindering the advancement of the
field is evaluation (Yoon et al., 2024). The difficulty
arises from the discrepancy between offline metrics
(non-interactive), which are typically used during
development, and real-life user behaviors, which
these systems encounter post-deployment (Zhang
et al., 2019). This results in models that perform
well in controlled environments but fail to meet ex-
pectations in practical use cases. Such a limitation
is further exacerbated by the inherent shortcomings

of offline evaluation, notably the inability to mea-
sure business values such as user engagement and
satisfaction (Jannach and Jugovac, 2019). On the
other hand, online A/B testing is costly to scale up,
labor-intensive, and encompasses ethical considera-
tions, underscoring the imperative need for reliable
and affordable (interactive) evaluation methods.

Recent breakthroughs in Large Language Mod-
els (LLMs) have shown promise in human behavior
modeling by enabling the creation of autonomous
agents. In the realm of recommendation systems,
RecMind (Wang et al., 2023b) explores the concept
of autonomous recommender agents equipped with
self-inspiring planning and external tool utilization.
Recently, InteRecAgent (Huang et al., 2023) has ex-
tended this idea by proposing memory components,
dynamic demonstration-augmented task planning,
and reflection. Recently, RecAgent (Wang et al.,
2023a) has attempted to introduce more diverse
user behaviors, taking into account external so-
cial relationships. Another work, Agent4Rec (Hou
et al., 2024), delves into generating faithful user-
RS interactions via agent-based simulations, where
agents are equipped with a memory module. How-
ever, a common characteristic of existing studies
is their insulated nature — they primarily rely on
knowledge embedded within the model’s weights,
neglecting the potential benefits of integrating ex-
ternal knowledge and user-item relationships. Fur-
thermore, prior approaches often disregard user per-
sonas and fail to incorporate visual signals, despite
their role in shaping user experience and emotion.

To enable synthetic users, we describe an agent
architecture built upon LLMs. Our methodology
consists of two phases: (1) self-consistent persona
matching and (2) recommender system evaluation.
In Phase 1, we leverage the semantic awareness
of LLMs to extract and identify consistent per-
sonas from historical data, encompassing unique
backgrounds, personalities, and characteristics. In
Phase 2, we impersonate these personas to simu-

43



late believable human interactions. This involves
a retrieval-augmented framework where the agent
interacts with the recommender system based on its
persona, memory, perception, and brain modules.
The memory module comprises an episodic mem-
ory and a knowledge-graph memory. Unlike exist-
ing studies that solely rely on text, our perception
module incorporates visual cues into the agent’s
reasoning process. Finally, the brain module is re-
sponsible for translating retrieved evidences and
graph paths into action plans such as [click], or
[exit]. Following action selection, the user en-
gages in self-reflection to synthesize memories into
higher-level inferences and draw conclusions.

2 Related Work

Conversational RS initially tackled the recommen-
dation problem using bandit models, emphasizing
the quick update of traditional systems through
item selection and binary feedback from synthetic
users (Christakopoulou et al., 2016). Taking this
further, (Zhao et al., 2023) created a simulation
platform where users not only chat about recom-
mendations. Recent techniques have added more
natural language flexibility, but user responses are
usually limited to binary or multiple-choice formats
(Lei et al., 2020). In spite of this, these simulations
often rely on fixed rules and scripted dialogues,
lacking the variability seen in human interactions.
To address the above-mentioned limitations, gener-
ative simulators using LLMs have been developed,
offering more realistic and nuanced conversational
abilities (Zhang et al., 2024b; Zhao et al., 2023). A
few studies have also explored the application of
LLMs as recommender systems (Hou et al., 2024;
Li et al., 2023; Kang et al., 2023). These investi-
gations explore LLMs as recommendation engines,
rather than as entities that perceive recommenda-
tions, thus providing a perspective complementary
to our research (Wang et al., 2024; Zhang et al.,
2024a). RecMind (Wang et al., 2023b) proposes
self-inspiring agents for recommendation. How-
ever, their simulated users are limited to basic ac-
tions like rating items, lacking the ability to engage
in more complex interactions. Notably, a recent
approach (Yoon et al., 2024) examines the effec-
tiveness of LLMs as generative users, specifically
for conversational recommendation scenarios. A
closely related work to ours is Agent4Rec (Zhang
et al., 2023) that delves into the generative capa-
bilities of LLMs for modeling user interactions.

SimUSER differs significantly from these studies
as we utilize detailed personas that are systemat-
ically inferred from historical and incorporate a
perception module to integrate visual reasoning.
Furthermore, SimUSER investigates the potential
of graph-based retrieval to represent the rationales
underlying user-item interactions. Finally, we intro-
duce multi-round preference elicitation and causal
action refinement that leverage retrieved evidences
and paths to generate more realistic interactions.

3 Methodology

Simulated USERs provides a framework for sys-
tematically assessing recommender systems by
engaging in interactions and providing feedback.
Phase 1 matches historical data with a set of per-
sonas to enable nuanced and realistic interactions.
Phase 2 utilizes the identified personas, historical
data, and novel reasoning mechanisms to generate
synthetic users with human-like behavior.
Problem Formulation. Given a user u ∈ U and
an item i ∈ I, the aggregated rating of the item
is denoted by Ri = 1

∑u∈U yui
∑u∈U yui ⋅ rui where

yui = 0 indicates that the user u has not rated the
item i and inversely yui = 1 indicates that the user
has rated the item with rui ∈ {1, 2, 3, 4, 5}. We
also introduce gi ∈ G as the genre/category of the
item. In this study, we seek to discover yui and rui
for an unseen recommended item i.

3.1 Persona Matching via Consistency Check

This phase involves assessing the most plausible
persona based on historical data. A persona p en-
compasses a set of features that characterize the
user: age, personality, and occupation. Person-
ality traits are defined by the Big Five personality
facets: Openness, Conscientiousness, Extraversion,
Agreeableness, and Neuroticism, each measured on
a scale from 1 to 3. Given the difficulty of obtaining
such granular features in real-world settings, our
methodology seeks to systematically infer personas
from the user’s interaction history.
Persona Extraction. For a user u with interactions{(i0, rui0), . . . , (in, ruin)}, we query the LLM to
produce a short summary su of the user’s prefer-
ences. To do so, we randomly select 50 items from
the user’s viewing history. Items rated 4 or above
are categorized as liked, while those rated below
3 are deemed disliked. We then combine su with
historical data to prompt the LLM to generate a
persona that matches the interaction history for this
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user. To enhance the diversity, the LLM is provided
a list of possible ages, personalities, and occupa-
tions. For each user, a set of m (m = 5) candidate
personas is generated, denoted as P .
Self-Consistent Persona Evaluation. We then as-
sess the consistency of the candidate personas P to
identify the most plausible one. A self-consistency
scoring mechanism measures the alignment of can-
didate personas with historical data. We define a
scoring function s(p, u) for each candidate persona
p ∈ P , where p is evaluated against two distinct
sets of user-item interactions. For the targeted user
u, we sample j subsets of ϱ interactions from its
history. These are compared with ϱ sampled inter-
actions from other users ū, denoted as Iū:

s(p, u) = ∑
ι∼Iu

r̂(ι, p) − ∑
ῑ∈Iū

r̂(ῑ, p) (1)

where r̂(ι, p) and r̂(ῑ, p) are obtained by querying
the LLM to rate the two interaction subsets ι and
ῑ. Ideally, the LLM agent should assign a higher
r̂(ι, p) for interactions from the targeted user and
a lower r̂(ῑ, p) for samples from other users. The
candidate persona p with the highest score s is
assigned to the user.

3.2 Engaging in Interactions with RS
In Phase 2, given a user u and discovered persona
p, we present a cognitive architecture built upon
LLMs comprising four modules: persona, percep-
tion, memory, and action.

3.2.1 Persona Module
To lay a reliable foundation for the generative
agent’s subsequent interactions and evaluations,
benchmark datasets are used for initialization
of the persona module. An agent’s profile in-
cludes the matched persona p along with at-
tributes extracted from its historical data: p ∪{pickiness,habits,unique tastes}. Since LLMs
are biased towards positive sentiment, unless
prompted to behave as picky users (Yoon et al.,
2024), each agent is assigned a pickiness level sam-
pled in {not picky, moderately picky, extremely
picky} based on the user’s average rating. Habits
account for user tendencies in engagement, con-
formity, and variety (Zhang et al., 2023), while
unique tastes are derived from the viewing history
summary su generated in Phase 1.

3.2.2 Perception Module
A primary factor in decision-making is visual stim-
uli due to their significant influence on curiosity

and emotion (Liu et al., 2024). For instance, when
scrolling through a movie recommendation plat-
form, human decisions are heavily driven by the
thumbnails of items, which can trigger emotional
responses and provide quick visual summaries of
the content (Koh and Cui, 2022). To graft these
visual elements in an cost-efficient manner, we aug-
ment action prompts (see Sec A.1) with image-
derived captions. The caption icaption of an item i
is generated by querying GPT-4o to extract insights
that capture emotional tones, visual details, and
unique selling points from the item’s thumbnail.

3.2.3 Memory Module

It is critical for an agent to maintain a memory of
the knowledge and experience it has of the world
and others. SimUSER uses an episodic memory for
interaction history and knowledge-graph memory
to capture user-item relationships.
Episodic Memory stores the interactions with
the RS. The memory is initially populated with
the user’s viewing and rating history. Each time
SimUSER executes a new action or rate an item, the
corresponding interaction is added to the episodic
memory. Drawing from human psychological pro-
cesses (Atkinson and Shiffrin, 1968), we use a self-
ask retrieval strategy where the LLM generates
follow-up questions regarding the query. These
questions, along with the initial query, then serve
as separate queries for vector similarity search, al-
lowing retrieval of more diverse evidences. For a
query q, we retrieve top-k1 documents using cosine
similarity: s(q, d) = cos(E(q),E(d)), where E is
an embedding function.
Knowledge-Graph Memory User behaviors in RS
are influenced by both internal factors (personality)
and external factors (Zhao et al., 2014). External
factors include the influence of others and prior be-
liefs about items. SimUSER employs a knowledge
graph (KG) memory to emulate external influences
by retrieving evidences with similar relationships
and characteristics.

Memory Initialization The KG memory is ini-
tially populated using real-world datasets. It
is structured as a graph G, defined as: G ={(h, r, t)∣h, t ∈ V, r ∈ E}, in which each triple
(h,r,t) indicates that a relation r exists from head
entity h to tail entity t. V is a set of entities
and E represents relationships between them. For
instance, nodes V may represent entities (e.g.,
user, item), while edges E depict the relation-

45



ships between these entities (e.g., liked). The
memory grows with each interaction it, capturing
the evolving nature of user preferences: Gt+1 =
Gt ∪ {(vi, eij , vj)∣(vi, eij , vj) ∈ V × E × V}.
Graph-Aware Dynamic Item Retrieval For a user
u, the retrieval function takes a query item x as in-
put and returns a set of similar items along with
their metadata (e.g., ratings). We extend PathSim
(Sun et al., 2011) to capture both user-item and
item-item relationships through path-based simi-
larity. A relationship path px↝y represents a com-
posite relationship between entities x and y in the

form of x
E1−→ z

E2−→ . . .
El−→ y, where E1 denotes

the edge between entity x and z. For example, in
the MovieLens network, the co-actor relation can
be described using the length-2 relationship path

x
acts−in
−−−−−→ z

actor
−−−→ y. In order to retrieve relevant

items based on the query x, SimUSER estimates
the item-item similarity as:

sx,y =
2 × ∣{px↝y ∶ px↝y ∈ P}∣∣px↝x ∶ px↝x ∈ P∣ + ∣py↝y ∶ py↝y ∈ P∣

(2)
where P is the set of paths between query item x
and candidate item y, and px↝y is a path instance.
The score sx,y is determined by two factors: (1)
the connectivity level, which is the count of paths
that connect x and y through P; and (2) the bal-
ance of visibility, defined by the number of times
these paths are traversed between the two entities.
In addition to item-item similarity sx,y, we com-
pute user-item similarity su,y for the target user
u and the candidate item y, using the same path-
based approach, which is further summed up to
sx,y = α ⋅ sx,y + (1 − α) ⋅ su,y, making retrieval
sensitive to both past interactions of the user u and
communities in the graph.

3.3 Brain Module
We endow each agent with a decision-making
module that derives subsequent actions. To repli-
cate human-like sequential reasoning, we employ
Chain-of-Thought prompting across five key steps.

Multi-round Preference Elicitation: Agents
browse items page by page, deciding whether to
[WATCH] or [SKIP] based on their preferences and
history. To mitigate the inherent positive bias in
LLMs, SimUSER incorporates a pickiness modifier
(You are {pickiness} about {item_type}).
When available, we enrich item descriptions with
thumbnail captions for multimodal reasoning. A
multi-round strategy first forms an initial decision

δ
(0) based on persona p, pickiness ρ, and retrieved

evidences Ek1 and Gk2 from episodic and KG
memory. Then, it identifies contradictions between
its choice and persona. If conflicts arise or sup-
porting evidence is insufficient, the agent refines its
decision: δ(t) = LLM(Pwatch, δ

(t−1)
, p, Ek1 , Gk2).

To improve decision-making, we expand retrieved
documents each round (k1 ← k1 +∆k and k2 ←

k2 +∆k) until reaching a final decision δ
(final).

Item Evaluation After selecting items of inter-
est, agents express both explicit ratings (1-5) and
subjective feelings about watched items, which up-
date their memory and influence future cognition.
Unlike existing approaches (Zhang et al., 2023)
that neglect rating rationales, Instead, SimUSER
leverages the paths of retrieved evidences i from

the KG memory, u
E1−→ z

E2−→ . . .
El−→ i, They are

formatted as plain text and provided as input to
the LLM, which generates ratings while explaining
how persona, evidences and paths compare to the
shortlisted items and influence their rating.

Action Selection: Based item evaluation and in-
teraction history, agents decide whether to [EXIT]
the system, navigate to [NEXT]/[PREVIOUS] pages,
or [CLICK] on items for details. This decision
involves estimating its satisfaction with previous
recommendations, fatigue level, and emotional
state. Upon exiting, a satisfaction interview cap-
tures opinions about presented recommendations.

Causal Action Refinement: To address subop-
timal decision-making (e.g., premature exits), we
introduce a causal reasoning step where agents gen-
erate questions (Q = LLM(atent, H, p, Pcausal)) to
validate tentative actions. For each counterfactual
scenario (e.g., "What would happen if you exited
now?"), the agent estimates outcomes and adjusts
its final action based on cause-effect consistency.

Post-interaction Reflection: Post-interaction
reflection lets agents learn from interactions and
improve future alignment with their persona. After
collecting interaction data, the agent first deter-
mines what to reflect on, then extracts insights and
cites the particular records that served as evidence
for the insights. The post-interaction reflections are
fed back into the episodic memory.

4 Experiments

Settings. All agents are powered by the GPT-4o-
mini version of ChatGPT, except when specified
differently, with the number of agents set to 1,000.
Baselines We compare SimUSER against RecA-
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MovieLens AmazonBook Steam

Method(1:m) Accuracy Precision Recall F1 Score Accuracy Precision Recall F1 Score Accuracy Precision Recall F1 Score

RecAgent (1:1) 0.5807 0.6391 0.6035 0.6205 0.6035 0.6539 0.6636 0.6587 0.6267 0.6514 0.6490 0.6499
RecAgent (1:3) 0.5077 0.7396 0.3987 0.5181 0.6144 0.6676 0.4001 0.5003 0.5873 0.6674 0.3488 0.4576
RecAgent (1:9) 0.4800 0.7491 0.2168 0.3362 0.6222 0.6641 0.1652 0.2647 0.5995 0.6732 0.1744 0.2772

Agent4Rec (1:1) 0.6912 0.7460 0.6914 0.6982 0.7190 0.7276 0.7335 0.7002 0.6892 0.7059 0.7031 0.6786
Agent4Rec (1:3) 0.6675 0.7623 0.4210 0.5433 0.6707 0.6909 0.4423 0.5098 0.6505 0.7381 0.4446 0.5194
Agent4Rec (1:9) 0.6175 0.7753 0.2139 0.3232 0.6617 0.6939 0.2369 0.3183 0.6021 0.7213 0.1901 0.2822

SimUSER (1:1) 0.7912 0.7976 0.7576 0.7771 0.8221 0.7969 0.7841 0.7904 0.7905 0.8033 0.7848 0.7939
SimUSER (1:3) 0.7737 0.8173 0.5223 0.6373 0.6629 0.7547 0.5657 0.6467 0.7425 0.8048 0.5376 0.6446
SimUSER (1:9) 0.6791 0.8382 0.3534 0.4972 0.6497 0.7588 0.3229 0.4530 0.7119 0.7823 0.2675 0.3987

Table 1: User preference alignment across MovieLens, AmazonBook, and Steam datasets.

Methods MovieLens AmazonBook Steam
RMSE MAE RMSE MAE RMSE MAE

MF 1.2142 0.9971 1.2928 0.9879 1.3148 1.0066
AFM 1.1762 0.8723 1.3006 1.1018 1.2763 0.9724
RecAgent 1.1021 0.7632 1.2587 1.1191 1.0766 0.9598
RecMind-SI (few-shot) 1.0651 0.6731 1.2139 0.9434 0.9291 0.6981
Agent4Rec 0.7612 0.7143 0.8788 0.6712 0.7577 0.6880

SimUSER(sim ⋅ persona) 0.5020 0.4460 0.5676 0.4210 0.5866 0.5323
SimUSER(zero ⋅ w/o persona) 0.6663 0.5501 0.6865 0.6329 0.6976 0.6544
SimUSER(zero ⋅ persona) 0.5813 0.5298 0.6542 0.5116 0.6798 0.6151
SimUSER(sim ⋅ w/o persona) 0.5844 0.5410 0.6712 0.5441 0.6888 0.6401

Table 2: Rating prediction performance. Bold: best
results; underlined: second-best. SimUSER’s improve-
ments are statistically significant (p < 0.05).

gent and Agent4Rec, which represent the clos-
est comparable methods. When possible, we
report the results of RecMind, an agent-based
RS. Some experiments involve two versions of
SimUSER: SimUSER(zero) and SimUSER(sim),
where SimUSER(sim) agents first interact with the
RS — grounding interactions and filling their mem-
ories, before answering the tasks.

4.1 Believably of Synthetic Users
In order to appropriately respond to recommenda-
tions, synthetic users must possess a clear under-
standing of their own preferences. Thereby, we
query the agents to classify items based on whether
their human counterparts have interacted with them
or not. We randomly assigned 20 items to each
of 1,000 agents, with varying ratios (1:m where
m ∈ {1, 3, 9}) of items users had interacted with
to non-interacted items (yui = 0). We treat this as a
binary classification task, taking values between 0
and 1. Table 1 shows SimUSER agents accurately
identified items aligned with their tastes, signif-
icantly outperforming RecAgent and Agent4Rec
across all distractor levels (paired t-tests, 95% con-
fidence, p < 0.002).

4.2 Rating Items
A key task when interacting with a RS is rating
items. We compare several LLM-based baselines,

P view N like P like N exit Ssat

Random 0.301 3.12 0.252 2.85 2.66
Pop 0.395 4.08 0.372 2.90 3.32
MF 0.461 5.91 0.443 3.05 3.65
MultVAE 0.514 5.38 0.455 3.18 3.78
LightGCN 0.557 5.45 0.448 3.29 3.92

Table 3: Evaluation of recommendation strategies on a
recommendation task from the MovieLens dataset.

along with traditional recommendation baselines:
MF (Koren et al., 2009) and AFM (Xiao et al.,
2017). Across all tasks (Table 2), SimUSER con-
siderably outperforms other LLM-powered agents,
mainly due to its KG memory that encapsulates
priors about items and their relationships with user
interactions. Agent4Rec shows higher RMSE due
to hallucinations with niche items not embedded in
its LLM weights. Notably, incorporating a few
steps of simulation always decreases the MAE
of the model (SimUSER(sim)). This is because
the grounded interactions augment the context dur-
ing the multi-round assessment, demonstrating that
agents can refine their own preferences for unrated
items through interactions with the simulator.

4.3 Recommender System Evaluation

Understanding the efficacy of various recommen-
dation algorithms is crucial for enhancing user
satisfaction. By simulating human proxies, we
can better predict how users will engage with rec-
ommender systems, providing valuable interactive
metrics. We compare various recommendation
strategies, including most popular (Pop), matrix
factorization (MF) (Koren et al., 2009), LightGCN
(He et al., 2020), and MultVAE (Liang et al., 2018),
using the MovieLens dataset. Upon exiting, agents
rated their satisfaction on a scale from 1 to 10.
Ratings above 3 were considered indicative of a
like. Metrics include average viewing ratio (P view),
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MovieLens AmazonBook Steam

RecAgent 3.01 ± 0.14 3.14 ± 0.13 2.96 ± 0.17
Agent4Rec 3.04 ± 0.12 3.21 ± 0.14 3.09 ± 0.16
SimUSER(w/o persona) 3.72 ± 0.18* 3.65 ± 0.21* 3.61 ± 0.24*
SimUSER(persona) 4.41±0.16* 3.99±0.18* 4.02±0.23*

Table 4: Human-likeness score evaluated by GPT-4o
across recommendation domains. *Significant improve-
ments over best baseline (p < 0.05).

average number of likes (N like), average ratio of
likes (P like), average exit page number (N exit),
and average user satisfaction score (Ssat). Table 3
demonstrates that agents exhibit higher satisfaction
with advanced recommendations versus random
and Pop methods, consistent with real-life trends.

4.4 LLM Evaluator

As LLM Evaluators (Chiang and Lee, 2023)
achieve comparable performance with human eval-
uators, we use GPT-4o to assess whether agent
interactions appear human or AI-generated using
a 5-point Likert scale, with higher scores indicat-
ing stronger resemblance to human-like responses.
Results in Table 4 show our method significantly
outperforms Agent4Rec. The memory and persona
modules are among the main factors contributing
to the faithfulness of our method. We also noticed
that letting the agent estimate its tiredness, feel-
ing and emotion greatly enhances the believabil-
ity and consistency of its responses. On the other
hand, Agent4Rec’s tendencies to [EXIT] the rec-
ommender system early and provide inconsistent
ratings for similar items — ranging from low to
high, contribute to suspicions of AI involvement.

4.5 SimUSER for Offline A/B Testing

We have access a proprietary dataset of 55 online
A/B tests, encompassing hundred of thousands of
food item recommendations. Each test evaluates
variations in recommendation strategies, with the
average number of visited pages as the primary
business metric. The results, shown in Fig 1, in-
dicate that SimUSER achieves the highest corre-
lation with ground truth values, significantly out-
performing Agent4Rec and RecAgent. Statistical
tests were conducted to validate the significance of
SimUSER’s performance over the baselines, with p-
values below 0.05 for all comparisons. SimUSER
effectively captures user engagement, offering a
cost-effective alternative to online A/B testing.

Figure 1: Spearman correlation between estimated and
actual engagement metrics. Higher values indicate bet-
ter alignment with ground truth metrics.

Method P view N like P like N exit Ssat

Baseline 0.521 5.44 0.458 3.21 3.82
Traditional (nDCG@10) 0.535 5.52 0.462 3.26 3.86
SimUSER 0.561 5.80 0.517 3.87 4.09

Table 5: Performance comparison of parameter selec-
tion strategies on various engagement metrics.

4.6 Optimizing RS with SimUSER
We examine whether selecting RS parameters
based on SimUSER evaluation or traditional of-
fline metrics (nDCG@10 - TRAD), translates to
improved business metrics in the real world. We
employ the same proprietary dataset. The online
performance of the baseline system and the two
strategies are presented in Table 5. TRAD results
in performance on par with the original baseline,
demonstrating similar findings as in (Jannach and
Jugovac, 2019) — offline metrics do not necessarily
translate to business metrics. SimUSER achieves
higher engagement and satisfaction, with improve-
ments in average viewing ratio and satisfaction.

5 Conclusion

We present a simulation framework for leveraging
LLMs as believable user proxies. Our two-phase
approach includes persona matching and interac-
tive RS assessment, seeking to align user inter-
actions more closely with real-world user behav-
iors. We evaluate SimUSER across various recom-
mendation domains, including movies, books, and
video games. Results demonstrate closer alignment
of our agents with their human counterparts at both
micro and macro levels. We further explore the in-
fluence of thumbnails on user engagement and the
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significance of reviews in user decision-making.
Experimental findings highlight the potential of
LLM-driven simulations in bridging the gap be-
tween offline metrics and business metrics. As a
future direction, we seek to complement our current
GPT-4o-based assessments of human-likeness with
human evaluation, to further validate the realism of
agent behavior. In addition, we plan to investigate
the extent to which LLM-specific biases may in-
fluence simulated decisions and explore mitigation
strategies.

6 Ethics Statement

This paper proposes an LLM-empowered agent
framework designed to simulate user interactions
with recommender systems in a realistic and cost-
effective manner. While our approach offers sig-
nificant benefits in terms of scalability and effi-
ciency, it also raises ethical considerations. The
use of such agents could lead to unintended conse-
quences, such as bias amplification, where the syn-
thetic agents might inadvertently reinforce existing
stereotypes or present skewed recommendations
due to biases in the training data.

Additionally, there is a risk of manipulation of
user preferences, as the synthetic agents could be
used to subtly influence user behavior by consis-
tently promoting certain types of content without
explicit user consent. Furthermore, simulating in-
teractions at a broad scale could result in the iden-
tification and exploitation of behavioral patterns
that might encourage specific user behaviors, po-
tentially leading to negative societal impacts. Fi-
nally, there is a concern that developers or design-
ers might use synthetic users and displace the role
of humans and system stakeholders in the design
process. We suggest that synthetic uses should
not be a substitute for real human input in studies
and design processes. Rather, these agents should
be leveraged during the initial design phases to
explore concepts, especially in situations where re-
cruiting human participants is impractical or where
testing certain theories with real people could be
challenging or pose risks. By adhering to these
principles, we can ensure that the deployment of
synthetic users in the wild is ethical and socially
responsible.
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A Experimental Setup

Experimental Settings. We separate the dataset
into training, validation, and test sets (80/10/10%),
using a time-based split. This ensures to reflect
temporal distribution shift that may be observed in
the real-world. Relationships between users and
items from the training/validation and test sets were
excluded from the knowledge graph memory to
prevent data leakage. These datasets are employed
for the initialization of each agent — persona and
memory modules, as well as self-consistent per-
sona matching. In order to address privacy con-
cerns, the name and gender are omitted. Moreover,
for the sake of generality, we do not utilize user-
specific information available in these datasets, re-
lying instead on the personas identified in Phase 1
of SimUSER.

In this paper, we report results for SimUSER
with simulation SimUSER(sim), and without sim-
ulation SimUSER(zero). In SimUSER(zero), the
agent’s memory module is initialized from the his-
tory of its human counterpart. When the review
score for an item is greater than 4, the agent stores
a memory entry in the form I liked {item_name}
based on my review score of {score}. For
a score of 2 or below, the following format is uti-
lized I disliked {item_name} based on my
review score of {score}. Neutral scores result
in the entry I felt neutral about {item_name}
based on my review score of {score}. In
SimUSER(sim), agents can also interact with the
recommender systems (training set) for up to 20
pages or exit the system at any time. The corre-
sponding interactions are used to enhance the mem-
ory module. In all the experiments, items rated ≥ 4
are considered as liked by the user, while items ≤
2 are considered as disliked. These interactions are
stored both as plain text in the episodic memory
and as relationships in the knowledge graph mem-
ory. These simulated interactions with the RS are
stored in the episodic memory with the following
format: The recommender system recommended
the following {item_type} to me on
page {page_number}: {name_all_items},
among them, I selected {watched_items}
and rate them {ratings} respectively.
I dislike the rest {item_type} items:
{dislike_items}.
In some sets of experiments, we report performance
without persona matching SimUSER(w/o persona),
and with persona matching SimUSER(persona). In

the absence of persona matching, personality traits,
age, occupation and taste summary are omitted
from the prompts. Matrix factorization (MF) is uti-
lized as the recommender model unless specified
otherwise. In our simulator, agents are presented
with four items n = 4 per page and allowed to in-
teract by viewing and rating items based on their
preferences. When the output of the LLM deviated
from the desired format, resulting in errors, the
LLM was re-prompted with the following instruc-
tion: You have one more chance to provide
the correct answer.

The path-score used during the retrieval of ev-
idences from the KG memory, we further com-
bine this score with user-item similarity (sx,y =
α ⋅ sx,y + (1 − α) ⋅ su,y) and enhance it with se-
mantic similarity using embeddings from OpenAI’s
text-embedding-3-small model. The top-k2 items,
their attributes, and paths are returned to condition
the brain module.

As mentioned above, we leverage GPT-4o-mini
as the LLM backbone in all the experiments un-
less stated differently. We use α = 0.8 to bal-
ance item-item similarity with user-item similar-
ity. We set k2 = 3 when retrieving similar items
from the knowledge graph-memory, and k1 = 5
for the episodic memory. The titles and ratings of
retrieved items from the knowledge graph are con-
catenated to condition decision-making prompts.
Empirically, we set the weight of node embeddings
to 0.25 when computing top-k2 scores. Documents
and embedding of text (E) were obtained using
text-embedding-3-small. Given the average rat-
ing R̄ of a user: R̄ = 1

N
∑N

i=1 rui, the pickiness
level P (R̄) of a user was determined based on the
following thresholds:

P (R̄) = ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
P1 if R̄ ≥ 4.5

P2 if 3.5 ≤ R̄ < 4.5

P3 if R̄ < 3.5

where P1 corresponds to not picky, P2 corresponds
to moderately picky, and P3 corresponds to ex-
tremely picky.

The persona attributes are estimated as follows:

• Engagement quantifies the frequency and
breadth of a user’s interactions with recom-
mended items, distinguishing between users
who extensively watch and rate many of items
and those who confine themselves to a min-
imal set. The engagement trait for user u
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Figure 2: The SimUSER framework for evaluating a movie recommender system.

can be mathematically expressed as: T u
act =∑i∈I yui.

• Conformity measures how closely a user’s rat-
ings align with average item ratings, drawing a
distinction between users with unique perspec-
tives and those whose opinions closely mirror
popular sentiments. For user u, the conformity
trait is defined as: T u

conf = 1
∑i∈I yui

∑i∈I yui ⋅∣rui −Ri∣2.

• Variety reflects the user’s proclivity toward
a diverse range of item genres or their in-
clination toward specific genres. The vari-
ety trait for user u is formulated as: T

u
div =∣Ui∈{yui=1}gi∣. To encode users’ unique tastes

in natural language, we utilize the summary
su obtained in Phase 1, which describes long-
term preferences.

To generate captions, for each item i, we first
generate an initial caption draft i∗ by querying:
i
∗ = LLM(Pcaption, i), where Pcaption is the task

prompt. To reduce hallucination, we then decom-
pose i

∗ into atomic claims { a1, . . . , am}, each de-
scribing a specific, factual statement (e.g., “The
movie is scary”), rather than subjective opinions.
Next, each claim ak is formed into a polar (yes/no)
query, and an open-source MLLM (Yao et al.,
2024) is queried to generate the confidence of
agreement and disagreement as the claim score
sa = (pyes, pno), where pyes is the probability
of answering with “yes” and pno is the probabil-
ity of answering with “no”. Finally, the original
caption is refined in order to obtain a the item’s
caption icaption = LLM(i∗, Pcombine, (a, sa), ...).
This minimizes the risk of agents selecting items
based on inaccurate captions by ensuring the gen-
erated descriptions are fact-based and supported by

confidence scores.
In Appendix C.7, we compare the results of

SimUSER taking as input: 1) the original movie
poster, 2) a random screenshot from the movie
trailer on YouTube, 3) the original movie poster
distorted with a blue color filter (hue=30, light-
ness=30, saturation=30). An illustration of the
method is provided in Figure 2, detailing the in-
teraction between its components and their roles
within the proposed framework.

A.1 Brain Module Details

We now provide a comprehensive explanation of
the Brain Module, detailing the implementation
and technical details. To replicate human-like se-
quential reasoning, we employ Chain-of-Thought
prompting, repeatedly performing the five steps.

A.2 Multi-round Preference Elicitation

We employ a multi-round preference elicitation
strategy to refine the user’s choice. First, an ini-
tial decision δ

(0) is formed based on the agent’s
persona p, pickiness level ρ, and retrieved evi-
dences Ek1 Gk2 from the episodic and KG mem-
ory respectively. Along with this decision, the
agent provides a reason for its choice and cites
the supporting evidence, if any. Next, the agent
checks for contradictions, such as deciding to
watch a pure horror film while the persona in-
dicates strong aversion to horror. If a conflict
arises or cannot find enough supporting evidences,
the agent is prompted to confirm or modify the
initial decision, resulting in an updated decision
δ
(t) = LLM(Pwatch, δ

(t−1)
, p, Ek1 , Gk2), where

Pwatch is the task prompt, and Gt and E(t) are
retrieved evidences. To assist the agent’s decision-
making, we expand the retrieved documents at each
round: k1 ← k1+∆k and k2 ← k2+∆k, exposing
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additional relevant items or past interactions. This
continues until a final decision δ

(final) is reached.

A.3 Providing Feelings and Rating Items

Once the user identifies the items of interest
δ
(final) = {i1, ...}, they express their reactions

through both explicit ratings and subjective feel-
ings. Intuitively, a real user may produce much
feelings after watching an item, which will be
stored in their memory and influence their future
cognition and behaviors. Along with the item rat-
ing ∈ {1, 2, 3, 4, 5}, we query the user’s feelings
about the watched items and leverage such infor-
mation to update the memory module. Newly liked
and disliked items are fed back into the memory
module. Existing approaches (Zhang et al., 2023)
neglect the underlying rationale behind user rat-
ings. Instead, SimUSER leverages the paths of
each retrieved evidences i from the KG memory,

u
E1−→ z

E2−→ . . .
El−→ i. These paths are formatted as

plain text and provided as input to the LLM, which
generates ratings while explaining how persona, ev-
idences and paths compare to the shortlisted items
and influence their rating.

A.4 Emotion-driven Action Selection

The agent decides (atent) whether to [EXIT] the
system, go to [NEXT] page, return to a [PREVIOUS]
page, or [CLICK] on an item to access more de-
tails. If the agent decides to click on an item, the
item is displayed with an extended description that
replaces the short {item_description}, which is
then used to determine whether it wishes to en-
gage further with the item. Finally, if [EXIT] is
selected, a satisfaction interview is conducted to
gather granular opinions and ratings on the pre-
sented recommendations. To this end, the agent
sequentially: 1) estimates its satisfaction level with
preceding recommendations, 2) generates its cur-
rent fatigue level (Zhang et al., 2023), 3) infers
its current emotion, such as EXCITED, and 4) se-
lects the most suitable action. Satisfaction level,
fatigue, and emotion are dynamic elements that the
agent employs to adapt its actionable plan with the
recommender system.

A.5 Causal Action Refinement

Suboptimal decision-making (e.g., premature ex-
its or misaligned clicks) can arise as the agent
struggles to understand the impact of its decision,
necessitating iterative adjustments to align with

implicit preferences. In light of this, we intro-
duce a causal reasoning step which encourages
the assistant to actively seek to understand the
causal relationships between its decisions and la-
tent user-state dynamics. Assuming the tentative
action atent and context H , the LLM generates
causal questions Q to validate the rationale be-
hind atent, Q = LLM(atent, H, p, Pcausal), where
Pcausal refers to a predetermined prompt. Causal
questions may for example be: Does tiredness re-
duce the appeal of this action?, What would happen
if you exited the system now?. For each counter-
factual, the LLM estimates outcomes such as satis-
faction, alignment with persona, and fatigue. This
includes a scalar sq and textual verdict vq reflecting
how cause-effect relationships support or contra-
dict atent. Finally, the LLM is queried to adjust
the action if the consistency score is low, afinal =
LLM(atent, H, p, Paction,Πq∈Q{q, sq, vq}).

B Pseudo-Code

We present the pseudo-code for SimUSER agent.

Algorithm 1 SimUSER Algorithm

1: Input: Historical data Hu for user u
2: Output: Simulated interactions and feedback
3: Phase 1: Persona Matching
4: P ← Generate persona from Hu

5: p ← Identify best persona ∈ P using self-
consistency score

6: Phase 2: Simulate Interactions
7: Initialize memory module from Hu

8: repeat
9: Perceive the page and items ▷ Generate

captions
10: Retrieve similar items from the KG mem-

ory
11: Decide what items to watch
12: Rate the items and provide feelings
13: Decide next action a based on satisfaction,

fatigue, and emotion
14: Perform post-interaction reflection
15: Update memory module
16: if a = [EXIT] then
17: break
18: else
19: Perform action a

20: until Maximum number of pages reached
21: Return Simulated interactions, metrics, and

feedback
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Figure 3: Comparison of rating distributions between
ground-truth and human proxies.

Figure 4: Ratings vs feelings on IMDB dataset. Com-
parison between human (top left) and LLM-empowered
agents.

C Additional Experiments

C.1 Rating Distribution

Beyond individual rating alignment, human prox-
ies must replicate real-world behavior at the macro
level. This implies ensuring that the distribution of
ratings generated by the agents aligns closely with
the distributions observed in the original dataset.
Figure 3 presents the rating distribution from the
MovieLens-1M dataset and the ratings generated
by the agents. These results reveal a high degree of
alignment between the simulated and actual rating
distributions, with a predominant number of rat-
ings at 4 and a small number of low ratings (1-2).
While Agent4Rec assigns fewer 1-2 ratings than
real users, our approach, by retrieving past inter-
actions from the episodic memory, allows agents
to contextualize their ratings based on a broader
and more consistent understanding of their own
preferences.

Figure 5: Preference coherence (accept/reject task). ’I’
stands for incoherent; ’C’ stands for coherent (Reddit
dataset).

C.2 Alignment: Rating vs Feeling
Expressing aligned reviews and ratings is of pri-
mary importance to simulate realistic human prox-
ies. Thus, in this section we delve into the align-
ment between ratings and sentiments. In detail, we
prompt the agent to assume one has interacted with
a certain item, and ask about its rating and feelings
on it. Reviews and ratings from IMDB (Maas et al.,
2011) are used as ground truth since MovieLens
does not contain reviews. After getting a collection
of responses, we conduct sentiment-based analysis
with PyABSA (Yang et al., 2023). We compare
the rating and sentiment distributions of: humans,
RecAgent, Agent4Rec, and SimUSER. As depicted
in Figure 4, our agents generate ratings aligned
with their opinions. For instance, ratings ≥ 4 are
typically associated with positive sentiments. In
contrast, Agent4Rec exhibits a bias towards pos-
itive opinions, resulting in more positive feelings
about the items, including when generating low
ratings. It is noteworthy that SimUSER agents and
genuine humans express similar sentiments at a
macro level.

C.3 Preference Coherence
Under this scenario, we aim to evaluate whether
agents prefer positive recommendations based on
a query. Namely, for each request in the Reddit
dataset (He et al., 2023), we sample: (1) a com-
ment from this request (positive recommendation)
(2) a random comment (negative recommendation).
The agent is then prompted to decide which items
to watch. Ideally, synthetic users should watch
only positive recommendations and decline nega-
tive ones. Behavior is incoherent when the simula-
tor accepts a negative recommendation. We clearly
see in Figure 5 that our agents are overall coher-
ent, but sometimes prefer negative recommenda-
tions, its proportion being around 4%. Particularly,
Agent4Rec agents often accept recommendations
that are not aligned with their age and personality.

To further assess the robustness of our agents
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Figure 6: Preference coherence (accept/reject task). ’I’
stands for incoherent; ’C’ stands for coherent. Results
are reported on Tenrec dataset with hard negative items.

Figure 7: Distribution of interaction numbers (top) and
average ratings (bottom) for 3 groups of personas. The
left column does not use persona module while the right
employs a persona module.

under more realistic recommendation conditions,
we conduct an additional experiment using the Ten-
rec dataset (Yuan et al., 2022). Unlike the Reddit
dataset, which relies on random negative sampling,
Tenrec provides true negative feedback—items that
were shown to users but explicitly ignored. This
allows us to create harder negative samples, as
these unclicked items are likely to be more relevant
but still rejected by real users. Under this setting,
hard negatives are items that were exposed to the
user but ignored. As expected, the increased dif-
ficulty results in a slight drop in coherence across
all agents (Figure 6). SimUSER remains the most
consistent but sees a 5% decrease in coherence,
while Agent4Rec and RecAgent show larger de-
clines. Notably, Agent4Rec exhibits a stronger
bias toward selecting hard negatives, suggesting
sensitivity to misleading but plausible recommen-
dations.

C.4 Impact of Persona on User Behaviors

In real life, user behaviors are driven by factors be-
yond mere individual tastes, including personality
traits and demographic attributes such as age, and
occupation. To account for these factors, we devel-
oped a persona module that incorporates these char-
acteristics. Using the MovieLens dataset, agents
were categorized based on their age, occupation
(student, office worker, other), and personality
traits — categorical features were encoded using
one-hot representation, via k-means (k=3). We hy-
pothesize that agents with similar preferences may
still exhibit distinct behavior patterns due to their
unique persona. Figure 7 depicts the distribution
of interaction numbers and average ratings among
agents with different personas. As shown in the fig-
ure, it is evident that agents from different groups
demonstrate distinct behaviors, with higher average
ratings in groups 2 and 3 than group 1. Synthetic
users without personas display more homogeneous
behaviors. Younger users (group 3, avg age=19.6)
engage more frequently with the system compared
to older users (group 1, avg age=40.2), likely due
to higher adaptability and interest in exploring new
recommendations, while older users exhibit fewer
interactions, possibly from ingrained preferences
and less willingness to engage with new content.

C.5 Post-Interaction Interviews

A central advantage of LLM-based evaluation is
their capacity to generate human-comprehensible
explanations. Such explanations provide valuable
insights that can be employed to refine the rec-
ommender system. Figure 8 illustrates a post-
interaction interview scenario, where the agent
rates its experience with the recommender and re-
turns an explanation based on its personal tastes,
habits, emotional memory, and interaction history.
The agent noticed that the recommender system
generally aligned well with its tastes, particularly
recommending movies suitable for its age and per-
sonality. However, some factors reduce the over-
all satisfaction. For instance, despite the agent’s
preference for sub-genres like neo-noir and psy-
chological thrillers such as “The Sixth Sense” and
“Apt Pupil”, the system frequently recommended
mainstream blockbusters like “Star Wars: Episode
I”, “The Phantom Menace”. These findings under-
score the importance of understanding the nuanced
behavior of different recommendation algorithms
and their suitability for each group of users.
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Case Study of Satisfaction Interview

Question: How satisfied are you with the recom-
mender system? Please rate your satisfaction on a
scale from 1 to 10 and provide an explanation for
your rating.
Rating: 7
Reason: As a 35-year-old film enthusiast with a pref-
erence for independent films and documentaries, I
found the recommender system fairly effective in sug-
gesting thought-provoking content. It recommended
several documentaries and indie films that I enjoyed.
However, the system often leaned towards main-
stream and popular films rather than exploring unique
and lesser-known titles. This tendency occasionally
led to less satisfying recommendations, as I value
discovering independent, high-quality films.
Additionally, while the system recognized my interest
in dramas and thrillers, it missed specific sub-genres
like neo-noir and psychological thrillers that I particu-
larly enjoy. Improving the system’s ability to identify
these nuanced preferences could enhance its effec-
tiveness.
Overall, the system shows strengths in general recom-
mendations but would benefit from a better balance
between popular and niche films.

Figure 8: One case study of post-exit feeling interview.
The blue color highlights the user’s satisfaction score.

C.6 Rating Items under Hallucination

In this section, we specifically target items that are
unfamiliar to the LLM, seeking to evaluate the abil-
ity of SimUSER to mitigate hallucination through
its memory module. Similarly to Section 4.2, users
are asked to rate movies (MovieLens). Neverthe-
less, we exclusively include items that are detected
as unknown to the LLM. These items i are identi-
fied by querying the LLM to classify each movie
into one of 18 genres. If the LLM’s genre classifi-
cation matches the actual category gi, it indicates
that the LLM is familiar with the item, and such
movies are excluded from the experiment. From
Figure 9, it is evident that while the RMSE val-
ues for all methods increase under hallucination,
the performance degradation of SimUSER is less
severe compared to the baselines. This relative
robustness of SimUSER can be attributed to its
KG memory, which effectively mitigates the im-
pact of hallucination by leveraging relationships
between users/movies/ratings from previous inter-
actions. By comparing the unfamiliar movie with
these similar, well-known ones, the LLM can an-
chor its predictions in familiar contexts, reducing
the likelihood of hallucinations and leading to more
accurate ratings.

Figure 9: Comparison of RMSE values for original
(dark colors) and hallucination-affected (light colors)
models for the rating task (MovieLens).

Figure 10: Effect on visual cues on rating distribution
for different thumbnail types.

C.7 Thumbnail Quality Effect

Emotions largely shape decision-making in the
recommendation domain. At the center of emo-
tion, images are powerful stimuli that motivate our
choices. In light of this, a question arises: Can
SimUSER be useful in assessing the quality of
items’ thumbnails? To understand the factors influ-
encing ratings, we randomly selected 100 movies
from the MovieLens dataset and ask 100 agents
whether they want to watch it. For each movie,
we collected three versions of the thumbnails: 1)
the original movie poster, 2) a random screenshot
from the movie trailer on YouTube, and 3) the orig-
inal movie poster distorted with a blue color fil-
ter. Based on the click rates shown in Figure 10,
we notice that high-quality thumbnails — original
posters, significantly influence users’ inclination
to watch a movie. Specifically, original posters
lead to higher engagement compared to random
screenshots and color-distorted posters. This result
highlights SimUSER’s capability to reflect the qual-
ity of item images in decision-making processes,
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Figure 11: Heatmap showing the impact of biased rec-
ommendations on genre ratings over time — exposure
effect. The genres and their ratings are displayed after
5, 20, and 50 pages scrolled.

mirroring trends commonly observed in real-world
recommender systems.

C.8 Exposure Effect in Recommendation
To assess how biased recommendations shape user
preferences over time, we introduce a scenario
where the RS only recommends two movie cat-
egories: action and horror. It emulates an expo-
sure effect (Färber et al., 2023), where repeated
exposures to a particular stimulus increase an in-
dividual’s preference for that stimulus. In the con-
text of recommender systems, repeated exposure
to specific genres could amplify user preferences
for those genres. Under this scenario, we record
the average movie ratings for each category after 5,
20, and 50 pages scrolled by the agents. Namely,
the 50 agents are prompted to rate 500 randomly
selected movies. Figure 11 illustrates a tendency of
the agents to rate items of categories that are over-
represented higher during the interactions with the
recommender system, particularly after more than
20 pages. Conversely, categories that differ sig-
nificantly from action and horror genres generally
tend to receive lower average ratings. Experimental
results validate SimUSER’s capability to replicate
the exposure effect, although further research and
validation are required with alternative datasets.

C.9 User Review Influence
User proxies may help researchers in identifying
the psychological effect of reviews on human inter-
actions. To investigate this effect, we modified the
recommendation simulator to display a) the number
of reviews, b) one random negative comment, or
c) one random positive comment for each item on

MF MultVAE LightGCN

Condition P view P like P view P like P view P like

Origin 0.461 0.443 0.514 0.455 0.557 0.448
+ With # Reviews 0.485 0.491 0.535 0.492 0.570 0.505
+ With Negative 0.413 0.408 0.450 0.435 0.507 0.409
+ With Positive 0.469 0.495 0.549 0.510 0.573 0.444

Table 6: Impact of user reviews on recommender Sys-
tem performance.

nDCG@10 F1-score@10

Method Offline SimUSER Offline SimUSER

MF 0.226 0.213 0.165 0.144
MultVAE 0.288 0.278 0.180 0.189
LightGCN 0.423 0.465 0.227 0.255

Table 7: nDCG@k (k=10) and F1-score@k (k=10)
for three recommender systems, using either offline or
SimUSER-generated interactions.

the recommendation page. We report in Table 6 the
average viewing ratio P view and ratio of likes P like.
We can see that displaying the number of reviews
slightly improves the viewing ratio, especially for
items having enough reviews (i.e., more than 20
reviews). This aligns with humans’ inclination
to select popular items in real-life scenarios. On
the other, there is no significant difference in P like
(t-test p > 0.05). Another observation is that dis-
playing negative reviews has a stronger impact on
user behavior than showing positive reviews, with
a decrease in both the average viewing ratio and
number of likes. One possible explanation is that
negative reviews discourage users from watching
an item, while positive reviews primarily encour-
age users who are already inclined to watch it to
proceed with their choice.

C.10 SimUSER vs. Offline Metrics

We aim to investigate whether SimUSER can reli-
ably estimate traditional metrics such as nDCG@k
(k=10) and F1-score@k (k=10) by comparing the
results from traditional offline evaluation with
those from SimUSER-generated interactions. For
this purpose, we evaluate three recommender sys-
tems using the MovieLens dataset under identical
conditions for both offline and SimUSER-based
evaluations. Table 7 reports the nDCG@k and F1-
score@k (k=10) for both evaluation strategies. In
the SimUSER scenario, interactions are generated
by our synthetic users, where liked and disliked
items replace the ground-truth interactions from
the offline dataset. Results indicate minimal differ-
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Figure 12: Impact of history size on rating prediction
performance (RMSE) across datasets.

ences between SimUSER-generated and real-world
data, with consistent model rankings across sys-
tems. These slight differences reflect real-world
users being unconstrained by page numbers and
interaction frequency. These findings demonstrate
that SimUSER reliably measures traditional met-
rics while enabling exploration of system perfor-
mance across user demographics, website settings
(items per page), and recommender system config-
urations.

C.11 Impact of Number of Interactions on
Rating Performance

In this experiment, we measure rating prediction
performance as a function of interaction history
length ∈(5, 10, 20, and 50 interactions). While
most methods generally benefit from increased
context (Figure 12), small fluctuations occur (e.g.,
AFM on AmazonBook shows a slight rise from
1.28 at 20 interactions to 1.3006 at 50). SimUSER
consistently outperforms all baselines, achieving
RMSEs of 0.5020 (MovieLens), 0.5676 (Ama-
zonBook), and 0.5866 (Steam) at 50 interactions.
These results confirm that leveraging persona-
based context yields robust performance improve-
ments, even with limited historical data, and aligns
with our main results. This highlights SimUSER’s
ability to utilize past interactions for realistic simu-
lations while remaining believable when modeling
cold-start or few-shot users.

C.12 Ablation Studies
C.12.1 Impact of the Knowledge-Graph

Memory on SimUSER
Here, our focus is on evaluating the impact of in-
corporating a knowledge-graph memory on the
performance. Specifically, the goal is to deter-
mine whether employing the KG memory, which
simulates external influences such as reviews, en-
hances believability in human proxies. All mod-
els follow the same settings as in Sec 4.2. Table
8, highlights that leveraging the KG structure sig-
nificantly reduces both RMSE and MAE across

Figure 13: MAE of personality trait predictions for
different C values.

different datasets. This module mirrors how our
prior expectations of an item can shape and bias
our assessment of it.

C.12.2 Persona Matching: Age, Occupation
We postulate that personas are crucial for captur-
ing the heterogeneity and diversity present in real-
world recommender networks. These attributes
significantly shape individual behaviors and prefer-
ences, which subsequently influence the overall dy-
namics of the system. To evaluate the effectiveness
of our self-consistent persona-matching technique,
we conducted an experiment using the MovieLens-
1M dataset. The goal was to predict the age and
occupation of users based on their historical data.
This task was formulated as a classification prob-
lem. Our results are summarized in table 9. We
observe a high degree of alignment between the
predicted and actual user personas, highlighting
the effectiveness of Phase 1 in SimUSER. Over-
all, persona matching turns out to be reasonably
robust for enriching simulated agents with detailed
backgrounds, including domains where explicit de-
mographic data is not readily provided.

C.12.3 Persona Matching: Personality
In order to assess the quality of persona matching
in predicting personality traits from historical inter-
action data, we conduct an additional experiment
using the Personality 2018 dataset (Nguyen et al.,
2018). The primary objective is to evaluate whether
our model could accurately infer users’ Big Five
personality traits based solely on users’ watching
history. For a fair comparison, the personality traits
within the dataset, as well as the predictions, are
normalized to a scale ranging from 0 to 1. We
report the results for various lengths of movie his-
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Methods MovieLens AmazonBook Steam
RMSE MAE RMSE MAE RMSE MAE

SimUSER(zero) ♥ 0.5813* 0.5298* 0.6542 0.5116* 0.6798* 0.6151*
SimUSER(zero) ♣ 0.6545 0.6299 0.6771 0.6210 0.7176 0.6533

SimUSER(sim) ♥ 0.5020* 0.4465* 0.5676* 0.4210* 0.5866* 0.5325*
SimUSER(sim) ♣ 0.6300 0.6336 0.6109 0.4881 0.6482 0.6481

Table 8: Performance comparison in rating prediction for agents equipped with (top two rows ♥) and without a KG
memory (bottom two rows ♣). Asterisks (*) denote statistically significant improvements when the KG memory is
used.

Metric Age Occupation

Accuracy 0.7230 0.6764
Precision 0.7586 0.6933
Recall 0.7921 0.7430
F1 Score 0.7749 0.7172

Table 9: Performance of Persona Matching in Predicting
Age and Occupation Using the MovieLens-1M Dataset.

tory ϱ ∈ {10, 20, 50}. This task is formulated as
a regression problem. Figure 13 summarizes the
results, showing that our model achieved an aver-
age MAE of 0.155 across all traits. Besides, the
results reveal that using a history length of 50 items
reduces the average MAE from 0.279 (10 items) to
0.155, demonstrating that self-consistent persona
matching can reasonably predict personality traits
of users from their past interactions.

C.12.4 Choice of Foundation Model

We seek to evaluate the performance of our method-
ology using various foundation models on the
movie rating task. Specifically, we compare the
results obtained by employing GPT-4o-mini, GPT-
4o, Mistral-7b Instruct, Llama-3 Instruct, and Phi-
3-mini as the underlying LLMs. The results, pre-
sented in Table 10, demonstrate that the perfor-
mance of SimUSER is generally robust across dif-
ferent foundation models. While GPT-4o exhibits
significantly lower mean RMSE and MAE (t-test
p < 0.05), GPT-4o-mini achieves similar perfor-
mance but with a lower inference time. Mistral-
7b Instruct also performs reasonably well on the
MovieLens dataset. On the other hand, Llama-3
Instruct and Phi-3-mini, while competitive, show
higher errors.

C.12.5 Impact of Perception Module
We now investigate the perception module’s impact
on agent believability. Table 11 shows agents con-
sistently exhibit more realistic behavior with the
perception module (♠), likely due to the inclusion
of visual details and unique selling points. The be-
lievability gain is lower on AmazonBook than other
datasets, possibly because users judge books less
by covers and more by descriptions. Examining
interactions reveals agents with different personas
are significantly influenced by emotional tones. For
instance, an agent with high openness may be more
inclined to select movies with captions that use pos-
itive language like “exciting” or “inspiring”. While
SimUSER (♦) may inherit biases from the LLM’s
interpretation of item descriptions, these can be par-
tially mitigated through factual caption information.
This suggests the perception module contributes to
more visually and emotionally driven engagement.

D Discussion

We acknowledge that our method has certain limi-
tations. Observed behaviors are well-aligned with
existing theories and common behaviors in the rec-
ommendation domain. Phenomena at micro-level
(rating, watching) are manifestations of agent en-
dogenous behaviors. But why agents possess these
behaviors are unexplored due to the black-box na-
ture of the large language models we adopted. A
potential reason could be that LLMs are trained on
a massive corpus that includes texts from various
domains.

A potential limitation of our approach lies in
its reliance on sufficient interaction data to con-
struct detailed user personas. In some scenarios,
many users exhibit limited engagement, particu-
larly in cold-start settings where new users have
few or no recorded interactions. This constraint
reduces the effectiveness of our persona module,
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Methods MovieLens AmazonBook Steam
RMSE MAE RMSE MAE RMSE MAE

GPT-4o-mini 0.5020 0.4465 0.5676 0.4210 0.5866 0.5325
GPT-4o 0.4739 0.4167 0.5532 0.3998 0.5549 0.4823
Mistral-7b Instruct 0.5486 0.4874 0.6435 0.4909 0.6407 0.6275
Llama-3 Instruct 0.5901 0.5812 0.6346 0.4715 0.6453 0.6321
Phi-3-mini 0.6358 0.5964 0.6789 0.5763 0.7175 0.6935

Table 10: Performance comparison in rating prediction on MovieLens with different types of foundation LLMs.

MovieLens AmazonBook Steam

RecAgent 3.01 ± 0.14 3.14 ± 0.13 2.96 ± 0.17
Agent4Rec 3.04 ± 0.12 3.21 ± 0.14 3.09 ± 0.16
SimUSER (♦) 4.27±0.18 3.94±0.16 3.89±0.20
SimUSER (♠) 4.41±0.16* 3.99±0.18* 4.02±0.23*

Table 11: Human-likeness score evaluated by GPT-4o
for SimUSER without (♦) and with (♠) perception
module. Asterisks (*) denote statistically significant
improvements when the perception module is activated.

as it derives user preferences primarily from past
interactions.To address this issue, a potential al-
ternative is initializing the persona module using
predefined user features, such as categorical tags
(e.g., "tech-savvy," "frequent traveler").

LLMs may replicate biases prevalent in social
spaces, such as some groups of individuals being
underrepresented. This is problematic if it causes
designers to then underlook these peoples’ needs
when designing a recommender system. In our
experiments, we mitigated this risk by ensuring a
broad range of personas via diverse potential oc-
cupations, age, and personalities. We also mea-
sured the discrepancy between identified and real
personas. Our future investigation will focus on
analyzing underrepresented user groups, as well as
evaluating persona matching on a wider range of
domains (e.g., food).

Finally, UX and UI drive our choices and actions
in real-world applications. Our simulation, on the
other hand, does not fully replicate all those intri-
cate factors, which introduces a gap between real
life and simulation. An important future direction
is developing an image-based simulator to better
capture the complex nature of user experience.

E Cost Analysis

We report the cost of running SimUSER per
1000 users. Costs may vary slightly due to dif-
ferences in interaction numbers and LLM out-

puts, but scale approximately linearly with user
count. Our implementation uses OpenAI’s GPT-
4o-mini. SimUSER costs approximately $13
($0.0013/User), while Agent4Rec costs approxi-
mately $10 ($0.0010/User). The cost difference
mainly stems from the integration of images to
enable visual-driven reasoning.

F Running Time Analysis

We compare the running time of SimUSER and
Agent4Rec for 1,000 user interactions with GPT-
4o. Without parallelization (♥), Agent4Rec and
SimUSER require 9.3h and 10.1h, respectively.
With parallelization (♣, max 500 workers), these
times drop to 0.53h and 0.59h. This demonstrates
that parallelizing LLM calls significantly reduces
inference time, allowing the system to scale effi-
ciently.
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