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Preface

We are glad to address the first few words for the proceedings of SIGDIAL 2024, the 25th Annual
Meeting of the Special Interest Group on Discourse and Dialogue. The SIGDIAL conference is a premier
venue for research publication and exchanges in discourse and dialogue. This year, the conference is
organized as a fully in-person event on September 18-20, 2024, at Kyoto University, Kyoto, Japan.

The SIGDIAL 2024 program features two keynote talks, six sessions of oral presentations, including the
special session on “GEMINI – Graph-based knowlEdge for Modelling Intelligent Natural Interaction”,
two sessions of poster presentations and demonstrations, and a panel discussion. Two satellite workshops
are held on the preceding days: the 2024 Young Researchers’ Roundtable on Spoken Dialog Systems
(YRRSDS 2024) and the Workshop on Spoken Dialogue Systems for Cybernetic Avatars (SDS4CA).

SIGDIAL received a record of 156 submissions (excluding desk rejects and withdrawals) this year,
comprising 106 long papers, 44 short papers, and 6 demo descriptions. Only a small minority of
submissions was received via ARR (3 submissions). We had 15 Senior Program Committee (SPC)
members, leading the discussion process and also writing meta-reviews. Each submission was assigned
to an SPC member and received at least three reviews. Decisions carefully considered the original
reviews, meta-reviews, and discussions among reviewers facilitated by the SPCs. We are immensely
grateful to the members of the Program Committee and Senior Program Committee for their efforts in
providing excellent, thoughtful reviews of the large number of submissions. Their contributions have
been essential to selecting the accepted papers and providing a high-quality technical program for the
conference. We have aimed to develop a broad, varied program spanning the many positively-rated
papers identified by the review process. We therefore accepted 65 papers in total: 44 long papers (41.5%),
17 short papers (38.6%), and 4 demo descriptions, for an overall acceptance rate of 41.7%. The topics to
be presented demonstrate the current breadth of research in discourse and dialogue.

We thank the two keynote speakers: Koji Inoue (Kyoto University, Kyoto) and Zhou Yu (Columbia
University, New York, and Articulate.AI), for their inspiring talks. We also thank the organizers of the
special session: “GEMINI – Graph-based knowlEdge for Modelling Intelligent Natural Interaction”. We
are grateful for the mentoring chairs of Shikib Mehri and David Howcroft.

SIGDIAL 2024 is made possible by the dedication and hard work of our community. First, we
express our gratitude to the SIGDIAL officers for their continuous support and advice. We also
appreciate the volunteer works of all members of the organizing committee: Sponsorships Chair, Ramesh
Manuvinakurike; Publication Chair, Kazunori Komatani; Publicity Chair, Ryuichiro Higashinaka, and
Local Arrangements Chair, Koji Inoue. We gratefully acknowledge the support of our sponsors:
Apple (Gold), SB Intuitions (Gold), CyberAgent (Gold), PKSHA (Gold), Equmenopolis (Gold), Google
(Silver), and Fairy Devices (Bronze).

Finally, it is our great pleasure to welcome you to Kyoto and Kyoto University. Kyoto was the old capital
of Japan from the 8th to the 19th century; thus, it has many national treasures and cultural heritages and
yet incubates many innovative companies. Kyoto University is the second oldest (founded in 1897)
national university in Japan, which encourages liberal and original research, resulting in the largest
number of Nobel laureates in Asian institutes. You will meet robot interviewers at the conference. The
banquet will be hosted in Heian Jingu Shrine, which models the old imperial palace. We hope that you
will have an enjoyable and productive experience and leave with fond memories of SIGDIAL 2024. With
our best wishes for a successful conference.

Tatsuya Kawahara, General Chair

Vera Demberg and Stefan Ultes, Program Co-Chairs
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Abstract

The rise of multimodal large language models (MLLMs) has notably enhanced the capabilities of spoken
dialogue systems and conversational robots, paving the way for practical applications. Yet, these models
still struggle with specific non-linguistic behaviors crucial for the fluidity and dynamism of human
conversations. This keynote will delve into these essential behaviors—such as backchanneling, laughter,
and turn-taking—tracing the evolution of research from early studies to the latest Transformer-based
models. The discussion will also address the persistent challenges in spoken dialogue research, aiming
to advance human-like conversational robots in the era of evolving MLLMs.
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Abstract

ChatGPT has significantly raised public expectations for conversational agents, with many now
anticipating these agents to handle a wide range of tasks. However, deploying one single larger model
with generalized capabilities is often impractical, in terms of accuracy, cost, and security, particularly
in industry settings. Solving specific tasks requires a systematic combination of different models to
form workflows. In this talk, we will explore various approaches to developing smaller, open-source
models that can power AI agents to perform specialized tasks more effectively, using diverse fine-tuning
techniques. In addition, we will talk about how AI Agent frameworks such as reflection could be applied
in smaller model settings.
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Abstract
Discourse analysis studies the sentence orga-
nization within a document, aiming to reveal
its underlying structural information. Existing
works on dialogue discourse parsing mostly
use encoder-only models and sophisticated de-
coding strategies to extract structures. Despite
recent advances in Large Language Models
(LLMs), applying directly these models on dis-
course parsing is challenging. To fully lever-
age the rich semantic and discourse knowl-
edge in LLMs, we propose to transform dis-
course parsing into a generation task using a
text-to-text paradigm. Our approach is intu-
itive and requires no modification of the LLM
architecture. Experimental results on STAC
and Molweni datasets show that a sequence-to-
sequence model such as T0 can perform rea-
sonably well. Notably, our improved transition-
based sequence-to-sequence system achieves
new state-of-the-art performance on Molweni.
Furthermore, our systems can generate richer
discourse structures such as graphs, whereas
previous methods are mostly limited to trees.1

1 Introduction

Discourse parsing is a Natural Language Process-
ing task that aims to retrieve a structure from a doc-
ument. The discursive structure contains clause-
like text spans (known as Elementary Discourse
Units) and are linked by semantic-pragmatic rela-
tions such as Elaboration and Acknowledgment. It
plays a crucial role in natural language understand-
ing and has demonstrated its usefulness in various
downstream applications such as summarization
(Feng et al., 2021) and dialogue comprehension
(He et al., 2021; Ma et al., 2023).

Existing works on Dialogue Discourse Parsing
(DDP) suggest that task-specific models are nec-
essary to achieve state-of-the-art (SOTA) perfor-
mance (Chi and Rudnicky, 2022; Li et al., 2023a).

1Code is available at https://github.com/chuyuanli/
Seq2Seq-DDP.

They are based on complex architectures con-
structed on top of encoder-only pre-trained lan-
guage models (PLMs) such as BERT (Devlin et al.,
2019) and RoBERTa (Liu et al., 2019). These
models present a few limitations. First, they re-
quire task-specific architectures which oftentimes
involve heavy engineering of utterance embeddings
and specialized decoding strategies. Second, the
predicted structures are typically limited to trees,
neglecting other rich representations such as di-
rected acyclic graphs (Asher et al., 2016). Third,
they do not leverage rich latent knowledge in more
recent Large decoder-only and encoder-decoder
Language Models (LLMs) (Brown et al., 2020;
Sanh et al., 2022; Chowdhery et al., 2023; Touvron
et al., 2023).

Such LLMs have shown remarkable abilities in a
wide range of applications, from text understanding
and generation to coding to reasoning (Bang et al.,
2023; Bubeck et al., 2023), resulting in a shift in
focus from relatively small encoder-only PLMs
to large-scale encoder-decoder and decoder-only
LLMs. LLMs see a great amount of data: T0 model
(Sanh et al., 2022), for instance, is pretrained on the
C4 corpus (Habernal et al., 2016) containing 356
billion tokens; they are pretrained on a mixture of
downstream tasks such as multi-document question
answering (Yang et al., 2018) and natural language
inference (Bowman et al., 2015). Since many of
these tasks require an understanding of the inter-
sentence structure, we hypothesize that LLMs have
good contextual representation for sentence-level
reasoning (e.g., discourse analysis).

However, in our preliminary experiments, we
found that directly prompting LLMs does not per-
form well on the DDP task, confirming similar
observations by Chan et al. (2023) who applied
zero-shot prompting and in-context learning meth-
ods but found poor performance with GPT-3.5.

In this paper, we ask the question: how to effec-
tively transform the discourse parsing task into a

1
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 wheat or clay
 [e2] Tomm: Surprisingly  
 I am bereft of sheep

Input

Output 

LLM
Encoder

...

<start>

<end>

LLM Decoder

Seq2Seq dialogue discourse parsing (ours)

  e0 is root; 
  e1 is Elaboration of e0;
  e2 is QA-pair of e0

  (e0, root)
  (e1, e0, Elaboration)
  (e2, e0, QA-pair)

Traditional dialogue discourse parsing

Parsing
Module

Figure 1: Traditional dialogue discourse parsing and our Seq2Seq dialogue discourse parsing systems. ei denotes
the discourse units and “QA-pair” represents the question-answer pair.

generation task?
To this end, we propose to tackle this problem

within a text-to-text paradigm. We first formal-
ize the parsing task as a Seq2Seq process and
present a simple approach where a model takes
a sequence of raw texts as input and produces a
sequence of structures as output. We call this sys-
tem Seq2Seq-DDP. The adopted model, such as
T0, has a standard encoder-decoder architecture
and is fine-tuned on parsing task. There is a great
deal of flexibility in sequence representations, es-
pecially for the target sequence where tree-like and
graph-like structures need to be expressed linearly.
We design different schemes: one is close to nat-
ural language and another one is inspired by the
translation between augmented natural language
(TANL) formats (Paolini et al., 2021). This ap-
proach is straightforward, but it is constrained by
weak supervision with lengthy inputs, which can
lead to hallucinated or missing predictions for some
utterances.

To tackle these issues, we propose to improve
our system with transition-based algorithms which
are widely used in dependency parsing (Nivre,
2003, 2008). A transition-based model receives the
states of parsed sentences and the target sentence
and predicts an action corresponding to the target
sentence. A recent work on coreference resolution
implemented such a system and achieved SOTA
performance (Bohnet et al., 2023). Our enhanced
system, Seq2Seq-DDP+Transition, processes one
sentence at each step and predicts an action that es-
tablishes links and relations towards that sentence.
We also adapt the sequence representations accord-
ingly. Compared to the previous approach using
full text input and output, the new system is more
controllable with partial inputs and outputs.

We evaluate both systems on the STAC and Mol-
weni datasets. The Seq2Seq-DDP model deliv-
ers promising results, matching the performance
of SOTA models on Molweni. The transition-
based system provides significant improvements
across both datasets, setting new SOTA on Mol-
weni. Through a series of analyses, we identify
several key factors in converting a parsing task into
a generation task, including the amount of supervi-
sion and the design of the representation scheme.

To summarize: (1) we propose a Seq2Seq-
DDP method, along with an improved Seq2Seq-
DDP+Transition variant, to transform discourse
parsing into an LLM-based generation task, where
our sophisticated sequence representations deliver
promising performance gains; (2) we conduct ex-
tensive experiments and comprehensive analyses,
which reveal insightful ideas on what makes a suc-
cessful generative model for discourse parsing.

2 Related Work

Discourse Parsing Discourse parsing is a hard
task, with low performance especially for multi-
party dialogues which involve intricate relations
between speakers, such as STAC (Asher et al.,
2016) and Molweni (Li et al., 2020). Early ap-
proaches to discourse parsing used varied decod-
ing strategies, such as Maximum Spanning Tree
(Muller et al., 2012; Afantenos et al., 2012; Li et al.,
2014) or Integer Linear Programming (Perret et al.,
2016). Researchers soon applied neural models
such as Gated Recurrent Units (Shi and Huang,
2019) and Graph Neural Networks (Wang et al.,
2021b) to build contextualized embeddings, com-
pared to hand-crafted features from the previous
work. More recent works attempted to enhance
the parsing task by utilizing Pre-trained Language
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Models (PLMs) as backbone (Liu and Chen, 2021;
Chi and Rudnicky, 2022), injecting external infor-
mation such as speaker interactions (Yu et al., 2022;
Li et al., 2023b), or joint learning with auxiliary
tasks (Yang et al., 2021; He et al., 2021). Due to the
small number of annotated examples, some also in-
vestigated semi-supervised approaches such as data
programming (Badene et al., 2019), bootstrapping
(Nishida and Matsumoto, 2022), and signals from
the attention matrices in PLMs (Li et al., 2023a).
However, much of this line of work dealt only with
structure extraction while ignoring relations.

With LLMs on the scene, Chan et al. (2023)
evaluated the performance of GPT-3.5 on discourse
parsing using zero-shot and few-shot in-context-
learning, but only to find that the model performs
abysmally. Recently, Maekawa et al. (2024) em-
ployed decoder-only LLMs for Rhetorical Struc-
ture Theory (RST) discourse parsing in mono-
logues, where conventional top-down and bottom-
up strategies are transformed into prompts. On
dialogues, only Wang et al. (2023) have investi-
gated discourse parsing with a fine-tuned T5 model.
However, their design of output sequences were
overly simplified and we observed poor results with
a similar abridged scheme in our experiments. In
comparison, we explore the effectiveness of using
Seq2Seq LLMs for this task with more sophisti-
cated representations, such as an output closer to
natural language.

Structure Prediction with Generative Models
Loosely related to our work are papers about
other structure prediction tasks which also apply
generative modeling. For instance, on corefer-
ence resolution, Urbizu et al. (2020) conducted
a proof-of-concept study where they literally trans-
lated the coreference annotation into a target se-
quence. Zhang et al. (2023) fine-tuned the T0
model with more sophisticated sequence repre-
sentations that outperformed traditional corefer-
ence models. Bohnet et al. (2023) developed a
transition-based Seq2Seq system based on mT5,
which works on the same principle as our second
approach. Paolini et al. (2021) proposed a unified
framework that translates a series of structure tasks
into augmented natural languages using T5. Their
work aimed at creating a general and transferable
model to solve many tasks. Generative models have
also been used for semantic parsing (Rongali et al.,
2020), syntactic parsing (He and Choi, 2023), and
constituency parsing (Bai et al., 2023). Although

large generative models have been successfully ap-
plied to various structure prediction tasks, the DDP
task, which requires inter-sentence reasoning in
dialogues, remains under-explored.

3 A Formal Description of Discourse
Parsing and Seq2Seq Modeling

3.1 Discourse Parsing
Given a document D “ te0, e1, ..., enu where ei
are clause-like text spans known as Elementary
Discourse Units (EDU) and e0 is a dummy root
node, the general goal of discourse parsing is to
create a graph G composed of pV,E, ℓq where V is
a set of nodes or EDUs including te0, e1, ..., enu,
Ei Ă V ˆ V a set of edges pointing towards
the node ei with i P r1, ns, and ℓ a function
ℓ : pek, eiq ÞÑ r that maps an EDU pair with a
rhetorical relation type r P R, with 0 ď k ă i ď n.

Ei “ tpek, eiq, ei P V, ek P V u (1)

Every Ei contains at least one pair of EDUs
pointing to the node ei. Here, we emphasize the
uni-direction of edges given that in a dialogue,
there are no “backwards” edges such that an EDU
ek by speaker a is rhetorically and anaphorically
dependent upon a further EDU ei of speaker b.
This is known as Turn Constraint in the Segmented
Discourse Representation Theory (SDRT) (Asher
and Lascarides, 2003; Afantenos et al., 2015). The
combination of all Ei is the set of all potential EDU
pairs in document D.

E “ Yn
i“1Ei, Eďi “ Yi

j“1Ej (2)

The equation 2 defines what we called discourse
structure prediction where a “naked” graph can be
extracted from D. For full parsing, each edge must
be assigned a relation with the function ℓ. We can
expand the pairs in E to triples in F :

Fi “ tpek, ei, rkiq, ei P V, ek P V, rki P Ru (3)

F “ Yn
i“1Fi, Fďi “ Yi

j“1Fj (4)

In a nutshell, discourse parsing takes a document
D as input and predicts the triples F as output.
Assuming we have a training set of N examples,
pDi, FiqNi“1 consists of N pairs of triples.

3.2 Seq2Seq Modeling
Let V denote the vocabulary. Given a training pair
px, yq where x P VT 1

is the source sequence of
length T 1 P N, y P VT is the target sequence of
length T P N, a Seq2Seq model computes the
conditional probability ppy|x; θq autoregressively:
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ppy|x; θq “
Tź

t“1

ppyt|y1, ..., yt´1, x; θq (5)

Model parameters θ are learned by maximizing
the sum of conditional probabilities of all examples
in the training set:

θ˚ “ argmax
θ

ÿ

X,Y

log ppY |X; θq (6)

3.3 Discourse Parsing as Seq2Seq Generation
To conduct discourse parsing with a Seq2Seq
model, we translate pD, F q into a pair of sequences
px, yq. The transformation from D to x is straight-
forward since D contains already a sequence of
raw text. Our goal is to find a way to express F
as a sequence y P VT , which is also known as the
“linearization” process for structured objects. A
minimal approach is to literally predict the triples
pek, ei, rikq in F as a sequence of strings. However,
such a succinct format performs unsatisfactorily
with limited training examples (see analysis in Sec-
tion 6). We design several representation formats
to explore a better solution for structure learning.

Another crucial issue is how to calculate the
conditional probability ppy|xq. We can either
feed x all at once and predict y in an end-to-end
style or employ a transition system (Nivre, 2008),
where the Seq2Seq model takes a single EDU as
input and predicts an action corresponding to a set
of discourse links involving that EDU as its output.
In practice, we implement two Seq2Seq systems:
a full text-in text-out system (Section 4) and an
improved transition-based system (Section 5).

4 Seq2Seq Modeling for DDP

4.1 Methodology
End-to-End System A Seq2Seq-DDP system
takes as input a document with raw text sequences
and generates structure-and-relation-labeled out-
put for each discourse unit autoregressively. Dif-
ferent from a classic pipeline approach where
structure and relation are predicted subsequently
(Afantenos et al., 2015; Shi and Huang, 2019;
Liu and Chen, 2021; Li et al., 2024), our method
jointly predicts link attachment pek, eiq and relation
pek, eiq ÞÑ rki.

Representation Scheme We investigate two out-
put schemes: a natural scheme and an augmented
scheme. For natural scheme, we hypothesize that
the closer the output is to natural language, the
more advantage the Seq2Seq model can take from

its pre-training. In other structure prediction tasks
such as syntactic dependency parsing (He and Choi,
2023), natural language in the outputs has demon-
strated its effectiveness. We use the following as a
running example (pilot01, STAC corpus):

D: [e0] Dave: has anyone got a sheep, [e1] Dave: I
can trade wheat or clay. [e2] Tomm: Surprisingly I
am bereft of sheep.
F : tpe0, e1,Elaborationq, pe0, e2,QA-pairqu

We describe the triples in F with the template
“ei is rki of ek”: ei and ek are EDU markers; rki is a
relation. In the input, we also append these markers
as prefixes for each speech turn. The output joins
all sequences with a semicolon. It reads:

ynat: [e0] is root; [e1] is Elaboration of [e0]; [e2] is
Question-Answer-pair of [e0].

In cases where one node has multiple incom-
ing edges, the template extends its tail to “ei is
rki of ek rmi of em rni of en”, where em and en
(resp. rmi and rni) are other linked nodes (resp.
relations) to ei. The advantage of this format is that
each EDU uses exactly one sentence for structure
description so that the length T of prediction y is
fixed (T “ T 1).

Inspired by the pioneering work on TANL
(Paolini et al., 2021), we design an augmented
scheme yaug that replicates the input sentences and
augments them with link and relation information:

yaug: [ Dave: has anyone got a sheep, | e0 | root = e0
] [ Dave: I can trade wheat or clay | e1 | Elaboration
= e0 ] [ Tomm: Surprisingly I am bereft of sheep. |
e2 | QA-pair = e0 ]

Specifically, each EDU is enclosed by the special
tokens [ ]. The pipe token | separates raw text, the
EDU marker, and a list of relations in the format
“rki “ ek”. The EDU marker ei is not prepend in
the input. The model needs to use EDU markers
to represent utterances and apply them on structure
prediction. In other structure prediction tasks such
as semantic role labeling (Paolini et al., 2021) and
coreference resolution (Zhang et al., 2023; Bohnet
et al., 2023), such a representation gives SOTA
performance with Seq2Seq models.

Decoding Structured Output Once the model
generates an output (ynat or yaug), we decode the
sentences to obtain F by following:

• Step1. Split the sequences with semicolons
(resp. enclosed brackets) and remove all spe-
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STAC Molweni STAC Molweni

Scheme Link Full Link Full Hallu Miss Hallu Miss

Natural 65.6 ˘ 0.3 46.9 ˘ 1.8 81.4 ˘ 0.4 57.8 ˘ 0.1 3.1% 1.7% 0.4% 0
Augmented 66.7 ˘ 0.7 52.0 ˘ 0.1 82.4 ˘ 0.4 59.1 ˘ 1.0 0 0.2% 0 0

Table 1: Seq2Seq-DDP results on STAC and Molweni test sets (left) and error statistics (right). Scores are averaged
micro-F1. “hallu” and “miss”: hallucinated and missed EDUs.

cial tokens (is, of, |, “) to extract triples in
ynat and quadruples in yaug.

• Step2. Match the generated êi with the source
ei using heuristics. For ynat, we match EDU
markers; for yaug, we match the input sen-
tence and the cleaned output sentence at the to-
ken level using the Jaro distance (Jaro, 1989).
We use 10 examples from the validation set in
STAC and find that using the similarity value
ą 0.96 can best cover the difference—most
of times caused by more spacing between to-
kens—in generated and gold output. Once the
êi and ei is matched, we obtain the triples in
pek, êi, rkiq which is the predicted structure
for EDU ei.

• Step3. Sanity check for hallucinated or for-
gotten EDUs in ŷ. The output sequence is
designed in a way that its length matches the
length of the input, so it is easy to spot erro-
neous generation. We introduce default rules
for failure cases: remove the hallucination
and add an adjacent attachment with a major-
ity relation (i.e., Question-answer-pair) to the
missed EDUs2.

We do not apply constrained decoding (Hokamp
and Liu, 2017) as the output is well-aligned with
the designed scheme and does not require extra
vocabulary masking during generation.

4.2 Experimental Setup
We test our Seq2Seq-DDP system on two most
commonly utilized datasets for dialogue discourse
parsing: STAC (Asher et al., 2016) is composed of
online multi-party conversations during the game
Settlers of Catan. It contains 1, 161 documents
with in average 11 speech turns. We follow the
subset split in Shi and Huang (2019) and set the
maximum document length to 37, resulting in 911,
97, and 109 documents for training, validation, and
testing, respectively. Molweni (Li et al., 2020) is a

2In reality, failure cases are few with a F1 ă ˘1%.

dataset derived from Ubuntu Chat Corpus (Lowe
et al., 2015). It contains 10, 000 documents with in
average 8 utterances. We follow its original separa-
tion: 9, 000 training, 500 validation, and 500 test-
ing. Both corpora are annotated under the SDRT
(Asher and Lascarides, 2003) and have the same
relations (|R| “ 16). We employ the traditional
evaluation metrics, namely, the micro-averaged F1
scores for link attachment (E) and full structure
(F ). All our experiments are conducted on T0
model (Sanh et al., 2022) with the 3B checkpoint,
without any modification to the architecture. Most
hyper-parameters in fine-tuning follow the sugges-
tions in Raffel et al. (2020) (details in Appendix A).

4.3 Results and Analysis

The left part in Table 1 shows the parsing results on
STAC and Molweni. Despite the simplicity of the
Seq2Seq modeling, the fine-tuned T0 model can
well perform dialogue discourse parsing, reaching
66–80 F1 on the naked structure and 47–60 F1 on
the full structure. The outputs are well-aligned with
the desired formats and only in rare cases do we ob-
serve erroneous generation (see below). Both nat-
ural and augmented formats produce satisfactory
results on Molweni (link F1ą 81, full F1 ą 57),
whereas on STAC, we observe a more pronounced
performance difference. The natural scheme is a
succinct format that utilizes EDU markers in target
sequences. This abridgment may cause ambiguity.
In fact, the utterances in STAC are short (4.4 to-
kens/sentence) and similar texts can occur (e.g., the
same answer from different speakers towards the
same question). In comparison, augmented scheme
replicates all tokens including speaker markers in
the target sequence, helping to reduce ambiguity.
Aligned with our observation, Paolini et al. (2021)
also reported performance drops when using an
abridged format for the entity and relation extrac-
tion task.

On the other hand, we observe a few problems
originating from the Seq2Seq-DDP design, such
as hallucinated or missed EDUs during generation,
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as shown on the right part in Table 1. Since no
explicit constraints are placed on the model’s out-
put, there is potential for the model to produce
invalid EDUs. However, this does not happen of-
ten: natural scheme generates 3% hallucinated and
1.7% missed EDUs on STAC (resp. 0.4% halluci-
nated and 0 missed on Molweni); while augmented
scheme bypasses this issue completely. These er-
roneous outputs happen typically in longer docu-
ments when the number of speech turns exceeds
thirty. In practice, we apply refinement rules in
post-processing (included in Appendix B) to effec-
tively eliminate this kind of generation.

5 Improve Seq2Seq-DDP Model with
Transition-based Algorithm

An inherent drawback of the basic Seq2Seq-DDP
system is the weak supervision in long sequences.
The longer the document, the harder it is for the
model to retrace previous predictions, as evidenced
by the hallucinated or forgotten EDUs. Addition-
ally, the act of consecutive output requires extra at-
tention to some properties such as counting, which
LLMs struggle with (Kojima et al., 2022). To pro-
vide more guidance during the generation and by-
pass the counting issue, we improve the Seq2Seq
model with transition-based algorithms. The new
Seq2Seq-DDP+Transition system takes a single
EDU at each step and predicts an action correspond-
ing to a set of links involving that EDU.

5.1 Methodology

Transition-based System The system we con-
sidered is closely related to the deterministic de-
pendency parsing algorithm (Nivre, 2003, 2008).
It starts with the dummy root e0 on the stack, all
the EDUs in the buffer, and an empty set F . The
parse ends once the buffer is empty and F contains
triples of all EDUs (Equation 3). The transitions
are composed of two actions: link action creates
a right-arc from one EDU in the stack to the first
EDU (i.e., target) in the buffer; assign action labels
the arc. The target EDU in the buffer is then moved
to the stack and a new round of transition will be
conducted on the next EDU in the buffer.

States. A state ci keeps track of which EDU is
being processed through the index i, the established
pairs Eăi, and associated relations Făi up to i. We
define the following states:

‚ C is the set of all possible states.
‚ cs “ pe0, ϵ, ϵq is the initial state, where two ϵ

are the empty sets E and F .
‚ Ct “ tc P C|c “ pen, E, F qu is the set of the
final states.
Actions. Given an intermediate state ci “

pei, Eăi, Făiq, we implement ai which contains a
link action Lp¨q and an assign action Ap¨q:

Lpei, Făiq “ tek Ñ ei, 0 ď k ă iu (7)

Apei, Ei, Făiq “ tpek Ñ eiq ÞÑ rki, r P Ru (8)

The transition function ϕ gives an updated state
ci accordingly:

ϕpci, pek Ñ eiq, pek Ñ eiq ÞÑ rkiq
“pei, Eăi ‘ pek Ñ eiq, Făi ‘ rkiq
“pei, Ei, Fiq (9)

Our transition system is a quadruple S “
pC, cs, T, Ctq where C, cs, and Ct are the states
defined previously. T is the set of transitions, each
of which is a function ϕ : C Ñ C. The pars-
ing path K is a sequence composed of actions
and states: K “ tcs, a0, c1, a1, ..., ci, ai, ..., cnu
where for i P r1, ns, ci`1 “ ϕpci, aiq, and where
ai “ Li YAi, cn “ Ct.

Representation Scheme Our goal is to en-
code the parsing path K into input and output
strings. Specifically, each state-action pair pci, aiq
is mapped to an input-output pair pxi, yiq. Similar
to Seq2Seq-DDP, we design output strings close
to natural language. We illustrate two input-output
pairs in the natural scheme, where the predicted
action (underlined) is appended to the next state:

x1: [e0] [Dave: has anyone got a sheep,] is root;
[e1] [Dave: I can trade wheat or clay.] is
ynat1 : Elaboration of [e0]

x2: [e0] [Dave: has anyone got a sheep,] is root;
[e1] [Dave: I can trade wheat or clay.] is
Elaboration of [e0]; [e2] [Tomm: Surprisingly I am
bereft of sheep.] is
ynat2 : QA-pair of [e0].

We also implement a new format called focused
scheme that utilizes special tokens ˚˚ to emphasize
the target EDU (ei) and a pipe token | to separate
the text with prediction, as depicted in Figure 2.

Decoding and Sliding Window Strategy Com-
pared to the previous system, decoding the struc-
tured output from a transition-based model is easier:
the generation is incremental with no mismatched
or hallucinated EDUs. At each stage, we split ŷ on
token of to obtain ek and rki.
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Seq2Seq-DDP
+Transition

 **[e0] Dave: has anyone got a sheep,

2
  [e0] Dave: has anyone got a sheep, | root; 
  ** [e1] Dave: I can trade wheat or clay

root

Elaboration of [e0]

QA-pair of e0
  [e0] Dave: has anyone got a sheep, | root; 
  [e1] Dave: I can trade wheat or clay | Elaboration of [e0]; 
  ** [e2] Tomm: Surprisingly I am bereft of sheep.

2

1

3

1

3

Figure 2: Seq2Seq-DDP+Transition system with focused scheme. It takes as input the previous state, the predicted
action, and the next EDU; as output, actions for the current state. In blue: current input (ci); in red: current output
(ai); in grey: parsed input (Căi).

The input grows longer as we continue adding
the predicted structures. To comply with the maxi-
mum input length of pretrained models, we employ
a sliding window strategy that reserves the closest
EDUs for the next stage of prediction. Naturally,
the closest EDUs are most relevant to the target
EDU, so we frame a window with a set maximum
length and slide it to the right at each stage. We
set the window length to 18, as this is the longest
link attachment in the validation set. The model is
required to focus only on the target EDU ei and its
nearest preceding neighbors in the context ci3.

5.2 Experiments and Analysis

We test our new system by fine-tuning T0-3B on
STAC and Molweni datasets, results are shown in
the first two rows in Table 2. Clearly, the transition-
based system outperforms its Seq2Seq-DDP coun-
terpart on all metrics: 5–8 and 1–3 points improve-
ments on STAC and Molweni, respectively.

In the last four rows, we compare with the SOTA
models (Shi and Huang, 2019; Liu and Chen, 2021;
Chi and Rudnicky, 2022; Li et al., 2023c). Most
of which use pre-trained language models such
as RoBERTa to provide contextualized represen-
tations and task-specific techniques for decoding.
Tellingly, our approach obtains new SOTA results
on Molweni, surpassing the latest model proposed
by Li et al. (2023c). We also achieve comparable
results on STAC. Moreover, our approach is not
limited to tree-style structures. Discourse-aware
Seq2Seq models are capable of producing graphs
(see Section 6). Although SOTA models use rela-
tively small language models (110M - 340M param-
eters), it is important to point out that full compara-
bility is challenging due to the numerous ways our
approaches differ. First, the complexity of the pars-
ing systems: SOTA models are built upon heavily

3In the oracle structures in test set, the longest edge dis-
tance is 13, so this approach does not affect any distant edges.

engineered architecture and require specific decod-
ing strategies such as the Maximum Spanning Tree
(MST). Our approach, on the other hand, directly
leverages the standard encoder-decoder models and
does not require any architecture modification. Sec-
ond, scaling up encoder-only models does not al-
ways result in improvements in downstream appli-
cations. These models are also more difficult to de-
ploy. Megatron-BERT (Shoeybi et al., 2019) with
1.3B and 3.9B parameters, for instance, are not pub-
licly available. For generative models consisting
of decoder networks, scaling tends instead to be
closely associated with improved performance on
many tasks (Ganguli et al., 2022).

Compared to Seq2Seq-DDP, the improved sys-
tem does not suffer from EDU mismatch in the
source and generation. However, the model some-
times predicts repetitive structures, such as “Ac-
knowledgment of [e2] Acknowledgment of [e2]”.
In reality, failure cases are few: only 13 cases (1%)
in all 1.2k triples in the development set. This
occurs typically when the oracle output contains
multiple incoming edges and the model tries to
predict a graph structure.

6 Further Investigation

6.1 Masked Labels and Abridged Output
We investigate the influence of label semantics.
The semantics of rhetorical relation types can be
different in a pre-trained model. To prevent the
model from understanding the relation through la-
bel semantics, we replace these words with special
tokens, such as “rel1” and “rel2”, to the model
vocabulary. This format is called ylmask:

ynat: [e0] is root ; [e1] is Elaboration of [e0] ; [e2]
is QA-pair of [e0]. (baseline)
ylmask: [e0] is root ; [e1] is rel4 of [e0] ; [e2] is rel0
of [e0]. (label masked)
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STAC Molweni

System Link (∆) Full (∆) Link (∆) Full (∆)

Natural (ours) Seq2Seq-DDP+Transition 70.8 ˘ 0.9 (Ò 5.2) 55.1 ˘ 1.0 (Ò 8.2) 83.5 ˘ 0.2 (Ò 2.1) 60.3 ˘ 0.1 (Ò 2.5)
Focused (ours) Seq2Seq-DDP+Transition 72.3 ˘ 0.6 (Ò 5.5) 56.6 ˘ 0.6 (Ò 4.6) 83.4 ˘ 0.6 (Ò 1.0) 60.0 ˘ 0.5 (Ò 0.9)

Shi and Huang (2019) GRU+Pointer˚ 72.9 ˘ 0.4 54.2 ˘ 0.5 77.9 ˘ 0.4 54.1 ˘ 0.6
Liu and Chen (2021) RoBERTa+Pointer 72.9 ˘ 1.5 57.0 ˘ 1.0 79.0 ˘ 0.4 55.4 ˘ 1.8
Chi and Rudnicky (2022) RoBERTa+CLE: 73.0 ˘ 0.5 58.1 ˘ 0.7 81.0 ˘ 0.7 58.6 ˘ 0.6
Li et al. (2023c) BERT+Biaffine+Pointer 73.0 58.5 83.2 59.8

Table 2: Parsing results with our Seq2Seq-DDP+Transition models (top) and replicated SOTA models (bottom)
on STAC and Molweni test sets. Scores are averaged micro-F1. Teal Ò shows performance gains compared to
Seq2Seq-DDP systems. Pointer˚: pointer network (Vinyals et al., 2015). CLE:: Chu-Liu-Edmonds algorithm (Chu,
1965; Edmonds et al., 1967).

Additionally, to analyze the impact of sequence
representations, we design abridged formats (yabr)
for natural and augmented schema:

ynat: [e0] is root ; [e1] is Elaboration of [e0] ; [e2]
is QA-pair of [e0]. (baseline)
yabr: [e0] root; [e1] [e0] rel4; [e2] [e0] rel0.

(abridged)

yaug: [ Dave: has anyone got a sheep, | e0 | root = e0
] [ Dave: I can trade wheat or clay | e1 | Elaboration
= e0 ] [ Tomm: Surprisingly I am bereft of sheep. |
e2 | QA-pair = e0 ] (baseline)
yabr: e0 | root = e0 ; e1 | Elaboration = e0 ; e2 |
QA-pair = e0. (abridged)

For the abridged version of natural representa-
tion, we transform the output into a triple px, y, rq
where x and y are respectively the dependent and
head of an EDU pair; r is the masked relation type.
It reads: EDU x is linked to EDU y with relation
r. This is the expected output F from document D
(Equation 3), but such an extremely short lineariza-
tion creates the most challenging representation:
the model not only needs to learn the semantics of
masked labels but also the implicit output pattern.
For the abridged version of augmented representa-
tion, we do not repeat the input utterance and only
keep EDU markers. The pipe (|) tag still denotes
the start of the area of interest. Without the original
text sequence, the abridged scheme requires extra
reasoning to map the text with EDU markers.

We present the results of masked labels and
abridged output in Table 3. On STAC, masking
out the labels substantially hurt the performance
with ´2.5 points in link prediction and ´9.6 in full.
This demonstrates that label semantics are useful,
especially for datasets containing smaller training
examples. In terms of abridged output, both natu-
ral abridged and augmented abridged formulations
underperform the baselines significantly (´12 and
´9.7 points on full prediction). Interestingly, we
do not observe a similar performance drop on Mol-

weni. Label-masked models obtain similar results
as the natural baseline. The differences in link and
full gains are not significant: p ą 0.7, p ą 0.4.
The most challenging abridged formulation also
continues to perform well on Molweni. We think
the amount of supervision is key. Molweni con-
tains 9, 000 documents in the training set whereas
STAC only « 900. In terms of utterance length
and token number, STAC is also very limited (see
Table 5). These results are informative, indicating
that a more “natural language”–like output gener-
ally brings more accurate predictions, especially
when the amount of training data is low. On the
other hand, sufficient supervision enables us to use
the simpler paradigm of a text-to-text model suc-
cessfully.

6.2 Pretrained LLMs and Model Sizes

We compare three LLMs in the T5 family: T5 (Raf-
fel et al., 2020), Flan-T5 (Chung et al., 2022), and
T0 (Sanh et al., 2022). In Table 4, we find that
the model performance improves as the model size
increases, which in line with the observations in
Zhang et al. (2023). In terms of different models
in the T5 family, there is a notable difference be-
tween models with and without instruction finetun-
ing such as FLAN (Wei et al., 2022). For models of
the same size, the performance of the Flan-T5 and
T0 is comparable (link 68.5 vs. 69.2; full 50.4 vs.
50.2), and both greatly exceed the performance of
the original T5 model (`8 points in link attachment
and `10 points in full prediction). Even the much
smaller Flan-T5-base model (250M) outperforms
T5-3B on link prediction by 2 points. This is not
surprising: Chung et al. (2022) demonstrate that
on some challenging BIG-Bench tasks (Srivastava
et al., 2023), Flan-T5-11B outperforms the same
size T5 by double-digit performances. This proves
that instruction tuning can significantly enhance
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STAC Molweni

Sequence representation Link (F1) Full (F1) Link (F1) Full (F1)

Natural baseline 69.2 ˘ 0.5 50.2 ˘ 0.7 83.2 ˘ 1.4 58.6 ˘ 0.8
Label masked Ó ´2.5 ˘ 0.9 Ó ´9.6 ˘ 0.4 Ò `0.3 ˘ 0.4 Ò `0.6 ˘ 0.5
Label masked + abridged Ó ´2.7 ˘ 0.2 Ó ´12.4 ˘ 3.0 Ò `1.3 ˘ 1.0 Ò `0.6 ˘ 0.2

Augmented baseline 70.0 ˘ 0.8 54.2 ˘ 0.4 84.5 ˘ 0.4 59.0 ˘ 1.0
Abridged Ó ´2.6 ˘ 0.9 Ó ´9.7 ˘ 0.4 „ ˘0.9 Ò `0.7 ˘ 1.1

Table 3: Sequence representation study on STAC and Molweni development sets. Red Ó, teal Ò, and „ symbols
refer to resp. lower, higher, and same scores compared to the baselines.

Pre-trained model #Params Link (F1) Full (F1)

T5-large 738M 59.3 ˘ 0.6 36.4 ˘ 0.6
T5-3B 3B 60.7 ˘ 1.3 40.5 ˘ 0.9

Flan-T5-base 250M 63.0 ˘ 0.5 36.7 ˘ 0.1
Flan-T5-large 780M 67.2 ˘ 1.4 46.6 ˘ 1.8
Flan-T5-xl 3B 68.5 ˘ 0.5 50.4 ˘ 0.1

T0-3B 3B 69.2 ˘ 0.5 50.2 ˘ 0.7

Table 4: Study of different models in the T5 family on
STAC development set (natural scheme). The best and
second-best scores are bolded and underlined.

the model’s ability to learn complex language tasks,
such as dialogue discourse parsing, thereby advanc-
ing it towards human-like language reasoning.

6.3 Richer Output Structures
We observe some distinctive features in the pre-
dicted structures such as directed acyclic graphs
with Seq2Seq models. This is an exciting and
big advantage over other SOTA models (Shi and
Huang, 2019; Liu and Chen, 2021; Wang et al.,
2021a; Chi and Rudnicky, 2022; Li et al., 2023a)
that can only generate trees using MST algorithms
in decoding (Eisner, 1996; Chu, 1965; Edmonds
et al., 1967). Among all the proposed schemes,
the focused scheme in Seq2Seq-DDP+Transition
system achieves the highest performance in captur-
ing multiple incoming edges, with a precision rate
of 13% for graph structures. Other schemes such
as natural and augmented also correctly predict
around 10% graph structures. This is non-trivial:
these structures are few and difficult to learn (« 5%
of nodes, ă 7% of links in STAC; none in Mol-
weni) and demonstrate interesting and unique struc-
tures in dialogues.

6.4 Different Document Lengths
Since long documents can pose challenges for
Seq2Seq models, we analyze the parsing perfor-
mance under different document lengths, as shown

Figure 3: STAC (left) and Molweni (right) Full parsing
performance under different Seq2Seq models and docu-
ment lengths. x axis: #EDUs in a document. y axis: F1.

in Figure 3. On STAC, we split the length range
into five even buckets between the shortest (2
EDUs) and longest (37 EDUs) document, result-
ing in 60, 25, 16, 4, and 4 data points per bucket.
On Molweni, we split the documents into three
buckets with 276, 154, and 70 data points in each
group. Both the Seq2Seq-DDP and Seq2Seq-
DDP+Transition systems exhibit a decline in per-
formance with longer documents. However, our
transition-based models (“Trans-*”) show a supe-
rior ability to handle long documents compared to
their counterparts, as validated across both datasets.

7 Conclusion

We investigate an effective transformation ap-
proach for the DDP task by leveraging Seq2Seq
LLMs. We adopt the pretrained encoder-decoder
model T0 and fine-tune it to produce structured se-
quences. Without using any specific parsing mod-
ule or modifying LLM architecture, our Seq2Seq-
DDP system performs reasonably well on STAC
and Molweni datasets. Excitingly, our Seq2Seq-
DDP+Transition system yields comparable results
with task-specific SOTA models, with richer dis-
course structures. Building on this work, we intend
to explore various generative model architectures
and sequence representations, and eventually ex-
tend our method to other discourse parsing tasks.
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Limitations

Longer documents tend to be more difficult to parse
due to the growing number of possible discourse
parse trees and the inherent drawbacks such as
counting in LLMs. Our Transition-based systems
mitigate this issue to some extent by using a sliding
window strategy that focuses only on the closest
EDUs.

In terms of decoding speed and performance,
end2end systems demonstrate lower F1 score but
faster inference compared to transition-based sys-
tems. On the development set of STAC, the infer-
ence time for the end2end system is 2.5 seconds
per document, whereas the transition-based system
takes around 1.8 seconds per sequence, summing
up to around 20 seconds for a complete document
prediction.
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A Experimental Setup

The data statistics are given in Table 5. All our
experiments are conducted on T0 model (Sanh
et al., 2022) with the 3B checkpoint: https:
//huggingface.co/bigscience/T0_3B. The
hyper-parameters for fine-tuning are kept as simple
as possible. We do not apply parameter efficient
fine-tuning techniques nor use lower precision dur-
ing training. We apply a constant learning rate
(5e–5) using the AdamW optimizer (Loshchilov
and Hutter, 2018). The mini-batch sizes are set to
4 for both natural and augmented schemes. The
maximum input and output lengths are set to 512
and 1024. To fit in the positional embeddings of
T0, we discard 36 and 6 documents in the STAC
train and development sets, respectively. The ac-
tual training and development sets thus contain
911 and 97 documents, respectively. The test set
is not affected. No document is discard for Mol-
weni. On Seq2Seq-DDP system, we train for a
maximum of 20 epochs on STAC (resp. 10 epochs
on Molweni) for 3B models, which takes about 5
hours (resp. 13 hours) on 1 A100 80G GPU. On
Seq2Seq-DDP+Transition system, we train for a
maximum of 10 epochs on STAC (resp. 5 epochs
on Molweni), which takes around 12 hours (resp.
60 hours).

B Seq2Seq-DDP System Examples of
Erroneous Generation

Table 6 presents a few concrete examples of
the error generations using Seq2Seq-DDP system.
Specifically, we find that in natural scheme, 38
EDUs from 19 documents are hallucinated; 22
EDUs are not predicted (missed) in 11 documents,
all of which have an EDU index greater than 18. In
the augmented scheme, there are no hallucinated
EDUs; 3 EDUs are not predicted. The typical error
in this format comes from the wrong counting of
large EDU index, as shown in orange in the Table.
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Train Development Test

Dataset #Doc #Sent #Token #Doc #Sent #Token #Doc #Sent #Token

STAC 911 10k 47k 97 1k 5k 109 1k 5k
Molweni 9000 79k 945k 500 4k 52k 500 4k 52k

Table 5: Data statistics for STAC and Molweni corpora. The numbers of documents, utterances, and tokens in
training, development, and test sets are listed.

Error x y ŷ

Hallu xnat: . . . [e13] Gaeilgeoir: I’ll
try again [e14] nareik15: cool :)
[e15] Gaeilgeoir: I’m definitely
giving wheat [e16] Gaeilgeoir: I
have no sheep :)

ynat: . . . [e14] is Acknowledge-
ment of [e13] ; [e15] is Continua-
tion of [e13] ; [e16] is Elaboration
of [e15].

ŷnat: [e14] is Acknowledgement
of [e12] ; [e15] is Result of [e14] ;
[e16] is QA-pair of [e15] ; [e17] is
Contrast of [e16].

Miss xnat: [e0] ztime: morning.
[e1] Shawnus: hey [e2] Shawnus:
good morning . . . [e28] ztime:
damn [e29] Shawnus: mis-
placed/ [e30] Shawnus: ?
[e31] somdechn: Need to undo
are you? [e32] ztime: no.
[e33] ztime: you took the spot I
was looking at. [e34] ztime: no
it’s fine. [e35] Shawnus: hahaha
[e36] somdechn: Got to be mean
here.

ynat: [e0] is root; [e1] is Acknowl-
edgement of [e0] ; [e2] is Elabora-
tion of [e1] ; . . . [e29] is Clarifica-
tion_question of [e28] ; [e30] is
Correction of [e29] ; [e31] is
Clarification_question of [e28] ;
[e32] is QA-pair of [e29] ; [e33] is
Explanation of [e32] ; [e34] is
QA-pair of [e31] ; [e35] is Com-
ment of [e32] ; [e36] is Comment
of [e32].

ŷnat: [e0] is root; [e1] is Acknowl-
edgement of [e0] ; [e2] is Contin-
uation of [e1] ; . . . [e29] is Com-
ment of [e28] ; [e30] is Comment
of [e28] ; [e30] is Comment of
[e28] ; [e30] is Comment of [e28] ;
[e30] is Comment of [e28]

Count xaug: [ ztime: morning ]
[ Shawnus: hey ] [ Shawnus:
good morning ] . . . [ ztime:
damn ] [ Shawnus: misplaced/ ] [
Shawnus: ? ] [ somdechn: Need
to undo are you? ] [ ztime: no.. ]
[ ztime: you took the spot I was
looking at. ] [ ztime: no it’s fine ]
[ Shawnus: hahaha ] [ somdechn:
Got to be mean here. ]

yaug: [ ztime: morning | e1 | root
= e0 ] [ Shawnus: hey | e1 | Ac-
knowledgement = e0 ] [ Shawnus:
good morning | e2 | Elabo-
ration = e1 ] . . . [ Shawnus:
misplaced/ | e29 | Clarifica-
tion_question = e28 ] [ Shawnus:
? | e30 | Correction = e29 ]
[ somdechn: Need to undo are
you? | e31 | Clarification_question
= e28 ] [ ztime: no. | e32 | QA-
pair = e29 ] [ ztime: you took the
spot I was looking at. | e33 | Ex-
planation = e32 ] [ ztime: no
it’s fine. | e34 | QA-pair = e31 ]
[ Shawnus: hahaha | e35 | Com-
ment = e32 ] [ somdechn: Got to
be mean here. | e36 | Comment =
e32 ]

ŷaug: [ ztime: morning | e1 | root
= e0 ] [ Shawnus: hey | e1 | Ac-
knowledgement = e0 ] [ Shawnus:
good morning | e2 | Continua-
tion = e1 ] . . . [ Shawnus: mis-
placed/ | e25 | QA-pair = e24 ]
[ Shawnus:? | e25 | Continua-
tion = e24 ] [ somdechn: Need
to undo are you? | e25 | Clarifi-
cation_question = e24 ] [ ztime:
no. | e25 | QA-pair = e24 ] [ ztime:
you took the spot I was looking at.
| e25 | Explanation = e24 ] [ ztime:
no it’s fine. | e25 | Acknowledge-
ment = e24 ] [ Shawnus: hahaha |
e25 | Comment = e24 ] [ Shawnus:
hahaha | e27 | Comment = e24 ]
[ Shawnus: hahaha | e27

Table 6: Error generation examples in STAC corpus. x, y, ŷ refer to resp. source input, target output, and generated
output. “Hallu”: hallucinated EDU in teal; “Miss”: missing EDUs in cyan; “Count”: wrong counting of EDU index
in orange. False predictions are in red.
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Abstract

More and more corpora are being annotated
with Rhetorical Structure Theory (RST) trees,
often in a multi-layer scenario, as analyzing
RST annotations in combination with other lay-
ers can lead to a deeper understanding of texts.
To date, prior work on RST for the analysis of
diplomatic language however, is scarce. We
are interested in political speeches and inves-
tigate what rhetorical strategies diplomats use
to communicate critique or deal with disputes.
To this end, we present a new dataset with RST
annotations of 82 diplomatic speeches aligned
to existing Conflict annotations (UNSC-RST).
We explore ways of using rhetorical trees to
analyze an annotated multi-layer corpus, look-
ing at both the relation distribution and the tree
structure of speeches. In preliminary analyses
we already see patterns that are characteristic
for particular topics or countries.

1 Introduction

The United Nations Security Council (UNSC)
meetings offer a unique longitudinal, cross-
thematic resource on diplomatic interactions. Tran-
scriptions of these meetings (Schönfeld et al., 2019)
are a valuable corpus to study language use and
communication style in an international relations
context. In this paper, we study rhetorical style in
diplomatic speech, by analyzing UNSC speeches
from the perspective of Rhetorical Structure Theory
(RST) (Mann and Thompson, 1988).

RST aims to capture the structure of a text by
combining its elementary discourse units (EDUs)
into one single, hierarchical tree structure. RST
trees have proven to be useful in several down-
stream tasks, including characterizing genre distinc-
tions (Sun et al., 2021; Liu and Zeldes, 2023), inves-
tigating text complexity (Hewett, 2023; Williams
and Power, 2008) and fake news analysis (Rubin
and Vashchilko, 2012; Popoola, 2017). However,
little work has been done on RST in political and

diplomatic context, with a notable exception pre-
sented by Zeldes (2017). We address this gap by
presenting a new corpus of 82 UNSC speeches
annotated with RST trees. The resulting corpus
(henceforth referred to as UNSC-RST) overlaps
with our earlier work (Zaczynska et al., 2024),
in which we annotated verbal Conflicts in UNSC
speeches. In this paper, we present a multi-layer
corpus of both RST trees and linguistic markers of
Conflicts. We demonstrate how combining the two
layers can reveal strategies in verbalizing disputes
in a diplomatic setting. The main contributions of
this paper are:

First, we present a new corpus with RST annota-
tions for 82 diplomatic speeches from the UNSC.
We adopt the RST annotation guidelines from ear-
lier work (Carlson and Marcu, 2001; Zeldes, 2017;
Stede et al., 2017), but make amendments tailored
to the characteristics of diplomatic language. We
include and discuss inter-annotator agreement, and
publish our annotation guidelines.

Second, we combine our obtained RST anno-
tations with earlier annotations of Conflict over
the same texts, and use insights from argumenta-
tion analysis (Stede, 2016), to demonstrate how
conclusions can be drawn on strategies to express
Conflict. We compare the rhetorical style used by
different countries (the five permanent members
of the UNSC, plus Ukraine) and in different top-
ics (debates concerning the situation in Ukraine,
and the Women, Peace and Security agenda), and
show, for example, that Conflicts are not as often
supported by causal or justification relations as one
might expect.

Our work provides an empirical basis for Politi-
cal Science and International Relations researchers
who are interested in understanding rhetorical
styles used by representatives of different countries
and in different contexts. The dataset, guidelines
and code are available at: https://github.com/
linatal/rhetorical_UNSC
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Figure 1: RST subtree from UNSC-RST (S/PV.7658,
United States of America)

2 Background

This section first provides an overview of earlier
work related to RST, and then describes the UNSC
Conflicts Corpus that our work is based on.

2.1 RST Theory and Corpora

RST (Mann and Thompson, 1988) is a theory for
analyzing the organization of texts and looks at
discourse from an intention-driven perspective. It
represents the structure of text in terms of coher-
ence relations between text spans and captures the
“plan” the author devised to influence their audi-
ence. Annotating texts with RST consists of two
main steps: 1) segmenting the text into so-called
Elementary Discourse Units (EDUs) and 2) orga-
nizing the EDUs into a single, hierarchical tree-
structure. The result is a tree with hierarchically
weighted EDUs, capturing the relative importance
of each unit. Fig. 11 shows an RST tree with EDUs
and discourse relations relations between EDUs.
Most relations express a hierarchical relation be-
tween EDUs; they connect a less important EDU
(called the satellite) to the more more important
one (the nucleus). In Fig. 1, EDU 4 is supporting
the decision described in EDUs 1-3 by providing a
REASON for the decision. Some relations, however,
join equally-weighted EDUs, such as SAME-UNIT,
which in the example connects two EDUs (1 and
3) that are interrupted by an E- ELABORATION (2).

Existing RST corpora such as the RST Discourse
Treebank (RST-DT) (Carlson et al., 2001, 2002),
the RST layer of the Georgetown University Multi-
layer corpus (GUM) (Zeldes, 2017) and the RST
layer of the Potsdam Commentary Corpus (hence-
forth: PCC-RST) (Stede et al., 2017) each come

1All RST examples are taken from UNSC-RST. We pro-
vide an official debate ID, beginning with S/PV and the coun-
try of the speaker, for each example.

with their own, slightly different versions of annota-
tion guidelines. The guidelines of our UNSC-RST
corpus are based on both the RST-DT and PCC-
RST: For EDU segmentation, we use the RST-DT
guidelines, and for relation annotation, we adopt
(and slightly modify) the relation set from the PCC-
RST (see Section 3.1 for more information on our
relation set).

Our UNSC-RST corpus is an addition to the col-
lection of RST-annotated texts, of which, to the best
of our knowledge, only one covers texts from the
political domain: The GUM corpus, since its v7.0.0
version, includes 15 speeches given in the UN Gen-
eral Assembly (16,720 tokens).2 In comparison,
the UNSC-RST corpus contains more speeches (82
vs. 15 in GUM) and more tokens (56,535 vs. 16,720
in GUM).

Obtaining RST trees automatically is the goal of
RST parsing (Nguyen et al., 2021; Kobayashi et al.,
2021; Liu and Zeldes, 2023), and RST trees have
been used for downstream tasks such as text qual-
ity assessment (Skoufaki, 2020), summarization
(Altmami and Menai, 2020), sentiment analysis
(Kraus and Feuerriegel, 2019), and argument min-
ing (Hewett et al., 2019).

2.2 The UNSC Conflicts Corpus
Our RST annotations are done over the same
speeches as the Conflict annotations in the UNSC
Conflicts corpus (UNSCon) (Zaczynska et al.,
2024). There, Conflicts are defined as verbalized
disagreements or critique towards someone present
at the UNSC debate (and the term Conflict does
not refer to a military or physical conflict). There
are different sub-types of Conflict:

• Direct Negative Evaluations (Di-
rect_NegEval) describe Conflicts where
the speaker directly directs the critique to
another country.
Example: This is a claim that takes Russia’s
distortion of international law to a new level.
(S/PV.7165, United Kingdom and Northern
Ireland)3

• Indirect Negative Evaluations (Indi-
rect_NegEval) describe Conflicts where
some intermediate entity serving as a proxy is
criticized instead of the other country directly.
This can be done, for example, by criticizing

2https://github.com/amir-zeldes/gum/releases/
tag/V7.0.0.

3Examples are taken from UNSC debates on the situation
in Ukraine.
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a group acting on behalf of another country,
or by criticizing a resolution the other country
is supporting.
Example: It is clear where responsibility lies:
with the senseless violence of armed sepa-
ratists and with those who have supported,
equipped and advised them. (S/PV.7165,
United Kingdom and Northern Ireland)

• Challenging statements accuse another coun-
try of not telling the truth (see example be-
low).

• Corrections rectify the allegedly false state-
ment.
Example: To conclude, one of our colleagues
said that Kyiv had extended a hand to Moscow
and that we had refused to reciprocate. (Chal-
lenge)
But the problem is not with Moscow; it has to
do with the fact that Kyiv should have been
the one to extend a hand to its people and re-
gions, [...]. (Correction) (S/PV.7138, Russian
Federation)

3 Annotations and Data

In the following, we describe our annotation guide-
lines, the annotation procedure, and corpus statis-
tics.

3.1 RST Guidelines Expansion

The first step in RST annotation is EDU segmenta-
tion. EDUs are sentences or smaller units (mostly
clauses). Since in the UNSCon the speeches are
already segmented into EDUs for its Conflicts an-
notation, we directly use their segmentation and
refer to Zaczynska et al. (2024) for details on seg-
mentation. The second step in RST annotation con-
sists of choosing discourse relations to link EDUs.
The next section describes our modifications to the
PCC-RST relations guidelines.

3.1.1 Additional Relations
We use the discourse relation set of (Stede et al.,
2017), and include four additional relations (all
taken from RST-DT, except for TOPIC-COMMENT,
which is from GUM): SAME-UNIT, ATTRIBU-
TION, TEXTUAL-ORGANIZATION, and TOPIC-
COMMENT. Since the sentence structure in the
UNSC speeches is relatively complex (see Zaczyn-
ska et al. (2024, Table 1)) we found many cases
where the EDU was interrupted by one or more
embedded discourse units. To connect interrupted
EDUs we use the SAME-UNIT relation. We also

include ATTRIBUTION, which serves to identify
the speaker or source of a statement, because for
the analysis of Conflicts it can be important to see
whether speakers refer to other sources or to them-
selves (for example, when accusing someone of a
false statement, like in Challenge-type Conflicts).
We use TEXTUAL-ORGANIZATION to make links
between different structural elements, such as be-
tween the title and the body of the text, or between
a section heading and the following text. TOPIC-
COMMENT is used for EDUs that do not contribute
propositional content to the discourse, including
back-channeling, incomplete utterances, and fillers.

3.1.2 Merging Relations
In the guidelines by Stede et al. (2017), REA-
SON and JUSTIFY both describe EDUs that aim
to change the attitude of the reader. The difference
is that for REASON, the claim is supported by a
subjective assessment, while JUSTIFY describes a
general basic attitude of the writer. Because this
difference seems not relevant for our genre here,
we decided to merge both relations and call them
REASON.

3.1.3 Rhetorical Questions
A particular challenge was the annotation of rhetor-
ical questions, which appear quite frequently in
the speeches. In RST-DT, they are labeled as
RHETORICAL-QUESTION, which is a sub-type of
TOPIC-COMMENT. However, ideally an RST rela-
tion should express the purpose of a unit in relation
to another one, rather than characterizing a single
unit in itself. Since rhetorical questions often have
the purpose to emphasize for example a REASON

for a claim, or the EVALUATION of a situation or
statement, we decided to use these relations, in-
stead of the general TOPIC-COMMENT relation.
We only use TOPIC-COMMENT in cases where it is
possible to remove the rhetorical question without
losing essential information. For more details on
the RST relations, we refer to the RST annotation
guideline amendment provided in our repository.

3.2 RST-Annotation Procedure

We used the RSTWeb annotation tool for tree build-
ing (Zeldes, 2016). Five annotators were trained
for over a month for the first round of RST annota-
tions. Then we conducted parallel annotations for
a subset of 32 speeches, with two annotations per
speech, based on the guidelines from Stede et al.
(2017). For statistical evaluation we use the tool
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RST-Tace (Wan et al., 2019), which is based on
a qualitative method for comparing RST trees as
described in Iruskieta et al. (2015). We computed
inter-annotator agreement and found an overall av-
erage kappa of 0.44. The kappa score for nuclear-
ity (defining the relative importance of an EDU) is
0.43; for relations it is 0.31; for constituents (the
central nucleus) it is 0.43, and for attachment points
(the direction of the relation) it is 0.51.

A confusion matrix providing more information
about disagreements is given in Appendix A. Note
that for the gold annotation we added four relations
to the list of relations (see section 3.1.1). Most
of the mismatches in the annotations can be re-
lated to semantic similarity of the chosen relations.
For example, a frequent source of disagreement
was LIST vs. CONJUNCTION. Both are essen-
tially enumerating EDUs of the same importance,
one using typographical connectors like commas
or semicolons, the latter using conjunctions like
and and or. Another frequent disagreement was be-
tween E-ELABORATION and ELABORATION. This
has also been reported by Hewett (2023). Both
relations state that the topic of the discourse is
being continued in a more specific way, but for E-
ELABORATION, the additional information is only
on a single entity.

After we obtained the preliminary annotations
for IAA calculation, we proceeded to form the ad-
judicated gold annotations. Two annotators (one
is an author of this paper) annotated the entire cor-
pus of 82 speeches, and continuously discussed
progress via chat and in weekly meetings, thus cre-
ating the gold annotations according to the updated
guidelines.

For the final trees, we decided to make use of the
given paragraph breaks within the speech transcrip-
tions. This means we first annotated adjacent EDUs
for all paragraphs individually and then completed
the tree for the whole speech. This way, we speeded
up the annotation process for longer speeches. An-
other advantage was that it enables us to compare
sub-tree structures and discourse relation distribu-
tions, as well as to find local most-important EDUs
within the paragraphs (see Section 4).

3.3 UNSC-RST Corpus Statistics

The UNSC-RST corpus includes 85 speeches and
therefore 85 RST trees with 60.87 EDUs per tree
on average and 11.32 tokens per EDU on average
(56,535 tokens in total). It covers almost all of

the speeches from the UNSCon.4 The smallest
tree has only seven EDUs (S/PV.7138_spch016,
Jordan), whereas the largest one has 194 EDUs
(S/PV.7165_spch019, Ukraine). There are six de-
bates in total, covering two topics: Four debates (61
speeches) on the situation in Ukraine (from 2014),
and two debates (24 speeches) on the "Women,
Peace, and Security" agenda (both from 2016) deal-
ing with gender aspects in security issues. The
corpus includes 578 paragraphs, which are seven
paragraphs on average per speech, with a maximum
of 20 paragraphs per speech.

4 Methods

In this section, we describe the kinds of quantita-
tive and qualitative analyses that we performed;
the corresponding results will follow in the next
section.

4.1 Distribution of Discourse Relations

Inspired by Popoola (2017); Hewett (2023) and
others, we first look at the discourse relation distri-
bution. We compare the frequency of RST relations
and Conflict annotations per EDU on the leaf nodes
(EDUs on the lowest level). In order to compare
the distribution of relations between Conflicts, we
look at the percentage of RST relations used per
Conflict type. PCC-RST divides the set of RST
relations into four groups according to their func-
tion: (1) Pragmatic relations serve to change the
attitude of another person; (2) semantic relations
describe states of affairs in the world; (3) textual
relations organize the text and make its understand-
ing easier; and (4) multinuclear relations enlist two
or more EDUs of same importance in a relatively
weak rhetorical relation. For our purposes here, we
separately build the group of (5) contrastive rela-
tions that focus on differences or incompatibility of
two propositions, often by weighting one as more
important than the other. We have not assigned
ATTRIBUTIONS to any group because they repre-
sent the purely formal action of marking reported
speech, without additional rhetorical effect.

Since we are interested in how a Conflict is
embedded in the text structure, we also compare
the distribution of discourse relations within para-
graphs. Thus we compare paragraphs with at least
one Conflict annotation to those having no Conflict
annotation.

4Two speeches were missing in the UNSC-RST at the time
we conducted the experiments described in this paper.
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We assume that diplomats use more pragmatic
RST relations for Conflicts than for Non-Conflicts,
because speakers can use pragmatic relations to
motivate their criticism of another party, and to
strengthen potential coalitions against the criticized
position. They can also appeal to the criticized
country to change their behavior or to take/refrain
from a particular action. The results on relation
distribution are in section 5.1.

4.2 Analyzing the Tree Structure: Nuclearity
Mass Distribution

Besides relation distribution, we inspect the tree
structure resulting from the RST annotation. The
central nucleus (CN) is interpreted as the central
statement of the text covered by the tree, and can
be reached starting at the top of the tree by follow-
ing only ‘nucleus’ edges towards the leaf nodes
(Mann et al., 1992). Looking at the overall shape
of the tree, we can distinguish between "deeper"
RST trees that are centered around one core EDU
to which there is a single distinctive longest path,
and "flatter" trees that have several more or less
equally weighted EDUs. Stede (2016) found that
for short argumentative texts, deeper trees correlate
with more strongly opinionated texts, in compari-
son to flat trees that can signal more descriptively-
oriented text. Making use of the Conflict annotation
for the analysis, we were interested in a potential
difference between RST trees used for paragraphs
with a high proportion of Conflicts versus Non-
Conflicts. We look at two levels for the analysis:

Topics The UNSC Conflicts corpus includes two
topics, each with a different potential for Conflict.
The first topic encompasses debates from 2014
about the Ukraine crisis ("Ukraine"), dealing with
military conflict in which there are opposing con-
flicting parties. The second topic encompasses the
Women, Peace and Security ("WPS") agenda, deal-
ing with norm debates. Generally, the Ukraine de-
bates have a more confrontational nature, whereas
the WPS debates are largely about reporting on the
current situation. Therefore, we expect the Ukraine
debates to be more argumentative than the WPS
ones.

Countries We compare speeches given by the
permanent members of the UNSC: China, France,
Russian Federation, United Kingdom, and the
Unites States of America. For the Ukraine agenda,
we additionally include speeches given on behalf

of Ukraine.

We evaluate two methods to analyze the tree
structures described in (Stede, 2016), who used
it for the depth of argumentation on a small-scale
analysis, and adapt the methods on a larger scale for
Conflicts in diplomatic speech. More precisely, we
describe two methods for characterizing the depth
of an RST tree, both based on the so-called Nucle-
arity Mass (NM) distribution (Stede, 2016). The
first Nuclearity Mass (NM1) value considers solely
the number of central nodes, whereas the second
Nuclearity Mass (NM2) also takes into account the
distance of each node from the root. Central nuclei
(CNs) are those EDUs that have zero or one satel-
lite relations on the path from the leaf EDU node
to the root of the tree.5

(1) NM1 describes the proportion of CNs to all
leaf nodes. For example, the set of leaf nodes
in Fig. 1 consists of four EDUs with two CNs.
The NM1 value for this tree is therefore 0.5
(2/4).

(2) NM2 additionally includes the length of the
path from the leaf node up to the root (li).
NM2 is the sum of li of the CNs, divided by
the sum of all li. In the example, the root node
of the subtree comprises EDUs 1-3. The li
value for CNs is 13 (4+5+4); the li value for
the full subtree is 16 (4+5+4+3). Given the
multinuclear relations in this tree (EDUs 1-3),
the NM2 value is 0.81 (13/16).

5 Results and Discussion

5.1 Relation Distribution

In this section, we discuss the overlap of Conflict
types and the frequency of RST relations when
only considering leaf nodes (Fig. 2 and 3) and
inside a paragraph (Fig. 4). Note that in Fig. 2
we did not include relations that indicate mere tex-
tual organization (such as SAME-UNIT) or that are
too infrequent (less than 10 occurrences both for
leaf nodes and paragraphs). We merged the causal
relations REASON-N and REASON (to REASON)
because they only differ in how they weight two
EDUs, i.e. whether the cause is more important
than the reason or the other way around. Similarly,

5Following Stede (2016), we allow one satellite relation
for CN, since we often encounter pairs of EDUs where the
satellite elaborates the nucleus but still is strongly connected
to the content of the nucleus (i.e., not digressing).
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we merge EVALUATION-N and EVALUATION-S
(to EVALUATION).

Attribution: Looking at ATTRIBUTION relations
in Fig. 3, we notice a high proportion of Challeng-
ing (18.29%) and Correcting (6.29%) Conflicts.
The high frequency of this relation is to some de-
gree expected since Challenges are questioning
the truthfulness of statements by another party and
therefore are also reporting on what someone has
(allegedly) said. Corrections are correcting an al-
legedly false statement, potentially citing a source
of information (recall that ATTRIBUTIONs mark
reported speech).

Pragmatic Relations: In section 4.1, we specu-
lated that diplomats use more pragmatic relations
for Conflicts than Non-Conflicts because these dis-
course relations describe the argumentation of the
speaker, like justifying a thesis that the author
has proposed (EVIDENCE, REASON), or evaluat-
ing a state of affairs from the author’s perspective
(EVALUATION). In fact, EVALUATION is slightly
more often used in Direct_NegEval (2.06%) than
for Non-Conflicts (1.52%), and EVIDENCE appears
more often in Indirect_NegEval (1.13%) than in
Non-Conflicts (0.93%) (Fig. 3). Nevertheless, Con-
flicts in general are less often annotated with EVAL-
UATION or other pragmatic relations relations than
Non-Conflicts (3.6% pragmatic relations in Con-
flicts, 5.52% in Non-Conflicts) (Fig. 2).

When including the upper levels of the tree
(Fig. 4), we see that paragraphs with NegEval Con-
flicts have only slightly more occurrences of RST
relations expressing a justification with EVIDENCE

and EVALUATION than paragraphs without Con-
flicts. Nevertheless, REASONS are found more
often for Non-Conflicts than for Conflicts.

Contrastive Relations: Contrastive relations are
generally more frequently used in Conflicts than in
Non-Conflicts (Fig. 2) (4.02% versus 2.5%). Look-
ing at the Conflict types in more detail (Fig. 3),
we see that especially Challenge and Correction
have a high proportion of ANTITHESIS and CON-
TRAST relations, which focus on the difference
(CONTRAST) or incompatibility (ANTITHESIS) of
two statements, and therefore the co-occurrence is
to be expected. For Direct_NegEval we see a peak
for CONCESSION, which compares two incompati-
ble states of affairs while regarding the content of
one (the nucleus) more important than the other.

Multinuclear and Semantic Relations: We
observe a high peak for CONJUNCTIONS for
Conflicts and Non-Conflicts, which marks an
enumeration and expresses otherwise little extra
meaning. Semantic relations describing, for
example, local or temporal CIRCUMSTANCES,
causal relations expressing RESULT or PURPOSE

appear proportionally more often in Conflicts,
especially in cases marked as Direct_NegEval.

Summarizing these results, we discuss possible
first interpretations of the rhetorical strategies we
can discern from the relation distribution analysis.
For a more extensive discussion, we would need
more qualitative analysis involving domain experts,
to be able to generalize what the relation distribu-
tion could implicate for rhetorical strategies used
in the UNSC.

Contrary to our hypothesis that Conflicts are
more often justified than no Conflicts, in our cor-
pus, pragmatic/justifying relations such as EVALU-
ATION or REASON occur with similar frequencies
in texts that do or do not contain Conflicts. On the
other hand, we see some semantic relations, such
as E-ELABORATION and PURPOSE, more often
used with Conflicts than for Non-Conflicts. Look-
ing into the speeches, we find that within a Conflict
statement, often not only the actions of others are
criticized, but especially the ascribed intention of
the actors performing the action. These cases are
annotated as PURPOSE, which could explain the
generally high frequency of this relation.

Further, contrastive relations are more frequently
used for Conflicts than for no Conflicts. We saw
in a first qualitative study for the WPS debates that
diplomats frequently place a positive statement in
front of a direct critique that is then contrasted with
the latter. Our annotators often used CONTRAST

or CONCESSION to relate those two parts, which
can indicate a rhetoric strategy to de-emphasize the
verbalized critique. Again, these observations will
need to be doublechecked with domain experts and
tested on more data, but we include them here to
exemplify what kind of analysis our corpus poten-
tially enables.

5.2 Tree Structure Analysis

5.2.1 Nuclearity Mass and Tree Size

At first, we computed the NM1 and NM2 values for
complete RST trees, but after some consideration,
looked at subtrees within paragraphs instead. The
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Figure 2: Normalized frequency of RST relations. The relations are grouped by their function.

Figure 3: Normalized frequency of RST relations per
Conflict type in leave nodes.

reason is that the NM value is sensitive to the size
of the tree. In practice, annotators tend to establish
a hierarchy between two EDUs, and choose mult-
inuclear relations much less frequently (often for
listings). Only multinuclear relations, which assign
an equal weight to discourse units, lead to multi-
ple CNs. As a consequence, we observe that the
larger the tree, the smaller the NM value. Since the
speeches in the UNSC Corpus have a large variety
of tree length (see Section 3.3), this observation is
especially important for our UNSC-RST.

To quantify this, the standard deviation for num-
ber of EDUs per speech/entire tree is 42.67, and for
the number of CNs per speech it is six times lower
(7.0). Looking at the same values for paragraphs,
the standard deviation for EDUs per paragraph is
5.6, and for CNs it is 2.1, which is only 2.7 times
lower. Since both NM measures are based on the
ratio of leaf nodes to CNs, we decided to continue
inspecting subtrees at the paragraph level in order
to achieve better comparability of the trees.

Figure 4: Normalized frequency of RST relations in
paragraphs.

5.2.2 Results and Discussion Nuclearity Mass

For a paragraph to be labeled as Conflict, we define
that at least one third of the EDUs in the para-
graph should be marked with one of the Conflict
types. Otherwise, the paragraphs are marked as
Non-Conflict. Note that for the analysis of dis-
course relation distribution in paragraphs (Section
5.1), only one EDU had to contain a Conflict type
to be marked as Conflict, since Conflict types are
too sparsely distributed to establish a higher thresh-
old.

Topics: Broadly comparing the values for both
measures NM1 and NM2, we see that they show
similar results, but the NM2 values are generally
smaller than NM1 values. Looking at Figure 5
on the left, showing the distribution NM values
using both measurements, we see that the values
for NM1 are higher than for NM2, but both mea-
surements show that the NM distribution is slightly
lower for Ukraine than for WPS. The fact that the
WPS debates have more discourse units of equal
importance is in line with our expectations, as the
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Figure 5: Mean Distribution of NM for Ukraine (194 Conflicts paragraphs, 271 Non-Conflicts) and WPS debates
(16 Conflict paragraphs and 97 Non-Conflicts).

Conflict

Non-Conflict

Distribution of Nucluearity Mass 2 (NM2)

0.000

0.025

0.050

0.075

0.100

0.125

0.150

0.175

Va
lu

e 
pe

r P
ar

ag
ra

ph

0.09

0.18

0.05
0.06

0.03 0.03
0.04

0.06

0.02 0.02

0.05
0.06

Tree Structure of Conflict- and Non-Conflict Paragraphs
China
France
Ukraine
Russian Federation
United Kigdom
United States

Figure 6: Mean Distribution of NM per Country, com-
paring Conflict versus Non-Conflict paragraphs.

WPS debates are often about summarizing what
has been achieved in terms of gender and security
issues and the situation in different countries.

Topics and Conflicts: Interestingly, comparing
the topics with Conflicts versus Non-Conflicts para-
graphs, we see that the difference between the top-
ics is only in the Conflict, and that paragraphs with
low proportion of Conflict types have similar NM
Density values for both topics and both measures
NM1 and NM2 (0.23 NM1 and 0.08 NM2 for both
topics). One possible explanation would be that the
Conflicts in WPS are rhetorically embedded and
there is not one central message to which all the
discourse units are leading (0.37 for NM1 and 0.14
NM2 for Conflict respectively). For Ukraine, on
the other hand, it seems to be the opposite, with
smaller values of 0.19 NM1 and 0.05 NM2 in Con-
flicts for Ukraine, and therefore having deeper tree

structures towards one EDU. Whether this means
that the Conflicts in Ukraine are formulated with
more intensity must be assessed by political scien-
tists, but it would be a possible conclusion of the
tree structures that we find.

Countries and Conflicts: Since, as mentioned
above, both NM measures show similar values, just
on a different scale, we will only look at the NM2
value for the statistics by country (Figure 6, the bar
charts for both NM1 and NM2 are in Appendix D).
The countries we compare are Ukraine (37 Conflict
paragraphs, 36 Non-Conflicts), Russian Federation
(29, 40), USA (32, 30), China (4, 18), United King-
dom and Northern Ireland (17, 27), and France (16,
28).

We see that the speeches given by China show
the highest distribution of NM2 for both Conflicts
and Non-Conflicts, which is insofar interesting as
the diplomatic style of the Chinese government
until the late 2010s is in fact known as using coop-
erative rhetoric and avoiding controversy (Yuan,
2023). We also notice a comparably large dis-
tance between the average Conflict (0.09) and Non-
Conflict (0.18) values in the evaluated Chinese
speeches in comparison to other speeches. This
might point to a greater style change when express-
ing critique for the Chinese speeches than for other
countries, using more non-argumentative style for
Non-Conflicts and more argumentative for Con-
flicts. Nevertheless, we are looking only at four
Conflict paragraphs for China, and we would need
a larger corpus for greater validity.

All countries have lower NM values than China,
with the lowest for both Conflicts and Non-
Conflicts for Ukraine and the United Kingdom.
This indicates an argumentative style that is fo-
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cusing on one or a few statements and being more
argumentative, in contrast to China. Also in Con-
trast to China, for Conflicts, the distribution of NM
is almost similar to that of Non-Conflicts. This may
indicate that the countries are not changing their
rhetorical style when expressing Conflict as much
as might be expected. Also for Conflict and Non-
Conflict, the highest value for both is that of China,
followed by the Russian Federation, France and
the United States, and finally by Ukraine and the
United Kingdom with the lowest NM values.

Figure 7: RST Paragraph with EDUs 13-15 being a
Conflict (Direct_NegEval) with NM1 0.64 and NM2 0.1
(S/PV.7138, China).

6 Conclusion

We present a new corpus with RST annotations on
82 speeches given in the UNSC, aligned with Con-
flict annotations from the UNSC Conflict Corpus.
We report an average inter-annotator agreement of
0,44. By jointly analyzing RST trees and Conflict
annotations, we demonstrate how rhetorical analy-
sis can help characterizing the verbalized disagree-
ments or critiques as being more argumentative or
having a more narrative style. Comparing para-
graphs that contain Conflicts with those that do not,
we see that the former on average have rhetorical
structures that focus on a central statement, rather
than having several statements of same importance.
Comparing speeches of six countries in the Council,
we only see a larger difference between Conflicts
and Non-Conflicts for the Chinese speeches. When
comparing values between countries, they maintain
their rhetorical style, with China always having the
flattest, and the United Kingdom the most central-
ized rhetorical structure.

We see the work presented here as one of the first
to use RST to analyze the rhetorical style of diplo-
mats. More generally, we contribute to exploring
ways of using RST trees in the analysis of a multi-
layer corpus. In future work we want to expand not
only the corpus with more topics and speeches, but

also the set of analysis methods. For example, we
will have a closer look at patterns of rhetorical re-
lations, and whether some relations co-occur more
often than others, which might yield more insights
on rhetorical strategies used by diplomats. Based
on our presented tree structure analysis, it would
also be interesting to compare trees that contain an
EDU marked as Conflict as their central nucleus
(and thus highlight the criticism) with trees where
the Conflicts are hidden in higher parts of the trees
(which might serve to weaken it). Our analyses
show promising results, and open up a new direc-
tion of research, combining Conflict annotations
(which are less time-consuming to obtain than RST
trees) with manually evaluated and corrected RST
parser output, in order to investigate on larger scale
in potential future work.

Limitations

For the analysis, we work with speeches translated
into English, which may introduce a bias in the
analysis of rhetorical structures, as the annotators
pay close attention to linguistic subtleties in order
to extract the discourse relationship between text
segments. When comparing the rhetorical styles of
diplomatic speeches, we need to be aware that the
style of individual diplomats can also bring about
a change in the strategies we see. In order to ana-
lyze this, and rhetorical style in general on a larger
scale, we would need more data. The relatively
small corpus size is due to the time-consuming pro-
cess of annotating the RST trees, which took over
5 months. To accelerate the process, we plan to
evaluate the performance of RST parsers trained
on the latest version of the GUM corpus, which
includes political speeches.
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A Appendix: Inter-Annotator Agreement

Figure 8: Confusion matrix with RST relations for two parallel annotations per RST-tree.

B Appendix: Example RST Trees with different tree shapes

We included two example trees from the UNSC Conflicts corpus, where the first one has a clearly-
identifiable central nucleus ("We trust that Russia will take notice of its isolation."). The second tree
shows a tree with a higher distribution of NM with several EDUs having a multinuclear relations toward
the top of the tree, and several points that are perceived as being equally important to the author of the
text. For the upper tree in Figure 9, the average values per paragraph are 0.27 NM1 and 0.046 NM2; for
the lower tree they are 0.64 and 0.15.
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Figure 9: RST Example trees (S/PV.7138_spch006 by United Kingdom, and S/PV.7643_spch008 by China below)
with different nuclearity mass distribution.
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C Statistics for RST Relation Distribution Bar Charts

Challenge Correction Direct NegEval Indirect NegEval Non-Conflict
paragraph #EDUs 1,054 49 12,864 3,314 12,299
leaf nodes #EDUs 82 143 776 441 3,550

Table 1: Number of EDUs per Conflict Type

D Nuclearity Mass per Country for both Measures NM1 and NM2

Figure 10: Mean Distribution of NM per Country, comparing Conflict versus Non-Conflict paragraphs.
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Abstract
There are many strategies used to simplify texts.
In this paper, we focus specifically on the act
of inserting information or elaborative simplifi-
cation. Adding information is done for various
reasons, such as providing definitions for con-
cepts, making relations between concepts more
explicit, and providing background informa-
tion that is a prerequisite for the main content.
As all of these reasons have the main goal of
ensuring coherence, we first conduct a corpus
analysis of simplified German-language texts
that have been annotated with Rhetorical Struc-
ture Theory (RST). We focus specifically on
how additional information is incorporated into
the RST annotation for a text. We then trans-
fer these insights to automatic simplification
using Large Language Models (LLMs), as elab-
orative simplification is a nuanced task which
LLMs still seem to struggle with.

1 Introduction

There are many strategies used to simplify texts.
Sentences can be shortened, split or paraphrased,
complex words replaced with synonyms, and in-
formation can be reordered, dropped or inserted
(Amancio and Specia, 2014; Alva-Manchego et al.,
2019). In this paper, we focus specifically on the
act of inserting information.

Inserting information is done for various reasons:
providing definitions for concepts, making rela-
tions between concepts more explicit, and provid-
ing background information that is a prerequisite
for the main content. These all should contribute to
decreasing complexity and therefore ideally ensur-
ing coherence; the semantic or pragmatic relation-
ships that link units in a discourse to other units
(Das and Taboada, 2018). Readers need to recog-
nise these relationships in order to make sense of
the text, so a more coherent text should increase
comprehension and also allow readers to recognise
the communicative function of the text (cf. Nuss-
baumer, 1993).

In our study, we focus on German-language texts
and aim to transfer insights from a detailed cor-
pus analysis to automatic simplification models,
to improve their ability in inserting information
and therefore their overall ability at simplification.
We use a corpus of parallel newspaper articles
that have been annotated with Rhetorical Structure
Theory (RST). RST annotations provide informa-
tion about how segments in a text are related to
each other within semantic or pragmatic relations
such as cause, background, or contrast (Mann and
Thompson, 1988). Our corpus analysis examines
how inserted information in simplified texts can
affect the coherence, and also what purpose the
additional information has.

In order to utilise these discourse structure anno-
tations for the task at hand, we first add a new layer
of annotations by labelling the transformations that
are applied to the original sentences to create the
simplified sentences. One of these labels is ‘Insert
complementary information’ which we focus on in
more detail. We examine the role that this inserted
information plays in the overall RST annotation.

We then transfer these insights to automatic sim-
plification using Large Language Models (LLMs),
exploring the use of different prompts.

In summary, our contributions are: we extend
the APA-RST corpus (Hewett, 2023) to include
transformation labels. We show results of an ex-
tensive corpus analysis, showing how new infor-
mation is inserted in text simplification, and how
this affects the coherence. We then explore models
for document-level text simplification for German
using the insights from our corpus analysis, with
results comparable with the state of the art.

In Section 2 we present an overview on work
that has looked at the insertion of new informa-
tion in simplified text. In Section 3 we present our
annotations of alignment labels and fine-grained
inserted information categories, before presenting
our RST analysis. Section 4 gives details on our
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models and experiments with them, and we re-
flect on our results and possible avenues for future
work in Section 5. We publish our annotations
and models at https://github.com/fhewett/
GermanElabSimplification.

2 Related work

Srikanth and Li (2021) introduce the term ‘elabora-
tive simplification’ to describe content addition in
text simplification. The elaborative content added
consists of ‘definitions, explanations or clarifica-
tions to improve readability’ with effective elab-
orations providing background information ‘in a
contextual manner’. They focus on this contex-
tual aspect, annotating 1,300 instances of elabo-
rative simplification in the Newsela corpus (Xu
et al., 2015), categorising them according to the
level of contextual specificity. They experiment
with GPT-2, fine-tuning it on the simplest texts in
Newsela and their annotated elaborations. Their
best-performing model has the four sentences pre-
ceding an elaboration in a simplified text as input,
and generates an elaboration as output, with the
level of context specificity as determined by the
gold annotation. Wu et al. (2023) use these anno-
tated instances and add Questions Under Discus-
sion (QUD), to show which questions elaborations
answer. They find that the most common purpose
of the elaboration is to explain a concept, followed
by elaborations explicitly describing the cause of
consequence of an event. They use GPT-3 for zero-
shot elaboration generation, experimenting with
including an automatically generated or human an-
notated QUD in the prompt or not. The results
show that manually written QUDs produce the best
elaborations. These studies build on ideas proposed
by Alva-Manchego et al. (2020), who list explana-
tion generation as an area of future work (albeit in
the context of sentence-level simplification), stating
that it involves elaborating ‘on the concept in a nat-
ural way that keeps the text grammatical, is mean-
ing preserving, and is simple’. Additionally, the
well-established evaluation metric for automatic
simplification, SARI, rewards ‘addition operations’
(Xu et al., 2016).

Another related area of text simplification is con-
ceptual complexity, defined as accounting for ‘the
background knowledge necessary to understand
mentioned concepts as well as the implicit con-
nections that the reader has to access between the
mentioned concepts in order to fully understand a

text’ (Hulpus, et al., 2019).
Our work is also related to the field of factuality

(evaluation) of language model outputs: Devaraj
et al. (2022) create a taxonomy of factual errors in
automatic simplification, including ‘Information In-
sertion’ which is described as inserting ‘irrelevant
or erroneous content’. They differentiate between
these insertion errors and useful insertions, such
as ‘defin[ing] jargon or provid[ing] explanatory
content’. In the field of automatic summarisation,
Maynez et al. (2020) differentiate between intrinsic
and extrinsic hallucinations, where the latter refers
to ‘adding information not directly inferable from
the input document’. They find that ‘over 90%
of extrinsic hallucinations were erroneous’ i.e. are
‘neither faithful nor factual’. Maynez et al. (2020)
also find factual hallucinations to be ‘acceptable if
they lead to better summaries that are factual with
respect to the document and the associated back-
ground knowledge’. This last point is particularly
relevant to the task of simplification.

In various guidelines on Leichte Sprache (LS) –
a highly simplified rule-based version of German
– inserting factual information is allowed and also
even desirable, in order to increase the level of com-
prehension on the one hand, and to allow readers to
potentially learn new information on the other hand
(Maaß, 2015). The guidelines state that translators
of LS are allowed to provide explanations, addi-
tional remarks, and (concrete) examples, in order
to make abstract concepts or difficult words more
comprehensible. Maaß (2015, p.130) does how-
ever state that translators, after adding these defi-
nitions, explanations and examples, should make
sure that the text still has an argumentative flow.
Bredel (2016) state that additional explanations in
texts in LS can hinder the flow of the text and poten-
tially also cause problems on the text level. These
aspects are the specific focus of the current study,
i.e. what happens to the structure and coherence of
the text overall when elaborative simplification is
used.

Other corpus studies which focus on the trans-
formation operations between non-simplified and
simplified text often define an operation for insert-
ing information. This category encompasses sub-
categories such as inserting eliciting information,
complementary external information, spurious in-
formation, pre-requisite information, concrete ex-
amples of abstract concepts or phenomenona
(Amancio and Specia, 2014; Alva-Manchego et al.,
2019; Sun et al., 2021; Laban et al., 2023). This
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category has also been used in German-language
corpus studies: Stodden et al. (2023) manually
align parallel texts with a category for additional
information and Jablotschkin et al. (2024) find that
phrases such as ‘for example’ or ‘that means’ fea-
ture heavily in simplified texts and are used for
explaining difficult words, making abstract con-
cepts more concrete and connecting the sentences
of a text explicitly.

3 Corpus analysis

The main corpus we work with is the APA-RST.
The corpus consists of German-language news-
paper articles, which are classified as being at
B1 and A2 level, according to the Common Eu-
ropean Framework of Reference for Languages
(CEFR), which is a scale from A1 (beginner lan-
guage learner) to C2 (native speaker). There are
75 parallel articles in the corpus, with 25 at each
level (original1, B1 and A2), covering various top-
ics such as politics, culture and sport. The arti-
cles have been annotated with RST and manually
aligned at sentence level; further information can
be found in the original publication (Hewett, 2023).
Due to the relatively small sample size, we extend
our analysis to label 200 instances of the ‘APA’
subcorpus of DEplain (Stodden et al., 2023) which
features a larger number of newspaper articles from
the same publisher as APA-RST. This subcorpus
has been aligned at the sentence level, between the
versions B1 and A2.

3.1 Adding transformation labels

Two annotators added transformation labels to the
sentence alignments in the APA-RST, i.e. a label to
describe how the original content was transformed
for the simplification. We determined our labels by
first selecting a subset of the most relevant labels
from previous work (cf. Section 2). We then an-
notated a few texts and refined the definitions and
added or removed labels. Our final label set con-
sisted of Paraphrase (the content is the same, but
the wording and/or structure are different), Simple
split (original sentence has been split into two or
more sentences, the structure and vocabulary are
similar), Complex split (a split combined with
a paraphrase), Join (content from two or more
original sentences is combined in one simplified
sentence), Drop extra information (sentences are

1These articles do not have a language level but are as-
sumed to be at C1/C2 level.

Label OR⇒B1 B1⇒A2
Paraphrase 15% 46%
Simple split 1% 9%
Complex split 23% 13%
Join 4% 3%
Drop extra info 34% 13%
Insert complementary info 19% 9%
Implicit 2% 4%
Identical 2% 3%

Table 1: Distribution of transformation labels. Note
that for OR⇒B1 78% of the sentences are dropped, for
B1⇒A2 14% are dropped. The distribution of the labels
amongst the remaining 22% and 86% are shown here.

fairly similar, but some content has been dropped
for the simplification), Insert complementary in-
formation (the simplified version contains content
that is not explicit in the original), Implicit (content
is included implicitly in original), and Identical
(sentences are identical). Often the majority of sen-
tences could be described as being paraphrases, and
so the label Paraphrase was only to be used when
no other category was suitable. The inter-annotator
agreement, calculated using Cohen’s kappa, is .62
for the labels from original to B1 and .72 for B1 to
A2, which compares to related work (.62 for five
transformation categories in Laban et al. 2023).

The distribution of our labels can be seen in Ta-
ble 1. For the rest of the study, we focus on the la-
bels Insert complementary information and Im-
plicit. Although these do not constitute the largest
categories of transformations in a simplification,
we choose to focus on them as choosing the right
complementary information to insert requires high-
level reasoning and is linked to the ‘hallucinatory’
nature of texts produced by LLMs.

3.2 Categories
We built a small typology of categories of inserted
information, based on the transformation labels and
their descriptions that were outlined in Section 2.
Our categories and their descriptions can be seen
in Table 2. We label all sentences that have the
alignment label Insert complementary informa-
tion or Implicit. In addition to this, we focus on
the DEplain alignments labelled with Additional.
We exclude any of the DEplain sentences which do
not match with our alignment transformation guide-
lines, i.e. if a sentence is labelled as Additional,
but would be labelled as a different category ac-
cording to our guidelines, we exclude it. Note that
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Name of category Description Example %
Example Provide an example to make

a concept clearer.
For example, coloured pencils from the same company cost
more in some shops than in others.

4.2%

Background Provide information that is
a prerequisite for understand-
ing the rest of the text.

In the Spanish region of Catalonia, many people voted in
favour of independence from Spain in 2017.

33.1%

Relation Make a relation more
clear/explicit between con-
cepts.

The new virus variant emerged for the first time in South
Africa. (Next sentence: All people who have returned from
certain South African countries in the last few days should
now take a PCR test).

32.2%

Definition Provide a definition or sum-
mary of a concept.

Pub is the English word for a Lokal. 15.1%

Additional Provide information that is
new but is not necessarily re-
quired for understanding the
main points.

Marcel Sabitzer won the vote last year. 15.5%

Table 2: The names, descriptions and distribution of our fine-grained labels for inserted information.

the APA texts often include glossaries in the sim-
plifications, providing definitions on concepts and
words. We do not include these in our analysis, as
we focus on coherence within the main text.

The largest categories of inserted information
are Background and Relation, which are both
specific to the context of the text that is being sim-
plified. Examples are the rarest kind of inserted
information; we note however that this is not to
say that examples are rare in the texts overall, it
is often the case that the examples are present in
the original texts and therefore do not constitute
inserted examples. We note that additional infor-
mation that seems to have no purpose other than
providing more (non-prerequisite) knowledge also
occurs (Additional), but that generally there is a
balance between succinctness and level of simplifi-
cation.

3.3 RST analysis

We look at the RST trees and the overall structure
of the texts in APA-RST, and consider the individ-
ual properties of the inserted information, such as
the position, the RST relation, the nuclearity status,
and how this relates to the fine-grained category
(i.e. the type of inserted information, as outlined
in the previous section). Adding definitions and
prerequisite information is done to contribute to
making a text easier to understand, i.e. by making
relations between concepts and facts more explicit
and reducing the background knowledge needed
to understand a text. However, adding this new
information changes the structure and flow of texts,
and also changes the way adjacent statements re-
late to one another. Analysing the RST annotations
could help shed light on how the structure of texts

change and how new information is used to ‘facil-
itate connections between content in the original
text’ (Srikanth and Li, 2021).

Relation. Overall we find that when the function
of the inserted information is annotated as ‘rela-
tion’, i.e. making the link between two concepts
more explicit, the inserted information is part of
an RST relation broadly belonging to the causal
category, such as cause, motivation or evidence.
This can for example be seen in Figure 1a, where
segments 6 and 7 are inserted information which
have been annotated as ‘relation’; they serve as the
consequence of the causal relation, which is left
more implicit in the original and the B1 text. This
inserted information also makes the contrast rela-
tion, which connects a large amount of segments
in the text, even more apparent, as it evens out the
amount of sentences on each side of the contrast
relation (2 vs. 2 in the A2 text, 3 vs. 1 in the B1
text).

Background. The inserted ‘background’ infor-
mation is often at the beginning of the text; either
directly at the beginning, as in:

After a week of lockdown in Austria,
the government started discussing the
Corona situation on Monday. (N elab-
oration, 2-29-11-21-b1)2

Or after an initial sentence that has been para-
phrased from the original article. In some cases this
summarising background sentence at the beginning
of the original articles is suitable to start a simplifi-
cation with, and in other cases it is necessary to add

2The whole texts can be viewed here: https://github.
com/fhewett/apa-rst. Sentences in bold represent inserted
information.
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(a) A2 (b) B1

Figure 1: Extracts of the RST annotations for the text 1-21-2-18. The new information is highlighted in yellow. The
trees were created using rstWeb (Zeldes, 2016).

information before this first sentence. This back-
ground information is often elaborated upon in the
article and therefore often has the relation elabora-
tion or background. In the A2 versions, the content
added in the B1 versions is expanded upon with
more additional content, to make relations even
clearer or to reduce the amount of presupposed
background knowledge:

Because the hailstones were so large,
they caused a lot of damage. (N evi-
dence, 3-21-2-18-b1)

This is expanded in the A2 text with two additional
sentences preceding it:

When it hails, icy stones fall from the
sky. Normally the hailstones are as
small as peas. (S background, S conces-
sion, 3-21-2-18-a2)

This indicates that when creating simplified texts
at different levels, the same content that has been
added for a more complex level can be expanded
upon for a less complex level (as opposed to adding
new content which covers a different topic than the
previously added content).

Definitions. When definitions are added to the
text directly (as opposed to glossary entries, which
are displayed outside of the text), they are often
used for conversions, or for translations:

That [23%] is almost a quarter more
expensive than last year. (S elaboration,
3-29-11-21-b1)

Inserting new information does create more "dis-
tance" between some entities:

In New York, the city in the US, a paint-
ing has been sold at auction for around

45 million dollars. That is around 40
million euros. The picture originates
from the Italian painter Sandro Botticelli.
(S e-elaboration, 5-freitag-28-1-22-a2)

In this text, the information about the equivalent
euros amount is added, and the third sentence then
goes on to talk about the painting again (i.e. the
entity introduced in the first sentence). It is not
clear if this added distance makes comprehension
more difficult. It seems that, at least in the articles
published by the APA, longer definitions are not
favoured in the main text, instead being given in
a separate glossary. On the one hand, this ensures
that the added definition does not cause too much
distance between information on the same entity,
on the other hand, it requires the reader to move
between the main text and the additional glossary,
interrupting a normal reading flow.

We note that there are no clear trends regarding
the local (the importance of a segment within a
segment-level relation) or global nuclearity (the
importance of a segment within the overall tree)
of the inserted information, indicating that it has
many roles within a text.

Inserted Examples do not occur in the APA-RST,
and as Additional inserted information may in fact
be undesirable in a simplification (the information
is unnecessary and increases the length of the text),
we do not go into detail on this category.

3.4 Summary of corpus analysis
Our transformation labels show that the insertion
of information does occur at both simplification
levels, and whilst not as common as dropping in-
formation or splitting sentences, it still is frequent,
particularly in simplification of original texts to B1.

Our fine-grained categories show that Back-
ground and Relation are the most common types
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Prompt ID Prompt text
Basic Can you please summarise and simplify the following text to a B1/A2 level in German?

Write a maximum of N sentences.
Background Basic + add 1-2(B1)/2-3(A2) sentences at the beginning to give the user an overview

of the topic. The text should have a clear introduction and information should be
presented in a logical order.

Relation Basic + add more contextual information to make the text easier to understand.

Table 3: The different prompts we use in our experiments. N is changed dynamically to reflect the amount of
sentences in the reference simplification, and B1 or A2 used depending on the test set.

of inserted information, indicating that effective
text simplification also involves conceptual simpli-
fication, i.e. decreasing the amount of background
knowledge needed by the reader and therefore mak-
ing relations more explicit. These transformations
are more contextual than simply providing a defini-
tion.

Our RST analysis shows that background in-
formation is often at the beginning of a text, and
often has the relation elaboration or background.
Definitions that are added to the text could create
‘distance’ between related concepts, i.e. they add
information that only attaches to one segment in
the annotation, which may be why definitions only
occur fairly rarely. In other texts, summarising
sentences are used at the beginning or end of a
sub-tree, so before the topic is changed slightly.
When comparing simplifications from B1 to A2,
the inserted content expands on the content that
has already been inserted for the B1 text. Inserted
content which makes a relation more clear often
has a causal relation, so is making a cause or a
consequence more explicit.

4 Automatic simplification models

We use Meta-Llama-3-8B-Instruct for our ex-
periments as it is one of the most capable open-
weight LLMs at the time of writing and performs
well in benchmarks.3 Additionally, LLMs that have
been trained using strategies such as instruction-
tuning and RLHF (as is the case for Llama-3) have
been found to perform well in the task of automatic
sentence simplification (Kew et al., 2023). We
use Meta-Llama-3-8B-Instruct out-of-the-box,
and also use this base model to fine-tune on B1
texts and A2 texts. We then explore using different
prompts which are influenced by the findings from

3More information can be found on the model card on
HuggingFace: https://github.com/meta-llama/llama3/
blob/main/MODEL_CARD.md

our corpus analysis.

4.1 Experimental setup

For fine-tuning, we use the same kind of texts found
in the APA-RST, but in an extended version, and
with no annotations.4 The original texts are aligned
with versions at B1 and A2. We use 2000 articles
for training, and 296 for testing. We remove head-
lines and any glossary entries. We use the Basic
prompt in Table 3 for fine-tuning; we include the
word ‘summarise’ in the prompt as the simplified
texts in our corpus are approximately a third of the
length of the original texts. We separately fine-tune
a model with A2 texts (FT-A2) and with B1 texts
(FT-B1). As we use the 25 texts from APA-RST
for our prompting experiments for inference, these
texts are neither in the training nor the test set. In-
formation on hyperparameters can be found in the
Appendix A.2.

At inference, in addition to a basic prompt, we
try out two other prompts (per model) which target
the aspects Background and Relation.

We focused on these two categories as they were
found to be most prominent in our corpus analy-
sis. We leave experiments with the other categories
for future work, but note that examples which are
inserted in the simplification (i.e. the category Ex-
ample) were rare in our corpus analysis and that ad-
ditional information (i.e. the category Additional)
could be difficult to evaluate and is potentially also
not desirable even in a gold simplification, as it
increases the complexity of a text and introduces
potentially unnecessary information.

The prompts can be seen in Table 3. We use the
texts from APA-RST as part of the prompts, for in-
context learning. We used the following template
for the Background and Relation prompts5:

4A version of this dataset is also used by Rios et al. (2021)
and Stodden et al. (2023).

5The exact format can be found in our repository: https:
//github.com/fhewett/GermanElabSimplification
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Model Prompt Test set SARI ↑ FRE ↑ M.P. ↑ S ↑ C ↑ F ↑ Avg. ↑
Baseline BasicA2 A2 41.2 59.4 .89 .38 .96 .84 .77
FT-A2 BasicA2 A2 44.0 70.6 .49 .82 .56 .64 .63
Baseline BasicB1 B1 42.3 56.8 .85 .4 .9 .9 .76
FT-B1 BasicB1 B1 42.4 60.0 .75 .55 .6 .75 .66

Table 4: Comparing Llama-3 out-of-the-box and fine-tuned. The test set consists of 296 articles. The mean FRE
score for the reference simplifications is 63.2 for the B1 texts, 69.1 for the A2. FT stands for fine-tuned. The right
hand side shows the results of the manual evaluation, done on the outputs from each model for 10 texts. M.P. stands
for meaning preservation, S for simplification, C for coherence, F for factuality; the score represents the percentage
of ‘yes’ answers.

Model Prompt Test set SARI ↑ FRE ↑ M.P. ↑ S ↑ C ↑ F ↑ Avg. ↑
FT-A2 BasicA2 A2 44.0 70.6 .48 .8 .58 .63 .62
FT-A2 Background A2 44.2 70.8 .51 .8 .59 .54 .61
FT-A2 Relation A2 44.5 70.7 .55 .95 .57 .55 .65
FT-B1 BasicB1 B1 42.4 60.0 .75 .55 .6 .75 .66
FT-B1 Background B1 42.6 64.7 .47 .79 .63 .32 .55
FT-B1 Relation B1 43.0 64.0 .58 .68 .47 .68 .61

Table 5: Results for prompting experiments. The test set consists of 296 articles. The mean FRE score for the
reference simplifications is 63.2 for the B1 texts, 69.1 for the A2. FT stands for fine-tuned. The right hand side
shows the results of the manual evaluation, done on the outputs from each model for 10 texts. M.P. stands for
meaning preservation, S for simplification, C for coherence, F for factuality; the score represents the percentage of
‘yes’ answers.

system You are a helpful assistant and
help the user to understand texts.
user {basic prompt} {original article}
assistant {text without inserted informa-
tion}
user Thank you, that is good, but {addi-
tional prompt}
assistant {text with inserted informa-
tion}
user Great, {additional prompt} {next
original article}
assistant

To determine the wording for the prompts in
Table 3, we first prompt Llama-3, asking it to tell
us which of two texts are easier to understand and
why; one text is an A2/B1 text from APA-RST,
the other text is the same but with the inserted
information removed (and small changes made to
keep the text coherent). An example of this can
be found in Appendix A.3. The overall approach
was inspired by the concept of prompt chaining,
where splitting up a task into subtasks potentially
allows for more controllability (cf. Wu et al. 2022);
as we want to encourage elaborative simplification,
our approach involves making this explicit in the
prompt by differentiating between simplification
with and without elaboration.

4.2 Results

Model Prompt Test set Elab
Baseline BasicA2 A2 .04
FT-A2 BasicA2 A2 .64
FT-A2 Background A2 .65
FT-A2 Relation A2 .67

Table 6: Manual evaluation of the models’ ability to
perform elaborative simplification. The ‘Elab’ column
refers to percentage of output texts in which the annota-
tors said that elaborative simplification was performed.

We perform automatic evaluation using the met-
rics SARI (Xu et al., 2016) and Flesch Reading
Ease (FRE). SARI is often used to evaluate simpli-
fication6, and FRE is used to evaluate readability.
FRE takes the average sentence length and average
amount of syllables per word into account. The
mean FRE score for the reference simplifications
in our dataset is 63.2 for the B1 texts and 69.1 for
the A2 texts. SARI is based on n-grams added,
kept, and deleted between a reference simplifica-
tion and a generated simplification. We report these
metrics to be comparable with related work, but
note that they have been criticised for being insuffi-

6We are aware of D-SARI (Sun et al., 2021), a version of
SARI specifically adapted for document-level simplification
evaluation; however we choose to use SARI to be compara-
ble with other related work on document-level simplification
(Stodden et al., 2023; Laban et al., 2023).
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Model/Prompt Simplification Baseline simplification (FT-A2/B1, basic
prompt)

FT-A2 Background Salzburg is a city in Austria. It is located in
the Alps. Salzburg is famous for its festival.
[...] That’s why Salzburg is the best city to visit
in the coming year.

According to the travel book publisher "Lonely
Planet", the city of Salzburg in Austria is the best
city to visit in the coming year. [...]

FT-A2 Relation There are 14 mountains in Nepal that are
very high. They are called eight-thousanders.
The highest mountain is Mount Everest. The
Nepalese Nirmal Purja has climbed all 14 moun-
tains. [...]

Nirmal Purja is a mountaineer from Nepal. He
has set a record. He has climbed all 14 eight-
thousanders in just 7 months. [...]

FT-B1 Background Ursula Stenzel is a politician from the FPÖ.
She is a city councillor in Vienna. [...]

Vienna City Councillor Ursula Stenzel (FPÖ) has
not withdrawn after her appearance at a rally
organised by the far-right Identitären. [...]

FT-B1 Relation [...] This is a problem because cars emit a lot
of carbon dioxide. This is harmful for the envi-
ronment. The Austrian Transport Club (VCÖ) is
therefore calling for more buses and trains. [...]

In Austria, car traffic has risen sharply since 2010.
[...] The VCÖ is calling for a denser public trans-
port network with more frequent train and bus
connections.

Table 7: Examples of texts generated with different models and different prompts, compared to the basic prompt.
The texts have been translated from German. The desired inserted information is in bold. We note that the FT-A2
Relation output contains a factual error, which is reflected in our manual evaluation.

cient measures of the quality of a simplification (cf.
Alva-Manchego et al. 2021).

We extract 35 input texts and manually evaluate
the outputs of our different models and prompts.
We annotate the model outputs manually according
to four criteria: meaning preservation, simplicity,
coherence, factuality. Each criterion is a binary
yes/no question. In addition to this, for a subset
of 20 of these input texts we additionally annotate
if the A2 models performed elaborative simplifica-
tion. We only include the A2 models in this second
evaluation as we use reference annotations to guide
the evaluation and the majority of the instances
in our corpus analysis were from A2 texts, due to
the structure of DEplain. In total, three annotators
evaluated 260 output texts. For 60 of these texts
we have double annotations. The inter-annotator
agreement for these texts across all criteria is .37
calculated using Cohen’s kappa or .8 using the F1
score.

Llama-3 out-of-the-box vs. fine-tuned. As can be
seen in Table 4, our fine-tuned models only slightly
outperform Llama-3 out-of-the-box (referred to as
baseline) for the B1 texts, but for A2 texts the
improvement is more pronounced, particularly in
terms of readability, as reflected by the FRE score.
Our results are higher than (Rios et al., 2021), who
report a highest SARI score of 32.9 using APA
data, and compare to (Stodden et al., 2023), who
report a highest SARI score of 44.6 when simpli-
fying from B1 to A2 (not from standard to A2/B1,
as we do in this study). We note that this improve-
ment is rather due to the improvements that LLMs

have made, rather than our method. The manual
evaluation shows that the baseline model produces
coherent, factual texts that cover the main points
of the article, but are not necessarily written in a
simpler way. As our main goal is simplification,
we use our fine-tuned models for our prompting
experiments.
Prompting experiments. As can be seen in Table
5, our prompts do result in slightly higher SARI
and FRE scores. However, according to our manual
evaluation, the prompts lead to a drop in factual-
ity, meaning preservation and coherence. Overall,
our prompts do lead to more simplification, and
most importantly for this study, more elaborative
simplification (cf. Table 6). Table 7 shows some
examples where our prompts have had the intended
effect, as compared to the basic prompt. The last
example in Table 7 contains a factual error, which
is a typical example of the nature of the factual
errors we observed. The insertion of irrelevant or
non-factual information is particularly problematic
in the context of text simplification, where target
users of a simplification will typically have difficul-
ties comprehending the input text and may be less
able to discern if the inserted information is factual
or not (cf. Devaraj et al. 2022).

5 Conclusion and outlook

We have presented an in-depth analysis of elab-
orative simplification in German-language texts,
using RST annotations and more fine-grained cat-
egories. We have experimented with using these
insights to improve an LLM’s ability to produce
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elaborative simplifications. Our fine-tuned model
and our different prompts do encourage the model
to insert additional information (see Table 6), in-
crease the level of simplification, and also result
in marginal improvements on the SARI and FRE
scores. However, the coherence and factuality seem
to be adversely affected, indicating that these out-
puts contain repetitions or so-called hallucinations.
This confirms results from related work, where
conservative models may produce output texts that
preserve the meaning of the input text, but fail to
produce simplifications (cf. Cripwell et al. 2024).

As our analysis showed, not all simplified texts
contain additional information and certainly not all
types of additional information. In most cases, just
one type is necessary, i.e. for texts of a political
nature, more background knowledge and the rela-
tion between the entities in the text may be more
important for understanding the text. Future work
could investigate on selecting a prompt dependent
on the input text.

Adding new information is not trivial; as can
be seen in Figure 1, making relations more ex-
plicit, for example, can also slightly change the
content of a text. In Figure 1b, segment 9 leaves
some room for interpretation, as ‘disagreeing’ is
not specific, whereas segments 4 to 7 in Figure 1a
make this ‘disagreement’ very concrete. By keep-
ing content more open and vague, it is easier to
stay ‘factual’, showing that it is a fine line between
making relations explicit and staying factual. Over-
all, elaborative or additive simplification remains a
challenging sub-task of automatic simplification.

As shown by our manual evaluation, factuality
and meaning preservation seem to represent sepa-
rate requirements. We therefore advocate for fac-
tuality being included as a separate and additional
evaluation criterion for text simplification, as up
until now faithfulness and factuality seem to have
been used interchangeably in the simplification lit-
erature, and simplifications are often (manually)
evaluated for their meaning preservation (i.e. faith-
fulness). Our experiments have been limited to
fine-tuning and prompting approaches, but experi-
ments which alter the training/fine-tuning paradigm
and loss function could also be promising, as at the
moment ‘most summarization [and simplification]
systems are trained to maximize the log-likelihood
of the reference summary at the word-level, which
does not necessarily reward models for being faith-
ful’ (Maynez et al., 2020).
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A Appendix

A.1 Limitations

In our study we have worked with one fairly homo-
geneous dataset. Different target groups and differ-
ent genres will require different kinds of elaborative
simplification. For example, Wu et al. (2023), find
that definitions are the most common form of elab-
oration; the target group of their dataset is children.
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As parts of our dataset are available online, we do
not know if the data was part of the dataset used to
pre-train Llama-3.

A.2 Hyperparameters
We use an NVIDIA V100S with 32GB VRAM for
training and inference. Our hyperparameters can
be found in Table 8. Note we also ran inference
with a temperature of 0.4; the evaluation metrics
were lower and so we only include the evaluation
of models with this lower temperature.

temperature 0.0001
batch size per device 1

gradient accumulation steps 4
learning rate 3e-5
no. epochs 1

learning rate scheduler type cosine
adam β1 0.9
adam β2 0.95

Table 8: Hyperparameters

A.3 Determining wording for prompts
To determine the wording for the Background and
Relation prompts, we give the following input text
and replace the {text with/out inserted information}
with either a text from our corpus analysis that
has inserted information from the category Back-
ground or Relation, respectively.

system You are a helpful assistant and
help the user to understand texts.
user Can you tell me which text is
simpler? Text 1: {text without inserted
information} or Text 2: {text with
inserted information}
assistant

Example {text with background}, the first sentence
in bold is removed for the {text without back-
ground}:

Energy has become much more expen-
sive in the past year. Many households
are struggling to pay their energy bills.
This is why the Austrian government has
decided to introduce a so-called energy
cost equalisation scheme. Almost all
Austrian households will receive a one-
off payment of 150 euros. Households in
need will receive an additional 150 euros.

This applies, for example, to the unem-
ployed and people who receive benefits
or a very low pension. In this way, the
government wants to prevent households
from falling into hardship in winter. (3-
freitag-28-1-22-b1)
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Abstract

We propose a framework for analyzing dis-
course by combining two interdependent con-
cepts from sociolinguistic theory: face acts
and politeness. While politeness has robust
existing tools and data, face acts are less re-
sourced. We introduce a new corpus created
by annotating Wikipedia talk pages with face
acts and we use this to train a face act tagger.
We then employ our framework to study how
face and politeness interact with gender and
power in discussions between Wikipedia edi-
tors. Among other findings, we observe that
female Wikipedians are not only more polite,
which is consistent with prior studies, but that
this difference corresponds with significantly
more language directed at humbling aspects of
their own face. Interestingly, the distinction
nearly vanishes once limiting to editors with
administrative power.

1 Introduction

Brown and Levinson (1987) (henceforth B&L) in-
troduce an influential theory of politeness based on
the concept of face, which they claim to be cultur-
ally universal. In this theory, face – i.e. the public
image one seeks to claim – is a two-sided coin.
Agents attend to their desire to have their wants
appreciated, which they call positive face, as well
as a complementary desire to act unimpeded and
maintain freedom, which they call negative face.
The face of every agent is ensnared with that of
every other agent – agents cannot have their desires
appreciated if they cannot appreciate the desires
of others. As a result, utterances can raise (+) or
threaten (-) the positive (Pos) or negative (Neg)
face of the speaker (S) or hearer (H).

A face threat or face raising is not a property of
particular linguistic choices, but of communicative
intent. If I want to request information from you,
then I necessarily need to threaten your negative
face, since, if I am successful in communicating

my request to you, I will oblige you to answer
and thus I will restrict your choice of actions. In
B&L’s theory, discourse participants may choose
among various strategies for minimizing threats to
face. These strategies are linguistic strategies (for
example, using hedges), and the choice of strategy
depends on many factors such as cultural conven-
tions and the discourse situation (who is talking to
whom under what circumstances).

Work related to NLP has concentrated on study-
ing linguistic manifestations of politeness (Walker
et al., 1997; Danescu-Niculescu-Mizil et al., 2013)
while largely disregarding the notion of face act.
While B&L are frequently cited, the deep insight
of their theory comes from a complexity which
has been ignored. Their theory is not simply about
politeness, but about how politeness, situated in
the context of rational action, manifests from a
combination of performing face acts to achieve
certain goals and using mitigation strategies to
lessen the impact of face-threatening acts. Danescu-
Niculescu-Mizil et al. (2013) use politeness mark-
ers inspired by B&L strategies as features for a
system which predicts perceived politeness with-
out modeling face acts. Dutt et al. (2020) pre-
dict face acts in isolation from perceived polite-
ness. In this paper, we re-examine the Wikipedia
Talk Pages Corpus (Danescu-Niculescu-Mizil et al.,
2012; Chang et al., 2020) and demonstrate how
bringing face acts and politeness together provides
deeper insight.

We do this by producing an annotation of face
acts on the corpus and training a new model to label
utterances. We then use this tool, along with prior
systems which produce judgements of perceived
politeness, to label roughly 1.3 million sentences
from Wikipedia talk pages. To our knowledge, we
are the first to apply an annotation grounded in
politeness theory to a text corpus of this scale.

The paper is structured as follows. We start with
a review of relevant literature (§2) and present our
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theoretical framework (§3). We then turn to pro-
ducing an annotation of face acts on the Wikipedia
Talk Pages Corpus and building a tagger using this
new dataset (§4). Our framework is then applied
by bringing this new tagger together with existing
tools to re-analyze the corpus, paying special atten-
tion to gender and power (§5). We end by reporting
our conclusions along with a discussion of future
work (§6).

All of the code written, datasets prepared, and
experimental observations made in the course of
this research will be made available on GitHub.1

2 Related Work

The theory of politeness of B&L has found applica-
tions in many fields including sociology, psychol-
ogy, and linguistics. Google Scholar lists nearly
38,000 citations. Curiously, in NLP there has
not been much work building explicitly on B&L.
Danescu-Niculescu-Mizil et al. (2013) concentrate
on one type of face-threatening act (FTA), namely
the negative face-threatening act of a request, and
investigate the strategies used for doing this FTA.
To do this, they use crowd sourcing to rate the
requests on a politeness scale. They develop a
model which predicts the politeness of these re-
quests and use it to study the interactions between
users on Wikipedia and StackExchange. Ziems
et al. (2023) show that fine-tuning on the data
of Danescu-Niculescu-Mizil et al. (2013) substan-
tially outperforms zero-shot approaches.

The face acts (FAs) themselves are the object
of Dutt et al. (2020). In addition to developing a
dataset annotated with FAs, they present a FA clas-
sifier based on a neural architecture they devise on
top of BERT, which achieves 69% F-measure (0.60
macro). As the data involves participants convinc-
ing others to donate to a charity, they also use this
corpus to investigate the relationship between face
acts and persuasion by predicting if a participant
chose to donate. This corpus, which we refer to as
the “CMU Face Acts Corpus” (or “CMU Corpus”
for short) in this paper, is the direct inspiration for
our annotation effort on the Wikipedia data. We dif-
fer from their annotation scheme in some important
details; we present our annotation in §4. In prior
work, we investigated the interaction of intention
(through dialog act tagging) and face acts in the
CMU Corpus (Soubki and Rambow, 2024).

There has been an explosion work in compu-

1https://github.com/cogstates/wikiface

tational social science in general, in which NLP
tools are used to extract relevant signals from large
amounts of data in order to study a social phe-
nomenon, such as changing attitudes towards cer-
tain topics as expressed on social media. For an
overview, see (Edelmann et al., 2020). In the area
of studying how gender and power shape writ-
ten dialogs, there has been some work in NLP.
Working with corporate emails, (Prabhakaran et al.,
2014) find that gender differences become exagger-
ated when looking at individuals with greater so-
cial power; specifically, among people with power,
women behave more differently from men than
when comparing people without power.

Finally, turning to the study of politeness and
gender outside of NLP, there have been some stud-
ies based on manual analysis of collected data, for
example (Herring, 1994; Tannen, 1994; Kunsmann,
2013). For space reasons, we discuss only one ex-
ample in more detail. Kendall (2005), using a fram-
ing approach following (Goffman, 1974), finds that
women in power who “downplay status differences
(...) are exercising and constituting their authority
by speaking in ways that accomplish work-related
goals while maintaining the faces of their interlocu-
tors”. In the terminology of B&L (which Kendall
(2005) does not use), women perform similar face
acts to men but use strategies to mitigate the effects,
which results in women in power appearing more
polite than men in power.

3 Theoretical Framework

In this section we provide a brief summary of rele-
vant concepts from politeness theory as it relates to
our work. Our goal in this paper is to explore how
face acts contribute to the perception of politeness.
For B&L, “face” refers to the public self-image of
agents, and it is a universal component of human in-
teraction. It consists of two complementary facets
(Brown and Levinson, 1987, §3.1, p. 61). (1) nega-
tive face: “the basic claim to territories, personal
preserves, rights to non-distraction – i.e. to free-
dom of action and freedom from imposition.” (2)
positive face: “the positive consistent self-image
or ‘personality’ (crucially including the desire that
this self-image be appreciated and approved of)
claimed by interactants.”

A face act is an intentional communicative act
which inherently interacts with the face of the
speaker and/or addressees (Brown and Levinson,
1987, §3.2, p. 65). Face acts can threaten (-) or
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Face Act Mnemonic Sample Discourse Goals

HNEG- IMPOSITION Requests, commands, questions, offers, promises, ...
HPOS- DISAGREEMENT Criticism, insults, disapproval, ...
HNEG+ PERMISSIVENESS Granting permission, making exceptions, ...
HPOS+ AGREEMENT Seeking common ground, group cohesion, . . .

SNEG- INDEBTEDNESS Thanking, accepting offers or thanks, commitments, ...
SPOS- APOLOGIES Confessions, embarrassment, ...
SNEG+ AUTONOMY Refusing requests, asserting freedoms, ...
SPOS+ CONFIDENCE Self-promotion, signaling virtue, ...

Table 1: Face acts with mnemonic label and examples of discourse goals.

affirm (+) the face; they can be about the speaker’s
face (S) or the hearer’s (H); and they can be about
positive (Pos) or negative (Neg) face. This gives us
eight possible face acts, shown in Table 1, where
we also provide a short mnemonic names which we
will use in this paper, as the terminology of B&L
can be unintuitive.

Face acts are part of a larger sequence of choices
a speaker makes. First, the speaker chooses a dis-
course goal or goals (which may form a hierar-
chy) which will be realized in a speech act (Austin,
1962); then they determine which face acts con-
tribute to the discourse goals; they then choose a
strategy to realize this face act, in conformance
with the cultural norms of their community which
are mutually known by them and the hearer in the
communicative context (age, gender, power differ-
ential of the discourse participants); and finally,
they produce the utterance, which the hearer will
perceive as more or less polite, given the discourse
goal of the speaker, the communicative context, and
the mutually known cultural norms. We see that
the notion of “strategy” plays a crucial role in the
mediation between face act performance and per-
ceived politeness, and B&L devote a large portion
of their study to strategies. Unfortunately, there are
no corpora annotated for face act strategies.2

We emphasize that face acts do not imply per-
ceived politeness (§B). Consider the following ex-
amples from the Wikipedia corpus.

[1] B: Why open a peer review when we are
looking for someone to do the GA review?

2Danescu-Niculescu-Mizil et al. (2012) use a notion of
“strategy” which is defined by a grouping of lexical items that
are assumed to affect the hearer’s perception of politeness.
They can be considered a simple approximation of the notion
in B&L, and in fact helps in predicting politeness. We have
chosen not to use these “stratgeies” (though they are straight-
forward to determine, as they are based exclusively on word
matching), since we would like to address the issue in a more
principled manner in the future.

. .A: Why request a second GA, 3 days after
the first one failed?

[2] A: Hi Plange, any reason why this category
is named differently to the others?

Both utterances are HNEG-/IMPOSITION face acts,
because they impose on the hearer the obligation to
respond. However, (1) rejects the previous question
by B and challenges B, while (2) is just a request
for information, so that (1) is perceived as more
impolite than (2).

It is possible for a single utterance to perform
multiple face acts at once. For example, (1) could
also be seen as DISAGREEMENT, since it entails a
critique of B’s actions. However, Dutt et al. (2020)
observed multi-labeled acts in only 2% of their
data, leading them to consider a single label per
utterance. We make this simplification as well in
the work presented in this paper.

4 Face Act Tagging

In this section we outline the data, modeling tech-
niques, and evaluation measures used in developing
our face act tagger for Wikipedia talk pages.

4.1 Dataset
On Wikipedia, talk pages are used by editors to
coordinate changes and improvements to the ency-
clopedia.3 A variety of social and power dynamics
are at play in these conversations which can range
from discussions of bureaucratic process to heated,
and sometimes personal, conflicts. The Wikipedia
Talk Pages Corpus (Danescu-Niculescu-Mizil et al.,
2012) collects 125,292 exchanges between 38,462
editors resulting in a total of 391,294 posts for anal-
ysis. Unlike the CMU Face Acts Corpus, where
participants are on mostly level ground, editors can
hold administrative privileges or greater notoriety

3https://en.wikipedia.org/wiki/Wikipedia:
Talk_page_guidelines
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within the community, resulting in interactions with
large social distance. Additionally, some editors
self-identify gender on their user page.4 This is de-
sirable in our case as it allows us to study how these
social factors interact with face and politeness.

There can be nested replies in talk pages which
allow for situations where an utterance is not a
reply to the preceding utterance. We do not attempt
to correct for these cases and sort first to preserve
reply structure and then by the time of the post.

4.2 Annotation
Similar to the CMU Corpus, we use the criteria out-
lined by B&L, which serves as our reference. The
CMU Corpus annotation guidelines, as the authors
noted, contain some departures from politeness the-
ory. In particular, the CMU Corpus annotates both
thanking and complimenting as AGREEMENT. In
contrast, B&L analyze thanking and compliment-
ing as INDEBTEDNESS and IMPOSITION, respec-
tively. We choose to remain faithful to B&L, and
in fact assert this to be a critical piece of the theory.
Consider a compliment such as you have a lovely
smile. How is it that a compliment can be taken so
poorly by the addressee if the speaker is not risking
anything? They are often very risky social acts
because the speaker assumes they are among the
people their addressee wishes to be complimented
by; a very imposing assumption. Thanking, on the
other hand, can be seen as an exchange of currency.
Similar to writing an IOU, the speaker offers a to-
ken of their freedom to the addressee. We note that
we expect future versions of face act annotations
to annotate multiple face acts at once, which may
resolve this difference between the CMU Corpus
annotation style and ours.

We randomly selected 200 conversations from
the WikiTalks data for manual annotation. As the
posts contain multiple sentences, each with the pos-
sibility of their own face act, we segment the sen-
tences prior to annotation using spaCy (Honnibal
and Johnson, 2015). To reduce errors in segmenta-
tion, we scrubbed hypertext tags and masked any
remaining urls. This resulted in 1850 sentences.
We will refer to these basic units of annotation as
“utterances” in the following sections. Two of the
authors annotated the 1850 utterances for face acts.
We examined 100 utterances labeled by both an-
notators and computed a Cohen’s Kappa of 0.69
which indicates moderate to substantial agreement.

4https://en.wikipedia.org/wiki/Wikipedia:
User_pages

4.3 Modeling
We model face act tagging as a text classifica-
tion task. Given a sequence of n utterances
S = [t1, t2, . . . , tn], we wish to assign a label
y ∈ Y where Y represents a set containing the
8 possible face acts and one additional label for
no face act. Recently, many classification tasks
have achieved stronger results using parameter effi-
cient fine-tuning methods of larger models rather
than full fine-tuning smaller ones (Hu et al., 2022;
Dettmers et al., 2024). We adopt this approach and
use Llama-3-8B (AI@Meta, 2024) and LoRA with
Int8 quantization (Dettmers et al., 2022) for fine-
tuning.5 Details of the configuration are given in
Appendix A.

4.4 Data Representation
While fine-tuning approaches unify many aspects
of the model design, they present challenges when
it comes to determining effective input and output
representations.

We provide the models an input which contains
an utterance prefixed with the Wikipedia username
of the discourse participants,6 along with previous
utterances as context. Each utterance is followed
by a newline character. We give an example with
two lines of context, though in our experiments we
use more, as discussed just below.

[Input]
Jossi: I will.
Jossi: Just play nice, that is all I ask.
Kelly: What’s that supposed to mean?

[Output]
hpos-

The target output is a distribution where the high-
est probability is given to the correct label for the
final utterance of the input text, in this case HPOS-
(DISAGREEMENT). We experimented with differ-
ent output formats, and found they do not make
much of a difference. In our experiments we no-
ticed context to be a critical factor with the optimal
size varying by model. Llama 3 performed best
with a size of four, for a total of five utterances. As
there are no previous turns for the first four turns
in each dialog, those examples are provided in a
similar format containing only three, two, one or
no lines of context.

5Our choice of Llama-3 was informed by a preliminary set
of experiments in which a variety of pre-trained models and
methods were were examined on single seed runs.

6We note that the Wikipedia usernames shield the actual
identity of the discourse participant, and that the Wikipedia
username is public.
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Figure 1: Frequency of face acts for admins and non-admins.

4.5 Experimental Setup And Evaluation

We perform all experiments using five-fold cross
validation and the evaluation metrics are averaged
across all five folds. We evaluate model perfor-
mance using F-measure for each of the nine classes
as well as micro and macro F-measure aggregated
over all labels. We performed hyperparameter tun-
ing, and report metrics only for the best model.

4.6 Results

The results of these experiments are reported in
Table 2. We achieve a micro-averaged F1 of 0.68
(average across five folds). Since the task is, with
the exception of some nuances (§4.2), identical to
the CMU Face Acts Corpus we also tried continued
training on the CMU Face Acts Corpus, but this
did not improve performance. We suspect this is
due to the difference in genre and slight change in
annotation procedure, which results in a different
distribution of labels between the two datasets.

5 Application and Analysis

We apply our new face act tagger along with the po-
liteness scores provided by ConvoKit (Chang et al.,
2020) to study the interactions of face and polite-

Micro 0.68
Macro 0.51

IMPOSITION 0.73
DISAGREEMENT 0.56
PERMISSIVENESS 0.40
AGREEMENT 0.58

INDEBTEDNESS 0.80
APOLOGIES 0.56
AUTONOMY 0.04
CONFIDENCE 0.14

NONE 0.76

Table 2: Mean F1 across all folds of our annotation.

ness over the entire Wikipedia Talk Pages Corpus.
Our face act tagger is trained using our entire an-
notation (§4.2) before applying it to the Wikipedia
data. This produces roughly 1.3 million sentences
labeled with face acts and perceived politeness. We
note that the politeness scores are obtained for the
entire turn, as this is what the perceived politeness
model is trained on, while face acts are tagged by
sentence to allow for greater granularity.

In our analysis of politeness we investigate how
polite (magnitude) editors are perceived to be by
looking at their scores and how often that occurs
(frequency) by considering the proportion of ut-
terances in the top 25% of politeness scores. For
face acts, we compare the overall distribution (fre-
quency) of labels. Statistical significance is calcu-
lated using the Mann-Whitney U test. This analysis
was also performed on only the human annotated
portion of the data and the trends remained consis-
tent. We report results on the entire corpus.

5.1 Admin Differences

On Wikipedia, editors with administrative status
wield significant power in the community including
the ability to block or unblock users by IP address
and delete or restore pages. This increased sta-
tus is known to be recognized in the community
(Danescu-Niculescu-Mizil et al., 2012; Burke and
Kraut, 2008; Leskovec et al., 2010) which endows
editors with these powers through public elections.
We note that politeness theory anticipates speakers
with greater social power than their addressee to
more often select strategies that reduce ambiguity
and lengthiness. This means opting to perform face
threatening acts more often (as opposed to avoiding
them all together) and mitigating them through the
trade-offs of strategies less often, which one would
expect to correspond with a perception of being
less polite overall.

We divide utterances by their politeness score
into the polite utterances (top 25%), neutral (next
50%) and impolite (bottom 25%). When compar-
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Figure 2: Frequency of face acts by editor experience

ing politeness between admins and non-admins
we see the same trend as observed by Danescu-
Niculescu-Mizil et al. (2013). Utterances pro-
duced by editors with administrative privileges
(“admins”) are not more often impolite, however
they are significantly (p < 0.001 using the Mann-
Whitney U test) less frequently polite, with a mean
score difference of 3. Additionally the frequency
by which admins produce polite posts is also sig-
nificantly (p < 0.001) lower resulting in messages
which are deemed polite 5% less often compared
to non-admin editors.

When looking at the distributional differences
in face acts by adminship (Figure 1) this decrease
in politeness corresponds with small, but salient
variations. Admins are significantly (p < 0.001)
less likely to express INDEBTEDNESS (e.g.
thanking, accepting offers) and APOLOGIES (e.g.,
admitting mistakes, confessions). Though admins
produce more utterances labeled AGREEMENT

(e.g. appreciation, seeking common ground,
group cohesion), their AGREEMENT utterances
are significantly (p < 0.001) less often (−4%
absolute) perceived as polite compared to AGREE-
MENT utterances by non-admins. Similarly, while
non-admins do more IMPOSITION (e.g. issuing
commands, making requests), their IMPOSITION

utterances are significantly (p < 0.05) more
often (+3% absolute) taken politely compared to
IMPOSITION utterances by admins.. This shows,
as we anticipated, that face acts do not imply
politeness, contrary to possible intuition.

5.2 Experience Differences

We explore whether the experience and productiv-
ity of the editor is another means to achieve in-
creased social power without the explicit additional
privileges the “admin” title confers. To investigate
this we categorize users by the number of edits
they have made and label users in the top and bot-
tom quartiles “experienced” and “inexperienced”,
respectively.

Politeness

Experienced Admin 0.34†

Experienced Non-Admin 0.36†

Inexperienced Admin 0.38†

Inexperienced Non-Admin 0.40†

Table 3: Mean politeness scores for difference admin
types. All differences are found to be significant using
the Mann-Whitney U test with p < 0.001.

Inexperienced Experienced

Impolite 0.07 0.07
Polite 0.35‡ 0.28‡

Table 4: Proportion of turns classified as (im)polite by
editor experience level. ‡ indicates significance with
p < 0.0001 using the Mann-Whitney U test.

We observe similar trends in politeness among
experienced editors (Table 4) to that of admins,
with turns by experienced editors being labeled
polite 7% less often relative to inexperienced edi-
tors. When looking at the differences in face acts
(Figure 2) we note that there are ways in which new-
comers behave like experienced Wikipedians such
as a willingness to the face act DISAGREEMENT.
However, like admins, experienced users are signif-
icantly (p < 0.001) less likely to express INDEBT-
EDNESS or APOLOGIES. Unlike when comparing
by admin status, we find that experienced admins
are significantly (p < 0.001) less likely to interact
with face all together (more labeled NONE).

We now investigate how experience interacts
with admin status. As expected, experience is cor-
related (r = 0.37) with adminship with nearly half
of all admins landing in the top quartile of editors
by edit count. We find admins in the top quartile by
edit count are significantly (p < 0.001) less polite
than the bottom quartile. Additionally, intersecting
experience with admin status (Table 3) finds a spec-
trum. Experienced admins are the least polite but
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Figure 3: Frequency of face acts by gender.

experienced non-admins are less polite than inex-
perienced admins. This indicates that these factors
are additive in their contribution to social power.

5.3 Gender Differences

Some editors self-identify their gender on their user
page allowing us to study communicative differ-
ences along this axis as well. Prior work found
female Wikipedians to be generally more polite
(Danescu-Niculescu-Mizil et al., 2013) which is
consistent with studies in several domains. We also
observe this, with utterances by women scoring
more polite (+5, p < 0.001), more often (+7%,
p < 0.0001).

When comparing the distribution of face acts
(Figure 3) we see several disparities that the polite-
ness scores alone do not convey. In general, the
NONE category is lower for women, i.e. female
Wikipedians are more likely, and perhaps more
willing, to interact with face in their utterances.
When doing so, they humble their own positive
face (APOLOGIES, e.g. admitting mistakes, making
confessions, accepting compliments) and their own
negative face (INDEBTEDNESS, e.g. thanking, ac-
cepting apologies) more often than men. This self-
deference is accompanied by fewer impositions on
their addressee’s face (IMPOSITION, e.g. requests,
commands, insults, criticism) and more attention to
the hearer’s own wants (AGREEMENT, e.g. seeking
common ground, showing respect). Unlike when
looking at admins, these AGREEMENT utterances
are less frequently judged to be impolite. These
trends have been observed in various prior studies
(Lakoff, 1973; Prabhakaran and Rambow, 2017;
Herring, 1994).

5.4 Intersectional Differences

We have seen that male Wikipedians are less polite,
more distant with regards to face, and more likely
to express IMPOSITION (§5.3). Similarly, much of
the same is true when comparing admins to non-
admins (§5.1). How do these factors interact? As

Male Female

Non-Admin‡ 0.37 0.43
Admin 0.34 0.35

Inexperienced‡ 0.41 0.43
Experienced‡ 0.34 0.42

Table 5: Mean politeness scores by experience and ad-
min status compared across gender. ‡ indicates signifi-
cance with p < 0.0001 using the Mann-Whitney U test
when comparing across gender.

mentioned in §2, previous work in other domains
has found gender differences to become exagger-
ated in the communication patterns of individuals
with power. One might expect a similar trend to
hold on Wikipedia.

When comparing politeness across both gender
and administrative status (Table 5), we find that
this does not appear to be the case. While women
admins are more polite (magnitude) than male ad-
mins, the difference is not significant (p > 0.1).
Meanwhile, their non-admin counterparts are sig-
nificantly more polite than non-admin men (+6,
p < 0.0001). Among non-admin editors, women
produce utterances in the top quartile of politeness
10% more often than men, while this reduces to
just 1% when comparing admins across genders.

Overall the distribution of face acts (Figure 4)
between male and female admins is similar to that
of non-admins (the red lines for admins and blue
lines for non-admins in Figure 4 are in the same
direction), except that the difference between men
and women is reduced (the red lines are shorter
than the blue lines).There is one striking excep-
tions: among non-admins, men make many more
IMPOSITION (e.g., making requests, issuing com-
mands) face acts than women, but this difference
disappears for admins (and in fact women perform
IMPOSITION utterances slightly more frequently
than men). We note that IMPOSITION is the face
act that becoming an admin specifically entitles the
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Figure 4: Differences between relative usage of face
acts by gender, broken down by non-admins (blue) and
admins (red); lines to the right (left) indicate that women
(men) perform the face act more often

editor to perform: admins have the right to request
changes (and that changes be undone). We spec-
ulate that female admins specifically make use of
their socially sanctioned power, while men perform
IMPOSITION acts even when having no specific
admin authority. In summary, admin privileges
maintain but substantially lessen the previously ob-
served gender differences in politeness and face.
Put differently, female admins behave more like
men (whether admins or not), which we also saw
in the politeness scores (Table 5).

We now turn to the intersection of gender and
experience. Here, we see a strikingly different
result. For all conditions (non-admin, admin, inex-
perienced, experienced), women are more polite.
However, we see from Table 5 that men become
more impolite as they become experienced, while
this is not the case for women: there is no signif-
icant change in their politeness as they become
experienced. The only exception is for women who
become admins (who are, often, experienced), who
behave as men do. Put differently, experience and
the official power designator of “admin” do not
function in the same way across gender: for men,
both result in less politeness, but for women, only
the “admin” title does.

When looking at face acts (Figure 5), we see
that for some categories the differences between
men and women are reduced with experience (the
orange bars are shorter than the green bars). How-
ever, a notable exception is for INDEBTEDNESS,
for which we see a large increase in the difference

Figure 5: Differences between relative usage of face
acts by gender, broken down by inexperienced (green)
and experienced (orange) users; lines to the right (left)
indicate that women (men) perform the face act more
often

between men and women, and in fact a flip in which
gender performs it more often. When looking at the
absolute numbers (not shown in the table), we can
see why: women do not change the frequency of
their INDEBTEDNESS utterances at all as they gain
experience, while men decrease their frequency of
INDEBTEDNESS utterances from 12.3% to 9.8% of
their utterances. This decrease is a major contribu-
tor to the decrease in politeness among experienced
men (but not among experienced women). We ex-
tend our previous interpretation by speculating that
experienced women do not feel they have a so-
cially sanctioned position of power, and/or men
experience a decrease in social distance towards
other Wikipedians as they become more experi-
enced, while women do not.

6 Conclusion and Future Work

We identify an optimized method for training face
act taggers using fine-tuning on LLMs, contribute
a new corpus annotated for face acts, and make
available a pre-trained model for use on Wikipedia.
Through several methods of analysis we demon-
strate the usefulness of examining perceived polite-
ness in combination with face acts by reporting a
number of findings based on their interaction. In
future work we plan to allow multiple face acts per
utterance (including for the same segment), and to
incorporate the strategy (as conceived of by B&L)
more explicitly into our modeling framework.
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Limitations

The principal scientific limitation of this work is
that we could only consider three aspects of the
larger model of B&L: face acts, the communicative
setting (gender and power), and perceived polite-
ness. The major missing elements in the full frame-
work include intention, communicative intention,
social norms, and strategies. We intend this paper
to be a first step towards a fuller implementation
of an explicit cognitive theory of communication
which involves all of the mentioned elements.

The experiments for this work were performed
using computational resources that are not, in gen-
eral, freely available. In part due to these compu-
tational requirements, but also a result of minimal
data, we were not able to evaluate the techniques
on additional languages and acknowledge the limi-
tations this places on extending our results to other
cultures. We also note along similar lines that while
Brown and Levinson (1987) claim their theory of
politeness to be culturally universal, this claim has
been contested – most notably for eastern cultures
(Al-Duleimi et al., 2016). As discussed in detail
above, taking utterances to have a single face act
or intent is a critically limiting assumption which
lends some uncertainty to our conclusions.

We note that while many of the linguistic dif-
ferences observed were consistent across multi-
ple rounds of analysis and significant using the
Mann-Whitney U test, the effect sizes were gener-
ally small. The conclusions should be interpreted
with that in mind.

Ethics Statement

Despite an analysis of the errors, we cannot ver-
ify the safety of this system in any user-oriented
context and therefore do not recommend such uses
without further study. While we do not produce
any datasets directly from human annotations, we
do use several datasets which were, to the best of
our knowledge, compiled ethically. As the primary
object of study in this work is the relationship be-
tween politeness and language, we do not anticipate
broad risks to its application.
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A Configuration Details for Experiments

For all experiments we fine-tune Llama-3-8B on
each of the five cross-validation folds with a batch
size of 1 and no gradient accumulation steps. The
AdamW optimizer is configured with a learning
rate of 2e-5, weight decay of 0, and epsilon of 1e-8.
As the cross-validation preparation does not con-
tain a development set to conserve data, we train
for a fixed 10 epochs. We configure LoRA with
α of 16, dropout of 0.1, and r of 64. Since r is
somewhat large, we observed slightly better results
using rank-stabilization which scales adapters dur-
ing forward passes by a factor of α/

√
r, instead

of the typical α/r (Kalajdzievski, 2023). These
parameters were arrived at through a run of hyper-
parameter tuning experiments.
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B Supplementary Correlation Analysis

This analysis was performed based our model (§4)
output on the Wikipedia Talk Pages Corpus. Aside
from INDEBTEDNESS (e.g. thanking, commit-
ments, accepting offers), DISAGREEMENT (e.g.
criticism, insults, disapproval), and NONE (avoid-
ing face altogether) the correlations have fairly low
magnitude (absolute value less than 0.1).

Politeness Impoliteness

IMPOSITION 0.01 0.05
DISAGREEMENT -0.11 0.18
PERMISSIVENESS -0.01 0.01
AGREEMENT 0.03 -0.04

INDEBTEDNESS 0.31 -0.25
APOLOGIES 0.04 -0.07
AUTONOMY 0.00 -0.01
CONFIDENCE -0.01 -0.01

None -0.17 0.06

Table 6: Pearson’s correlation coefficients between po-
liteness scores and face acts.
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Abstract

Reference resolution is an important problem,
one that is essential to understand and success-
fully handle contexts of different kinds. This
context includes both previous turns and con-
text that pertains to non-conversational entities,
such as entities on the user’s screen or those
running in the background. While LLMs have
been shown to be extremely powerful for a va-
riety of tasks, their use in reference resolution,
particularly for non-conversational entities, re-
mains underutilized. This paper demonstrates
how LLMs can be used to create an effective
system to resolve references of various types,
by showing how reference resolution can be
converted into a language modeling problem,
despite involving forms of entities like those
on screen that are not traditionally conducive
to being reduced to a text-only modality. We
demonstrate large improvements over an ex-
isting system with similar functionality across
different types of references, with our small-
est model obtaining absolute gains of over 5%
for on-screen references. We also benchmark
against GPT-3.5 and GPT-4, with our smallest
model achieving performance comparable to
that of GPT-4, and our larger models substan-
tially outperforming it.

1 Introduction

Human speech typically contains ambiguous refer-
ences such as "they" or "that", whose meaning is
obvious (to other humans) given the context. Being
able to understand context, including references
like these, is essential for a conversational assis-
tant that aims to allow a user to naturally commu-
nicate their requirements to an agent, or to have
a conversation with it (Luger and Sellen, 2016;
Ljungholm, 2021). In addition, enabling the user
to issue queries about what they see on their screen
is a crucial step in ensuring a true hands-free ex-
perience in voice assistants. For instance, consider

* Equal contribution

the following interactions between a user and an
agent shown in Table 1.

Table 1: Sample Interactions between a user and an
agent.

Speaker Dialogue

User Show me pharmacies near me
Agent Here is a list I found.
Agent ... (list presented)
User (eg 1) Call the one on Rainbow Rd.
User (eg 2) Call the bottom one.
User (eg 3) Call this number (present onscreen)

Here, it is immediately apparent that it would
not be possible for the Agent to understand or com-
plete the user’s query without the ability to use and
comprehend context. It also stands to reason that
there are multiple types of context that are neces-
sary to handle user queries: conversational context,
on-screen context, and background entities.

Recent Large Language Models (LLMs)
(Stammbach et al., 2022; Touvron et al., 2023;
Santhanam et al., 2022; Dettmers et al., 2023)
have often enabled end-to-end experiences, perhaps
even obviating the need of a traditional multi-stage
pipeline that includes reference resolution (Khatri
et al., 2018). There are, however, still several real-
world cases where a pipeline is valuable, perhaps
even essential, and an end-to-end approach falls
short. First, when a framework runs completely
on-device (for example, for privacy and efficiency
reasons) on a system such as a smartphone that
has relatively limited computing power, due to the
low-power nature of the system and latency con-
straints, using a single, large, end-to-end model is
infeasible: using a single LLM for this task would
usually require the use of a large model with long
prompts for true end-to-end experiences (Wei et al.,
2022). Second, consider the case when the model
has to integrate with APIs, has to consume informa-
tion from components upstream, or has to provide
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information to be consumed downstream: while
in these cases it is possible to have an end-to-end
approach having the LLM write API calls (Patil
et al., 2023; Qin et al., 2023), this often requires a
large language model and a complete overhaul of
existing pipelines, which might be cumbersome or
completely infeasible. Third, the use of a focused
model would allow for an existing reference resolu-
tion module to be swapped with improved versions
in a transparent way, while providing improved
ability to hill-climb and improved interpretability,
by virtue of the system being modular. Finally, for
the task under consideration in this paper, reference
resolution does not include solely conversational
references, but also includes the ability to refer-
ence an on-screen and/or a background entity that
is part of what the user currently perceives in their
interaction with a device, but has not been a part
of the conversational history that results from their
direct interaction with the virtual agent in question.
There thus continues to be utility in exploring "tra-
ditional" NLP tasks such as reference resolution,
despite some of the larger language models being
able to handle them implicitly. In this work, we
thus advocate the use of (relatively) smaller lan-
guage models, but fine-tuned for specifically and
explicitly for the task of reference resolution.

Along similar lines, relying on language model-
ing alone (Bajaj et al., 2022; Patra et al., 2022;
Zheng et al., 2023) has recently shown great
promise in being able to handle a variety of tasks
(Wang et al., 2018, 2019; Hendrycks et al., 2020;
Wei et al., 2021; Chung et al., 2022), such as causal
reasoning, linguistic acceptability, question answer-
ing, textual entailment and even coreference res-
olution: Using Language Models (LMs) does ex-
ceedingly well on tasks that can be modeled in
a sequence-to-sequence fashion. However, the
biggest challenge with adopting this technique for
the general reference resolution task in the context
of a voice assistant lies in resolving references to
entities on the screen and using their properties, in
other words, getting the LM to, informally speak-
ing, “see”. In particular, it is non-obvious how
to encode entities on a screen in a manner that is
conducive to being resolved by an LM, while also
being consistent enough with how conversational
entities are encoded to enable the LM to success-
fully perform reference resolution on both types of
entities.

In this work, we propose reconstructing the
screen using parsed entities and their locations

to generate a purely textual representation of the
screen that is visually representative of the screen
content. The parts of the screen that are entities
are then tagged, so that the LM has context around
where entities appear, and what the text surround-
ing them is (Eg: call the business number). To the
best of our knowledge, this is the first work using a
Large Language Model that aims to encode context
from a screen.

2 Realated Work and Motivation

While traditional reference resolution systems have
explored conversational and visual/deictic refer-
ences in great depth (Kottur et al., 2018; Schwartz
et al., 2019; Kang et al., 2019), resolving on-screen
references is a domain that has been relatively
under-explored. However, as shown above, con-
versational agents on a mobile device need to un-
derstand references to the screen, and to support
such experiences, to be truly natural. On screen
references differ from visual and deictic references
for several reasons: they tend to be more struc-
tured and highly textual, which enables the use of
a lighter model to treat this as a text-only problem
without a visual component; further, user queries
around on-screen elements often tend to be more
action-oriented rather than QA based; finally, they
use synthetic screens rather than natural real-world
images, which are much easier to parse, but whose
distribution completely differs from that on which
larger pre-trained image-based systems (such as
CLIP (Radford et al., 2021)) tend to be trained.
Further, jointly being able to perform conversa-
tional and on-screen reference resolution has been
even less explored, with prior work often focusing
on images and graphics (Willemsen et al., 2023),
or UI elements (You et al., 2024).

Vision transformers (Dosovitskiy et al., 2020;
Touvron et al., 2021; Liu et al., 2021; Yu et al.,
2021) and other pre-trained models have recently
gained prominence as a popular first step in tasks
that require visual understanding. However, these
tend to be trained on natural, real-world images
rather than screenshots of on-screen layouts, which
have a very different distribution. In addition, these
can be extremely expensive to (pre-)train, requiring
a very large number of images and several hun-
dred GPU hours (or more). Further, they tend
to not perform as well on images heavily embed-
ded with text, and dedicated textual understanding
approaches (Xu et al., 2020, 2021; Hwang et al.,
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2021a,b; Hong et al., 2022) tend to heavily rely on
multiple modules such as bounding box detection
and OCR while also relying on good image quality.
Joint vision+text models are also substantially more
expensive with respect to parameters and compu-
tational cost. Finally, these models would need to
parse text to be able to perform function (Eg: “call
the business number” needs to extract the number
associated with the business landline from the raw
image), a process which can be complex and com-
pute intensive when bearing in mind that the under-
lying text and its location on the screen has been
referred by the system, and as a consequence can be
relatively easily extracted without large, complex
models.

The most closely related work which we are
aware of, and which we consequently use as our
baseline, is that of Ates et al. (2023), an exten-
sion of Bhargava et al. (2023) which deals purely
with on-screen references; however, it suffers from
several drawbacks, which we address in this work.
First, these approaches rely on a dedicated “Cate-
gory module” to deal with type-based references.
This module often requires manually on-boarding
entities every time a new type is created (a com-
mon occurrence in voice assistants, as the sup-
ported functionality of the assistant is expanded
over time). In addition, such modules often treat
each type as distinct, with the similarity of differ-
ent types ignored. This, in turn, leaves on the table
the potential positive transfer that could have hap-
pened between semantically related classes (such
as “phone number” and “contact”) when data is
added for one of those classes. This approach is
thus difficult to scale to new entity types and use
cases. Second, these systems rely on the use of
hand-crafted rule-based textual overlap features,
which require heavy feature engineering and tend
not to be robust. In addition, these heuristics often
do not account for semantic similarity, and are not
able to encode real-world understanding or com-
monsense reasoning. Finally, these methods ef-
fectively classify how related each entity is to the
query in question independently of all other entities
and later threshold them, whereas our current ap-
proach directly picks out the most relevant option
(or options), while also allowing for no entities to
be relevant. Our approach thus additionally has
the advantage of removing the reliance on a set
threshold, while also providing all the functionality
supported in the previous approaches.

3 Task

We formulate our task as follows: Given relevant
entities and a task the user wants to perform, we
wish to extract the entity (or entities) that are perti-
nent to the current user query. The relevant entities
are of 3 different types:

1. On-screen Entities: These are entities that are
currently displayed on a user’s screen

2. Conversational Entities: These are entities rele-
vant to the conversation, which predominantly
include those that come from a previous turn.
For example, let’s say that the first turn of the
user is “Call Mom.”, which is an unambiguous
turn that uses a contact called Mom. Shortly
after, if the user says “Text her”, the reference
“her” needs to be resolved to the contact for
“Mom” that was brought up in the previous turn;
this contact is thus a conversational entity. An-
other example might involve an interaction in
which the user requests for a list of places or
alarms to choose from (or the agent presents one
for a user turn such as “Show me pharmacies
near me”); each item in this list then becomes a
conversational entity for subsequent turns.

3. Background Entities: These are relevant entities
that come from background processes that might
not necessarily be a direct part of what the user
sees on their screen or their interaction with
the virtual agent; for example, an alarm that
starts ringing or music that is playing in the
background.

We pose the task of reference resolution as a mul-
tiple choice task for the LLM, where the intended
output is a single option (or multiple options) from
the entities shown on the user’s screen. In some
cases, the answer could also be "None of these", in
which case the model needs to predict “0”.

To evaluate this task, we check if the predicted
set of options matches the ground truth set; in other
words, we allow the model to output the relevant
entities in any order, i.e. if the Ground Truth is
entities 8, 7, and 4, then we accept any permutation
of these three correct entities while evaluating the
performance of the model.

Note that as in Ates et al. (2023); Bhargava et al.
(2023), we assume that entities along with their
types come in from an upstream system (for exam-
ple, through a mechanism involving entity pullers
which are able to extract entities in a high recall
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manner or through a donation from a device app,
as in Aas et al. (2023)).

4 Datasets

Our datasets comprise data that was either syntheti-
cally created, or created with the help of annotators.
Each data point contains the user query and a list of
entities, along with the ground-truth entity (or set
of entities) that are relevant to the corresponding
user query. Each entity, in turn, contains infor-
mation about its type and other properties such as
the name and other textual details associated with
the entity (the label and time of an alarm, for ex-
ample). For data points where relevant on-screen
context exists, this context is available in the form
of the bounding box of the entity, and the list of ob-
jects surrounding it along with properties of these
surrounding objects such as their types, textual con-
tents and locations. Note that our data collection
follows that of Bhargava et al. (2023); Ates et al.
(2023); we present an overview here and direct the
interested reader to the aforementioned papers for
a more detailed description. Note also that each
dataset below is somewhat representative of one of
our tasks of interest (with our synthetic data bucket
being used for both conversational and background
entity resolution).

Table 2: Dataset Sizes (Train Set and Test Set)

Dataset Train Test

Conversational 2.3k 1.2k
Synthetic 3.9k 1.1k
On-screen 10.1k 1.9k

4.1 Conversational Data

In this case, data is collected for entities that are
relevant to the user interaction with the agent. To
do this, annotators are shown sample conversations
between a user and an agent with synthetic lists
of entities provided, and asked to provide queries
that unambiguously reference an arbitrarily picked
entity in the aforementioned synthetic list. Anno-
tators might thus be provided with a synthesized
list of businesses or alarms and asked to refer to a
particular entity within that list.

For example, the annotator might be shown a
list of businesses that are synthetically constructed,
and then asked to refer to a specific one in the list
provided; for instance, they might say “Take me to

the one that’s second from the bottom” or “Call the
one on Main Street”.

4.2 Synthetic Data
Another approach to obtain data is to rely on syn-
thetic data from templates. This approach is partic-
ularly useful for type-based references, when the
user query and the entity type are sufficient to re-
solve the reference, and descriptions are not relied
upon. Note that the synthetic nature of this dataset
does not preclude it from containing datapoints in
which multiple entities can be resolved to a given
reference: for example, for the query “play it”, “it”
can be resolved to all entities of both the types
“music” and “video”.

The pipeline used to generate the synthetic data
comprises of two parts: a set of templates and a
list accompanying each template. The first part, a
“language template”, contains different variations
of queries that can be used for targeted cases, with
slots present that can be filled pragmatically from
those defined in the “slot list”. The second, a “slot
list” accompanying the aforementioned template,
includes mentions and other possible slot values
(often comprising of named entities that aren’t men-
tions, or other slots that can take a large number
of possible values such as date-times) if necessary.
The slot list also contains the ground truth entity
(or entities) that the mentions listed, when filled
into the language template, could resolve to.

The data generation pipeline then takes the lan-
guage template and slot list, and uses them to gen-
erate the possible queries. It does this by sub-
stituting corresponding values from the slot lists
into the language templates to obtain fully formed
user queries. The corresponding synthetic data is
formed by using these queries and the ground truth
entities present in the slot list, and adding in enti-
ties of other types into the data to serve as random
negatives.

For example, a given language template might
consist of phrases like “share [mention] with
[name]” and “send [mention] to [name] please”.
The corresponding slot list might have “[men-
tion]” mapping to “this address” and “that address”,
“[name]” mapping to various person names, and
the ground truth entity tagged as “email address”
and “physical address”. The pipeline then gener-
ates queries like “share that address with Mom”
with “email address” and “physical address” enti-
ties marked as possible ground truth entity types,
and entities of other types marked as negative.
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(a) Screenshot example used
in first annotation project

(b) Screenshot example used
in second annotation project

Figure 1: Sample screenshots used in the annotation of
on-screen data. The data was annotated in a two-step
process, as described in Section 4.3.

4.3 On-screen Data

As in Bhargava et al. (2023), screen data were col-
lected from various web pages where phone num-
ber, e-mail and/or physical address information
exist. Our on-screen data annotation comprised
of a two-phase process. The first phase was used
to obtain queries based on the screens shown, and
the second one was for identifying the entities and
mention for the given query. In the first grading
project, annotators were given a screenshot (Fig-
ure 1a) with green and red boxes, and were asked
to classify the green boxed data into one of the
entities such as phone number, email address, etc.
Then, annotators were then asked to provide three
unique queries for the green boxed data.

In the second annotation project (Figure 1b),
queries collected in the first step were shown to
annotators one by one with their corresponding
screenshots (but this time, without the bounding
boxes), and with all the screen entities as a list.
The annotators were asked if the query contains a
mention to one of the given visual entities, and if
the query sound natural. They were also asked to
provide the entities from the list that were referred
to in the given query, and to tag the part of the
query referring that entity.

5 Models

We compare our proposed model ReALM, de-
scribed in detail in Section 5.3 below, with two
baseline approaches: one based on the reference re-
solver proposed in MARRS (Section 5.1), which is
non-LLM based, and one based on ChatGPT (both
GPT-3.5 and GPT-4; Section 5.2).

Show me Pharmacies
near me

Which one?
Walgreens
225 Rainbow St, San Jose,
 CA 94088

CVS
105 E El Camino Real, Sunnyvale,
 CA 94087

Qwark
1287 Hammerwood Ave, Sunnyvale,
 CA 94088

Call the one on Rainbow
St.

(a) Conversational User Turns

Your New Home

Steven Realtors Inc.

Trusted by over 5 million
proud homeowners

Contact Us

Mon - Fri

(206) 198-8699

Sat - Sun

(206) 198-8672

(b) Onscreen Capture

Figure 2: Technical diagrams representing user turns
with a conversational assistant in (a), and a user
screen in (b). Shaded rectangles represent various ele-
ments shown on the screen detectable by screen parser-
extractors.

5.1 MARRS
As a baseline, we compare against the system
proposed in Ates et al. (2023), in turn a varia-
tion of Bhargava et al. (2023), both of which are
non-LLM based approaches. While the latter ap-
proach focuses on on-screen entities, MARRS ex-
tends it to conversational and background entities
as well. For our baseline comparison, we trained a
re-implementation of this system with the datasets
described in Section 4, which includes conversa-
tion, on-screen and synthetic data. Note that in
contrast to our approach, which uses a generic off-
the-shelf LLM, this baseline we compare against
was specifically designed for the task of reference
resolution.

5.2 ChatGPT
As another baseline, we run the GPT-3.5 (Brown
et al., 2020; Ouyang et al., 2022) and GPT-4
(Achiam et al., 2023) variants of ChatGPT, as avail-
able on 2024-01-24, with in-context learning. As
in our setup, we aim to get both variants to predict
a list of entities from a set that is available. In the
case of GPT-3.5, which only accepts text, our in-
put consists of the prompt alone; however, in the
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case of GPT-4, which also has the ability to con-
textualize on images, we provide the system with
a screenshot for the task of on-screen reference
resolution, which we find helps substantially im-
prove performance. Note that our ChatGPT prompt
and prompt+image formulation are, to the best of
our knowledge, in and of themselves novel. While
we believe it might be possible to further improve
results, for example, by sampling semantically sim-
ilar queries up until we hit the prompt length, this
more complex approach deserves further, dedicated
exploration, and we leave this to future work.

5.3 Our Approach

In this section, we provide examples of conver-
sational and onscreen reference resolution tasks,
followed by how we prompt the model to resolve
the same.

We use the following pipeline for fine-tuning an
LLM (a FLAN-T5 model (Chung et al., 2022)) in
our case. We provide the parsed input to our model,
and finetune it. Note that unlike for the baseline,
we do not run an extensive hyperparameter search
on the FLAN-T5 model, sticking to the default
fine-tuning parameters.

Select which among the following entities, if any, are re-
quired to understand the user request below. Output 0 if
none of the entities are relevant.
User request: Call the one on Rainbow St
User Entities:
0. None
1. Type: Local Business | Name: Walgreens | Address: 225
Rainbow St, San Jose CA 94088
2. Type: Local Business | Name: CVS | Address: 105 E El
Camino Real, Sunnyvale, CA 94087
3. Type: Local Business | Name: Qwark | Address: 1287
Hammerwood Ave, Sunnyvale, CA
Relevant entity:

Select which among the following entities, if any, are re-
quired to understand the user request below. Output 0 if
none of the entities are relevant.
User request: Save the phone number at the bottom-right
Screen:
Your New home!
Steven Realtors Inc.
Trusted by over 5 million
Proud homeowners
Contact Us
Monday - Saturday -
Friday Sunday
{{1. (206) 198 1999}} {{2. (206) 198 1699}}
Relevant entity:

Each data point consisting of a user query
and the corresponding entities is converted into
a sentence-wise format that we can feed to an LLM

for training. Examples of the input before and af-
ter processing are shown in Appendix Sections A
and C, with examples of how we convert entities
of different types into text shown in Appendix B.
Note that the entities are shuffled before being sent
to the model so that the model does not overfit to
particular entity positions.

With respect to the output that the model pre-
dicts, empirically, we find that the model is consis-
tently able to predict a valid integer (or list of inte-
gers), without deviating and outputting any other
text. In addition, we observe that the model also
respects general output constraints (such as not pre-
dicting a ‘0‘ that represents ‘None of These‘ at the
same time as one or more other entities) as well as
those constrains enforced by the input (such as en-
suring all predicted entity indices actually exist on
the input side). The one exception that we observe
is that, on occasion, we find that the model predicts
the same entity twice (successively) in its output
list. The only post-processing heuristic we apply is
thus to convert the model’s predictions into a set of
unique entities.

5.3.1 Conversational References

For the sake of this work, we assume conversa-
tional references to be of two types: type-based
and descriptive. Type-based references are heavily
reliant on using the user query in conjunction with
the types of the entities to identify which entity (of
a set of entities) are most relevant to the user query
in question: for example, if the user says “play
this”, we know that they are referring to an entity
like a song or a movie, as opposed to a phone num-
ber or an address; “call him” likewise refers to a
contact or possibly a phone number, as opposed to
an alarm. Descriptive references, in contrast, tend
to use a property of the entity to uniquely identify
it: “The one in Times Square” for example might
help uniquely refer to one among a set of addresses
or business. Note that it is often the case that ref-
erences might rely on both types and descriptions
to unambiguously refer to a single object: consider
the examples “play the one from Abbey Road” vs
“directions to the one on Abbey Road”, both of
which rely on both the entity type and description
to identify a song in the first case and address in
the second. In our proposed approach, we simply
encode the type and various properties of the en-
tity. We show our detailed encoding scheme in
Appendix B.
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5.3.2 Onscreen References
For onscreen references, as in Bhargava et al.
(2023), we assume the presence of upstream data
detectors that are able to parse screen text to extract
entities. These entities are then available along with
their types, bounding boxes and a list of non-entity
text elements surrounding the entity in question.

To encode these entities (and thereby, the rele-
vant parts of the screen) into the LM in a manner
that involves text alone, we use the novel algorithm
given in Algorithm 1. Intuitively, we assume the
location of all entities and their surrounding objects
to be representible by the center of their respective
bounding boxes. We then sort these centers (and
thereby, the associated objects) from top-to-bottom
(i.e., vertically, along the y-axis), and the use a sta-
ble sort to sort from left-to-right (i.e., horizontally,
along the x-axis). Next, all objects that are within
a margin are treated as being on the same line, and
are separated from each other by a tab; objects fur-
ther down outside the margin are placed on the next
line, and this is repeatedly, effectively encoding the
screen in a left-to-right, top-to-bottom fashion in
plain text.

6 Results

Table 3: Model Accuracy for Different Datasets. A
prediction is correct if the model correctly predicts all
relevant entities, and incorrect otherwise. Conv refers
to the Conversational Dataset, Synth to the Synthetic
one, Screen to the Onscreen one and Unseen to a con-
versational dataset pertaining to a held-out domain.

Model Conv Synth Screen Unseen

MARRS 92.1 99.4 83.5 84.5
GPT-3.5 84.1 34.2 74.1 67.5
GPT-4 97.0 58.7 90.1 98.4
ReALM-80M 96.7 99.5 88.9 99.3
ReALM-250M 97.8 99.8 90.6 97.2
ReALM-1B 97.9 99.7 91.4 94.8
ReALM-3B 97.9 99.8 93.0 97.8

We present our results in Table 3. Overall, we find
that our approach outperforms the MARRS model
in all types of datasets. We also find that our ap-
proach is able to outperform GPT-3.5, which has a
significantly larger number of parameters than our
model by several orders of magnitude. We also find
that our approach performs in the same ballpark
as the latest GPT-4 despite being a much lighter

Algorithm 1: Onscreen Parse Construction
with Turn Object Injection

Data: List of turn objects
Result: Onscreen parse

1 onscreen_parse← Empty list of onscreen
parse elements;

// Step 0: Get all text boxes
present in the screen

2 for each turn object t, index i do
// Step 1: Get unique

surrounding objects
3 surrounding_objects← Set of

surrounding objects for t;
// Step 2: Insert turn objects

into the set
4 surrounding_objects←

surrounding_objects ∪ {[[i.t]]};
// Step 3: Sorting the centers of

all surrounding objects
5 sorted_objects← Sort objects in

surrounding_objects by center (Top→
Bottom, Left→ Right);

// Step 4: Determine vertical
levels

6 margin←Margin for considering objects
at the same level;

7 levels← List of vertical levels;
8 for each object o in sorted_objects do
9 same_level← List of objects at the

same level as o;
10 for each object other in

sorted_objects do
11 if o is not the same as other and

|o.center_top−
other.center_top| ≤ margin
then

12 same_level←
same_level ∪ {other};

13 levels← levels ∪ {same_level};
// Step 5: Construct onscreen parse

14 for each level l in levels do
15 level_parse← Empty string;
16 for each object obj in l do
17 level_parse←

level_parse+ "\t" + obj;

18 onscreen_parse←
onscreen_parse+"\n"+level_parse;

19 return onscreen_parse;
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(a) Semantic Understanding

User Request: Call the evening Number

Screen:
{{1. 9 AM - 5 PM}}
{{2. 901.969.3120}}
{{3. 5 PM - 9 PM}}
{{4. 901.969.3391}}

Model Output: 4

(b) Summarisation

User Request: Remind me to get printouts
before the tax deadline

Screen:
Tax Deadlines 2023
{{1. Feb 15}}
Reclaim your tax exemption from withholding
{{2. April 18}}
First-quarter estimated tax payment due

Model Output: 2

(c) World Understanding

User Request: Take me to the one in Washington

Screen:
Indian Embassy
{{1. 1701 El Camino Real, Mountain View 94040}}
{{2. 333 Dexter Ave N, Seattle 98109}}
{{3. 8295 Tournament Drive, Memphis, TN 38125}}

Model Output: 2

(d) Commonsense Reasoning

User Request: Save the link to the breakfast Recipe

Screen:
IMAGE
Strawberry Granola
{{1. Recipe link}}
IMAGE
Lavender boba tea
{{2. Recipe link}}

Model Output: 1

Table 4: Qualitative examples that demonstrate the ability of ReALM to adapt to complex use-cases.

(and faster) model. We especially wish to highlight
the gains on onscreen datasets, and find that our
model with the textual encoding approach is able to
perform almost as well as GPT-4 despite the latter
being provided with screenshots.
Additionally, we also experiment with models of
different sizes. We see that while performance in
general improves across all dataset families with an
increase in model size, the difference is most pro-
nounced for the onscreen datasets, which alludes
to the task being more complex in nature. Inter-
estingly, and contrary to an otherwise consistent
trend of larger models performing better, we find
that performance on our Unseen dataset, which
contains a held-out domain, first decreases with an
increase in model size before increasing again. We
hypothesize that this is due to the double-descent
phenomenon (Nakkiran et al., 2019).

6.1 Analysis

GPT-4≈ ReALM≫MARRS for new use-cases:
As a case study, we explore zero-shot performance
of this model on an unseen domain: Alarms (we
show a sample data point in Appendix Table 12).
The last column in Table 3 compares the perfor-
mance of all approaches and baselines on this un-
seen test set. We find that all of the LLM-based
approaches outperform the FT model for this test
set. Among the two, we find that the performance
of ReALM and GPT-4 are very similar for the un-

Table 5: User Request for Setting or Home Device

User Request: Can you make it brighter?

Entities Shown to User:
1. Type: Settings
2. Type: UserEntity | homeAutomationAccessoryName

GPT-4 Prediction: 1 Ground Truth: 1, 2

seen domain. Additionally, Table 4 shows com-
pletely new experiences enabled by ReALM due
to the LLM’s superior ability to perform complex
understanding of natural language.

ReALM > GPT-4 for domain-specific queries
We find that due to finetuning on user requests,
ReALM is able to understand more domain-
specific questions. Consider Table 5. GPT-4 in-
correctly assumes the reference to be about only a
setting, whereas the ground truth consists of a home
automation device in the background as well, and
GPT-4 lacks the domain knowledge to be able to
recognise that the device would also be relevant to
this reference. ReALM, in contrast, doesn’t suffer
from this due to being trained on domain-specific
data.

7 Conclusion and Future Work

In this work, we demonstrate how large language
models, which are typically trained on text alone,
can be also be adapted to perform reference reso-
lution to items in an extra-linguistic context. We
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do this by encoding entity candidates as natural
text; we demonstrate how entities that are present
on the screen can be passed into an LLM using a
novel textual representation that effectively sum-
marizes the user’s screen while retaining relative
spatial positions of these entities. Our proposed
system is thus able to resolve references in a vari-
ety of human-computer interaction settings, such
as those involving on-screen, conversational and
background entities; we note, however, that our
proposed approach focuses primarily on anaphoric
and deictic references, and we leave the extension
of our system to handle other types of references,
such as bridging references, to future work.

In addition, we show that ReALM outperforms
previous approaches, and performs roughly as well
as the current state-of-the-art LLM, GPT-4, despite
consisting of far fewer parameters, even for on-
screen references despite being purely in the tex-
tual domain. It also outperforms GPT-4 for domain-
specific user queries, thus making ReALM an ideal
choice for a practical reference resolution system
that can exist on-device without compromising on
performance.

While our approach is effective in encoding the
position of entities on the screen, we find that it may
not be able to resolve complex user queries that rely
on nuanced positional understanding. We thus be-
lieve that exploring more complex approaches such
as splitting the screen into a grid and encoding these
relative spatial positions into text, while challeng-
ing, is a promising avenue of future exploration.
In addition, in contrast to a critical assumption of
our proposed system, not all on-screen entities are
textual. While extending this paper to cover on-
screen images, graphics and UI elements is beyond
the scope of this work, this is certainly another
extension that merits further investigation.

Ethics Statement

While LLMs can generate unexpected output in-
cluding potentially harmful text, our system offers
the ability to constrain decoding or use simple post-
processing to ensure this does not happen. Note
however that practically we find very little hallu-
cination or even text that deviates from the format
that the models were finetuned on, and thus do not
constrain the decoding of the LLM.
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Queen Anne

5520 Roy St, Seattle,
98109

(206) 380 4699

Belltown

2209 1st Ave S, Seattle,
98121

(206) 380 4898

(a) Onscreen Capture 1

Your New Home

Steven Realtors Inc.

Trusted by over 5 million
proud homeowners

Contact Us

Mon - Fri

(206) 198-8699

Sat - Sun

(206) 198-8672

(b) Onscreen Capture 2

Figure 3: Technical diagrams representing user screens. Shaded rectangles represent various elements shown on the
screen detectable by screen parser-extractors.

A Encoding onscreen entities

First, we show sample representations of what a
screen grab might look like, as parsed and exposed
to the system. We show these representations in
Figure 3

We now describe some other strategies of encod-
ing on-screen elements that we explored.

• Clustering: We explored a clustering-based
approach wherein we perforedm a spatial
clustering of the various surrounding objects
present in the screen. We did this to estab-
lish semantic clusters wherein a user could
refer to nearby bounding boxes (such as the
contact information) by a particular title. The
detailed approach is given in Algorithm 2, and
a sample encoding is shown in Table 6. The
biggest drawback of the approach was that the
prompt length often explodes as the number
of entities in a cluster increases, as each of the
objects in the cluster would have every other
object in its surrounding objects.

• Onscreen Grab: To mitigate this issue, we
employed a second approach (similar to our

final approach), wherein we parsed the screen
as in our final approach, the only difference
being that we didn’t annotate the turn objects
within the parse itself, but provided the turn
objects as a list instead (see Table 7).

• Onscreen Grab with Injected Turn Objects:
Finally, the exact algorithm employed in our
final approach is given in 1, and a sample
encoding is shown in Table 8.

We show an ablation in Figure 4, in which we

Table 6: Clustering-based encoding

User Request: Get me directions to the branch in
Queen Anne

Entities Shown to User:
1. Type: Postal Address | Value: 5520 Roy St,
Seattle 98109 | surr_objects: Queen Anne, (206) 380 4699
2. Type: Phone Number | Value: (206) 380 4699
surr_objects: Queen Anne, 5520 Roy St, Seattle 98109
3. Type: Phone Number | Value: (206) 380 4898
surr_objects: Belltown, 2209 1st Ave S, Seattle 98121
4. Type: Postal Address | Value: 2209 1st Ave,
Seattle 98121 | surr_objects: Belltown, (206) 380 4898

Ground Truth: 1
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Table 7: Onscreen Grab encoding

User Request: Save the phone number at the bottom-right

Screen:
Your New home!
Steven Realtors Inc.
Trusted by over 5 million
Proud homeowners
Contact Us
Monday - Saturday -
Friday Sunday
(206) 198 1699 (206) 198 1999

Entities Shown to User:
1. Type: Phone Number | Value: (206) 198 1999
2. Type: Phone Number | Value: (206) 198 1699

Ground Truth: 1, 2

show the performance of the various encoding ap-
proaches described above (and some other hill-
climbing efforts).

Figure 4: Performance improvements with each exper-
iment – (a) Baseline Finetuned LLM, (b) Obtaining
screen elements through OCR, (c) Obtaining screen ele-
ments through UI elements and Clustering (d) Adding
an extra newline between the instruction and user re-
quest, (e) Onscreen Grab, (f) Onscreen Grab with in-
jected turn objects, (g) Onscreen Grab with injected turn
object + needing lines to be separated by at least Margin,
(h) Separating elements in the same line by a tab

We show the algorithm used to encode onscreen

Table 8: Injected Onscreen Encoding (Final Approach)

User Request: Save the phone number at the bottom-right

Screen:
Your New home!
Steven Realtors Inc.
Trusted by over 5 million
Proud homeowners
Contact Us
Monday - Saturday -
Friday Sunday
{{1. (206) 198 1999}} {{2. (206) 198 1699}}

Ground Truth: 1, 2

Algorithm 2: Surrounding Object Cluster-
ing and Prompt Generation
Data: List of MDF turn objects
Result: Updated turn objects with

surrounding object prompts
1 for each MDF turn object t do

// Step 1: Get unique
surrounding objects

2 surrounding_objects← Set of
unique surrounding objects for t;

// Step 2: Spatially cluster
surrounding object bounding
boxes

3 clusters←
DBScan(surrounding_objects,

4 rect_distance);
// Step 3: Predict the cluster

for turn object
5 t_cluster ← Predicted cluster for t;
6 for each surrounding object s in

surrounding_objects do
7 if s belongs to cluster t_cluster

then
// Step 4: Process

non-overlapping
surrounding objects

8 if no string overlap between t
and s then

9 Add s to the prompt under
key ‘surrounding_object‘;

// Step 5: Provide global
positioning information

10 t.distance_from_top← Compute
distance from the top for t;

11 t.distance_from_left← Compute
distance from the left for t;

12 return prompt;

entities, described in Section 5.3.2, in Algorithm 1.
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Table 9: Entity Domains and their Representations

Entity Type After

alarm Type: Alarm | time: 08:06 PM; label: brush hair; status: Off
app Type: App | clock
book Type: Book
date time Type: DateTime | 1 | 1 | 2021
email address Type: EmailAddress | membership@ipsa.org
flight number Type: FlightNumber
general text Type: GeneralText
home device Type: UserEntity | heater
home room Type: UserEntity | Db Bedroom
local business Type: LocalBusiness | PostalAddress: 15 Broad St, Albany 31701 | Ameris Bank | list_position: 13
media album Type: MediaItem | MediaItemType: MediaItemType_Album | Mellon Collie
package Type: Package
painting Type: Painting
person Type: Person | Sebastian
phone number Type: PhoneNumber | 955 545 060
photo Type: Photo
physical address Type: PostalAddress | GeographicArea: 814 Elmwood Ave, NY, 14222
plant animal Type: PlantAnimal
setting Type: Setting | dark mode
tracking number Type: TrackingNumber
url Type: Uri | NY.gov

B Entity Representations

In Table 9, we show some examples of various
domains and their representations, as fed into the
LLM.
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Table 10: Sample input with single ground truth

User Request: Call the one on Rainbow St.

Entities Shown to User:
1. Type: Local Business | Name: Walgreens | Address: 225 Rainbow St, San Jose CA 94088
2. Type: Local Business | Name: CVS | Address: 105 E El Camino Real, Sunnyvale, CA 94087
3. Type: Local Business | Name: Qwark | Address: 1287 Hammerwood Ave, Sunnyvale, CA 94089

Ground Truth: 1

Table 11: Sample input with multiple ground truths

User Request: Save the address.

Entities Shown to User:
1. Type: Postal Address | Value: 225 Rainbow St, San Jose CA 94088
2. Type: Email Address | Value: contactus@cvs.com
3. Type: URL | Value: cvspharmacies.com/usa

Ground Truth: 1, 2, 3

C Sample Inputs

In this section, we show examples of how inputs
into the model have been encoded, in the form of a
visual representation in Tables 10, 11 and 12.

Table 12: User Request for Alarms

User Request: Switch off the one reminding me to
pick up didi.

Entities Shown to User:
1. Type: Alarm | open laptop
2. Type: Alarm | text Lauren to shower
3. Type: Alarm | pick up didi
4. Type: Alarm | forget this

Ground Truth: 3
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Abstract

LLM-driven dialog systems are used in a di-
verse set of applications, ranging from health-
care to customer service. However, given their
generalization capability, it is difficult to ensure
that these chatbots stay within the boundaries
of the specialized domains, potentially result-
ing in inaccurate information and irrelevant re-
sponses. This paper introduces an unsupervised
approach for automatically inducing domain-
specific dialog flows that can be used to con-
strain LLM-based chatbots. We introduce two
variants of dialog flow based on the availability
of in-domain conversation instances. Through
human and automatic evaluation over various
dialog domains, we demonstrate that our high-
quality data-guided dialog flows1 achieve better
domain coverage, thereby overcoming the need
for extensive manual crafting of such flows.

1 Introduction

The widespread use of Large Language Models
(LLMs) (OpenAI et al., 2023) for chatbots, high-
lighted by their human-like conversational abilities
across many topics, faces challenges in specialized
domains due to their tendency to go off-topic. This
generalization capability, while a strength, neces-
sitates the development of more effective control
mechanisms to ensure chatbots remain within the
desired domain of conversation, especially in spe-
cialized fields such as healthcare or legal advice.
Controlling LLM-based chatbots can be effectively
managed through dialog flows or schemas2 (Bohus
and Rudnicky, 2009; Mosig et al., 2020), which
structure conversations along predefined paths of
dialog actions, acting as directed graphs where
nodes represent actions by the user or bot, and

*denotes equal contribution
1Code is available at https://github.com/

gangiswag/dialog-flows
2We use the terms flows and schemas interchangeably. Our

definition of dialog schemas follows Mosig et al. (2020) to be
analogous to task specifications, different from task slots.

Figure 1: Figure demonstrating how automatically in-
duced domain-specific dialog flows can be used to con-
strain chatbots to produce domain-focused responses.

edges are the transitions between actions. This
structure helps steer the conversation, keeping it
within relevant topics, and also enables chatbots to
adapt to new tasks or domains without prior train-
ing (Zhao et al., 2023).

However, the construction of precise dialog
flows is challenging (Huang et al., 2020), given
the diversity of dialog in different domains. The
most prevalent approaches (Mehri and Eskenazi,
2021; Zhao et al., 2023) use schemas that are care-
fully handcrafted by the dialog system developers.
The design of dialog schemas thus has significant
manual overhead for developers, resulting in scala-
bility and coverage limitations (Zhang et al., 2020).

This paper introduces an unsupervised method
to generate domain-specific dialog flows, exploit-
ing GPT-4’s knowledge to systematically create
detailed dialog flows reflecting conversational pat-
terns in various domains. We begin by prompting
GPT-4 to produce a structured representation of di-
alog interactions between users and bots, and then
further refine this through self-reflective feedback
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Figure 2: Figure showing the process for intrinsic flow induction. An initial flow is first generation which is further
refined with feedback, update, and clean-up stages. Detailed prompts for each stage are provided in the appendix.

based on a set of predefined criteria (see figure 2).
Further, when we have domain-specific conversa-

tions, our approach automatically identifies distinct
user and bot dialog actions within these conversa-
tions (see figure 3). These dialog actions, along
with selected conversations that exemplify each ac-
tion, are used to condition the GPT-4 prompt to
ensure the dialog flows are grounded using actual
domain instances. This approach enables the auto-
mated creation of structured dialog flows, facilitat-
ing the development of effective domain-specific
chatbots that adhere to their domain’s conversa-
tional boundaries. Our main contributions are:

• This paper introduces an approach for auto-
matically constructing dialog flows for various
domains in an unsupervised manner.

• The proposed method uses a multi-step frame-
work, that can further leverage domain-
specific dialog instances, leading to a graph-
like flow illustrating the structure of conversa-
tions in the domain.

2 Dialog Flow Induction

A dialog flow is a flowchart comprising nodes
which can be a user or bot dialog action, and edges
that denote logical flow or transitions between these
actions. Dialog flows are tailored to different do-
mains. Figure 2 shows an excerpt of a dialog flow,
with more detailed examples in the appendix. In
this section, we detail our approach for automati-
cally inducing the dialog flow for a given conversa-
tion domain. Specifically, we induce two variants
of dialog flows, namely intrinsic flows (in §2.1) or
data-guided flows (in §2.2) depending on whether
sample conversations in the domain are available.

2.1 Intrinsic Dialog Flow

When domain-specific conversation data is unavail-
able, we propose to induce dialog flows using the
intrinsic domain-related knowledge of LLMs and
their understanding of conversational principles.
Our intrinsic flow induction process starts with
GPT-4 creating an initial flow based on the do-
main’s name. Next, GPT-4 self-evaluates the flow
based on predetermined guidelines, to provide con-
crete actionable feedback for improvement. Using
this feedback, GPT-4 then suggests a set of edits,
which are automatically applied to the initial flow.
Finally, automated checks are run to identify incon-
sistencies in the flow, which GPT-4 then handles in
the end clean-up stage. Figure 2 shows the overall
intrinsic flow induction process, with more details
on each step provided below.

Initial Flow Generation: The flow induction
starts with prompting GPT-4 with a specific gener-
ation prompt to create a dialog flow, as shown in
Figure 2. Along with the domain name, the prompt
includes details on the intended structure of the
dialog flow. After the initial flow is generated, it
undergoes further refinement as detailed next.

Flow Feedback and Updates: The initial flow
often suffers from low coverage along with am-
biguous or repetitive action labels for bot and user
nodes. We address these by leveraging GPT-4 for
self-assessment (Bai et al., 2022) and refining the
dialog flow based on the feedback. The refinement
process starts by obtaining GPT-4 feedback based
on the following aspects:

• Representativeness: Both the bot and user
actions should be relevant to the domain, and
should not be vague or generic.
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Figure 3: Figure showing the methodology for inducing dialog flows using a data-guided approach. Representative
examples from the domain conversation instances are used to condition the GPT-4 prompts.

• Coverage: Ensuring the flow captures a broad
range of conversational possibilities relevant
to the domain.

• Clarity of Dialog Action: Each node should
reflect a clear and meaningful dialog action.

• Optimality: Eliminate redundancy, ensuring
no nodes depict overlapping dialog actions.

Based on the shortcomings identified by the self-
reflective feedback, GPT-4 is then prompted to out-
put a set of concrete updates to be made to the flow,
which can include nodes or edges to add, remove,
or edit. To control for the extent to which the flow
changes, the updates are performed with an auto-
mated Python script rather than directly prompting
GPT-4 to apply the updates3.

Flow Finalization: Finally, the dialog flow un-
dergoes a clean-up stage where trivial inconsisten-
cies, such as dangling non-terminal nodes, bot-bot
or user-user connections, are identified. These are
passed as input to GPT-4 along with a final prompt,
to ensure the flow is structurally correct.

2.2 Data-Guided Dialog Flow

The intrinsic dialog flow induction approach, while
expansive in its scope, relies predominantly on the
model’s inherent knowledge of the typical inter-
actions and transitions that could occur within the
specified conversation domain. However, when dia-
log instances within the given domain are provided,
the intrinsic flow can be updated to include actual
conversational patterns. We call this approach data-
guided flow induction, which aims to mirror real-
world dialog dynamics. Specifically, the approach
conditions the GPT-4 flow generation prompt with

3We hypothesize that this provides the ability to heuristi-
cally control different aspects of the dialog flow, such as depth,
breath, density of edges, etc.

representative examples in the form of action labels
and sample conversations for the domain, which
help ground the flow to real-life conversation data.
Figure 3 gives an overview of data-guided flow in-
duction process, with more details provided below.

Identifying Representative Examples: Given
dialog instances for a domain, the following steps
identify the user and bot actions, along with sample
conversations that are representative of the domain.

• Clustering and Labeling: The user and bot
utterances from dialogs in the domain are clus-
tered separately using SentenceBert (Reimers
and Gurevych, 2019) embeddings. Next, GPT-
4 is prompted to label each cluster with a dia-
log action by providing it with the utterances
closest to each centroid.

• Cluster Merging: Next, we merge clusters
that exhibit significant overlaps in terms of
action intent, based on the cosine similarity
between the labels. This reduces the redun-
dancy in the action labels by grouping clusters
with similar actions.

• Picking sample conversations: Finally, the
conversations that include utterances corre-
sponding to the cluster centroids are picked as
the representative dialog instances to include
in the GPT-4 prompt for flow generation. This
ensures that the conversations encompass a
wide spectrum of dialog actions and user in-
tents specific to the domain.

Flow Generation: As shown in Figure 3, the
flow induction follows a similar generation process
as the intrinsic dialog flow. Firstly, the representa-
tive action labels and sample conversations for the
domain are included in the initial flow generation
prompt. Next, the feedback, update, and clean-up
steps are applied to result in a dialog flow.
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Merging with Intrinsic Flow: The intrinsic flow
approach creates broad, expansive dialog flows, but
can still fall short of reflecting domain-specific pat-
terns from real-world conversations. On the other
hand, solely relying on the domain dialog instances
can hurt extensiveness, as they can have limited
variability. Hence, we adopt a hybrid approach for
the data-guided flow by merging the intrinsic flow
with the flow induced solely from domain-specific
data. This capitalizes on the extensive scope of the
intrinsic flow with the detailed focus from domain
data. This merging step is achieved by prompting
GPT-4 to identify and retain distinctive features
from the intrinsic flow, while removing redundant
elements. We call this final flow, data-guided flow.

3 Experiments

We perform both human and automatic evaluations
to assess the induced dialog flows.

3.1 Datasets

Open-domain dialog can involve a single conver-
sation touching upon different domains, such as
movies, sports, music, etc. Hence, for simplicity,
we consider domains from task-oriented dialog in
our experimental settings, wherein the domains are
distinct and correspond to the end user task, such
as movie tickets, flight booking, restaurant reser-
vations, etc. We consider a dialogs across various
task-oriented domains, comprising 24 domains4

from MetaLWoz (Shalyminov et al., 2019) and 5
domains from MultiWOZ (Budzianowski et al.,
2018). For the data-guided flow induction, for each
domain, we utilized 80% of the data as domain-
specific instances available for training, with the
remaining 20% reserved for evaluating coverage of
the bot-bot transitions (described later in §3.3).

3.2 Human Evaluation of Flow Quality

The evaluators (five undergraduate computer sci-
ence students) were tasked with examining data-
guided and intrinsic flows across the 24 differ-
ent domains from MetaLwoz. The evaluators
were given detailed guidelines (provided in the ap-
pendix), and were instructed to assess each flow on
a scale of 1 to 5 for domain coverage, conclusive-
ness and coherence.

Table 1 shows numbers from human evaluation
of the data-driven and intrinsic dialog flows. The

4We excluded domains that had ambiguous or generic
names, such as Play Times, Catalogue, Agreement Bot, etc.

Intrinsic Data-driven

Domain Coverage 90.7 93.0
Conclusiveness 87.8 87.7
Coherence 84.5 84.8

Table 1: Results from human evaluation (in %) of dif-
ferent aspects of the induced dialog flows

Dataset Intrinsic Data-driven

MetaLWoz 31.6 33.1
MultiWOZ 39.9 43.0

Table 2: Bot-Bot transition coverage (in %) for the pro-
posed variants of dialog flows on the MetalWoz (Sha-
lyminov et al., 2019) and MultiWOZ (Budzianowski
et al., 2018) datasets. Detailed domain-wise numbers
are provided in Table 3 in the appendix.

numbers (expanded to a scale of 20-100) are av-
eraged over all the domains, with flows for each
domain being annotated by 5 evaluators. We can
see that the data-driven flow, on account of lever-
aging domain-specific dialog instances, improves
over the intrinsic flow on domain coverage. Fur-
ther, both dialog flows have similarly high scores
for conclusiveness and coherence, implying our
unsupervised approach, by leveraging GPT-4, can
automatically induce high-quality dialog flows. We
employed Randolph’s kappa to evaluate the multi-
rater agreement. Our findings revealed a kappa
value of 0.32, indicating a fair level of agreement
across the board. Specifically, the domain coverage
metric exhibited the highest kappa value of 0.46,
signifying moderate agreement.

3.3 Automatic Evaluation of Flow Coverage

Next, we automatically evaluated the domain cov-
erage of different dialog flows, by measuring the
coverage on capturing bot-to-bot transitions within
the domain conversations in the test set. We lever-
aged Mistral-7B-Instruct (Jiang et al., 2023) to clas-
sify bot utterances into the most appropriate node
in the dialog flow. We then examined whether
the next bot utterance mapped to the directly suc-
ceeding node in the dialog flow. Essentially, this
metric measures the percentage of bot-bot transi-
tions in domain conversations that conform to the
given dialog flow. Table 2 shows numbers for au-
tomatic coverage evaluation. We can see that the
data-driven dialog flow has better coverage of the
domain’s bot-bot transitions.
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4 Conclusion and Future Work

We introduce a novel method for developing dialog
flows that reflect the combined intrinsic knowledge
of LLMs and existing domain-relevant dialogs. Our
data-driven dialog flow approach achieves better
domain coverage than the intrinsic flow approach
across human and automatic evaluations. Our pa-
per outlines a blueprint (in Figure 1) for integrating
the generated dialog flows into LLM-based chat-
bots, with a primary focus on the methodologies
for dialog flow generation. We believe these dialog
flows can be a springboard for future interactive
dialog systems that maintain a natural conversation
flow within the domain.

Limitations

In this study, our experimentation was confined to
task-oriented dialogs, encompassing a relatively
narrow spectrum of dialog flows. This specializa-
tion may limit the applicability of our findings to
dialog domains characterized by a broader array of
tasks and more open-ended dialogues. Addition-
ally, our methodology relies solely on unsupervised
clustering techniques, bypassing datasets that are
annotated with slot values and user intents, which
could potentially enhance dialog flow induction.
Furthermore, we have not extended our research
to test the performance of chatbots constrained by
the dialog schemas we developed. Therefore, the
efficacy of these schemas in practical chatbot appli-
cations remains an area for future investigation.
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A Appendix

MetaLWoz Intrinsic Data-driven

Alarm set 32.9 42.2
Apartment finder 30.9 45.2
Bank bot 34.2 30.8
Bus schedule 37.2 14.4
City info 29.4 33.4
Edit playlist 44.2 39.4
Event reserve 28.8 30.5
Library Request 35.7 30.1
Movie listings 30.7 34.4
Music suggester 34.0 25.3
Name suggester 43.2 16.7
Order pizza 31.6 36.1
Pet advice 33.8 31.7
Phone plan 31.6 37.8
Restaurant picker 29.4 29.2
Scam lookup 22.6 31.2
Shopping 17.0 22.9
Ski Bot 27.2 32.2
Sports info 36.6 37.1
Store details 35.7 32.4
Update calendar 38.4 28.8
Update contact 32.5 30.3
Weather check 36.1 29.5
Wedding planner 17.0 24.2

Average 31.6 33.1

MultiWOZ Intrinsic Data-driven

Restaurant 31.0 43.9
Hotel 43.2 43.2
Attractions 43.3 53.3
Taxi 75.3 50.5
Train 6.9 24.1

Average 39.9 43.0

Table 3: Bot-Bot transition coverage (in %) for the pro-
posed variants of dialog flows when measured on vari-
ous domains in the MetalWoz (Shalyminov et al., 2019)
and MultiWOZ (Budzianowski et al., 2018) datasets.

MetaLWoz Train Test

Alarm set 1345 336
Apartment finder 399 100
Bank bot 294 73
Bus schedule 718 180
City info 772 193
Edit playlist 459 115
Event reserve 431 108
Library request 1071 268
Movie listings 486 121
Music suggester 356 89
Name suggester 399 100
Order pizza 462 115
Pet advice 341 85
Phone plan 397 99
Restaurant picker 428 107
Scam lookup 1326 332
Shopping 722 181
Ski bot 486 121
Sports info 449 112
Store details 590 147
Update calendar 1593 398
Update contact 522 131
Weather check 441 110
Wedding planner 408 102

Table 4: Statistics of dialogs in various domains in the
MetalWoz (Shalyminov et al., 2019) dataset.
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Figure 4: Figure showing prompts for intrinsic and data-guided dialog flow generation.
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(a)

(b)

Figure 5: Data-driven (a) and Intrinsic (b) flows for the movie listings domain from MetaLWoz.
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(a)

(b)

Figure 6: Data-driven (a) and Intrinsic (b) flows for the order pizza domain from MetaLWoz.
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(a)

(b)

Figure 7: Data-driven (a) and Intrinsic (b) flows for the order weather domain from MetaLWoz.
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Figure 8: Evaluation Instructions for Human Annotators
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Abstract

Open domain spoken dialogue systems need
to controllably generate many different dia-
logue acts (DAs) to allow Natural Language
Generation (NLG) to create interesting and en-
gaging conversational interactions with users.
We aim to create an NLG engine that can pro-
duce a variety of DAs that make substantive
knowledge-grounded contributions to a conver-
sation. Training such an NLG typically requires
dialogue corpora that are labelled for DAs,
which are expensive to produce and vulnerable
to quality issues. Here, we present a prompt-
based learning approach to transfer DAs from
one domain, video games, to 7 new domains.
For each novel domain, we first crawl WikiData
to create Meaning Representations that system-
atically vary both the number of attributes and
hops on the WikiData Knowledge Graph. The
proposed method involves a self-training step
to create prompt examples for each domain fol-
lowed by an overgeneration and ranking step.
The result is a novel, high-quality dataset, Wiki-
Dialogue, of 71K knowledge-grounded utter-
ances, covering 9 DAs and the Art, Movies,
Music, Sports, TV, Animal, and Boardgames
domains, whose combined DA and semantic
accuracy is 89%. We assess the corpus quality
using both automatic and human evaluations
and find it high. The corpus is found to be safe,
lexically rich, and large in vocabulary, when
compared to similar datasets.

1 Introduction

Open domain spoken dialogue systems need to be
able to controllably generate many different dia-
logue acts (DAs) in order to create interesting and
engaging conversational interactions with users.
For example, they should be able to ask questions
of different types, inform the user of facts and ex-
press opinions, make recommendations and sug-
gestions, and confirm what the user said. Moreover,
using knowledge to ground DAs supports taking
the initiative to drive the conversation forward, and

has been shown to help avoid hallucinations in gen-
erated outputs (Dziri et al., 2021; Gopalakrishnan
et al., 2019; Chi et al., 2022).

We aim to create a Natural Language Generation
(NLG) engine that can produce a variety of DAs
and make substantive knowledge-grounded contri-
butions to a conversation. A synthetic example of a
conversation about music with a variety of DAs is
shown in Table 1. This example is shown because
it uses the nine different DAs from the ViGGO
video games corpus (Juraska et al., 2019, 2021),
with sets of triples from the Wikidata Knowledge
Graph (KG) for knowledge grounding.

Dialogues like this require a semantically-
controlled NLG that also controls the expression of
DAs. In order to create such an NLG, training data
consisting of dialogue corpora with utterances la-
beled with DAs, such as Multi-Woz (Budzianowski
and Vulić, 2019), or a parallel corpus of domain-
specific DA representations and reference utter-
ances, such as ViGGO or RNNLG (Juraska et al.,
2019; Wen et al., 2015), is typically needed. Such
training data is typically collected via crowdsourc-
ing, making it expensive to produce, and vulnerable
to quality issues (Qian et al., 2021; Dušek et al.,
2019). As a result, existing corpora primarily use
the INFORM DA (Gardent et al., 2017; Novikova
et al., 2017; Lebret et al., 2016; Nan et al., 2021;
Parikh et al., 2020) or cover a limited number of
topics (Wen et al., 2015; Budzianowski and Vulić,
2019; Juraska et al., 2019; Rastogi et al., 2020).

However, recent work using prompt-based learn-
ing (PBL) with LLMs shows that PBL can be used
to create high quality dialogic datasets (Kim et al.,
2023; Chen et al., 2023; Ramirez et al., 2023). For
example, Ramirez et al. used PBL to enlarge the
DA labelled ViGGO video games and RNN Laptop
and TV corpora (Juraska et al., 2019; Wen et al.,
2015). Here we extend their overgenerate-and-rank
NLG method to transfer the DAs from the ViGGO
corpus onto a set of 6 WikiData domains and a
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Dialogue Act Representation System Output
GREETING System: Hi, it’s so good to talk to you again! How are you doing today?

User: I’m doing good, I want to talk about music
REQUEST-ATTRIBUTE (song genre.). Sys: Sure, What kind of music do you like to listen to?

User: I enjoy pop music
REQUEST (songs specifier catchy. songs genres pop.) Sys: Do you know of any pop songs that are catchy?

User: Yes, never gonna give you up
CONFIRM (Never Gonna Give You Up performer Rick Astley. Never Gonna
Give You Up domain songs.)

Sys: Is it Rick Astley’s song Never Gonna Give You Up that you’re referring
to?
User: Yes

GIVE OPINION (Never Gonna Give You Up rating excellent. Never Gonna
Give You Up performer Rick Astley. Never Gonna Give You Up publication
year 1987. Never Gonna Give You Up domain songs.)

Sys: Rick Astley did a nice job with the single ’Never Gonna Give You Up’
from 1987. It’s quite good!

User: That sounds great, I totally agree with you.
SUGGEST (Never Gonna Give You Up genre pop music. All I see genre pop
music. All I see performer Kylie Minogue.)

Sys: Do you also like pop songs by Kylie Minogue, for example, All I See?

User: No, I don’t know about that song
INFORM (All I see rating excellent. All I see from album X. All I see performer
Kylie Minogue. All I see domain songs.)

Sys: I must say, Kylie Minogue really nailed it with their performance of All I
See from the album X. It’s a fantastic track that I love listening to.
User: I see. Are there any other songs that you can recommend

RECOMMEND (Kylie Minogue genre synth pop. Berlin genre synth pop. Berlin
performer of Take My Breath Away.)

Sys: Speaking of synth-pop artists, have you heard the song Take My Breath
Away by Berlin?
User: Oh I love this artist and this song

REQUEST-EXPLANATION (songs rating excellent. songs performer Berlin.) Sys: What do you think is it that makes the songs by Berlin so excellent?
User: His songs always bring tears to my eyes

Table 1: Music conversation using a dialogue policy based on all the Dialogue Act (DA) types from ViGGO

database about Animals. Since there is no exist-
ing training data for these domains, we start with
prompt examples from ViGGO, and add a self-
training step. We show that self-training improves
the results.

We first specify the constraints on different types
of ViGGO DAs for each domain, then crawl Wiki-
Data to create meaning representations (MRs) con-
sisting of sets of KG triples for each DA type and
domain. Example MRs can be seen on the left side
of Table 1. We build on WebNLG’s approach for
generating multihop KG Triples as the basis for
some MRs, which then specify paths through the
KG, e.g. talking about the spouse of a person’s
sibling involves a path of two hops (Gardent et al.,
2017). We systematically vary the complexity of
the MRs in terms of number of attributes (up to 8)
and number of hops through the KG (up to 3). To
test generalizability, we then extend the method to
create MRs for an Animals database whose rela-
tions and values are very different. To improve the
quality of the corpus, we first overgenerate multi-
ple outputs and then rank them, by automatically
estimating DA and semantic accuracies and fluency
at generation time. We then take the best rated out-
puts and repeat the procedure with a self-training
step. The result is a novel, high-quality, synthetic
dataset, Wiki-Dialogue, of knowledge-grounded
DAs for the Art, Movies, Music, Sports, TV, Ani-
mal, and Boardgames domains, whose combined
DA and semantic accuracy (PERFECT) is 89%.
Our contributions include:

• Wiki-Dialogue: A new multi-domain dialogue

act and semantically-controlled corpus for the
NLG community.

• A novel method that transfers DAs from one
domain to another with prompt-based learn-
ing.

• A systematic analysis of methods for improv-
ing the quality of LLM generated corpora.

2 Related Work

Most knowledge-grounded dialogue corpora are
based on crowdsourcing utterances matching dif-
ferent types of MRs. One motivation for generating
corpora using LLMs is that crowdsourcing is ex-
pensive, and crowdsourced corpora can be noisy, re-
quiring extensive filtering or additional annotation
to ensure accuracy. For example, Dušek et al. states
that up to 40% of the utterances in the E2E corpus
either omitted information that was present in the
MR or contained additional information (Dušek
et al., 2019), while Qian et al. state that 70% of the
dialogues in MultiWOZ contained dialogue state
(semantic) annotation errors, which had to be cor-
rected (Ye et al., 2022). Web-NLG (Gardent et al.,
2017) also contained mismatches between the MRs
and the crowdsourced utterances that have been cor-
rected.1 We show in Section 4 that there are fewer
semantic errors in Wiki-Dialogue than in similar
crowdsourced corpora.

The most similar corpus to Wiki-Dialogue is
WebNLG, a multi-domain corpus that has been
used for NLG challenges (Colin et al., 2016;

1https://gitlab.com/shimorina/webnlg-dataset
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Zhou and Lampouras, 2020; Ferreira et al., 2018).
WebNLG is based on the DBPedia KG (Lehmann
et al., 2015), and covers 19 domains, with utter-
ances realizing the MRs collected via crowdsourc-
ing. The English dataset contains about 17,000
triple sets and 45,000 crowdsourced texts. How-
ever, the only DA in WebNLG is INFORM, and
dialogues consisting of only INFORM utterances
are unnatural (See et al., 2019; Rastogi et al., 2020;
Hedayatnia et al., 2020), while Wiki-Dialogue pro-
vides DA diversity with nine DAs (Juraska et al.,
2019).

Previous work by Moon et al. (2019) created
the OpenDialKG dataset by crowdsourcing human-
human dialogues consisting of 15K utterances for
the Music, Movies, Sports and Books domains.
Each utterance corresponds to either a one or two-
hop fact in the Freebase KG (Bast et al., 2014) and
the KG paths are hand-annotated on each utterance.
This corpus contains different types of DAs, but
there are no DA annotations.

The Schema-Guided Dialogue (SGD) dataset
consists of over 20k annotated multi-domain, task-
oriented conversations between a human and a vir-
tual assistant (Rastogi et al., 2020). These conver-
sations target interactions with services, such as
travel, spanning 20 domains. The dialogues are
generated in two steps: first a simulator automati-
cally generates a dialogue, given a task, in the form
of a sequence of DAs whose semantic values are
filled by queries to Freebase. The DAs used by
the simulator are distinct for the system and the
user, with 10 system DAs and 11 user DAs. Then
crowdworkers are tasked with paraphrasing each di-
alogue act/MR combination in a dialogue to ensure
naturalness of the utterance realizations.

The Topical Chat corpus consists of 235K ut-
terances from 8 domains, but differs from other
knowledge-grounded corpora in that the knowl-
edge is represented by sentences which are auto-
matically aligned with the dialogues. DAs were
automatically labelled on this corpus using the 11
DAs from the ISO DA standard with an F1 of 0.54
(Hedayatnia et al., 2020; mez). The DA labels in
Wiki-Dialogue are much less noisy: See Table 10.

Other knowledge-grounded NLG corpora with
rich sets of DAs have focused on specific domains.
The ViGGO Video Games corpus contains 9 DAs
(Juraska et al., 2019), the RNNLG corpus encom-
passes 13 DAs for domains such as laptops, TVs,
hotels, and restaurants (Wen et al., 2015), and Mul-
tiWOZ offers 34 task-oriented, domain-specific

DAs, for the restaurant, hotel, attraction, taxi, train,
hospital and police domains (Eric et al., 2021).

Recent work by Wu et al. (2023) on controlling
DAs in NLG for task-oriented dialogue introduces
DiactTOD, a model based on learning latent DAs
from pre-existing datasets, achieving state-of-the-
art performance on MultiWOZ (Ye et al., 2022).
However, the evaluation DiactTOD is based on a
benchmark set and automatic evaluation metrics,
which do not evaluate DA accuracy. We use a
fine-tuned classifier that filters for DA accuracy as
one step in the automatic ranking of possible re-
sponses. We also apply both automatic and human
evaluation, showing that we achieve average DA
accuracies of .98 for one-hop and .89 for multi-hop.

Other work on creating synthetic data for NLG
has focused on creating whole dialogues or aug-
menting existing corpora (Kim et al., 2023; Xu
et al., 2021; Chen et al., 2023). One of the main
challenges with synthetic dialogue generation is
producing high quality outputs without human eval-
uation. Here we show that the quality of synthetic
dialogue data can be improved using a cycle of
self-training, along with an overgenerate-and-rank
step that uses a DA classifier and semantic accuracy
estimates. We build on previous work by Ramirez
et al. by using their definitional prompt style, rank-
ing function, and DA tagger. We extend their ap-
proach by transferring the DAs used for controlled
generation to 7 new domains and incorporating a
self-training step required to bootstrap high quality
generation outputs for completely novel domains.

3 Experimental Method

Figure 1 provides an overview of the experimental
architecture. Our method consists of five steps:

• Specifying DA constraints;
• Creating DA specific MRs;
• Prompt Creation and LLM selection;
• Overgenerate and Rank from the MRs for one

round using ViGGO examples in the prompts;
• Self-Training: Select new in-domain prompt

examples and conduct a second round of
overgenerate-and-rank.

3.1 Specifying Dialogue Act Constraints
We use the DAs from the ViGGO corpus to enable
more highly varied dialogue policies. One possible
policy is illustrated by the conversation shown in
Table 1. The utility of controlling DAs and being
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ViGGO Athletes Wild Animals
DA Num Rels Mandatory Rels Hops Mandatory Rels Hops Mandatory Rels Hops

INFORM 3-8 NAME, GENRES 1 NAME, SPORT 1-3 NAME, COMMON_CLASS 1
CONFIRM 2-3 NAME 1 NAME, SPORT 1 NAME, COMMON_CLASS 1

GIVE_OPINION 3-5 NAME, RATING 1 NAME, RATING, SPORT 1-3 NAME, RATING, COMMON_CLASS 1
RECOMMEND 2-3 NAME 1 NAME, SPORT 1-2 NAME, COMMON_CLASS 1

REQUEST 1-2 SPECIFIER 1 SPECIFIER 1 SPECIFIER 1
REQUEST_ATTRIBUTE 1 – 1 – 1 – 1

REQUEST_EXPLANATION 2-3 RATING 1 NAME, POPULARITY 1-2 POPULARITY 1
SUGGEST 2-3 NAME 1 NAME 1-2 NAME 1

VERIFY_ATTRIBUTE 3-4 NAME, RATING 1 NAME, RATING 1-2 NAME, POPULARITY 1

Table 2: Semantic Constraints on Dialogue Acts for VideoGames (ViGGO), Athletes and Wild Animals.

Figure 1: Experimental Architecture

able to produce different DAs is also illustrated by
the utterances for the Art domain in Table 3, which
demonstrate how the same MR can be realized
very differently depending on the DA. A range of
DAs allows a dialogue system to vary the dialogue
policy in interesting ways (Juraska et al., 2021).

Attributes and Values
(NAME [Andromeda Chained to the Rocks], CREATOR
[Rembrandt], GENRES [mythological painting, nude], IN-
CEPTION [1630])
confirm
Is the painting you’re talking about Andromeda Chained to
the Rocks by Rembrandt, a mythological nude piece from
1630?
recommend
I recall you enjoy mythological paintings and nudes, so have
you heard of Rembrandt’s Andromeda Chained to the
Rocks from 1630?
inform
Andromeda Chained to the Rocks, created by Rembrandt
in 1630, is a mythological painting featuring a nude figure.

Table 3: Sample dialogue acts (DAs) in the Art domain
showing how the same attributes and values can be
realized as different DAs.

The initial step of our method involves specify-
ing semantic attribute constraints for each domain
and entity and DA types. NUM RELS in Table 2
is the number of relations that can be included in
a particular DA. As seen in Table 2, the CONFIRM

DA (Row 2) should only include 2–3 relations, or
it is difficult to understand, while the INFORM DA
typically has more slots than other DAs.

We also specify mandatory and optional rela-

tions for each DA and entity type. MANDATORY

RELS in Table 2 specifies relations that must be in-
cluded for each DA type. The GIVE_OPINION DA
(Row 3) requires an ordinal attribute similar to RAT-
ING in order to orient the polarity of the opinion.
For domains such as Athletes and Animals, that do
not have directly such an attribute, so the number of
Wikipedia page views is used to create an ordinal
and equivalent POPULARITY attribute, with values
ranging from LOW to HIGH. Potential values for
the SPECIFIER attribute needed by the REQUEST

DA must be provided for each entity type, e.g. the
specifier CATCHY used in the REQUEST DA in the
conversation in Table 1. The ViGGO columns in
Table 2 show the mandatory relations that were
based on ViGGO’s 14 video game attributes. Each
DA also has optional relations that define the at-
tributes that can be added to the mandatory ones
when creating the MRs. They are shown for each
entity type and domain in the corpus GitHub.2

For each domain, there are two or more entity
types, e.g. the entity types for Movies are Actor
and Movie; for Music they are Song, Album and
Musician; for Sports they are Athlete and Team;
and for Animals they are Wild Animals, Cats and
Dogs. Each domain’s specific slots are provided on
GitHub with the corpus description. For the entity
types that are media, like Movies, Songs or TV
Shows, the constraints are identical to those shown
for ViGGO in Table 2.

However, other domains require different seman-
tic constraints as illustrated in the Athletes and
Wild Animals columns of Table 2, e.g. for Athletes,
the attribute of genre doesn’t apply, but the sport
that the Athlete plays serves a similar function.
Similarly, Animals doesn’t have a genre, but com-
mon_classes of animal, such as reptile, fish or mam-
mal, are needed to specify the general type of the
animal. For human entity types such as Actors, Mu-
sicians and Athletes the REQUEST_EXPLANATION

DA (Row 7 of Table 2) must include the name

2https://github.com/aramir62/Wiki-Dialogue
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slot: see the example conversation in Table 1. In
addition, for both Athletes and Animals, the CON-
FIRM (Row 2), GIVE OPINION (Row 3), and REC-
OMMEND (Row 4) DAs require that the sport be
mentioned for the athlete, and the common_class
mentioned for the animal.

3.2 Generating KG Triples from WikiData

After specifying the DA attributes, we generate
KG triples adhering to DA constraints using Wiki-
Data queries for Art, Movies, Music, TV Shows,
Boardgames, and Sports. WikiData offers detailed
knowledge across many domains and shares canon-
ical IDs with Wikipedia. To test generalization,
we used API Ninjas3 to create MRs for the Ani-
mal domain. For all entity types for each domain,
we selected 60 entities: 30 popular and 30 lesser-
known, based on Wikipedia page visits in the past
6 months. These entities become the starting nodes
for all paths, and for multi-hop data, both incoming
and outgoing relations are included.

Figure 2: Subgraphs of Wikidata for the Recommend
Dialogue Act and Suggest Dialogue Act in the music
conversation in Table 1

For multi-hop paths, there are constraints on the
maximum number of hops for each DA. This is nec-
essary since some DAs such as CONFIRM should
not realize multiple relations between entities, so it
is constrained to being 1-hop. For other DAs, we
performed a qualitative analysis that showed that
hops larger than 3 often cause the model to fail to

3https://api-ninjas.com/api/animals

properly realize either the values or the relations.
We thus restrict the number of hops to 3. Figure 2
shows two subgraphs of WikiData that correspond
to 3-hops (paths of length 3). A 3-hop path derived
from the second subgraph is below:

[Never Gonna Give You Up] - genre → [Pop]
- genre ← [All I See] - performer → [Kylie
Minogue]

Before using this path as the MR for a prompt to
an LLM, we convert it to a more text-like represen-
tation, namely the representation shown in the 6th
Row of Table 1 for the SUGGEST DA.

We then utilize the MR generation package from
ViGGO4 to generate the MRs. The mandatory re-
lations are used first, and then optional relations
are randomly sampled to vary the total number of
relations in the MRs. In total we create∼71K MRs
across the 7 domains, as summarized in the bottom
row (Total) of Table 8.

3.3 Prompt Creation and LLM Selection

Domain Dialogue
Act

Example

Movies give_opinion description of give_opinion: An expression of opin-
ion along with its justification. The response may
consist of 1 or 2 sentences, but it must contain both
an opinion and its justification. The justification
will also be based on the given attributes. No extra
information should be added in Data to Text for
give_opinion>:
Data: Apollo 13 review score excellent. Apollo 13
producer Brian Grazer. Apollo 13 domain movies.
Data to Text for give_opinion: I think Apollo 13
is an excellent movie. Brian Grazer is a great pro-
ducer and he did an outstanding job with this one.

Music recommend description of recommend: A question asking if
your friend is familiar with a song you would rec-
ommend. In the response, bring up the given song
(in a recommending way) because it has certain
attributes that were discussed earlier in the conver-
sation. Make sure you ask about the song, not the
attributes. No extra information should be added
in Data to Text for recommend:
Data: Littlest Things part of Alright, Still. Alfie
part of Alright, Still.
Data to Text for recommend: Have you heard the
album Alright, Still? It has two great tracks, Lit-
tlest Things and Alfie.

Table 4: Example of the Definitional Prompt for Give-
Opinion and Recommend for Movies and Music.

Recent work on data-to-text NLG suggests that
even though LLMs will have rarely, if at all, seen
examples of data-to-text NLG in their training data
(Brown et al., 2020; Raffel et al., 2020; Devlin
et al., 2019), many LLMs do well on NLG for
dialogue (Soltan et al., 2022; Ramirez et al., 2023).
However, since we are transferring the DAs from
the ViGGO corpus onto new domains, we start off
with only ViGGO examples in the prompts. We

4https://github.com/jjuraska/slug2slug
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piloted several prompt styles, and decided to use
a Definitional prompt format (Gupta et al., 2022;
Rastogi et al., 2020; Ramirez et al., 2023). Table 4
provides an example of a DA representation, used
with a Definitional prompt, for two DAs across two
domains. The section of the prompt labelled “Data”
is a conversion of the KG path as described above.

After piloting our approach with ChatGPT-4, Vi-
cuna 13B and GPT-3.5, we selected GPT-3.5 as the
best performing LLM. For the model configuration,
we employed gpt-3.5-turbo with a top-p value of 1,
temperature set to 0.7, and a newline token as the
stop token, following Ramirez et al. (2023). Then
for all 71K MRs, we overgenerate 10 outputs, and
then automatically rank them.

3.4 Overgenerate-and-Rank

To create a high-quality data set, we use an
overgenerate-and-rank method. The basis for us-
ing ranking is a direct translation of the probability
of a generated output y, conditioned on a DA d,
and an MR a, as in Equation 1. This requires a
ranking function that selects outputs that maximize
DA accuracy, semantic accuracy, and fluency by
assigning a score to each utterance.

p(y|d, a) = p(d|y, a) ∗ p(a|y) ∗ p(y) (1)

The term p(d|y, a) requires a highly accurate DA
classifier to use in automatic ranking. We utilize the
ViGGO DA classifier, which achieves an average
F1 over .97 for the ViGGO DAs.5

In order to estimate p(a|y), semantic accuracy,
at generation time in a domain-independent way,
we use Beyond-BLEU (BBLEU) (Wieting et al.,
2019), which was shown to perform better than
other off-the-shelf measures of semantic accuracy
such as BLEU, BERTScore and BLEURT (Pap-
ineni et al., 2002; Sellam et al., 2020; Zhang et al.,
2019). Since these metrics require comparisons
with reference utterances, which are not available
at generation time, we define a referenceless ver-
sion based on pseudo-references, Spseudo, created
from the input DAs (Juraska, 2022). For any set of
KG triples, we create its Spseudo by converting each
triple to a simple sentence Ent1 relation Ent2, and
then concatenating all the triples together. Because
pseudo-references are available at generation time,
we can use pseudo-Beyond-BLEU (pBBLEU) for
ranking.

5https://github.com/aramir62/da-nlg

The term p(y) requires an estimate of fluency. In
general, NLG outputs from very large LLMs do not
suffer from problems of fluency, but recent work
suggests that the probability P(S) of a generated
output S according to an LLM is a good automatic
measure of fluency (Kann et al., 2018; Suzgun et al.,
2022). We thus adopt P(S) to measure fluency, and
use GPT-2 to calculate P(S).

RFDA: DAC | pBBLEU | P(S)

Table 5: Ranking function. DAC = probability of the cor-
rect DA using a classifier. pBBLEU = pseudo-Beyond-
BLEU to measure semantic accuracy. P(S) = LM prob-
ability to measure fluency. The | indicates stepwise
evaluation.

For ranking, we adopt the ranking function RFDA
in Table 5. Ramirez et al. compared this ranking
function with a ranking function that simply mul-
tiplies all the terms as in Equation 1. RFDA filters
first for DA correctness, and then for semantic ac-
curacy, reflecting the importance of DA correct-
ness. Interestingly, Ramirez et al. showed that the
RFDA ranking function also increased semantic
accuracy, in addition to increasing DA accuracy.

3.5 Self Training

Figure 3: Self-Training Setup for In domain Prompts

One of the challenges with transferring the DA
types to new domains is that we have no training
data or prompt samples. We investigate a novel ap-
proach that uses ViGGO examples in the prompts
followed by a round of self-training with silver-
generated data. Figure 3 shows the self-training
loop in more detail. We start with prompt gen-
eration using out of domain, ViGGO examples,
then use an LLM to overgenerate examples using
these prompts, and rank the outputs. We then select
in-domain prompt examples from the top ranked
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outputs for self-training. We show in Section 4 that
self-training yields a significant improvement in
the quality of the Wiki-Dialogue corpus.

The selection of the 10 examples for the in-
domain prompts for each DA intent and domain is
done manually. We select them following specific
criteria in order to provide the LLM a wider knowl-
edge of each DA intents’ realizations. For example,
all the attributes of each DA intent are included in
the prompt examples in a similar proportion. We
also include examples with the different possible
number of relations of each DA intent (Table 2).
Finally, for scalar attributes with a reduced number
of values like RATING, we ensure that all the values
are present in a similar proportion.

Interestingly, this two-round self-training pro-
cess worked successfully for every domain except
for Animals, where we received error messages
from the LLM complaining about being given data
in the wrong domain when using the ViGGO ex-
amples. So for Animals, we constructed the 10
in-domain examples for the prompt of each DA
intent by hand from a sample of MRs.

4 Results and Corpus Quality Evaluation

The Wiki-Dialogue corpus includes more than 71K
utterances (∼50K for one-hop and ∼21K for multi-
hop). Table 8 presents a summary of the result-
ing corpus. Below, we show the benefits of our
self-training and overgenerate-and-rank methods
in Tables 6 and 7, respectively. We also carry out a
comparison with other KG corpora (Table 9) and a
human evaluation (Table 10).

4.1 With and Without Self-Training

Domain BBLEU DAC
N ST N ST

Art 0.84 0.85 1.00 0.99
Music 0.81 0.82 0.98 0.97
Movies 0.77 0.78 0.96 0.97
Sports 0.84 0.86 0.99 0.97
TV 0.75 0.82 0.98 0.98
Boardgames 0.77 0.80 0.94 0.99

Table 6: No self-training = N (Out of Domain Prompts).
After self-training = ST (In Domain Prompts). DAC
is the DA accuracy using DA classifier. BBLEU is the
Beyond BLEU score. Bolded text indicates a significant
result (paired t-test, p < 0.05)

Table 6 compares the performance of generating
outputs with the self-trained domain-specific exam-
ples and using ViGGO prompt examples for all the
domains except animals (due to its problems with
the generation with the ViGGO prompt examples).

We compare them using two metrics: BBLEU (Wi-
eting et al., 2019), and DAC. After self-training
(ST), the BBLEU scores show a significant im-
provement (paired t-test, p < 0.05), except for the
Music domain. Overall for DAC, self-training im-
proves some domains but not others. However, the
DAC is consistently high across all domains, with
values ranging from 0.97 to 0.99 after self-training.

4.2 Before and After Overgenerate-and-Rank

Domain BBLEU DAC
B A B A

Art 0.80 0.85 0.91 0.99
Music 0.78 0.82 0.88 0.97
Movies 0.72 0.78 0.99 0.95
Sports 0.82 0.86 0.87 0.97
TV 0.68 0.82 0.89 0.98
Animals 0.61 0.75 0.86 0.90
Boardgames 0.78 0.80 0.72 0.99

Table 7: Before (B) and After (A) Overgenerate-and-
Rank. DAC is the DA accuracy of the DA classifier
using self-training examples. BBLEU is the Beyond
BLEU score. Bolded text indicates a significant result
(paired t-test p < 0.05).

Table 7 compares performance before and after
applying the overgenerate-and-rank method. The
results show that the method consistently improves
the performance across all domains, e.g. in the
Music domain, the BBLEU score increases from
0.78 to 0.82, and the DAC improves remarkably
from 0.88 to 0.97, while in Sports, the BBLEU
score increases from 0.82 to 0.86 and the DAC from
0.87 to 0.97 (paired t-test, p<0.05). We see similar
results for the rest of the domains. One reason
for an increase in the BBLEU scores is that the
overgenerate-and-rank method produces a diverse
number of outputs, which increases the chances
of a candidate output capturing all the attributes
from an MR, while outputs that perform worse are
dropped after ranking.

4.3 Automatic Evaluation

Table 8 presents a summary of the Wiki-Dialogue
corpus, with results for each domain (and also the
total) split into one-hop and multi-hop generation.
The results for all the domains for BBLEU (>0.75)
and DAC (>0.92) are very good.

Table 8 also reports four more automatic met-
rics: vocabulary size, Canary% (Kim et al., 2022),
MLTD (McCarthy and Jarvis, 2010) and Flesch-
Kincaid (Kincaid et al., 1975). The vocabulary
size is a common metric reported for NLG engines,
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Domain Counts BBLEU DAC Vocab Size Canary% MTLD Flesch-Kincaid
One Multi One Multi One Multi One Multi One Multi One Multi One Multi

Art 6297 - 0.85 - 0.99 - 1953 - 0.11 - 56.15 - 9.16 -
Music 5342 3000 0.81 0.86 0.98 0.94 2047 2573 0.00 0.07 40.72 76.56 6.67 8.09
Sports 3473 3000 0.84 0.88 0.99 0.95 3025 3321 0.00 0.00 47.50 67.06 7.56 8.36
TV 7030 5956 0.80 0.85 0.97 1.00 2847 4640 0.00 0.02 45.99 38.10 8.07 9.07
Movies 7083 8295 0.78 0.78 0.97 0.99 3721 4053 0.00 0.00 48.68 36.40 7.37 7.02
Animals 19092 - 0.75 - 0.92 - 4248 - 0.74 - 45.91 - 7.31 -
Boardgames 1500 1500 0.75 0.85 1.00 0.99 504 913 0.40 0.00 54.89 77.23 6.64 7.10
TOTAL 49817 21751 0.78 0.83 0.96 0.98 12985 11051 0.31 0.01 47.36 45.43 7.60 7.94

Table 8: Automatic Evaluation Metrics. Counts are the number of unique MRs. DAC is the DA accuracy using
a DA classifier. BBLEU is the Beyond BLEU score. Vocab size defines the number of unique tokens. Canary%
is the percentage of sentences considered unsafe by the Canary model. MLTD is a measure of lexical richness.
Flesch-Kincaid is a metric of readability. The data is split into one-hop (One) vs. multi-hop (Multi).

especially since neural training methods tend to
reduce the size of the vocabulary from the original
corpus (Juraska, 2022). The Vocab Size column
shows that both one and multi-hop utterances use a
large vocabulary.

The Canary% column is based on the use of the
Canary model to analyze which utterances could
be problematic in terms of ethical issues, rudeness,
toxicity or bias, inspired by work on SODA (Kim
et al., 2023). While Kim et al. filtered 5% of the
SODA outputs based on Canary, we found that less
than the 0.3% of the utterances are considered ethi-
cally inappropriate by the model. We did not filter
these utterances because a manual check showed
that Canary is very sensitive to certain entities, but
the utterances are not actually ethically dangerous.

The MLTD and Flesch-Kincaid metrics estimate
the lexical richness and readability of the corpus.
For both metrics, the results for the Wiki-Dialogue
corpus show no large differences across domains
for one-hop and multi-hop. The Flesch-Kincaid
values show that the Wiki-Dialogue outputs can be
understood by the average American, so they are
appropriate for a dialogue.

Table 9 shows a comparison of Wiki-Dialogue
with other corpora based on KGs, namely WebNLG
which is based on DBPedia and OpenDialKG,
which is based on FreeBase (Han and Gardent,
2023; Moon et al., 2019). Wiki-Dialogue is larger
than WebNLG but smaller than OpenDialKG (col-
umn N), even though WebNLG covers more do-
mains, and OpenDialKG covers fewer domains.
Wiki-Dialogue uses nine different DAs (column
DAs), while WebNLG only has the INFORM DA,
and OpenDialKG is not labelled for DAs. Wiki-
Dialogue covers 7 domains (column Dom), while
WebNLG covers 19 domains, and OpenDialKG
covers 4 domains. The Music, Sports, and Movies
domains are represented in all three datasets. This

suggests that future work could possibly benefit
from using a combination of these corpora.

Corpus Wiki-Dial WebNLG OpenDialKG
N 71568 47915 91829

DAs 9 1 ?
Dom 7 19 4

Can% 0.22 0.15 0.03
Vocab 18359 6646 20574
MLTD 46.75 27.27 66.23

FK 7.69 8.93 3.71

Table 9: Comparison of Wiki-Dialogue with other cor-
pora based on a Knowledge-Graph. N is the number of
unique MRs. DAs is the number of Dialogue Act types.
Dom is the number of domains. FK is Flesch-Kincaid.

The Can% column shows that all of the cor-
pora are very safe (Kim et al., 2022), perhaps be-
cause they are all knowledge grounded. The Vo-
cab and MLTD columns show that Wiki-Dialogue
has a larger vocabulary and is more lexically di-
verse than WebNLG despite the fact that WebNLG
covers more domains. Compared to OpenDialKG,
Wiki-Dialogue has lower lexical diversity (column
MLTD), which may be due to the fact that OpenDi-
alKG is human-human. Both Wiki-Dialogue and
WebNLG have a higher Flesch-Kincaid (column
FK) reading level than OpenDialKG, probably be-
cause OpenDialKG restricts MRs to 1 and 2 hops,
making utterances shorter on average.

4.4 Human Evaluation
Table 11 and Table 12 in the Appendix provide
example realizations of every DA for all 7 domains.
These examples show that the quality of the corpus
is high: the realizations are natural and the DAs are
correctly realized with high accuracy.

For human evaluation, we selected 100 examples
from each domain for both one-hop and multi-hop
yielding 1200 examples with 700 one-hop exam-
ples and 500 multi-hop examples. Five expert anno-
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Domain ↓ HAL ↑ PERF ↑ DAC ↑ SAC
One Multi One Multi One Multi One Multi

Art 0.01 - 0.98 - 1.00 - 0.98 -
Animals 0.11 - 0.82 - 0.89 - 0.93 -
BoardGames 0.00 0.18 0.97 0.76 1.00 0.81 0.97 0.95
Movies 0.01 0.06 0.91 0.82 0.98 0.82 0.94 1.00
Music 0.01 0.18 0.97 0.89 1.00 1.00 0.97 0.89
Sports 0.02 0.09 0.97 0.95 1.00 1.00 0.97 0.95
TV 0.00 0.10 0.93 0.73 0.98 0.80 0.95 0.92
TOTAL 0.02 0.10 0.94 0.83 0.98 0.89 0.96 0.94

Table 10: Human annotation results for HAL (Hallu-
cinations), DAC (DA accuracy), and SAC (Semantic
Accuracy). PERF (Perfect Semantic and DA accuracy)
is calculated based on DAC and SAC.

tators were given a manual for DAs, and provided
examples of hallucinations and utterances that were
both perfect and not perfect. Each set of utterances
were annotated for hallucinations (HAL), DA ac-
curacy (DAC), and semantic accuracy (SAC). The
100 example-set for each domain and hop type was
annotated by one annotator, and then 30 of these
were re-annotated by a second expert to estimate
inter-annotator agreement using Cohen’s Kappa.
The average DAC Kappa is 0.94, and the SAC
Kappa is 0.89 showing a very high level of agree-
ment between the annotators.

We then calculated the percentage of utterances
that had both perfect DAC and SAC (PERF). The
results are in Table 10. Overall, Table 10 shows
that the quality of the Wiki-Dialogue corpus is high,
with perfect outputs that correctly realize both the
specified DA and the set of KG triples in the MR
ranging from 73% for TV multi-hop to 98% for
Art, with an overall average over both hop types
of 89% PERFECT outputs. We see that one-hop
datasets have fewer hallucinations, better DA ac-
curacy and more perfect utterances. While some
values for hallucinations seem high, e.g. 18% for
Music multi-hop, these values compare favorably
to crowdsourced corpora such as MultiWOZ or
E2E, as discussed in Section 2.

5 Conclusion and Future Work

This paper describes and provides a novel 71K
utterance corpus called Wiki-Dialogue, covering 9
DAs and 7 KG based domains that are useful for
both social conversation and task-oriented dialogue.
The corpus includes both one and multi-hop sets of
KG triples, and the MRs vary from a single triple
for some REQUEST dialogue acts up to 8 triples for
INFORM DAs.

Our novel method involves a self-training step
to create prompt examples for novel domains, fol-

lowed by an overgenerate-and-rank step, and we
show that these two steps combined drastically im-
prove the quality of the corpus. We assess the
quality of the corpus with both automatic and hu-
man evaluation and find that the quality is high.
We hand annotate for hallucinations and semantic
errors and find their frequency to be lower than
reported values for crowdsourced corpora such as
E2E and MultiWOZ (Dušek et al., 2019, 2020;
Qian et al., 2021). We also check the corpus for
safety using Canary and find that only 0.22% of the
utterances are flagged as needs_intervention, while
a manual inspection of these suggests that there are
no safety issues with them.

In a comparison with similar corpora such
as WebNLG and OpenDialKG, we observe that
although WebNLG cover more domains Wiki-
Dialogue is lexically richer and has a larger vo-
cabulary. While WebNLG has only INFORM DAs,
Wiki-Dialogue covers 9 DAs, providing a com-
plementary and unique resource to the dialogue
community.

Future work should explore how the Wiki-
Dialogue corpus can be used to train an NLG for
dialogue. In preliminary experiments, a subset of
Wiki-Dialogue was used to fine-tune a 3B multi-
domain NLG engine, which was tested in Athena,
a real-time Amazon Alexa Prize system, with hu-
man users of Amazon “Let’s Chat” (Yue Fan and
Wang, 2023). The deployment used a cross-domain
universal dialogue policy based on the nine Wiki-
Dialogue DAs. An example of this policy is shown
in the music conversation in Figure 1.
Ethical Considerations. There are several poten-
tial risks with such an NLG. LLMs introduce the
possibility of disinformation, often called halluci-
nations, whose control is an active area of research.
One of the challenges is that it is very difficult to
automatically identify them. Here we experiment
with ranking functions for better control of halluci-
nations, hand-label hallucinations and characterize
them. Another potential risk is that some of the
DAs, like recommend and suggest, could be used in
an application to persuade a user to buy something.
Acknowledgments. This work has been partially
funded by Spanish MCIU by the BEWORD project
(grant number PID2021-126061OB-C42) and by
the Basque Government under grant PRE 2020 1
0274.
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A Appendix

domain MR text
verify_attribute

sports Venus Williams rating okay. Venus Williams start time 1994.
Venus Williams domain athelete.

You said you think Venus Williams is okay. Do you think she
is an average athlete compared to other players who started
in 1994?

movies Avengers: Endgame review score good. Avengers: Endgame
cast member Robert Redford, Taika Waititi. Avengers:
Endgame domain movies.

I remember you thought Avengers: Endgame was good. Do
you usually enjoy movies with Robert Redford and Taika
Waititi?

music Kings Of The Wild Frontier Good. Kings Of The Wild
Frontier

I know you like Kings of the Wild Frontier. Do you like
other songs from the Kings of the Wild Frontier album?

tv The Crown review score average. The Crown genre bio-
graphical film, drama television series. The Crown domain
tv.

I know you said The Crown had an average review score.
Do you feel the same way about other biographical films and
drama television series?

art Raphael rating excellent. Raphael genres portrait, portrait
painting. Raphael movements Italian Renaissance, High
Renaissance.

You rated the portrait painting by Raphael as excellent.
Would you say you generally have a strong liking for Italian
Renaissance and High Renaissance portrait paintings?

animals Carolina Dog good with other dogs friendly to other dogs.
Carolina Dog good with children kid-friendly. Carolina Dog
domain animals.

I know you said that Carolina Dogs are friendly to other dogs
and kid-friendly. Are you generally interested in animals
that are friendly to other dogs and kid-friendly?

board
games

A Game of Thrones average rating good. A Game of Thrones
genre fantasy. A Game of Thrones domain board game.

You said A Game of Thrones was good. Do you usually like
fantasy board games?

recommend
sports Jake Paul sport boxing. Jake Paul height 1.83. Jake Paul

domain athelete.
Have you heard of Jake Paul? He’s a professional boxer who
stands at 1.83 meters tall.

movies Elvis review score good. Elvis producer Gail Berman,
Catherine Martin, Baz Luhrmann. Elvis domain movies.

Have you seen Elvis, produced by Gail Berman, Catherine
Martin, and Baz Luhrmann? It has a good review score.

music Money For Nothing Rock Music Littlest Things Mark Ron-
son

Have you heard of the rock song Money for Nothing pro-
duced by Mark Ronson?

tv Peaky Blinders review score good. Peaky Blinders creator
David Caffrey. Peaky Blinders domain tv.

Have you seen Peaky Blinders from David Caffrey? It’s got
a really good review score.

art The Haywain Triptych creator Hieronymus Bosch. The
Haywain Triptych location Museo del Prado.

Have you seen The Haywain Triptych by Hieronymus Bosch
at the Museo del Prado?

animals Staffordshire Bull Terrier trainability very easy to train.
Staffordshire Bull Terrier domain animals.

I think you’d really be interested in the Staffordshire Bull
Terrier, which is very easy to train. Have you heard of it
before?

board
games

HeroQuest publisher Games Workshop. HeroQuest genre
fantasy. HeroQuest domain board game.

Have you ever heard of HeroQuest, the fantasy board game
from Games Workshop?

give_opinion
sports Ronaldo sport association football. Ronaldo rating good.

Ronaldo domain athelete.
I think Ronaldo is a great footballer. He has consistently put
in strong performances for his teams and is known for his
skill and passion for the game.

movies Scooby-Doo review score average. Scooby-Doo director
Raja Gosnell. Scooby-Doo MPA film rating PG. Scooby-
Doo domain movies.

Scooby-Doo is an average movie, but I think it’s worth
watching for the great direction of Raja Gosnell and the PG
rating.

music Y.M.C.A. rating excellent. Y.M.C.A. producer Jacques
Morali. Y.M.C.A. record label Casablanca Records.
Y.M.C.A. domain songs.

Y.M.C.A. by the Village People, produced by Jacques Morali
and released by Casablanca Records, is an excellent song.

tv Gunpowder review score average. Gunpowder screenwriter
Ronan Bennett. Gunpowder domain tv.

Gunpowder was an average show, but I appreciate the work
of the screenwriter, Ronan Bennett, for making the story
interesting.

art Henri de Toulouse-Lautrec rating good. Henri de Toulouse-
Lautrec genres animal painting, portrait.

I think Henri de Toulouse-Lautrec is a good painting. The
combination of animal painting and portraiture in this piece
is quite engaging.

animals Fin Whale popularity very popular. Fin Whale weight
1,800kg - 70,000kg 4,000lbs - 150,000lbs. Fin Whale do-
main animals.

I’m really impressed by the Fin Whale with its huge weight
range of 1,800kg - 70,000kg (4,000lbs - 150,000lbs).

board
games

Twilight Struggle average rating excellent. Twilight Struggle
maximum number of players 2. Twilight Struggle domain
board game.

I highly recommend Twilight Struggle. It’s an excellent
board game with a maximum number of players of 2, making
it perfect for a competitive game night.

request_attribute
sports athletes sports teams. What sports team does your favorite athlete play for?
movies movies review score None. movies domain movies. What rating would you give to movies that you have watched

recently?
music songs performer. Who is your go-to artist for music?
tv show screenwriter None. show domain tv. What is your favorite TV show and its screenwriter?
art paintings genres. What types of painting genres resonate with you the most?
animals animal good with other dogs. animal domain animals. Is your favorite animal good with other dogs?
board
games

board game genre. board game domain board game. What board game genre do you find the most enjoyable?

Table 11: Examples of transferred DAs for ver-
ify_attribute, recommend, give_opinion, and re-
quest_attribute to all 7 domains.
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domain MR text
suggest

sports Wilt Chamberlain Nba Most Valuable Player Award, Nba
All-Star Game Kobe Bryant Most Valuable Player Award

Have you ever heard of Wilt Chamberlain, who won the
NBA Most Valuable Player Award and the NBA All-Star
Game Kobe Bryant Most Valuable Player Award?

movies Ant-Man and the Wasp cast member Dax Griffin, Hannah
John-Kamen. Ant-Man and the Wasp publication date 2018.
Ant-Man and the Wasp domain movies.

Did you ever watch Ant-Man and the Wasp, starring Dax
Griffin and Hannah John-Kamen, which was released in
2018?

music Waka Waka performer Freshlyground, Shakira. Waka Waka
domain songs.

Do you like the music of Shakira and Freshlyground, like
Waka Waka?

tv Breaking Bad character Tuco Salamanca, Mike Ehrmantraut.
Breaking Bad domain tv.

Do you know any characters from Breaking Bad, such as
Tuco Salamanca and Mike Ehrmantraut?

art The Bridge at Narni creator Jean-Baptiste Camille Corot.
The Bridge at Narni genres landscape art.

Have you explored landscape art, such as The Bridge at
Narni by Jean-Baptiste Camille Corot?

animals Pygora Goat weight 75-95 lbs. for males, 64-75 lbs. for
females.. Pygora Goat lifespan 12-15 years. Pygora Goat
domain animals.

Have you heard about the Pygora Goat? It typically weighs
75-95 lbs. for males and 64-75 lbs. for females, and has a
lifespan of 12-15 years.

board
games

Enchanted Forest maximum number of players 6. Enchanted
Forest instance of board game. Enchanted Forest domain
board game.

Have you ever played a board game for up to 6 players, like
Enchanted Forest?

request
sports athletes specifier boring. Who do you think is the most boring athlete to watch?
movies movies specifier realistic. movies director Cary Joji Fuku-

naga. movies domain movies.
Have you seen any realistic movies directed by Cary Joji
Fukunaga?

music songs specifier beautiful. What’s the most beautiful song you can think of?"
tv show specifier overrated. show screenwriter Arif Aliyev.

show domain tv.
Do you think any of Arif Aliyev’s TV shows are overrated?

art paintings specifier bizarre. paintings location Museo Na-
cional Centro de Arte Reina Sofía.

Can you think of a bizarre painting from the Museo Nacional
Centro de Arte Reina Sofía?

animals animals specifier cheerful. animals habitat Tropical bush-
land, grassland and savannas.

Do you know of any cheerful animals that live in Tropical
bushland, grassland and savannas?

board
games

board game specifier frustrating. board game maximum
number of players 5. board game domain board game.

What’s the most frustrating board game you can play with
up to 5 players?

request_explanation
sports athletes rating good. athletes team positions center. What is it about athletes who play the center position that

you find so good?
movies movies review score good. movies screenwriter Steven

Knight. movies domain movies.
What do you think makes the movies written by Steven
Knight so good?

music songs rating good. songs from album Katharine McPhee. What do you like about the songs from Katharine McPhee’s
album that make them good?

tv show review score average. show awards received None.
show creator Jonathan Frakes, Hanelle Culpepper. show
domain tv.

Given the average review score and lack of awards, what do
you think Jonathan Frakes and Hanelle Culpepper did right
in their TV shows?

art painters rating good. painters movements Impressionism,
post-impressionism.

What is it about Impressionism and post-impressionism
paintings that you find so good?

animals animal coat length short coat. animal protectiveness very
alert. animal name Airedale Terrier. animal good with other
dogs friendly to other dogs. animal domain animals.

What do you like about the Airedale Terrier that has a short
coat, is very alert, and is friendly to other dogs?

board
games

board game genre science fiction. board game average rating
excellent. board game domain board game.

What makes science fiction board games your favorite type
of game?

confirm
sports Dwayne Johnson sport professional wrestling. Dwayne John-

son sports teams Calgary Stampeders, Miami Hurricanes
football. Dwayne Johnson domain athletes.

Are you talking about Dwayne Johnson, the professional
wrestler who previously played for the Calgary Stampeders
and the Miami Hurricanes football team?

movies Thor: Love and Thunder cast member Jacob Yee, Gemma
Dart. Thor: Love and Thunder domain movies.

Are you referring to the movie Thor: Love and Thunder,
starring Jacob Yee and Gemma Dart?

music Break My Soul genres house music. Break My Soul domain
songs.

Are you referring to the house music song Break My Soul?

tv Obi-Wan Kenobi character Darth Vader, Obi-Wan Kenobi.
Obi-Wan Kenobi screenwriter Hossein Amini. Obi-Wan
Kenobi domain tv.

Are you referring to the Obi-Wan Kenobi TV show, writ-
ten by Hossein Amini, featuring Darth Vader and Obi-Wan
Kenobi?

art The Wayfarer creator Hieronymus Bosch. The Wayfarer gen-
res genre art. The Wayfarer movements Early Netherlandish
painting.

Are you referring to The Wayfarer, the Early Netherlandish
genre art painting by Hieronymus Bosch?

animals Carolina Parakeet common class Bird. Carolina Parakeet
predators Birds of prey, raccoons, skunks, squirrels, and
snakes. Carolina Parakeet domain animals.

Do you mean the Bird known as the Carolina Parakeet, which
is preyed upon by Birds of prey, raccoons, skunks, squirrels,
and snakes?

board
games

Monopoly publisher Hasbro. Monopoly country of origin
United States of America. Monopoly domain board game.

Are you talking about the Hasbro board game Monopoly,
from the United States of America?

inform
sports Magic Johnson sport basketball. Magic Johnson stats leader

1992 NBA All-Star Game. Magic Johnson domain athletes.
Magic Johnson is a basketball athlete who was the leading
stats leader for the 1992 NBA All-Star Game.

movies Captain Phillips 2013 ’Film Based On Books’, ’Survival
Film’ ’Faysal Ahmed As Nour Najee’ Excellent ’Louis Ma-
honey’, ’Catherine Keener’

Captain Phillips is a 2013 survival film based on books,
starring Faysal Ahmed as Nour Najee, Louis Mahoney, and
Catherine Keener. It has an excellent review score.

music As It Was record label Columbia Records. Mireille Mathieu
record label Columbia Records. Mireille Mathieu genre pop
music. As It Was genre synth-pop. As It Was performer
Harry Styles.

Harry Styles’ As It Was is a synth-pop album released on
Columbia Records. Mireille Mathieu’s record label is also
Columbia Records and her genre is pop music. (3 hop)

tv Peaky Blinders genre drama television series, costume
drama. Peaky Blinders creator David Caffrey. Peaky Blin-
ders screenwriter Steven Knight. Peaky Blinders review
score good. Peaky Blinders character Arthur Shelby, Jessie
Eden. Peaky Blinders domain tv.

Peaky Blinders is a good costume drama television series
created by David Caffrey and written by Steven Knight. It
stars Arthur Shelby and Jessie Eden.

art The Coronation of Napoleon creator Jacques-Louis David.
The Coronation of Napoleon materials canvas, oil paint. The
Coronation of Napoleon genres history painting.

The Coronation of Napoleon, a history painting by Jacques-
Louis David, is made of oil paint on canvas.

animals Australian Stumpy Tail Cattle Dog shedding average shed-
ding. Australian Stumpy Tail Cattle Dog domain animals.

The Australian Stumpy Tail Cattle Dog has average shed-
ding.

board
games

Enchanted Forest genre fantasy. Enchanted Forest maximum
number of players 6. Enchanted Forest domain board game.

Enchanted Forest is a fantasy board game for up to 6 players.

Table 12: Examples of transferred DAs for suggest, request, request_explanation, confirm and inform to all 7
domains
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Abstract

In today’s industrial landscape, seamless col-
laboration between humans and machines is
essential and requires a shared knowledge of
the operational domain. In this framework, the
technical knowledge for operator assistance has
traditionally been derived from static sources
such as technical documents. However, experi-
enced operators hold invaluable know-how that
can significantly contribute to support other op-
erators. This work focuses on enhancing the
operator assistance tasks in the manufacturing
industry by leveraging spoken natural language
interaction. More specifically, a Human-in-
the-Loop (HIL) incremental learning approach
is proposed to integrate this expertise into a
domain knowledge graph (KG) dynamically,
along with the use of in-context learning for
Large Language Models (LLMs) to benefit
other capabilities of the system. Preliminary
results of the experimentation carried out in an
industrial scenario, where the graph size was
increased in a 25%, demonstrate that the in-
cremental enhancing of the KG benefits the
dialogue system’s performance.

1 Introduction

Human-Machine Interaction (HMI) is revolutioniz-
ing traditional industrial processes. Smart manufac-
turing relies on the collaboration between highly ad-
vanced machinery and the knowledge and decision-
making abilities of human operators. The industry
of the near future requires qualified personnel spe-
cialized in technologies such as robotics and artifi-
cial intelligence (AI), capable of making informed
decisions based on these factors. In this context, a
human-centered approach positions operators as a
crucial element in new industrial plants. Thanks to
the latest technological advances, voice interaction
between operators and industrial manufacturing
systems or machines is now feasible. Moreover,
these technologies are hands-free and eyes-free,

enabling operators to perform physical tasks, sup-
port natural language communication that requires
minimal training, and are highly flexible, allowing
communication at various levels of detail. Conse-
quently, there has been an increase in the number of
prototypes and systems exploring the use of voice
as a natural interaction interface between operators
and machines in industrial environments in recent
years. Additionally, dialogue modeling and man-
agement have drastically changed due to the recent
success of large language models (LLMs). How-
ever, any application based on LLMs needs reliable
and up-to-date knowledge sources. In particular,
industrial scenarios require robust models capable
of handling very technical and precise knowledge,
which is necessary for tasks shared by humans and
machines.

Traditionally, HMI has relied on rule-based sys-
tems to represent knowledge and actions, ensuring
everything remains under control. As a result, these
interaction systems are static, failing to capture the
expert human knowledge of the factory that is not
documented or included in the system’s knowledge
base. This limitation can be addressed through the
concept of Human in the Loop (HIL), also known
as Operator in the Loop (OIL) in industrial contexts.
These AI systems facilitate collaboration between
humans and machines to enhance results and ac-
celerate the learning process. The HIL paradigm
involves continuous interaction throughout all post-
deployment stages of AI models. As illustrated in
Figure 1, in the industrial sector, the OIL paradigm
enables the integration of expert knowledge into
HMI interfaces by providing feedback using natu-
ral language. This approach allows voice interac-
tion systems to evolve over time, adapting to the
unique dynamics of each factory and incorporating
the expertise that operators develop.

In this work, an OIL incremental learning
approach to manage knowledge-grounded, task-
oriented dialogue (TOD) systems in industrial set-
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Figure 1: Operator in the Loop paradigm.

tings is proposed, being its main contributions (1)
extending a previously defined ontology to support
the management and storage of new knowledge
provided by experts; (2) developing online learn-
ing capabilities to collect user feedback, thereby
updating and expanding a knowledge graph and
(3) developing an LLM-based natural language un-
derstanding (NLU) system that queries a KG to
constrain it within the task. Preliminary evalua-
tions show promising results in NLU performance
and KG grounding.

The rest of the paper is structured as follows:
Section 2 presents the related work. The proposed
knowledge graph-based incremental dialogue sys-
tem with the detailed description of each of its
modules is described in Section 3, and the initial
validation results in Section 4. Finally, conclusions
of this work are shown in Section 5.

2 Related work

The current state of the art considers knowledge
graphs as a useful asset in industrial settings and,
more specifically in human-centric approaches
(Abonyi et al., 2024), such as robot interaction and
collaborative manufacturing (Nagy et al., 2024). In
this line, approaches such as the one proposed by
Nagy et al. (2024) are observed, in which knowl-
edge graphs are used to model factors related to
the operator and their conditions, such as move-
ments or collaboration with machines. Moreover,
knowledge graphs have been used in this scenario
for task-oriented dialogue, which enable operators
to communicate to industrial systems in a more
natural way. In this context, knowledge graphs
have been traditionally used to model the domain
of the use case, providing a detailed representation

of the scenario and reducing ambiguity between the
agents involved (Sidi Yakoub et al., 2015). How-
ever, more modern approaches also make use of
knowledge graphs for dialogue management (Teix-
eira et al., 2021; Aceta et al., 2022)

Of course, this process also has an impact
on dialogue management, since one of the most
widespread techniques is to obtain this information
from users. To do this, dialogues are generated
dynamically to be able to obtain the necessary in-
formation for the system to learn, as well as the
appropriate moment for it, based on a strategy (Liu
and Mazumder, 2021). Some approaches also base
these interactions on the feedback obtained from
the user taking into account, for example, evalua-
tions such as “it’s not what I wanted” or “you didn’t
understand me well” (Veron et al., 2021).

In the field of Natural Language Processing
(NLP), there’s a clear surge in leveraging state-
of-the-art strategies across multiple applications,
particularly through the deployment of pre-trained
Large Language Models (LLMs) in dialogue sys-
tems. Ozdemir (2023) describes these models as
AI models that often, though not exclusively, stem
from the Transformer architecture. They are crafted
to understand and generate human language, code,
and beyond. Also, they are trained on immense
troves of text, and they can tackle a vast array of
language-related tasks, from simple text classifica-
tion to elaborate text generation. As highlighted by
this author, the LLMs available in the market (like
various versions of GPT, Gemini, Llama, among
others) have been pre-trained on extensive datasets
from diverse sources using distinct methodologies.
Thus, not all LLMs perform equally, and their train-
ing processes significantly influence their perfor-
mance in specific applications.

Therefore, to optimize pre-trained language
models for task-oriented dialogue systems, differ-
ent works employ models like Alpaca, GPT-Neo,
BART, T5, Llama 2 and GPT-3.5 (Hudeček and
Dušek, 2023; Andreas et al., 2022; Li et al., 2022;
Hu et al., 2024); among others. Also, different
authors adopt various approaches for constructing
these dialogue systems. Prominent among these
is fine-tuning pre-trained language models using
methods like LoRA (Low Rank Adaptation) (An-
dreas et al., 2022; Li et al., 2022), prompt tun-
ing (Cao, 2023; Hudeček and Dušek, 2023) and
Reinforcement Learning from Human Feedback
(RLHF) (Ouyang et al., 2022), among others. This
indicates a clear trend in using LLMs in TOD sys-
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tems and various optimization strategies. However,
many of these methods demand substantial specific
data for training as they are data-driven, which may
not be available for certain industrial use cases.

To address this issue and avoid the need for hand-
crafted rules, in-context learning approaches are
becoming increasingly popular. These approaches
involve designing prompts using snippets of ex-
ample dialogues, the user’s goal, and the dialogue
history (Sekulić et al., 2024). This optimization
method, known as prompt tuning, allows adapt-
ing the model to task requirements without requir-
ing a corpus or extensive training, just relying on
natural language instructions to guide the model’s
behaviour.

3 Knowledge-Grounded Incremental
Task-oriented Dialogue System

Two of the most common applications of TOD
systems in industrial scenarios are to provide as-
sistance through processes and to deliver tasks to
a certain industrial intelligent system. Therefore,
the expected interactions from the user can mainly
be classified as navigation instructions through pro-
cesses and action requests to industrial systems,
respectively. The TOD system’s responses, on the
other side, must be in the form of steps of the pro-
cesses on which the user will request assistance
for the former, and the corresponding machine-
readable action for the latter.

So, in this type of scenarios, towards an incre-
mental approach, feedback may be useful in these
two situations, mainly: (1) the content presented
does not meet the needs of the user or (2) the inter-
pretation of the interaction indicates that what the
user wants to do next or deliver to the system is not
appropriate.

This work presents the extension and adapta-
tion of KIDE4I, presented in Aceta et al. (2022)
and based on the TODO Ontology (Aceta et al.,
2021), to provide it with feedback-capturing and
management capabilities. The aim of such task
is to achieve a system that is capable of learning
from interactions with users over time and, thus,
improve its interpretation and dialogue capacities,
as well as adapting to the users’ needs. To this end,
the following aspects have been addressed:

1. Extension of the TODO ontology to support
the management and storage of new knowl-
edge based on feedback (described in Section
3.1).

2. New functionalities to generate dialogues
aimed at collecting feedback and to update
knowledge extracted from it (described in Sec-
tion 3.2) .

Likewise, and towards assessing the benefits
when updating KIDE4I with the most recent
technologies, in-context learning (ICL) of LLMs
through prompt-tuning has been explored and im-
plemented in the natural language understanding
(NLU) module, as detailed in Section 3.3. This task
has allowed to compare more traditional strategies,
such as rule-based ones, with the most disruptive
one nowadays: the use of LLMs in scenarios with
limited resources (in terms of training corpus), such
as industrial ones.

3.1 Industrial-Assistance-Oriented
Incremental Knowledge Graph

By definition, a knowledge graph focuses on rep-
resenting relationships and capturing real-world
connections, ideally based on an ontology that pro-
vides the formal framework for defining the terms
and concepts used in that representation.

As described previously, the focus of this work is
developing a knowledge-graph-based TOD system
for industrial scenarios which is based on technical
documentation and expert knowledge that can be
extended over time through, for instance, feedback
gathering. To achieve such a system it is neces-
sary to construct a knowledge graph that formally
represents all this information, relying on a agreed
ontology that allows an incremental learning ap-
proach.

The core ontology for developing the knowledge
graph in the context of this work is TODO (Ac-
eta et al., 2021), the main modules of which can
be seen in Figure 2. This modular ontology is de-
signed to enable task-oriented dialogue systems to
interact naturally with users at both understanding
and communication levels by distinguishing two
main areas of knowledge: domain (TODODom)
and dialogue (TODODial), respectively. It can be
readily adapted to various industrial settings, thus
minimizing the time and cost of adaptation. Addi-
tionally, it supports the storage and reproduction
of the dialogue process, allowing for learning from
new interactions. However, this tracing capability,
although being a good starting point for supporting
an incremental learning approach, does not support
the generation and management of user feedback.
In order to solve this gap, the TODO ontology has
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been extended.

Figure 2: TODO ontology (Aceta et al., 2021)

In that extension and adaptation task, new
classes and relationships that allow representing
the key concepts aimed at collecting feedback have
been added. More precisely, 2 classes (C) and 4
object properties (OP) have been created in the
TODODom module and 2 classes in TODODM,
which are listed below, by module.

TODODom (domain)

• DefinitiveLexicalUnit (C), to depict lexical
units (i.e., variants) that have not been added
through feedback (i.e. manually or in a su-
pervised way) or lexical units that have been
added through feedback several times.

• ProvisionalLexicalUnit (C), to depict lexical
units that have been added through feedback
but the confidence to consider them as defini-
tive is still low.

• hasDefinitiveLexicalUnit (OP), to relate frame
heads (i.e., generic terms to agglutinate differ-
ent variants) to their corresponding definitive
lexical units.

• hasProvisionalLexicalUnit (OP), to relate
frame heads to their corresponding provi-
sional lexical units.

• isDefinitiveLexicalUnitOf (OP). Inverse prop-
erty of hasDefinitiveLexicalUnit.

• isProvisionalLexicalUnitOf (OP). Inverse
property of hasProvisionalLexicalUnit.

TODODM (dialogue management)

• NewLexicalUnitConfirmationRequest (C), to
request the user for confirmation to relate a
lexical unit to a specific frame head.

• ActionDetectedResponse (C), to inform the
user that it has detected an action (for which
the command includes a new reference to po-
tentially be added to the graph).

These classes and properties have been added by
following the LOT methodology (Poveda-Villalón
et al., 2019), which makes sure that knowledge
is modelled into the ontology ensuring its quality.
Therefore, the quality of the ontology (compared
to the results obtained in Aceta et al. (2021)), has
not been affected.

With the ontology ready, a manual instantiation
of the newly-modelled, dialogue-related classes
has been carried out, in order to offer the dialogue
manager variations to interact with the user and di-
rect the dialogue to capture feedback, such as “Can
you confirm that {item} is a related word?”. The
rest of the dialogue-related instantiations have been
reused from the generic instantiation of TODODial
(Aceta et al., 2022).

As for the domain section of the knowledge
graph, it is instantiated automatically. First of all,
the relevant procedures have been defined by the
experts by using an interface designed to simplify
the instantiation process. In a nutshell, this inter-
face, once a procedure is defined, generates, first
of all, a JSON file. This JSON file, by following
an Extract, transform and load (ETL) process, is
transformed into RDF and uploaded to the RDF
store, which, in this case, has been Virtuoso 8.3.
An example snippet of an instantiated procedure
can be found in Appendix A.

This first graph version enables the system to be
ready to be used and its knowledge to be extended
through user feedback in subsequent interactions.

3.2 Dialogue Management Supporting
Incremental Approach

Once the ontology is extended and the dialogue
instances for collecting feedback are ready, as re-
ported in Section 3.1, it is necessary to add to the
dialogue manager the capability to extract the new
knowledge to be included in the system.

As described previously, the two situations that
may require feedback gathering would be when the
system is not capable of correctly interpreting an
user request and when the information provided by
the system is not accurate.

To respond to the first situation, the dialogue
manager has been extended so that, instead of ask-
ing the user to reformulate the request because they
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Figure 3: System workflow, including feedback management (left), along with an interaction example that requires
feedback and follows the aforementioned flow (right).

are not able to understand it, the system enters feed-
back mode. The main goal of this mode is that
the system is able to link new key elements to an
action or action slot in subsequent interactions. For
that, a clarifying request for the user, as a question,
is triggered, in an intent to link the key element(s)
extracted from the interpretation module with some
of the classes/instances of the semantic repository.
When the user responds to said system request, it
is interpreted and the dialogue status is checked. If
the status is feedback mode, once the user confirms
the interpretation, the system launches a request to
update the knowledge graph. This update, which
has been automated by developing a REST API
service, represents the extension of the base knowl-
edge of the system. However, since it is an auto-
mated process, and to achieve controlled growth,
this new knowledge is marked as obtained from
feedback in the base (provisional, in accordance
with what has been established in the adaptation of
the TODO ontology, depicted in Section 3.1). Fig-
ure 3 visually summarizes the system’s dialogue
flow, with the new feedback management capabili-
ties to learn based on interactions with the user and
update knowledge dynamically.

When it comes to the second case, in which the
user’s disapproval of a system response is due to
the fact that the content does not cover their needs,
this feedback must trigger an action by an expert
to review the system’s knowledge and update it if
appropriate. For this case, a graphical interface
has been developed so that it enables the user to
indicate their disagreement with the content and the

expert to edit the content of the processes described
in the repository when necessary. By the time this
edition occurs, a functionality has been developed
in the dialogue manager, which allows updating
the knowledge graph with the new content. This
new revised and improved data is what the system
will use onwards as part of the extended knowledge
graph.

3.3 Natural Language Understanding

The functions of the Natural Language Understand-
ing (NLU) component are, first, to determine if a
transcribed user voice command is classified as a
polar interaction (e.g. “yes”, “no”). If it is, it is
in charge of determining whether it is positive or
negative. If no polarity is detected, a key element
extraction (KEE) component is raised to extract the
relevant information from the command, as shown
in Figure 4.

Figure 4: NLU pipeline
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For the present work, two different approaches
have been tested for the polarity interpreter. The
first relies on the KIDE4I implementation, using a
sentiment analysis algorithm. As for the second, an
LLM-based approach has been implemented. More
specifically, the GPT-3.5 Turbo model has been
adapted through the in-context learning prompting
strategy.

For the rest of interactions, namely non-
polarized interactions, the KEE module intervenes
fulfilling a slot-filling task. Similarly to the polar-
ity interpreter, two different implementations have
been used. For the first, again, the KIDE4I rule-
based approach has been followed, whereas, for the
second, the same LLM approach as above has been
used. In this case, within the prompt, its function
and the slots to be filled are indicated.

After detecting the slot values, it is essential
to verify that these values correspond to recogniz-
able world elements within the target system. This
process involves querying the knowledge graph
and comparing the detected slot values with those
stored in the graph. If the key elements identified
by the NLU are found, they are retained in the
component’s final result. Otherwise, the unrecog-
nized values are discarded, asking for the missing
information later on.

4 Initial Results

The extended TOD system with feedback capabili-
ties has been tested and validated in an experimen-
tation task. In this particular case, the system’s
function was to provide support through the differ-
ent phases for manufacturing a piece using CNC
programming on a milling machine. When given
instructions, the users that were not satisfied with
the answer given by the assistant would mark the
response as inadequate. Some initial results related
to this experimentation, mainly regarding the im-
pact of those iterations in the knowledge graph, are
presented in Section 4.1.

In terms of incrementing knowledge through
feedback, the assistance scenario is suitable for
evaluation. However, the variability in the inter-
actions (e.g. “Show me the next step”, “I need
more information”) is limited. Due to this, and
in order to provide more insights, the LLM-based
and rule-based NLU components have been tested
in a collaborative bin-picking scenario, which is
richer in terms of references to key elements in
user commands. The obtained results for both have

been compared in order to determine if the LLM-
based approach, which makes the task of adapting
the dialogue system easier, is able to maintain or
improve the accuracy of the rule-based approach.
The experimental setup, as well as the benchmark
results, are presented in Section 4.2.

4.1 Incremental TOD System in Use

The proposed validation scenario, as noted previ-
ously, is about CNC programming to manufacture
a piece on an IKASMAK 5.1 milling machine. To
do so, 15 users were requested to be assisted by
the assistant described in Section 3 and to give in-
sights about different procedures along the different
phases of the programming process upon a given
user request. The language used in this scenario
was Spanish.

Furthermore, while the user is interacting with
the system, if it does not present the desired infor-
mation or does not perform as expected, the user
can vote negatively the answer. This vote triggers a
review alert for the expert, who will review the dia-
logue flow and, if necessary, update the knowledge
graph to try to solve the gap, as shown in Figure 5.

This expert review, then, improves and, some
times, even increases the information in the knowl-
edge graph, and so, the accuracy of the system in
further uses. The following subsection shows the
evolution of the graph after the experimentation
where, at some point within the dialogues, 22 of
the total of 551 turns were marked as the response
from the system was not valid, which triggered an
expert review. Although it could sound like a high
number, the time required for the review and update
of the knowledge graph has not exceeded 5 hours,
a process that would have taken much longer if
done through other methods (e.g. manual instantia-
tion) and would have required an ontology expert
to perform it.

4.1.1 Impact on the Knowledge Graph and
Initial Analysis

So as to show the evolution of the graph before
and after the expert review process, Tables 1 and 2,
respectively, are depicted below.

In the case of Table 1, the average and total
number of the different instances for each relevant
class in procedure definition can be seen, out of a
total of 341 total instances.

Thanks to the user feedback and expert review
process, and as it can be seen in Table 2, the number
of total instances has increased. More specifically,
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Figure 5: User discontent triggering expert review requirement

Proc AP P Met Task Step PSI
10 14.9 1 1.3 1.3 6.9 8.7

Total 149 10 13 13 69 87

Table 1: Number of procedures (“Proc”) and average
and total number of activation phrases (“AP”), proce-
dures (“P”), methods (“Met”), tasks, steps and addi-
tional information (“PSI”), in the moment of the experi-
mentation.

Proc AP P Met Task Step PSI
12 14.6 1 1.6 1.6 8 9.2

Total 175 12 19 19 96 110

Table 2: Number of procedures (“Proc”) and average
and total number of activation phrases (“AP”), proce-
dures (“P”), methods (“Met”), tasks, steps and addi-
tional information (“PSI”), after the user feedback and
expert review.

90 more instances have been added, making a total
of 431 (that is, a 25% more knowledge). Among
these instances, new activation phrases have been
added for the existing procedures and, furthermore,
two new procedures have been included: “Detener
un programa” (“Stop a program”) and “Configurar
el avance” (“Configure the advance”). These two
procedures have been added following the same
format as the rest of procedures, an example of
which can be found in Appendix A.

4.2 Natural Language Understanding:
Benchmarking

The scenario used for the NLU component valida-
tion is a classification task, in which a bin-picking
collaborative robot is able to classify cartridges by
depositing them in different boxes, according to

user commands in Spanish. More specifically, the
robot can pick up different ink cartridges from a
table, identify their color and brand, and sort them
into two separate containers, based on the opera-
tor’s instructions. The operator must use natural
communication to inform the robot about the type
of cartridge and the designated box. This communi-
cation involves not only voice commands but also
gestures to indicate the destination. Consequently,
the key element extraction module must identify
actions and targets related to brands, colors (of the
cartridges), and containers. Additionally, it must
detect references to gestures indicated by phrases
like “here” or “this”, which enhance the verbal in-
structions and provide supplementary information.

4.2.1 In-context Learning LLM vs Rule-based

In order to evaluate the behaviour of NLU in the dif-
ferent systems (rule-based and LLM-based), simi-
lar dialogues have been established with the same
start of dialogue and the same end goal. In this way,
they can be compared in number of turns and the
performance of the NLU can be analysed. There-
fore, based on these dialogues, the results of the
KEE have been analysed for each turn.

A total of 74 dialogues were established with
a total of 12 different users. However, the num-
ber of dialogue turns (159 for the rule-based and
176 for the LLM-based) and total KEE module in-
tervention (130 and 108, respectively) varies due
to the structure of the dialogue –which is slightly
different for each system– and the performance of
the different modules. The performance of both
approaches can be observed in Table 3. In order
to have a better approximation of the results, they
have been classified between “fully detected”, “par-
tially detected” and “not detected” to refer to when
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Fully detected Partially detected Not detected Out-of-scope errors

% # % # % # % #

Rule-based 64.61 84 17.69 23 13.07 17 4.61 6
LLM-based 98.14 106 0.92 1 0 0 0.92 1

Table 3: KEE results. Results are represented in percentages (%) and absolute numbers (#).

all, some, or none of the elements to be identi-
fied have been detected, respectively. Finally, it is
worth mentioning that, due to out-of-scope causes,
in both systems there have been elements that have
been erroneously sent as input to the KEE, also
presented in Table 3. These interactions, despite
having had an output from the KEE, have not been
taken into account in this analysis as NLU as they
are caused by external errors.

All in all, we can observe a better performance
of the LLM-based approach for key element ex-
traction. More specifically, the LLM-based method
outperforms the rule-based approach by a 33.5% in
terms of fully detected key elements. Furthermore,
the rule-based approach is more prone to partially
detected and not detected elements, a situation with
is rare in the LLM-based approach, with an only
case of the former and no cases in the latter, which
emphasises the capacity of these methods in this
type of tasks.

As for the polarity component, the results have
reported a 100% accuracy in both approaches.

5 Conclusions

This work introduces a knowledge graph-based
method for managing the knowledge base of a
task-oriented dialogue system for industrial set-
tings, in which the knowledge graph is in charge
of storing both domain and dialogue-management-
related knowledge. This dialogue system features
incremental learning capabilities that, by using
the HIL/OIL paradigms, allows, on the one hand,
for users to give feedback regarding the output
of the system and, on the other hand, for experts
to improve the knowledge included in the knowl-
edge graph according to operators’ feedback. For
this, the ontology used in the knowledge graph,
which originates from an existing ontology for task-
oriented dialogue systems, has been extended to
cover the addition of knowledge and the generation
of additional dialogues for that end.

Furthermore, for the natural language under-
standing (NLU) module, which originally was de-

signed by following a rule-based approach, has
been implemented by using Large Language Mod-
els (LLMs) to improve both the system’s mainte-
nance and the quality of the interpretations obtained
by it.

The system has been evaluated in two real-world
industrial settings: a bin-picking scenario, in which
the NLU component was implemented by using
LLMs, and a manufacturing scenario, in which
the incremental learning capabilities of the system
have been tested. For the first scenario, the results
show that the performance of LLM-based NLU is
higher than the rule-based approach by 16%, which
is a significant improvement, especially for the fact
that LLMs are easier to adapt to other scenarios
than rules. For the second scenario, the addition
of feedback interfaces has allowed to improve the
existing knowledge graph of the system. The result
of this is the addition of more explanations to exist-
ing procedures and even two new procedures; all in
all, this translates into 25% more knowledge than
at the time of the experimentation. This is expected
to impact positively in the system’s performance
from now on, which will be evaluated in a new
experimentation task as part of future work.

These results show that the use of knowledge
graphs for managing the knowledge base of task-
oriented dialogue systems in industrial settings is
a promising approach, especially when combined
with incremental learning capabilities, and that the
use of LLMs for other modules of the system leads
to systems that are easy to maintain over time and
to adapt to new scenarios.
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Lightweight Multilingual Development and Evalua-
tion of Task-Oriented Dialogue Systems with Large
Language Models. arXiv preprint arXiv:2401.02208.
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A Example procedure

Listing 1: Snippet of the instances in the “Editar o modificar un programa” (“Edit or modify a procedure”) procedure.
This example is presented in TTL format for readability.

1 [ . . . ]
2

3 ### h t t p s : / / w3id . o rg / t odo / tododw − ekin − i n s t #
↪→ Method0_Procedure_65113d9f5d9c3075571719b5

4 : Method0_Procedure_65113d9f5d9c3075571719b5 r d f : t y p e owl : Na medInd iv idua l ,
5 tododwHowto : Method ;
6 v a r : h a s F i r s t S e g m e n t : Task0_Method0_Procedure_65113d9f5d9c3075571719b5 ;
7 v a r : isMadeOf : Task0_Method0_Procedure_65113d9f5d9c3075571719b5 ;
8 v a r : p r o c e s s S e g m e n t I d " 0 " .
9

10 ### h t t p s : / / w3id . o rg / t odo / tododw − ekin − i n s t #
↪→ PSI0_Step1_Task0_Method0_Procedure_65113d9f5d9c3075571719b5

11 : PSI0_Step1_Task0_Method0_Procedure_65113d9f5d9c3075571719b5 r d f : t y p e owl :
↪→ Na m edInd iv idua l ,

12 < h t t p : / / www. mesa . o rg / xml /B2MML−V0600# P r o c e s s S e g m e n t I n f o r m a t i o n > ;
13 v a r : r e l a t e d T o P r o c e s s S e g m e n t :

↪→ Step1_Task0_Method0_Procedure_65113d9f5d9c3075571719b5 ;
14 v a r : t a s k I m a g e " h t t p s : / / s e r v e r / e d i t a r − programa / Metodo1 −Paso2 . png " ;
15 tododwHowto : i n d e x " 0 " .
16

17 ### h t t p s : / / w3id . o rg / t odo / tododw − ekin − i n s t # Procedure_65113d9f5d9c3075571719b5
18 : P rocedure_65113d9f5d9c3075571719b5 r d f : t y p e owl : Nam edInd iv idua l ,
19 tododwHowto : P r o c e d u r e ;
20 v a r : d e s c r i p t i o n " E d i t a r o m o d i f i c a r un programa " ;
21 v a r : h a s F i r s t S e g m e n t : Method0_Procedure_65113d9f5d9c3075571719b5 ;
22 v a r : isMadeOf : Method0_Procedure_65113d9f5d9c3075571719b5 ;
23 v a r : p r o c e s s S e g m e n t I d " 65113 d9f5d9c3075571719b5 " .
24

25 ### h t t p s : / / w3id . o rg / t odo / tododw − ekin − i n s t #
↪→ Step0_Task0_Method0_Procedure_65113d9f5d9c3075571719b5

26 : S tep0_Task0_Method0_Procedure_65113d9f5d9c3075571719b5 r d f : t y p e owl : NamedInd iv idua l
↪→ ,

27 tododwHowto : S t ep ;
28 v a r : d e s c r i p t i o n " A b r i r e l programa deseado . " ;
29 v a r : i s P r e v i o u s : S tep1_Task0_Method0_Procedure_65113d9f5d9c3075571719b5 ;
30 v a r : p r o c e s s S e g m e n t I d " 0 " ;
31 tododwHowto : h a s A s s o c i a t e d P r o c e d u r e : Procedure_65113a0c5d9c3075571719b2 .
32

33 ### h t t p s : / / w3id . o rg / t odo / tododw − ekin − i n s t #
↪→ Step1_Task0_Method0_Procedure_65113d9f5d9c3075571719b5

34 : S tep1_Task0_Method0_Procedure_65113d9f5d9c3075571719b5 r d f : t y p e owl : Na medInd iv idua l
↪→ ,

35 tododwHowto : S t ep ;
36 v a r : d e s c r i p t i o n " Con e l programa en p a n t a l l a , t a l y como se m u e s t r a en l a

↪→ s i g u i e n t e imagen , se podr á comenzar a m o d i f i c a r o e x t e n d e r e l c ó d igo G
↪→ p a r a p rog ramar l a p i e z a . " ;

37 v a r : h a s R e l a t e d I n f o r m a t i o n :
↪→ PSI0_Step1_Task0_Method0_Procedure_65113d9f5d9c3075571719b5 ;

38 v a r : i s N e x t : S tep0_Task0_Method0_Procedure_65113d9f5d9c3075571719b5 ;
39 v a r : i s P r e v i o u s : S tep2_Task0_Method0_Procedure_65113d9f5d9c3075571719b5 ;
40 v a r : p r o c e s s S e g m e n t I d " 1 " .
41

42

43 ### h t t p s : / / w3id . o rg / t odo / tododw − ekin − i n s t #
↪→ Step2_Task0_Method0_Procedure_65113d9f5d9c3075571719b5

44 : S tep2_Task0_Method0_Procedure_65113d9f5d9c3075571719b5 r d f : t y p e owl : Na medInd iv idua l
↪→ ,

45 tododwHowto : S t ep ;
46 v a r : d e s c r i p t i o n " Pa ra g u a r d a r l o s cambios , no es n e c e s a r i a n inguna a c c i ón e s p e c í

↪→ f i c a : s e g u a r da autom á t i c a m e n t e . " ;
47 v a r : i s N e x t : S tep1_Task0_Method0_Procedure_65113d9f5d9c3075571719b5 ;
48 v a r : p r o c e s s S e g m e n t I d " 2 " .
49

50

51
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52

53 ### h t t p s : / / w3id . o rg / t odo / tododw − ekin − i n s t #
↪→ Task0_Method0_Procedure_65113d9f5d9c3075571719b5

54 : Task0_Method0_Procedure_65113d9f5d9c3075571719b5 r d f : t y p e owl : Na medInd iv idua l ,
55 tododwHowto : Task ;
56 v a r : h a s F i r s t S e g m e n t : S tep0_Task0_Method0_Procedure_65113d9f5d9c3075571719b5 ;
57 v a r : isMadeOf : S tep0_Task0_Method0_Procedure_65113d9f5d9c3075571719b5 ,
58 : S tep1_Task0_Method0_Procedure_65113d9f5d9c3075571719b5 ,
59 : S tep2_Task0_Method0_Procedure_65113d9f5d9c3075571719b5 ;
60 v a r : p r o c e s s S e g m e n t I d " 0 " .
61

62 [ . . . ]
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Abstract

The paper describes methods for anticipating
follow-up questions in exploratory information
search. There are two main cases: information
stored in knowledge graphs, and information
in unstructured texts such as Wikipedia. In the
first case, follow-up questions are anticipated
by extracting subgraphs relevant to user queries,
passing the subgraphs to an LLM to generate
responses. In the second case, entities and their
relationships are extracted from the texts and
added to short-term knowledge graphs relevant
to initial queries. Follow-up questions are then
anticipated by extracting subgraphs relevant to
subsequent queries and passing the subgraphs
to the LLM, as in the first case. The short-term
graphs in dialogue memory are often sufficient
to answer follow-up questions. If they are not,
the described steps are repeated as required.

1 Introduction

Dialogue systems that support users in exploratory
information search typically need to handle many
follow-up questions. The paper describes methods
for anticipating follow-up questions in dialogues
for exploratory information search. There are two
cases: exploring information stored in knowledge
graphs, and exploring information in unstructured
texts such as Wikipedia.

The dialogues are exploratory because the users
do not yet know where the information is located,
or even if it exists. They may not know the structure
of the knowledge graphs, or what taxonomy has
been used to classify the information into different
categories. As a result, users need to keep asking
questions as they learn to navigate around different
information spaces.

The proposed approach aims to anticipate likely
follow-up questions by constructing subgraphs of
entities and relationships relevant to current and
recent user queries. This can be done while the
user is thinking what question to ask next.

If a user is searching existing knowledge graphs,
likely follow-up questions can be anticipated by
extracting subgraphs relevant to the current user
query. The subgraphs are included in prompts to
LLMs to generate responses to the user.

If a user is searching unstructured texts such as
Wikipedia, there is no knowledge graph from which
subgraphs can be extracted. In this case an LLM
is prompted to extract entities from the user query,
and to extract relevant entities and relationships
from the texts, and finally to construct a small short-
term knowledge graph from them.

The paper is structured as follows. Section 2 dis-
cusses related work. Section 3 summarizes existing
methods for generating natural language responses
from Wikipedia texts and from knowledge graphs.
Section 4 describes new methods for generating
subgraphs from existing knowledge graphs and for
generating new knowledge graphs from texts. In
Section 5 the new methods are used to anticipate
follow-up questions in a hybrid retrieval approach
combining structured and unstructured retrieval.

2 Related Work

Hogan et al. (2022) is a comprehensive guide to
knowledge graphs. Schneider et al. (2022) survey
the increasing use of knowledge graphs in NLP.

Sarkar et al. (2020) study methods for extracting
subgraphs from DBpedia for use in conversational
recommender systems. This is similar to subgraph
extraction from knowledge graphs stored in Neo4j
graph databases, described in Section 4.1.

A system combining conversational agents with
knowledge graphs in Neo4j databases is described
by Wilcock and Jokinen (2022). A similar system
from Schneider et al. (2023b) aims for synergy be-
tween knowledge graphs and conversational agents
by bridging the gap between structured and unstruc-
tured information retrieval, a topic also addressed
here in Section 5 on hybrid retrieval.
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Figure 1: Simple RAG from Wikipedia texts. Image by Tomaz Bratanic, from (Bratanic, 2023a).

Concerning methods for anticipating follow-up
questions in exploratory search, Schneider et al.
(2023b) mention WikiTalk (Wilcock, 2012), an
early robot dialogue system for exploratory search
in Wikipedia. Using no knowledge graphs, Wiki-
Talk extracted sets of hyperlinks from Wikipedia
articles to transition smoothly between topics by
anticipating what the user will ask about next.

Jokinen and Wilcock (2016) proposed a method
for anticipation of follow-up topics in Wikipedia
search based on hyperlinks and keywords extracted
from the current article. This enables anticipating
follow-up topics that have no explicit link, and also
works for documents without hyperlinks.

The WikiTalk approach of extracting small sets
of Wikipedia hyperlinks from the current topic to
related topics was motivated by the need at that
time to restrict speech recognition vocabulary to
a finite list of predicted phrases (Wilcock, 2012).
However, the basic idea is similar to retrieving a
subgraph or neighborhood of relevant nodes from
a knowledge graph, as described in Section 4.1.

RAG (Lewis et al., 2020) is often described as a
way of grounding LLM responses in the retrieved
information, but conversational grounding has a
long history in dialogue systems research (Traum,
1995; Jokinen, 1996). Grounding is especially im-
portant in open-ended conversational exploratory
search for navigation in unknown information land-
scapes (Schneider et al., 2023a).

Theory of Mind errors often arise from failure
to build shared knowledge during the dialogue
(Wilcock and Jokinen, 2023). Jokinen et al. (2024)
investigate the capacity of LLMs to build shared
knowledge by classifying grounding-related dia-
logue acts and by extracting mutually grounded
information.

3 LLMs that Generate Responses

RAG enables LLMs to generate natural language
responses from retrieved information that is not
in their training corpora. This section compares
existing methods for RAG from Wikipedia texts
and RAG from knowledge graphs.

3.1 Simple RAG from Wikipedia texts

Figure 1 shows a simple RAG application described
by Bratanic (2023a) that answers questions based
on information from Wikipedia. For a given topic,
Wikipedia articles are downloaded and split into
texts chunks using LangChain. Vector embeddings
of the chunks are generated and stored in a Neo4j
database with the texts.

When users ask questions, embeddings of the
questions are generated and the most relevant
chunks are found by semantic similarity using a
Neo4j vector index. The questions and the most
relevant chunks are passed to an LLM to generate
the answers. Follow-up questions are enabled by
using LangChain memory components.
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Figure 2: RAG from Knowledge Graphs. Image by Tomaz Bratanic, from (Bratanic, 2023b).

3.2 When simple RAG goes wrong

In order to reduce hallucinations, LLMs can be
prompted to avoid making up false facts by using
only the information given in the context. However,
this can sometimes cause LLMs to avoid telling
true facts, by answering as if the facts given in the
context are the only true facts in the world.

An example is given by Wilcock (2024), from
a Chat with Wikipedia application that was given
the topic William Shakespeare. When asked the
question Did he have any children, grandchildren
or other descendants? the set of most relevant
chunks retrieved by RAG did not mention his child
Susanna. This caused a conflict between the LLM’s
own knowledge of Shakespeare and the instructions
to use only the information given in the context.

To resolve this conflict, the LLM gave a correct
but misleading reply Yes, William Shakespeare had
at least two known children. The absence of his
child Susanna from the context caused the LLM
to invent a false justification There is no direct
evidence that he had any other children.

The follow-up question Who was Susanna Shake-
speare? caused a new set of chunks to be retrieved
and the LLM replied Susanna Shakespeare was the
daughter of William Shakespeare and his wife Anne
Hathaway. It then contradicted its previous reply
by adding Susanna is one of three children known
to have been born to Shakespeare and his wife.

3.3 RAG from knowledge graphs

Recently Neo4j graph databases have been widely
used to manage knowledge graphs (Barrasa and

Webber, 2023). RAG applications can retrieve
information from Neo4j knowledge graphs using
Cypher database queries.

Figure 2 from (Bratanic, 2023b) shows RAG
from knowledge graphs using two LLMs. The first
LLM generates database query code based on the
user question. The query retrieves relevant informa-
tion from the knowledge graph. The second LLM
uses the question and the retrieved information to
generate the response to the user.

An advantage of RAG from knowledge graphs is
that semantic metadata such as taxonomies can be
added to the graphs and used to generate more intel-
ligent responses. An example of using knowledge
graph metadata in a dialogue system is given by
Wilcock (2024). When a user asks for restaurants
that serve European cuisine, the graph query finds
restaurants serving Italian cuisine. As a taxonomy
of cuisines from WikiData was added to the graph,
the RAG retrieves the Italian restaurants because
Italian cuisine is a subclass of European cuisine
in the taxonomy. The LLM gives an intelligent re-
sponse, explaining that the restaurants serve Italian
cuisine which is a type of European cuisine.

4 LLMs that Generate Graphs

We now describe methods for generating subgraphs
from existing knowledge graphs and for generating
new knowledge graphs from texts.

4.1 Generating subgraphs from graphs
A graph retriever function (Bratanic, 2024) that ex-
tracts subgraphs from knowledge graphs in Neo4j
graph databases is shown in Figure 3.
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Figure 3: A graph retriever function. Image by Tomaz Bratanic, from (Bratanic, 2024)

The function first extracts entities from the user
query. Next, it iterates over the detected entities and
uses a Cypher template to retrieve a neighborhood
of relevant nodes. The subgraph of relationships
between these nodes is converted to a flattened text
format that can be passed to an LLM to generate a
natural language response to the user.

4.2 Generating knowledge graphs from texts
LLMs can help with knowledge graph construction
by analyzing unstructured texts and generating new
structured data from them. LLMs must identify
the entities mentioned in the texts and identify the
relationships between them. They must generate
code to create entities and relationships as nodes
and relationships in the knowledge graph.
LLMGraphTransformer (Bratanic, 2024) helps

to construct a knowledge graph by using an LLM to
convert texts into graph documents, which can then
be imported into Neo4j graph databases. Links to
the sources of the texts can be included in the graph
documents for provenance checking.

Bratanic (2024) introduces a hybrid approach to
retrieval that aims to enhance RAG accuracy by
combining vector-based search of unstructured text
with structured retrieval of knowledge graph data.
The new approach is shown in Figure 4.

To demonstrate the hybrid approach, Bratanic
uses LLMGraphTransformer to extract entities and
relationships from Wikipedia texts about Elizabeth
I, convert the texts to graph documents, and import
them into a knowledge graph in a Neo4j database.

Elizabeth I - RULED -> England
Elizabeth I - RULED -> Ireland
Elizabeth I - BELONGED_TO -> House Of Tudor
Elizabeth I - PARENT -> Henry Viii
Elizabeth I - PARENT -> Anne Boleyn

Table 1: Generated relationships about Elizabeth I.

Table 1 shows some examples of relationships
generated when a user asks about Elizabeth I. The

graph retriever has converted the relationships into
a flattened text format that is passed in a prompt to
an LLM to generate responses to the user.

5 Anticipating Follow-up Questions in
Hybrid Retrieval for RAG

The hybrid retrieval approach has been applied to
anticipating follow-up questions in exploratory in-
formation search from Wikipedia. This short paper
does not include evaluation and analysis sections.
However, the hybrid retrieval approach can be com-
pared with the simple RAG from Wikipedia texts
described in Section 3.1.

In a small trial, LLMGraphTransformer was
used to construct a knowledge graph about William
Shakespeare from Wikipedia texts. Appendix A
lists 50 of the generated relationships. Table 2
shows some examples.

William Shakespeare - SPOUSE -> Anne Hathaway
William Shakespeare - PARENT -> Susanna
William Shakespeare - PARENT -> Hamnet
William Shakespeare - PARENT -> Judith
William Shakespeare - PART_OWNER -> Lord
Chamberlain’s Men

Table 2: Generated relationships about Shakespeare.

When asked the follow-up questions in Table 3,
the hybrid retrieval gives the correct information
about Shakespeare’s children, unlike the error in
Section 3.2 with simple RAG from texts.

Question: When was he born?
Assistant: William Shakespeare was born on 23 April

1564.
Question: Did he have any children, grandchildren, or

descendants?
Assistant: Yes, William Shakespeare had three children:

Susanna, and twins Hamnet and Judith.

Table 3: Follow-up questions about Shakespeare.

There are some technical problems in generating
knowledge graphs using LLMs. One problem is
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Figure 4: Hybrid Retrieval for RAG. Image by Tomaz Bratanic, from (Bratanic, 2024).

getting the direction of relationships correct. For
example in Table 1, PARENT relationships go from
Elizabeth I to her parents Henry VIII and Anne Bo-
leyn, but in Table 2, PARENT relationships go from
Shakespeare to his children Susanna, Hamnet and
Judith. Work to resolve this problem is ongoing.

6 Conclusion

After summarizing existing methods for generating
natural language responses from Wikipedia texts
and from knowledge graphs, the paper described
new methods for anticipating follow-up questions
in dialogues for exploratory information search,
considering two cases. When exploring informa-
tion already stored in knowledge graphs, follow-up
questions are anticipated by extracting subgraphs
that are likely to be relevant to subsequent user
queries, and passing the subgraphs to an LLM to
generate responses.

When exploring information in unstructured
texts such as Wikipedia, entities and relationships
are extracted from the texts and used to construct
new short-term knowledge graphs relevant to initial
user queries. Follow-up questions are anticipated
by extracting subgraphs likely to be relevant to sub-
sequent user queries, and continuing as in the first
case.

Although there are some problems to be solved
in automatic construction of knowledge graphs by
LLMs, this kind of approach is attractive. Ongoing
work will aim to explore its potential benefits both
for anticipating follow-up questions in exploratory

information search, and more widely in other areas
of spoken dialogue systems.
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A Appendix A

Relationships relevant to William Shakespeare ex-
tracted by LLMGraphTransformer from Wikipedia
texts and imported into a Neo4j knowledge graph.
They are shown in a flattened text format that can
be passed in prompts to LLMs.
Only 50 relationships are listed here.
William Shakespeare - SPOUSE -> Anne Hathaway
William Shakespeare - PARENT -> Susanna
William Shakespeare - PARENT -> Hamnet
William Shakespeare - PARENT -> Judith
William Shakespeare - PART_OWNER -> Lord Chamberlain'S Men
Lord Chamberlain'S Men - NAME_CHANGE -> King'S Men
King James Vi Of Scotland - ASCENSION -> King'S Men
William Shakespeare - FRIEND -> John Heminges
William Shakespeare - FRIEND -> Henry Condell
Shakespeare - FAMILY -> John Shakespeare
Shakespeare - FAMILY -> Mary Arden
Shakespeare - MARRIAGE -> Anne Hathaway
Shakespeare - ACQUAINTANCE -> Ben Jonson
Shakespeare - ACQUAINTANCE -> William Oldys
Shakespeare - ACQUAINTANCE -> George Steevens
Shakespeare - AUTHOR -> Plays
William Shakespeare - AUTHOR -> Plays
Plays - CLASSIFICATION -> Tragedy
Plays - CLASSIFICATION -> History
Plays - CLASSIFICATION -> Comedy
Plays - CLASSIFICATION -> Problem Plays
Plays - CLASSIFICATION -> Romances
Shakespeare - ARRIVAL -> London
Shakespeare - INVOLVEMENT -> The Curtain
Tudor Morality Plays - INFLUENCE -> Shakespeare
Classical Aesthetic Theory - INFLUENCE -> Shakespeare
Classical Aesthetic Theory - DERIVED_FROM -> Aristotle
Classical Aesthetic Theory - DERIVED_FROM -> Plautus
Classical Aesthetic Theory - DERIVED_FROM -> Terence
Rose - SIMILARITY -> Globe
Public Theatres - HAS_FEATURE -> Three Stories High
Public Theatres - HAS_FEATURE -> Open Space At The Center
Public Theatres - HAS_FEATURE -> Polygonal In Plan
Public Theatres - HAS_FEATURE -> Inward-Facing Galleries
Public Theatres - HAS_FEATURE -> Stage
Stage - SURROUNDED_BY -> Platform
Platform - SURROUNDS -> Audience
Stage - HAS_FEATURE -> Rear
Rear - HAS_FEATURE -> Entrances And Exits
Entrances And Exits - USED_BY -> Actors
Entrances And Exits - USED_BY -> Musicians
Public Theatres - HAS_FEATURE -> Upper Level
Upper Level - CAN_BE_USED_AS -> Balcony
Public Theatres - MADE_OF -> Timber
Public Theatres - MADE_OF -> Lath And Plaster
Public Theatres - HAS_FEATURE -> Thatched Roofs
Public Theatres - VULNERABLE_TO -> Fire
Public Theatres - REPLACED_BY -> Globe
Globe - REPLACED_WITH -> Tile Roof
Blackfriars Theatre - ASSOCIATED_WITH -> Shakespeare
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Abstract

Knowledge models are fundamental to dia-
logue systems for enabling conversational in-
teractions, which require handling domain-
specific knowledge. Ensuring effective com-
munication in information-providing conversa-
tions entails aligning user understanding with
the knowledge available to the system. How-
ever, dialogue systems often face challenges
arising from semantic inconsistencies in how
information is expressed in natural language
compared to how it is represented within the
system’s internal knowledge. To address this
problem, we study the potential of large lan-
guage models for conversational grounding, a
mechanism to bridge information gaps by es-
tablishing shared knowledge between dialogue
participants. Our approach involves annotating
human conversations across five knowledge do-
mains to create a new dialogue corpus called
BridgeKG. Through a series of experiments on
this dataset, we empirically evaluate the capa-
bilities of large language models in classifying
grounding acts and identifying grounded infor-
mation items within a knowledge graph struc-
ture. Our findings offer insights into how these
models use in-context learning for conversa-
tional grounding tasks and common prediction
errors, which we illustrate with examples from
challenging dialogues. We discuss how the
models handle knowledge graphs as a semantic
layer between unstructured dialogue utterances
and structured information items.

1 Introduction

Conversational grounding is an integral aspect of di-
alogues where interlocutors share information and
build up a common understanding. This mutually
established knowledge serves as context for subse-
quent interactions. For building effective dialogue
systems, the natural language processing (NLP)
community has long focused on conversational
grounding, which involves inferential reasoning,
dynamic feedback, and repair strategies (Udagawa

and Aizawa, 2021). Despite extensive research,
challenges remain in adapting to different conver-
sation domains, addressing semantic vocabulary
mismatches, overcoming information gaps between
user knowledge and the system’s internal knowl-
edge model, as well as the lack of appropriate train-
ing data (Lemon, 2022). Owing to rapid technical
advances regarding large language models (LLMs),
novel opportunities arise to comprehend contextual
intricacies within dialogues and reconcile informa-
tion expressed in natural language with that stored
in machine-readable data structures.

Recognizing the limited research on LLM-based
conversational grounding, we investigated the ca-
pabilities of LLMs on knowledge grounding tasks.
This involved annotating an existing corpus con-
taining dialogues about different domain-specific
tabular datasets. In addition to labeling ground-
ing acts, we annotated grounded knowledge items
in a knowledge graph structure, a powerful repre-
sentation of complex relationships between entities
and their attributes. Knowledge graphs have proven
valuable in various NLP tasks, such as disambiguat-
ing ambiguous utterances by providing contextual
information (Hogan et al., 2021; Schneider et al.,
2022). For example, in dialogue systems, knowl-
edge graphs can help identify the correct meaning
of a word with multiple senses or resolve references
to specific entities, enhancing the overall under-
standing and coherence of conversations. We opted
for the JSON-LD format due to its simplicity and
acceptance as a web standard, allowing interoper-
ability by reusing existing namespaces with shared
vocabularies to model knowledge from different
sources and domains.

While JSON-LD primarily uses a tree-like struc-
ture, it can represent more complex graph struc-
tures by linking nodes using identifiers like @id
and @type. As a serialization format for Resource
Description Framework (RDF) data, JSON-LD
can be transformed into other formats, such as
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N-Triples, RDF/XML, or Turtle. This flexibil-
ity allows JSON-LD to be integrated with graph
databases and other RDF tools, enhancing its utility
in various applications. Table 1 shows an example
annotation of grounded knowledge in JSON-LD
format from a conversation about nature parks.

Our contributions include (1) creating a novel
dialogue corpus called BridgeKG with over 250
conversational grounding annotations across five
knowledge domains, (2) conducting a range of zero-
and few-shot experiments by evaluating four LLMs
on two grounding tasks, and (3) summarizing com-
mon prediction errors and prompting techniques
for improving model performance. To ensure the
reproducibility of our experiments, we provide the
BridgeKG dataset, source code, and evaluation out-
puts in a public GitHub repository.1

2 Related Work

In regard to the literature on grounding in NLP,
it is essential to first define the broadly used term.
Grounding can be categorized into three main types.
Conversational grounding ensures a common un-
derstanding of shared knowledge within a conver-
sation (Traum, 1994). Perceptual grounding links
language to sensory experiences of the real world
like visual information (Cangelosi, 2010). Knowl-
edge grounding incorporates external information
sources to support NLP systems, such as providing
factual knowledge to generative language models
(Lewis et al., 2020).

Our study focuses solely on conversational
grounding by employing LLMs, a topic addressed
in only a few recent studies. One related work by
Shaikh et al. (2024) examines whether LLM gen-
erations contain grounding acts, simulating turn-
taking from various conversation datasets. They
found that LLMs generate language with less con-
versational grounding than humans, often produc-
ing text that appears to assume common ground.
Both their study and ours focus on the three ground-
ing acts: explicit grounding, implicit grounding,
and clarification, as proposed by Clark and Schae-
fer (1989). Two other closely related studies, con-
ducted by Jokinen et al. (2024) and Mohapatra
et al. (2024), involve annotating dialogue corpora
and employing language models to classify ground-
ing acts and extract grounded knowledge items.
While the former conducts preliminary experiments
on two conversations with GPT-3.5-Turbo, the lat-

1github.com/philotron/Bridge-KG

ter presents two annotated dialogue corpora with
grounding acts, grounding units, a measure of their
degree of grounding, and a baseline evaluation with
the open-source T5 model (Raffel et al., 2020).

Unlike the mentioned related work, we are the
first to conduct a series of LLM experiments aimed
at knowledge identification in information-seeking
conversations utilizing an in-context knowledge
graph structure for identifying referenced and
grounded knowledge items in dialogues.

3 Method

Dataset Annotation The source dialogue corpus
we reuse was collected in a study on exploratory
information-seeking conversations from Schneider
et al. (2023). It comprises 26 conversations about
tabular datasets on real-world knowledge spanning
the domains of geography, history, media, nutri-
tion, and sports. Every conversation involved a pair
where one person was the information seeker and
the other was the information provider, using a text-
based chatroom for communication. The informa-
tion seekers were instructed to discover and gather
new information about their partner’s previously
unknown dataset. Two researchers annotated each
written dialogue with labels for grounding acts (ex-
plicit, implicit, and clarification). Explicit ground-
ing involves a response that clearly confirms un-
derstanding or acceptance of received information
(e.g., “okay, thanks”), whereas implicit grounding
moves the conversation forward without explicitly
acknowledging or questioning the recently shared
information (implicit acceptance). Clarification
occurs when a conversation partner seeks more
information about thus far presented knowledge,
which does not result in grounded knowledge since
mutual acceptance has not yet been reached.

Example Annotation of Grounded Knowledge
[{"@context": ["http://www.w3.org/ns/csvw", {"schema":
"http://schema.org"}], "@id": "http://example.org/nature-parks",
"url": "nature-parks.csv", "schema:description": "The table con-
tains information about nature parks in Germany", "tableSchema":
{"columns": [{"name": "name", "datatype": "string"}, {"name": "state",
"datatype": "string"}, {"name": "year", "datatype": "integer"}, {"name":
"area_in_km2", "datatype": "integer"}, {"name": "summary", "datatype":
"string"}], "primaryKey": "name"}}, {"@type": "schema:Place", "name":
"Barnim", "state": "Brandenburg Berlin", "year": 1999, "area_in_km2":
749, "summary": "The park includes the Barnim heath habitats dating back
to the ice age. It lies between the glacial valleys of Eberswalde in the north
and Berlin in the south, and is more than half forested. The region is shaped
by many individual lakes and meltwater gullies."}]

Table 1: Example JSON-LD annotation of grounded
knowledge from the BridgeKG dataset, representing the
system’s knowledge concerning a dialogue about nature
parks. Properties are displayed in blue color.
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Zero-Shot Prompt Few-Shot Prompt
Model Accuracy Precision Recall F1-Score Accuracy Precision Recall F1-Score
GPT-3.5-Turbo (n=1) 0.64 0.50 0.46 0.43 0.55 0.50 0.51 0.50
GPT-3.5-Turbo (n=3) 0.66 0.81 0.50 0.50 0.69 0.59 0.54 0.54
GPT-3.5-Turbo (n=all) 0.59 0.39 0.44 0.41 0.57 0.51 0.45 0.45
GPT-4o (n=1) 0.39 0.55 0.54 0.42 0.64 0.66 0.64 0.61
GPT-4o (n=3) 0.59 0.66 0.67 0.59 0.73 0.74 0.69 0.70
GPT-4o (n=all) 0.64 0.68 0.66 0.62 0.71 0.73 0.67 0.67
Llama-3-8B (n=1) 0.61 0.54 0.53 0.54 0.59 0.65 0.69 0.59
Llama-3-8B (n=3) 0.65 0.60 0.60 0.60 0.57 0.60 0.61 0.55
Llama-3-8B (n=all) 0.44 0.55 0.39 0.38 0.55 0.54 0.51 0.51
Llama-3-70B (n=1) 0.41 0.54 0.56 0.43 0.51 0.61 0.63 0.53
Llama-3-70B (n=3) 0.59 0.66 0.67 0.59 0.65 0.68 0.69 0.64
Llama-3-70B (n=all) 0.71 0.66 0.64 0.64 0.76 0.70 0.70 0.70

Table 2: Zero-shot and few-shot performance metrics for grounding act classification evaluated by macro-averaged
accuracy, precision, recall, and F1-score. The variable n denotes the number of preceding input utterances. Bold
values highlight the best value for each metric.

For explicit and implicit labels, the grounded
knowledge items that have been shared until this
point in the dialogue were annotated as a knowl-
edge graph structure in JSON-LD format (Sporny
et al., 2020). Annotation disagreements were col-
laboratively resolved to reach a consensus. Knowl-
edge is incorporated into the grounding annota-
tion only if it is a subset of the underlying tabular
dataset and can be represented within the modeled
internal system knowledge, which we defined us-
ing vocabulary from the namespaces Schema.org
and CSVW (W3C, 2017, 2024). An example con-
versation illustrating labeled grounding acts and
grounded knowledge items for individual dialogue
utterances is provided in Table 4 in Appendix A.

Experimental Setup Based on the annotated
dataset with conversational grounding labels, we
conducted several experiments using four state-
of-the-art LLMs: the open-source Llama-3-8B-
Instruct as well as Llama-3-70B-Instruct (Meta
AI, 2024) from the Llama 3 model family, and
the closed-source models GPT-3.5-Turbo (version:
0125) and GPT-4o (version: 2024-05-13) (Ope-
nAI, 2022, 2024). We defined two model prompts:
one for classifying grounding acts and another for
identifying grounded knowledge. For the knowl-
edge identification prompt, which tasked the LLM
to predict the grounded knowledge subset in the
conversation thus far, we provided both the input
dialogue and the complete system knowledge (i.e.,
the annotated grounded knowledge for the entire
conversation). All models were prompted using
a chat completion format, which included a sys-
tem instruction and, in the few-shot setting, three
in-context examples presented as user and assis-
tant turns. Both model prompts are provided in

the Appendix in full length (Tables 5 and 6). To
promote deterministic generation, we set the gen-
eration seed to 1 and the temperature parameter to
0. The maximum token limit was set to 128 for
classification and 4096 for grounded knowledge
identification. All generated outputs with extra text
were preprocessed using a regular expression to
match and extract the first occurrence of either the
grounding act or JSON-LD array.

4 Results and Discussion

Classification of Grounding Acts Table 2 shows
the performance for classifying grounding acts,
using macro-averages to ensure equal class im-
portance. Nearly all tested LLMs benefited from
the added context of few-shot examples, with F1-
scores generally improving; however, this improve-
ment diminishes as the number of input dialogue
turns (n) increases, suggesting potential redun-
dancy when in-context examples are already pro-
vided. The results indicate that n=3 often optimizes
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Figure 1: Performance comparison of precision, recall,
and F1-score by grounding act for the Llama-3-70B
model with all input utterances (n=all).
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Issue Type GPT-3.5-Turbo GPT-4o Llama-3-8B Llama-3-70B
Relative Frequency: Zero-Shot / Few-Shot

Invalid JSON-LD 0.00 / 0.01 0.00 / 0.00 0.02 / 0.09 0.20 / 0.00
Property Hallucination 0.01 / 0.00 0.00 / 0.02 0.08 / 0.22 0.38 / 0.26
Value Hallucination 0.02 / 0.00 0.01 / 0.03 0.22 / 0.05 0.46 / 0.07
Property Excess 0.49 / 0.48 0.29 / 0.24 0.50 / 0.38 0.61 / 0.51
Property Deficit 0.37 / 0.22 0.31 / 0.09 0.50 / 0.36 0.39 / 0.20
Value Excess 0.68 / 0.63 0.40 / 0.31 0.66 / 0.32 0.76 / 0.47
Value Deficit 0.22 / 0.22 0.29 / 0.28 0.34 / 0.62 0.24 / 0.34

Table 3: Relative frequency of issues in zero- and few-shot predictions for grounded knowledge identification.

performance in both zero- and few-shot settings by
balancing context retention, noise reduction, and
efficient usage of tokens. While Llama-8B’s per-
formance drops from 0.54 F1-score at n=1 to 0.38
at n=all, larger LLMs like Llama-70B and GPT-4o
handle longer input better, probably due to a higher
parameter count and superior noise handling.

Another significant finding is the competitive
performance of open-source LLMs against propri-
etary ones: Llama-8B surpasses GPT-3.5 in the
zero-shot run, and Llama-70B matches GPT-4o in
the few-shot run. The breakdown of Llama-70B’s
performance by grounding act, illustrated in Fig-
ure 1, reveals clarification as the most challenging
act to classify, consistent with our observation of
the other LLMs. For instance, the models often
struggled when users tried to clarify a previously
introduced concept. Instead of recognizing the clar-
ification (e.g., “And category describes whether it
is a movie, tv show, or work of literature?”), the
models often misinterpreted it as introducing a new
topic, falsely assuming that the previous concept
is already implicitly grounded. Contrary to clarifi-
cation acts, the F1-scores for explicit and implicit
classification are comparable. Despite achieving
the same overall F1-score, GPT-4o tends to overpre-
dict implicit labels in contrast to the more balanced
Llama-70B, as revealed by the confusion matrices
in Figure 3 in Appendix A. The latter shows that
GPT-4o excels at predicting explicit grounding ac-
curately, avoiding false positives altogether, but it
tends to overpredict the implicit class, particularly
in cases where participants acknowledge informa-
tion explicitly before asking a new question (e.g.,
“Ok very interesting! What is the highest level of
protein in the chart?”).

Identification of Grounded Knowledge The
second series of experiments aimed at identifying
grounded knowledge for a suitable dialogue con-
text, which is a significantly more complex task
than classifying grounding acts (Wu et al., 2021;

Oh et al., 2023). Knowledge identification required
the LLMs to uniquely pinpoint specific knowledge
items from a set of possibilities within the system
knowledge model, bridging between vague conver-
sation utterances and structured JSON-LD arrays.

Figure 2 depicts the count of JSON-LD genera-
tions accurately matching our 127 annotations with
valid properties, values, or completely identical
content. The open-source models notably struggle
more compared to the proprietary LLMs. While
both open-source Llama models produce multiple
valid outputs for properties and values with few-
shot prompting, they fail to generate any valid pre-
dictions in the zero-shot setting. Therefore, these
model runs are not displayed in the chart. Remark-
ably, GPT-4o outperforms GPT-3.5 by almost dou-
ble, even in the zero-shot experiment, surpassing
all other models by a great margin. In the few-
shot cases, every third prediction from GPT-4o is
identical to our annotated groundings, totaling 42
out of 127 instances. In some cases, The GPT-4o
model even succeeded in precisely matching the
annotated JSON-LD in a given conversation across
a number of subsequent turns.

Table 3 provides a detailed analysis of the most
common prediction issues and their relative fre-
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Figure 2: Count of predictions in JSON-LD format with
valid properties, valid values, or identical content for
evaluated models in zero- (Z) and few-shot (F) settings.
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quencies for each model-prompt experiment. Ex-
amples for each issue type are listed in Table 7 in
Appendix A. Open-source models generally pro-
duce more invalid JSON-LD arrays and hallucinate
properties and values that are not part of the system
knowledge. All tested LLMs tend to overpredict
properties and values in zero-shot settings, even
though these are grounded later in the conversation.
Few-shot prompting can reduce excess properties
and values, as well as counteract property deficits.
However, in few-shot prompting, open-source mod-
els, particularly Llama-3-8B, tend to increase value
deficits, becoming too hesitant to identify knowl-
edge. This often results in empty JSON-LD arrays
with generated statements such as “The conversa-
tion does not mention any specific knowledge items
from the system knowledge.”

Our findings corroborate existing benchmarks,
highlighting the sophisticated reasoning abilities of
state-of-the-art proprietary LLMs such as GPT-4o
in highly complex tasks. A similar task complexity-
based LLM performance gap is also observable
in the direct comparison of the MMLU and Hu-
manEval benchmark scores between GPT-4o and
Llama-3 (Hendrycks et al., 2020; Chen et al., 2021;
OpenAI, 2024). While Llama-70B performs com-
petitively in the language-focused grounding act
classification task, the superiority of GPT-4o be-
comes apparent in identifying knowledge when
handling structured JSON-LD data and fragmented
information from dialogue utterances.

In short, when designing dialogue systems
augmented with LLMs to handle conversational
grounding, smaller open-source models like Llama-
3-8B, especially fine-tuned versions, seem to be
generally sufficient for basic NLP tasks such as de-
tecting and classifying grounding-related dialogue
acts. However, more complex tasks, such as iden-
tifying and integrating grounded knowledge from
dialogue utterances with structured knowledge rep-
resentations, require the use of more advanced and
larger models like GPT-4o, which possess superior
reasoning capabilities and proficiency in process-
ing structured data formats.

5 Conclusion and Future Work

Our study examined LLMs for handling grounding-
related knowledge in information-sharing dia-
logues. We found that classifying grounding acts
was feasible for both open- and closed-source
LLMs, with open-source LLMs performing on par

compared with leading proprietary ones. However,
identifying grounded knowledge proved to be a
distinctly more complex task. For the latter, the
proprietary LLMs had a competitive edge, and the
open-source models underperformed due to their
higher predisposition to generate erroneous out-
put. The experiment results from our newly cre-
ated dataset highlight common prediction issues
and demonstrate how few-shot prompting can en-
hance model outputs, offering valuable insights to
advance research on conversational grounding.

Future work should concentrate on developing
LLM-based dialogue systems that handle conver-
sational grounding through a multi-component
pipeline approach for recognizing grounding-
specific dialogue acts as well as grounded knowl-
edge (Jokinen et al., 2024). In previous studies,
we have shown that LLMs can augment dialogue
systems by performing semantic parsing for con-
versational question answering over knowledge
graphs (Schneider et al., 2024a) and by verbaliz-
ing retrieved semantic triples into text responses
(Schneider et al., 2024b). We believe conversa-
tional grounding is essential as it links the pro-
cesses of semantic parsing of dialogue utterances,
knowledge identification, and response generation,
aligning the user’s prior knowledge with the sys-
tem’s available knowledge base while maintaining
the relevance and coherence of conversations.

6 Limitations

Our study has certain limitations that should be
acknowledged. First, the experiments are based
on a relatively small dataset, consisting of only
26 information-seeking conversations and 669 di-
alogue turns collected in a controlled laboratory
setting. While these conversations span five dis-
tinct domains, the findings should be interpreted
with caution, as they may not generalize to larger
or more diverse dialogue corpora.

Additionally, the grounded knowledge annota-
tions in our study are represented using the JSON-
LD syntax. We chose the JSON-LD format because
it is widely used, and many LLMs are trained to
process JSON sequences effectively. However, it
is important to recognize that other encoding for-
mats, such as Turtle, RDF/XML, and N-Triples,
may produce different performance results. Fur-
ther, our experiments were restricted to the open-
source Llama (Meta AI, 2024) and closed-source
GPT (OpenAI, 2022, 2024) model families. It is
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advisable for future work to explore an even big-
ger variety of LLMs, particularly those that are
specifically trained on code and structured data like
Codestral or Code Llama.

Lastly, conversational grounding in dialogue sys-
tems entails both the classification of grounding
acts and the identification of grounded knowledge.
While we have introduced and evaluated these tasks
separately, incorporating our approach into an end-
to-end evaluation could offer a more holistic un-
derstanding of end-to-end performance in more
realistic dialogue scenarios.

7 Ethical Considerations

In our experiments, we used a publicly available
dialogue dataset from Schneider et al. (2023) while
ensuring that no personal identifying information
of the participants was processed or disclosed. The
information-seeking conversations from the dataset
discuss only domain-specific knowledge from pub-
licly accessible websites, such as Wikipedia. More-
over, to ensure optimal computing efficiency, eval-
uations of the Llama and GPT models were con-
ducted on cloud computing platforms, with each
inference run taking less than an hour.
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A Appendix

The Appendix provides one annotated conversation example (Table 4), the model prompts in full length
(Tables 5 and 6), an overview of common issue types identified in the predictions (Table 7), and two
confusion matrices of the classification results of the two best-performing model inference runs (Figure 3).

Dialogue Utterances Dialogue
Act

Grounded Knowledge

S: What is your dataset about? - -
P: it contains information about 11341 historical
figures, including their full name, sex, birth year,
city, country, continent, occupation, historical
popularity index (HPI). The HPI represents the
degree of this person’s online popularity

- -

S: Who is the most popular? implicit [{"@context": ["http://www.w3.org/ns/csvw", {"schema":
"http://schema.org"}], "@id": "http://example.org/historical-
figures", "url": "historical-figures.csv", "schema:description":
"The table contains information about historical figures",
"tableSchema": {"columns": [{"name": "full_name",
"datatype": "string"}, {"name": "sex", "datatype": "string"},
{"name": "birth_year", "datatype": "integer"}, {"name":
"city", "datatype": "string"}, {"name": "country", "datatype":
"string"}, {"name": "continent", "datatype": "string"},
{"name": "occupation", "datatype": "string"}, {"name":
"historical_popularity_index", "datatype": "float"}], "prima-
ryKey": "full_name"}}]

P: Aristotle, who is from Greece and has a
largest HPI value: 31.9938.

- -

S: I see, is there Socrate in the dataset? explicit [{"@context": ["http://www.w3.org/ns/csvw", {"schema":
"http://schema.org"}], "@id": "http://example.org/historical-
figures", "url": "historical-figures.csv", "schema:description":
"The table contains information about historical figures",
"tableSchema": {"columns": [{"name": "full_name",
"datatype": "string"}, {"name": "sex", "datatype": "string"},
{"name": "birth_year", "datatype": "integer"}, {"name":
"city", "datatype": "string"}, {"name": "country", "datatype":
"string"}, {"name": "continent", "datatype": "string"},
{"name": "occupation", "datatype": "string"}, {"name":
"historical_popularity_index", "datatype": "float", "maxi-
mum": 31.9938}], "primaryKey": "full_name"}}, {"@type":
"schema:Person", "full_name": "Aristotle", "country":
"Greece", "historical_popularity_index": 31.9938}]

P: Yes, Socrate is in the dataset. - -
S: What is is popularity index? implicit [{"@context": ["http://www.w3.org/ns/csvw", {"schema":

"http://schema.org"}], "@id": "http://example.org/historical-
figures", "url": "historical-figures.csv", "schema:description":
"The table contains information about historical figures",
"tableSchema": {"columns": [{"name": "full_name",
"datatype": "string"}, {"name": "sex", "datatype":
"string"}, {"name": "birth_year", "datatype": "integer"},
{"name": "city", "datatype": "string"}, {"name": "coun-
try", "datatype": "string"}, {"name": "continent", "datatype":
"string"}, {"name": "occupation", "datatype": "string"},
{"name": "historical_popularity_index", "datatype": "float",
"maximum": 31.9938}], "primaryKey": "full_name"}},
{"@type": "schema:Person", "full_name": "Aristotle", "coun-
try": "Greece", "historical_popularity_index": 31.9938},
{"@type": "schema:Person", "full_name": "Socrates"}]

P: Historical popularity index (HPI) is metric
that aggregates information on a biography’s on-
line popularity. It aggregates information on the
age and attention received by biographies in mul-
tiple language editions of Wikipedia to provide
a summary statistic of their global popularity.

- -

Table 4: Example of dialogue excerpt from the history domain with annotated grounding dialogue acts and grounded
knowledge in JSON-LD format. Seeker (S) and provider (P) roles are abbreviated for each turn. Utterances are
taken from the dialogue logs and may contain spelling errors. Newly grounded knowledge is displayed in blue color.
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Figure 3: Confusion matrices for few-shot classification results of GPT-4o with three input utterances and Llama-3-
70B with all input utterances.

Grounding Act Classification Prompt
Zero-Shot
SYSTEM: Predict the grounding label for the last response in the ’Input Dialogue:’. The label indicates whether the
knowledge in the dialogue was accepted. Choose one of the following labels:
explicit: The response confirms understanding or acceptance (e.g., ’okay’, ’thanks’, ’alright’, ’nice’) without seeking
clarification.
clarification: The response seeks clarification about a previous dialogue snippet.
implicit: The response moves the conversation forward without explicitly confirming or seeking clarification.
Few-Shot
SYSTEM: Predict the grounding label for the last response in the ’Input Dialogue:’. The label indicates whether the
knowledge in the dialogue was accepted. Choose one of the following labels:
explicit: The response confirms understanding or acceptance (e.g., ’okay’, ’thanks’, ’alright’, ’nice’) without seeking
clarification.
clarification: The response seeks clarification about a previous dialogue snippet.
implicit: The response moves the conversation forward without explicitly confirming or seeking clarification.

USER: Input Dialogue:
seeker: Can you give me some information about your dataset?
provider: My dataset includes information on buildings of Gothic architecture.
seeker: How tall is the Cologne Cathedral?
ASSISTANT: Output Label: implicit

USER: Input Dialogue:
provider: Monitors have different attributes like size or panel technology.
provider: There are some with an aspect ratio of 21:9.
seeker: What is aspect ratio?
ASSISTANT: Output Label: clarification

USER: Input Dialogue:
provider: An elephant’s average lifespan is around 65 years.
seeker: I see, good to know.
ASSISTANT: Output Label: explicit

Table 5: Overview of applied zero-shot and few-shot prompts for classification.
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Grounded Knowledge Identification Prompt
Zero-Shot
SYSTEM: Your task is to identify the knowledge items that have been grounded by the conversation partners in the
’Input Dialogue’. The items of mutually grounded knowledge must be explicitly mentioned in the dialogue. Based on the
complete set of ’System Knowledge’, your task is to generate the subset of knowledge items that have been grounded so
far. Ensure that the output is a valid JSON-LD structure (an array of JSON objects) and only include knowledge items
from the formatted ’System Knowledge’.

Few-Shot
SYSTEM: Your task is to identify the knowledge items that have been grounded by the conversation partners in the
’Input Dialogue’. The items of mutually grounded knowledge must be explicitly mentioned in the dialogue. Based on the
complete set of ’System Knowledge’, your task is to generate the subset of knowledge items that have been grounded so
far. Ensure that the output is a valid JSON-LD structure (an array of JSON objects) and only include knowledge items
from the formatted ’System Knowledge’.

USER: System Knowledge: [{"@context": ["http://www.w3.org/ns/csvw", {"schema": "http://schema.org"}],
"@id": "http://example.org/american-presidents", "url": "american-presidents.csv", "schema:description": "The table
contains information about American presidents", "tableSchema": {"columns": [{"name": "name", "datatype": "string"},
{"name": "term", "datatype": "string"}, {"name": "party", "datatype": "string"}, {"name": "election_year", "datatype":
"integer"}]}, "primaryKey": "name"}, {"@type": "schema:Person", "name": "Barack Obama", "party": "Democratic"}]
Input Dialogue:
seeker: Can you give me an example entry from your dataset?
provider: One of the presidents in the list is Barack Obama.
seeker: Thanks. What party does he belong to?

ASSISTANT: Output JSON-LD: [{"@context": ["http://www.w3.org/ns/csvw", {"schema": "http://schema.org"}], "@id":
"http://example.org/american-presidents", "url": "american-presidents.csv", "schema:description": "The table contains
information about American presidents", "tableSchema": {"columns": [{"name": "name", "datatype": "string"}]},
"primaryKey": "name"}, {"@type": "schema:Person", "name": "Barack Obama"}]

USER: System Knowledge: [{"@context": ["http://www.w3.org/ns/csvw", {"schema": "http://schema.org"}],
"@id": "http://example.org/greek-islands", "url": "greek-islands.csv", "schema:description": "The table contains
information about islands in Greece", "tableSchema": {"columns": [{"name": "island", "datatype": "string"}, {"name":
"area_in_km2", "datatype": "integer", "minimum": 64, "maximum": 8336}, {"name": "cluster", "datatype": "string"}]},
"primaryKey": "island"}, {"@type": "schema:Place", "island": "Crete", "area_in_km2": 8336, "cluster": "Cretan"},
{"@type": "schema:Place", "island": "Alonnisos", "area_in_km2": 64, "cluster": "Sporades"}, {"@type": "schema:Place",
"island": "Lesbos", "area_in_km2": 1633, "cluster": "North Aegean Islands"}]
Input Dialogue:
provider: My dataset contains information on Greek islands. For example, there is Crete with an area of 8336 square
kilometers.
provider: That makes it the largest island in Greece.
seeker: Which one is the smallest and what is its area?

ASSISTANT: Output JSON-LD: [{"@context": ["http://www.w3.org/ns/csvw", {"schema": "http://schema.org"}], "@id":
"http://example.org/greek-islands", "url": "greek-islands.csv", "schema:description": "The table contains information
about islands in Greece", "tableSchema": {"columns": [{"name": "island", "datatype": "string"}, {"name": "area_in_km2",
"datatype": "integer", "maximum": 8336}]}, "primaryKey": "island"}, {"@type": "schema:Place", "island": "Crete",
"area_in_km2": 8336}]

USER: System Knowledge: [{"@context": ["http://www.w3.org/ns/csvw", {"schema": "http://schema.org"}],
"@id": "http://example.org/android-smartphones", "url": "android-smartphones.csv", "schema:description": "The
table contains information about Android smartphones", "tableSchema": {"columns": [{"name": "model", "datatype":
"string"}, {"name": "developer", "datatype": "string"}, {"name": "release_year", "datatype": "integer", "minimum":
2008, "maximum": 2024}, {"name": "android_version", "datatype": "string"}]}, "primaryKey": "model"}, {"@type":
"schema:Product", "model": "HTC Dream", "developer:": "HTC", "release_year": "2008"}, {"@type": "schema:Product",
"model": "LG Wing", "developer:": "LG", "release_year": "2020", "android_version": "Android 10"}, {"@type":
"schema:Product", "release_year": "2024"}]
Input Dialogue:
provider: I can provide technical information about Android smartphones.
provider: One column contains data about the model and another specifies its release year.
seeker: I see, good to know.

ASSISTANT: Output JSON-LD: [{"@context": ["http://www.w3.org/ns/csvw", {"schema": "http://schema.org"}], "@id":
"http://example.org/android-smartphones", "url": "android-smartphones.csv", "schema:description": "The table contains
information about Android smartphones", "tableSchema": {"columns": [{"name": "model", "datatype": "string"},
{"name": "release_year", "datatype": "integer"}]}, "primaryKey": "model"}]

Table 6: Overview of applied zero-shot and few-shot prompts for grounding knowledge.
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Issue Type Definition Example
Invalid
JSON-LD

Prediction is overall not a
valid JSON-LD structure.

PRED: [{"@type": "schema:CreativeWork", "cat-
egory": ["films", "series", "literature"]}]
→ JSON syntax elements are missing.

Property
Hallucination

Predicted property is not
part of system knowledge.

PRED: {"@type": "schema:Place", "name": "English Garden", "state":
"Bavaria", "city": "Munich", "summary": "The English Garden is a large
public park in Munich, Bavaria. It is one of the world’s largest ur-
ban public parks, larger than New York’s Central Park. The park is
known for its beer gardens, streams, lakes, and Japanese teahouse."}
→ English Garden was mentioned in the dialogue but is not part of the
system knowledge. The "city" property does not exist.

Value
Hallucination

Predicted value is not part
of system knowledge.

PRED: [{"@context": ["http://www.w3.org/ns/csvw", {"schema":
"http://schema.org"}], "@id": "http://example.org/time-travel-media",
"url": "time-travel-media.csv", "schema:description": "The table con-
tains information about time travel media", "tableSchema": {"columns":
[{"name": "year", "datatype": "string"}, {"name": "title", "datatype":
"string"}, {"name": "author", "datatype": "string"}, {"name":
"short text description", "datatype": "string"}, {"name": "category",
"datatype": "string"}]}, "primaryKey": ["year", "title", "category"]}]
→ System knowledge contains the columns "creators" and "description" but
"author" and "short text description" are hallucinated.

Property
Excess

Predicted property is part
of system knowledge but
grounded too early.

PRED: [{"@context": ["http://www.w3.org/ns/csvw", {"schema":
"http://schema.org"}], "@id": "http://example.org/football-records",
"url": "football-records.csv", "schema:description": "The table con-
tains information about football records", "tableSchema": {"columns":
[{"name": "record", "datatype": "string"}]}, "primaryKey": "record"}]
→ Properties should have been grounded at a later stage.

Property
Deficit

Property from system
knowledge was not identi-
fied.

PRED: [{"@context": ["http://www.w3.org/ns/csvw", {"schema":
"http://schema.org"}], "@id": "http://example.org/nature-parks",
"url": "nature-parks.csv", "schema:description": "The table con-
tains information about nature parks in Germany", "tableSchema":
{"columns": [{"name": "name", "datatype": "string"}, {"name":
"state", "datatype": "string"}, {"name": "year", "datatype": "inte-
ger"}, {"name": "area_in_km2", "datatype": "integer"}, {"name":
"summary", "datatype": "string"}], "primaryKey": "name"}},
{"@type": "schema:Place", "name": "Altmühl Valley Nature Park"}]
→ Highlighted properties were not grounded.

Value
Excess

Predicted value is part
of system knowledge but
grounded too early.

PRED: [{"@context": ["http://www.w3.org/ns/csvw", {"schema":
"http://schema.org"}], "@id": "http://example.org/nature-parks",
"url": "nature-parks.csv", "schema:description": "The table con-
tains information about nature parks in Germany", "tableSchema":
{"columns": [{"name": "name", "datatype": "string"}, {"name":
"state", "datatype": "string"}, {"name": "year", "datatype": "inte-
ger"}, {"name": "area_in_km2", "datatype": "integer"}, {"name":
"summary", "datatype": "string"}], "primaryKey": "name"}}]
→ Values should have been grounded at a later stage.

Value
Deficit

Value from system knowl-
edge was not identified.

PRED: [{"@context": ["http://www.w3.org/ns/csvw", {"schema":
"http://schema.org"}], "@id": "http://example.org/historical-figures",
"url": "historical-figures.csv", "schema:description": "The ta-
ble contains information about historical figures", "tableSchema":
{"columns": [{"name": "full_name", "datatype": "string"}, {"name":
"birth_year", "datatype": "integer", "minimum": -3500, "maximum":
2005}], "primaryKey": "full_name"}}, {"@type": "schema:Person",
"birth_year": -3500}, {"@type": "schema:Person", "birth_year": 2005}]
→ Highlighted values were not grounded.

Table 7: Overview of six identified issue types with examples from generated model predictions (PRED). The
manifestation of issues are highlighted in red color.
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Abstract

Educational dialogue systems have been used
to support students and teachers for decades.
Such systems rely on explicit pedagogically-
motivated dialogue rules. With the ease of inte-
grating large language models (LLMs) into di-
alogue systems, applications have been arising
that directly use model responses without the
use of human-written rules, raising concerns
about their use in classroom settings. Here, we
explore how to constrain LLM outputs to gen-
erate appropriate and supportive teacher-like
responses. We present results comparing the ef-
fectiveness of different constraint variations in
a zero-shot prompting setting on a large math-
ematics classroom corpus. Generated outputs
are evaluated with human annotation for Flu-
ency, Relevance, Helpfulness, and Adherence
to the provided constraints. Including all con-
straints in the prompt led to the highest values
for Fluency and Helpfulness, and the second
highest value for Relevance. The annotation
results also demonstrate that the prompts that
result in the highest adherence to constraints do
not necessarily indicate higher perceived scores
for Fluency, Relevance, or Helpfulness. In a
direct comparison, all of the non-baseline LLM
responses were ranked higher than the actual
teacher responses in the corpus over 50% of the
time.

1 Introduction

Large language models (LLMs) have shown great
promise across many applications including recom-
mendation systems, social chatbots, writing code,
and summarizing documents (Zhang et al., 2023).
Many of these applications benefit from the genera-
tive capabilities of LLMs such as ChatGPT (Brown
et al., 2020). However, when these models are de-
ployed without further constraints in open-domain
dialogue systems, they may generate outputs that
do not adhere to the desired agent behavior (Kann
et al., 2022). The risk of not adhering to desired

Teacher How do you know number two is
not a straight angle?

Student Because a straight angle goes on,
on both sides.

Teacher It goes on forever. There’s a line,
and it goes on forever on both
sides, absolutely. Of course, it’s
a ray so it only goes in one direc-
tion.

Table 1: A sample interaction between a teacher and
a student from the NCTE Corpus (Demszky and Hill,
2023)

agent behavior is even higher when we consider
the application of these models to the education
domain (Williams et al., 2023).

Well before the advent of LLMs, educational di-
alogue systems have been used to provide support
to students in online classes, act as 1:1 subject-
specific tutors, and provide professional training to
teachers and tutors (Kuhail et al., 2023). Regard-
less of the exact learning application, they are more
beneficial to students when the systems themselves
are based on the same pedagogical frameworks that
a teacher would use (Järvelä and Hadwin, 2013).
As such, many of these systems are built using ex-
tensive dialogue frameworks that dictate when, and
how the teacher should intervene in a particular
scenario. Frequently, they are designed such that a
teacher can modify the exact responses to apply to
a given classroom age, subject, and lesson-specific
goals. Although this makes it possible to create
highly relevant responses from the conversational
agent, it also means that the agent will not gener-
alize well to new situations. Furthermore, these
agents are typically designed for interaction with a
single student working in an online classroom.

The educational dialogue system that we present
here is designed to provide support to students in a
real classroom setting. Consider the interaction in
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Table 1. In this case, the teacher confirms that the
student’s understanding is correct and elaborates
on what has been said to avoid confusion in the def-
inition. This ensures that they are still encouraging
the student to elaborate on their reasoning while
providing a fully correct assessment of the problem.
This highlights the degree of nuance required when
responding to a student in a classroom setting. We
want to focus on how to constrain the output of an
LLM in a manner consistent with how a teacher
would respond. Constraints are surfaced to the
LLM through strategic prompt engineering. The
constraints are based on dialogue acts that capture
speaker intentions from the preceding dialogue and
a domain-specific dialogue policy. The dialogue
policy consists of three conversational states identi-
fied in collaborative task conversations and corre-
sponding actions that a supportive teacher would
take in that particular scenario. We evaluate the
effectiveness of imposing different forms of con-
straints on the NCTE Corpus (Demszky and Hill,
2023) of math classroom transcripts. The output
from each of the prompt variations is assessed for
Fluency, Relevance, Helpfulness, and adherence to
the desired constraints. We also perform further
annotations for overall best response and whether
it was considered better than the teacher.

The dialogue system we present here provides a
blueprint for how future researchers, and teachers
themselves, can modify prompts to better engage
with students in a classroom setting. This design
is intended to echo the highly relevant and help-
ful nature of early rule-based education dialogue
systems while allowing for more flexibility with
LLMs to surface the response to the student. The
major contributions of this work are as follows:

• As far as we are aware, this is the first ap-
plication of dialogue-policy informed LLM
response generation to the education domain.

• Adding more context-specific constraints (Di-
alogue States, Student and Teacher Dialogue
Acts) can improve the perceived Helpfulness,
Fluency and Relevance of responses produced
by a conversational agent.

• LLMs can adhere to dialogue state constraints
in up to 95% of samples

• Annotators rated the non-baseline LLM-based
prompt variations to be better than the actual
Teacher response in > 50% of samples

The results demonstrate the potential of LLM-
based chatbots to interact with students in a helpful
manner. There is much research to be done in
exploring how to balance additional pedagogical
constraints while maintaining a high degree of flu-
ency in the responses. In future work, we intend
to integrate these models with a speech-to-text in-
terface to see how they perform in live classroom
interactions.

2 Related Work

2.1 Dialogue Act Segmentation and
Classification

To respond in a succinct manner, dialogue systems
need to be able to differentiate different dialogue
acts (DAs) such as statements, types of questions,
and acknowledgements. There are different dia-
logue act schemas and datasets for dialogue act tag-
ging such as: ViGGO a video game corpus tagged
with dialogue acts meant for open domain systems
(Juraska et al., 2019), MultiWoz a multi-domain
and topic dataset meant for task-oriented dialogue
systems (Budzianowski et al., 2018), Switchboard
(SWDA) is a large multi-speaker dataset consisting
of two-sided telephone calls (Stolcke et al., 2000a)
and the AMI meeting corpus that is multi-modal
corpus consisting of 100 hours of meeting record-
ings (Shang et al., 2018). ISO dialogue acts schema
are mapped to other corpora such as SWDA, AMI,
Maptask to then be used for training a SVM model
on ISO tags (Mezza et al., 2018a; Thompson et al.,
1993).

Previous work, has used this ISO dialogue act
model off-the-shelf model to enrich TopicalChats
with dialogue acts to then use the dialogue acts
for response generation (Hedayatnia et al., 2020).
LLMs such as gpt-3.5-turbo have been used for
data augmentation and annotation of dialogue acts
on outputs within the education domain (Shan et al.,
2023). We expand on these papers by tagging dia-
logue acts using a combination of ISO tags and
Switchboard feedback dialogue acts and by us-
ing using gpt-3.5-turbo on the NCTE dataset to
produce a silver set of annotated dialogue acts as
this corpus does not contain tags. Then we lever-
age this new tagged dataset as a constraint to pro-
vide the model for controllable response generation
(Ramirez et al., 2023; Hedayatnia et al., 2020).

Dialogue act tagging and segmentation can be
split into two separate tasks such as dialogue act
classifiers (Stolcke et al., 2000a; Webb and Wilks,
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2005), or a joint approach (Guz et al., 2010; Zhao
and Kawahara, 2019, 2017). We take inspiration
from joint models by combining the two tasks
within the same prompt. The description used to
prompt the model resembles annotation manuals
that request annotators to consider both segment-
ing and tagging each segment with a dialogue act
(Mezza et al., 2018a).

2.2 Pedagogical Conversational Agents

Pedagogical conversational agents are the subset
of language models that can engage in dialogues to
support learning. They vary greatly in terms of their
role, their interaction style, and their functional
purpose. Recent reviews of pedagogical conversa-
tional agents have found that they are frequently
used as Teaching Agents in the context of online
classroom settings, with the majority focused on
Computer Science classroom courses (Kuhail et al.,
2023). Although early research focused more on
rule-based dialogue systems to power these agents,
the surge in popularity of generative language mod-
els has led to more research examining the abil-
ity of language models to generate teacher-like re-
sponses. Tack and Piech (2022) proposed the AI
Teacher Test to measure the effectiveness of a lan-
guage model to engage in dialogues with a student
based on the ability of the model to “speak like a
teacher, understand the student, and help the stu-
dent”. They evaluate several BlenderBot (Roller
et al., 2020) and GPT-3 (Brown et al., 2020) models
on the Teacher-Student Chatroom Corpus (TSCC)
(Caines et al., 2022) as well as the Educational
Uptake Dataset (Demszky et al., 2021) which is
a subset of the NCTE corpus that is used in this
paper. Their findings found that Blender outper-
formed GPT-3 across all metrics, and outperformed
the actual Teacher response ratings in terms of lev-
els of uptake from student responses. However,
this did not translate to outperforming teachers in
terms of levels of helpfulness or the ability to cre-
ate responses similar to a teacher. The BEA 2023
shared task motivated researchers to expand on this
work by focusing on generating responses to stu-
dent utterances from the TSCC dataset. All of the
submissions were evaluated using a set of auto-
matic dialogue evaluation metrics from (Yeh et al.,
2021) and the top three models were evaluated with
pairwise comparisons from human raters based on
the Tack’s original three categories. The best per-
forming model, NAISTEACHER (Vasselli et al.,
2023) was built on a pre-trained GPT 3.5 Turbo

(Brown et al., 2020). Their approach generates
multiple teacher utterances in the form of either
continuations of a previous utterance or replies to a
student utterance. The responses are then re-ranked
with DialogRPT (Gao et al., 2020). As part of this
shared task, Hicke et al. Hicke et al. (2023) ex-
plored the use of GPT-4, as well as fine-tuning Di-
aloGPT (Zhang et al., 2020), FlanT5 (Chung et al.,
2022) and GPT-2 (Radford et al., 2019). GPT-4 out-
performed their other variants. Other submissions
focused on prompt engineering with open-source
language models (Baladón et al., 2023) including
Opt-2.7B (Gao et al., 2020) and Alpaca (Taori et al.,
2023). The proposed system combines zero-shot
prompts with a state-of-the-art LLM with previous
research in controllable text generation and dia-
logue act classification to create teacher responses.

3 Methods

3.1 Overall System Design

The proposed pedagogical dialogue system con-
sists of three major components: (1) a dialogue
act segmentation and classification module (2) a
dialogue policy that dictates when and how the
conversational agent should intervene and (3) a
response generation module that aggregates the
output of components (1) and (2) into a prompt for
an LLM. The dialogue system receives the most re-
cent student utterance and the conversation history
annotated with speaker labels by turn as seen in Fig-
ure 1. The conversation turns are fed to (1) where
they are segmented into individual utterances and
labeled with a dialogue act. In parallel, the most re-
cent student utterance is fed to the dialogue policy
to determine the dialogue state. The conversation
state and dialogue act annotated conversation his-
tory are then aggregated into a coherent prompt for
an LLM.

3.2 Dialogue Policy

A dialogue policy specifies, for each dialogue state,
the actions the dialogue system can take in that state
(Walker et al., 1998; Levin et al., 2000; Rieser and
Lemon, 2011). Here, we leverage a dialogue pol-
icy based on an analysis of collaborative dialogue
scenarios between college-aged students, where we
frame the policy in terms of the dialogue acts avail-
able in each state. The students were working on a
sensor-based task, in which each student becomes
an expert in a particular kind of sensor - moisture,
environmental, and sound, and then has to share
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Figure 1: Overall System Diagram: The conversation history and current student utterance are given as input to
both (1) segmentation and dialogue act classification and (2) a dialogue state identification module. They are then
aggregated with the outputs of (1) and (2) into a prompt for a large language model.

the information they have learned with their group.

Education and human teamwork experts iden-
tified three broad categories of unproductive talk
dialogue states during the collaboration sessions:
CONTENT, COLLABORATION, and PROCEDU-
RAL. The aim of our dialogue policy is to intervene
in the student conversations when the conversa-
tion is in an unproductive state. Thus, each dia-
logue state has a set of potential dialogue actions,
which are surfaced to the LLM as an additional
component of the response generation prompt. The
prompts are detailed in Appendix C and the com-
plete steps for state identification are detailed in
Appendix A. PROCEDURAL issues are identified
when there is a literal String match indicating the
students are confused about the next step to take to
complete the task. Next, CONTENT issues are dis-
tinguished based on the topic feature of the NCTE
dataset. The policy further divides the collaboration
issues based on the number of speakers represented
in the recent conversation history including NO
SPEAKER and SINGLE SPEAKER categories. The
NCTE dataset is segmented into only two speaker
labels “student” and “teacher” without explicitly
distinguishing which student is talking so we are
not using these states in the experiments. For future
work with multi-party conversations where speaker
identification is available these are critical states to
track. Additionally, since we are explicitly using
non-blank utterances for the analysis, we do not
have instances of the NO SPEAKER state. If none
of the above conditions are met, the conversation
is considered to be in a FLOW state and the stu-
dent should be encouraged to continue with their
reasoning.

3.3 Dialogue Act Segmentation and
Classification

We use dialogue acts as a constraint for response
generation as dialogue acts have been used for con-
trollable response generation in different domains
and dialogue systems (Hedayatnia et al., 2020;
Ramirez et al., 2023). Following Shan et al., dia-
logue act labels for the NCTE corpus were obtained
through few shot prompting using the gpt-3.5 turbo
model. We combine the task of dialogue act classi-
fication and segmentation within the same prompt
to handle longer utterances. For dialogue acts, we
use the 10 ISO dialogue acts (Mezza et al., 2018b)
(e.g., Inform, Set Question, Apology, etc.) and 7
Switchboard (Stolcke et al., 2000b) feedback-based
dialogue acts (e.g. Backchannel, Sympathy, Appre-
ciation) to classify and segment the NCTE dataset.

In the prompt, we provide a description of the
task and instructions for the model, then for each
dialogue act we give the definition and an option-
ally an example for certain difficult dialogue acts,
and lastly we provide 19 examples of utterances
that are segmented and annotated with dialogue act
tags the final prompt can be found in the Appendix
B. These examples came either directly from the
Switchboard and ISO annotation manuals, or were
handcrafted to contain the characteristics of the
dialogue acts. To verify the performance of the
prompt(s), we ran the prompt on a set of 100 exam-
ples, and would annotate for dialogue act and seg-
mentation appropriateness on the teacher text and
would adjust the number of examples or the defini-
tions. Once we had the final prompt, we found that
95% of the time the model would choose an ap-
propriate dialogue act(s). We note that the teacher
dialogue acts were not always appropriate for the
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conversation that could impact the performance in
the downstream task.

3.4 Response Generation with Prompt
Engineering

We take a modular approach to prompt engineer-
ing, wherein we dynamically construct a unique
prompt for each response from component tem-
plates. These templates are injected with contex-
tual information and desired constraints before be-
ing aggregated into a single prompt as input to the
LLM. The complete set of templates can be found
in Appendix C.

First, the baseline prompt has four components:
Preamble, Setting, Formatting, and Task. We con-
sider these to be the minimum configuration neces-
sary to reliably produce teacher-like responses with-
out applying any further constraints on the model’s
behavior. Definitions for these basic components
are as follows:

• Preamble: This primes the model by describ-
ing the task it will ultimately be assigned after
first being given the requirements and restric-
tions contained in the other components.

• Setting: This describes a persona that the
model should assume, the responsibilities of
its role, and environmental details, like the
grade level of the students and the subject of
the current lesson.

• Formatting: This outlines the exact format
the response should take, including a soft- and
hard-cap on length, expectations of attribu-
tion and quotation marks, prohibitions of ex-
plained reasoning or word count, etc.

• Task: This simply instructs the model to pro-
duce a response and provides the utterance to
which it will respond.

Then, we add one or more of the following exper-
imental components: Context, Student DA, Teacher
DA, and/or Dialogue Policy. Unlike the baseline
components, these aim to constrain model behav-
ior. When active, they are inserted into the prompt
between Formatting and Task. Definitions for these
additional components are as follows:

• Context: This gives the model a brief conver-
sation history, consisting of three prior utter-
ances and who said them.

• Student DA: This gives the model a version
of the student utterance that is segmented by
the classifier (see Section 3.3) and the defi-
nition for each of the resulting dialogue act
labels. It then instructs the model to use the
given segmentation and definitions to deter-
mine what the student meant.

• Teacher DA: This gives the model a list of
dialogue act labels (and associated definitions)
found within the segmented teacher utterance,
but it does not give the actual segmented
utterance. It then instructs the model to for-
mulate its response to match the definitions of
the given labels.

• Dialogue Policy: This gives the model a de-
scription of the current dialogue state (see Ap-
pendix A) and the consequences of allowing
that state to continue. It then instructs the
model to formulate a response that includes
the expert-recommended intervention appro-
priate for the given state.

Finally, we have one implicit constraint: the lan-
guage used in the templates mimics the language
used by teachers when assigning schoolwork to
students. The intent is to bias the model toward
seeking similar language from its training data.

4 Experiments

4.1 Dataset

For this work, we want to demonstrate the appropri-
ateness of different prompt variations for teacher-
like responses. We use the NCTE Transcripts cor-
pus (Demszky and Hill, 2023)- a dataset consist-
ing of 1,660 anonymized elementary school math-
ematics lessons. This is one of the few publicly
available datasets with annotated classroom con-
versations. We use a subset of the dataset that is
broken down into student-teacher utterance pairs
where each teacher response is associated with the
immediately preceding student utterance. We also
provide the three prior dialogue turns for conversa-
tion history. When utterances were within the first
three dialogue turns of a particular lesson, only the
available turns were provided as part of the con-
text. For evaluation, we classified the utterances
and ended up with three distinct state labels present
in the dataset: CONTENT, FLOW, and COLLABO-
RATION. We randomly selected 100 samples con-
sisting of 33 FLOW turns, 33 COLLABORATION,
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Quality + Adherence Metrics 0.29606
Comparison to Teacher 0.24689
Best Model Response 0.21557

Table 2: Interrater Reliability based on Krippendorff’s
Alpha. The Quality and Adherence metrics are judged
on 100 samples for all prompt variations individually.
The Response Comparison metrics are based on a subset
of 30 samples.

and 34 CONTENT, which is indicative of the high-
est subset of the datasets. All of the analysis sample
utterances are then automatically segmented and
classified for dialogue acts.

4.2 Prompt Variations

As detailed in Section 3.4, we aggregate different
constraints into the prompts for the Mistral model.
The goal is to discern which of these constraints
leads to the most helpful, pedagogically informed
outputs from the system. We start with the Base-
line classroom response generation prompt, then
provide additional constraints including: Context,
Dialogue State (DS), DS + Student Dialogue Act
(DA), Student DA + Teacher DA, and a prompt com-
bining all the constraints (DS, Student DA, Teacher
DA. All of the non-baseline prompts including the
conversation history.

4.3 Evaluation

The generated responses are evaluated by raters on
three categories: Fluency, Relevance, and Helpful-
ness using a scale from 0 to 2. Fluency to describes
how natural the generated response appears to be.
This is meant to be comparable to prior work that
evaluates text for Naturalness and/or Humanness.
Relevance indicates how relevant the response is
to the conversation history and current student ut-
terance, with a 1 indicating that the response is
vague. Raters also annotate for Helpfulness to
indicate whether the response helps the student
or helps move the activity forward. Finally, we
have a binary value to indicate how well the gen-
erated output adheres to the dialogue state-specific
prompt and whether it is an acceptable based on the
ISO definition of the desired output DA. We calcu-
late Krippendorff’s (Krippendorff, 2004) Alpha to
gauge interrater reliability across the 600 samples
evaluated by each of the three raters. The results
are in Table 2.

5 Results Analysis

The annotation analysis is divided into three sec-
tions: output quality metrics, adherence to con-
straints, and teacher comparison. For the first two
sections, 100 samples were annotated across all six
prompt variations by three annotators. The low in-
terrater reliability (IRR) scores in Table 1, based on
Krippendorff’s Alpha (Krippendorff 2004), demon-
strate that this type of evaluation was difficult to
come to a consensus on. This could be due to the
fact that the output quality metrics were all on a
score of 0 to 2, as opposed to being binary val-
ues. These three values could also be ambiguous
even with the specifications provided to the anno-
tators. To avoid this in future studies, it would be
beneficial to specify a larger number of metrics
that capture more fine-grained linguistic details to
improve agreement across annotators. We believe
the results of the study to still be valuable when
considering the goal is to present an approach to
designing a conversational system specifically for
the educational context.

Given the low IRR values, we report the mean
and standard deviation for these values to get a bet-
ter sense of how the agent responses were perceived
by the annotators. We see the highest agreement
levels across annotators for the adherence to dis-
course policy. However, the adherence to dialogue
act constraint did not demonstrate as high agree-
ment. We believe this can be attributed to the fact
that raters considered this to be an “acceptability”
annotation - i.e. is the output aligned with an “ac-
ceptable” dialogue act for a teacher response in the
given context. Additionally, when annotating the
outputs were compared to the actual teacher output
dialogue act tags which were annotated with our
classification prompt as opposed to gold standard
tags. Furthermore, the teacher utterances were of-
ten extremely lengthy making it difficult for both
a model or a human to identify a single correct
dialogue act.

5.1 Quality Metrics: Fluency, Relevance,
Helpfulness

One of the more interesting findings was that the
impact of dialogue acts on the perceived fluency of
response outputs. Annotators considered responses
to be less fluent (a 1 over a 2) when the model con-
tradicted itself, provided overly formal responses,
or the phrasing was considered awkward. The in-
clusion of Student DAs with the state led to 117%
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Prompt Fluency Helpfulness Relevance DA DS
Baseline 1.410 ± 0.596 0.917 ± 0.755 1.143 ± 0.670 0.340 0.313
+ Context 1.370 ± 0.583 1.053 ± 0.777 1.260 ± 0.626 0.490 0.360
+ DS 1.390 ± 0.564 1.070 ± 0.765 1.297 ± 0.665 0.617 0.893
+ DS, Student DA 1.613 ± 0.500 1.237 ± 0.775 1.437 ± 0.648 0.603 0.957
+ Student DA, Teacher DA 1.580 ± 0.563 1.287 ± 0.803 1.530 ± 0.585 0.623 0.567
+ DS, Student DA, Teacher DA 1.653 ± 0.503 1.320 ± 0.798 1.450 ± 0.659 0.670 0.903

Table 3: Experiment results for quality metrics and adherence metrics. Fluency, Helpfulness, and Relevance are
scored based on the average mean across all 100 samples and three annotators plus or minus the standard deviation.
Adherence to Dialogue Act (DA) and Dialogue State (DS) constraint is based on the percentage of the time that the
raters marked samples as adhering to the constraint.

Prompt BTT OR
Baseline 0.500 0.122
Context 0.733 0.222
DS 0.633 0.156
DS, Student DA 0.689 0.200
Student DA, Teacher DA 0.70 0.144
DS, Student DA, Teacher DA 0.678 0.156

Table 4: BTT represents the percentage of the time the
prompt output was rated as "Better than the Teacher"
response to the student utterance. OR represents the
percentage of the samples that the prompt was rated as
the best overall response of the prompt outputs.

increase in the mean Fluency score over the in-
clusion of the dialogue state alone. The combina-
tion of Student DAs, Teacher DAs, and Dialogue
State had the highest Fluency value, suggesting
that when provided more constraints, the model
produced more natural responses. The prompt vari-
ation including Teacher DAs and student DAs has
a much higher Fluency rating than the baseline, but
lower than combining student DAs with a dialogue
state suggesting the state itself contributes to higher
fluency. Annotators did frequently see outputs that
included dialogue act tags when the Teacher DA
was included, occasionally ones that were not even
mentioned in the prompt, which would need to be
removed before surfacing a response in an end-
to-end system. The prompt including student and
teacher DAs plus state information was evaluated
as having the highest mean Helpfulness score. Ad-
ditionally, when the results were broken down into
2-value pairs, with [0,1] rated as “not Helpful” or
0 and 2 being scored as Helpful, this prompt was
marked as helpful over 50% of the time by raters.
As with the Helpfulness and Fluency ratings, we no-
tice that the prompts that included any type of DA

information had much higher mean scores for Rele-
vance than those without suggesting that grounding
the conversation in speaker intentions leads to more
relevant responses. Unsurprisingly, the baseline
has the worst performance in this category given
that it does not include the conversation history
in the prompt. The prompt that did not include
the state information was scored higher in terms
of Relevance over the version with this constraint.
This could be due to the model trying to attend to
too many constraints at once, or this could be re-
lated to the quality of the states themselves. There
are an infinite number of hypothetical states that a
classroom conversation could be in that a teacher
may respond to differently and in future versions of
the system we intend to explore more fine-grained
state-action pairs. In general, all of the response
quality metrics indicate that the inclusion of DA
information does lead to better output responses
from an LLM.

5.2 Adherence to Dialogue Act + Policy
Constraints

For annotation, raters considered an output to ‘ad-
here’ to the dialogue act constraint if it was con-
sidered an acceptable dialogue act in the context
of the conversation history. The adherence rate
goes up even when just including the conversa-
tion history in the prompt over the baseline sug-
gesting that there is some implicit dialogue flow
information that the model is able to learn from
the history itself. However, there is a meaningful
jump in performance when additional constraints
are applied, including the dialogue state without
any DAs. Including the DA and discourse policy
information resulted in the highest rates of adher-
ence to this constraint. However, the adherence
rate is still notably less than the agent’s ability to
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adhere to the dialogue state constraint. In the case
of our dialogue policy, the adherence rate is higher
than 89% of the time when the state intervention
is included in the prompt. This is also the set of
annotations with the highest rates of interrater relia-
bility. Overall, this suggests that the Mistral model
was extremely good at adhering to our discourse
policy when provided with the appropriate infor-
mation. This is especially true in comparison to the
responses when no constraints are provided, and
even in the drop in performance when using the
student DA and teacher DA without the discourse
policy constraint. These results suggest that as we
refine the discourse policy to cover a wider range of
classroom situations that we will be able to output
responses that will adhere to it appropriately. This
finding is incredibly important when considering
the need to constrain agents in the classroom to
be consistent with teacher behavior and reduce the
risk of providing unsafe outputs to students.

5.3 Teacher and Prompt Comparisons

In addition to evaluating each of the prompts in-
dividually, we wanted to compare them to each
other, and the actual teacher responses. We se-
lected 30 samples from the 100 annotated samples
above stratified to 10 per dialogue states. The 6
model outputs were shuffled to prevent the annota-
tors from being biased towards a particular prompt
style. For these, the raters considered two ques-
tions (1) Is this response better than the teacher
response? (2) What is the best model response of
the 6 provided? The results in Table 5 show that all
of the non-baseline prompts were considered better
than the teacher response in over half of the cases
selected. Unexpectedly, the condition with only
the conversation history, was rated as better than
the teacher most frequently and considered the best
response to the student utterance most frequently.
The next highest rated prompt is the combination
of student DAs and the dialogue state. In further
discussion of the annotations, the raters mentioned
that brief responses were considered better, and
that the models typically provided explicit support-
ive feedback such as “Keep up the good teamwork”
to students more often than the teacher did. Ad-
ditionally, the actual teacher responses may have
been addressing earlier conversation topics or other
students as opposed to the most recent student ut-
terance. The fact that one type of constraint did
not inherently improve the overall perception of
the responses suggests that the system may benefit

from the use of an over-generate and rank approach
in which we provide an output from all of these
variations and select one to provide to the student
based on a set of criteria informed by a teacher.

6 Conclusion and Future Work

The goal of these experiments was to compare the
effectiveness of different constraints in the con-
text of zero-shot prompting a language model to
provide teacher-like responses to real student ut-
terances. We evaluated the inclusion of student
and teacher dialogue acts annotations as well as
dialogue states in the prompts provided to Mistral.
A sample of 100 utterances was selected and eval-
uated across 6 different prompt settings by three
annotators for Fluency, Relevance, Helpfulness,
and adherence to the provided constraints. The in-
clusion of any type of constraints showed a positive
impact on all of the utterance quality metrics, but
could benefit from post processing to ensure that er-
roneous tags are not included in the agent response
to a student. We saw the highest ratings for Flu-
ency and Helpfulness when student dialogue acts,
teacher dialogue acts, and dialogue states were pro-
vided in the prompt. The prompt version with all
the constraints also had the second highest value
for Relevance, suggesting that more contextual di-
alogue information in the prompt leads to higher
quality responses from the agent. When provided
a dialogue state in the input, the best performing
prompt adhered to the constraint in over 95% of
cases. This suggests that as future research is done
identifying key pedagogical dialogue states and
the ability to distinguish them from one another,
LLMs can be very successful in adhering to the
recommended states. Furthermore, a subset of 30
utterances were compared to the teacher response
from the NCTE corpus. All of the LLM prompt
variations that included the conversation history
were considered to be better than the actual teacher
response over 50% of the time. This was largely
because the annotators found the model was more
likely to be directly addressing the most recent stu-
dent utterance as opposed to another student, and
frequently included additional supportive phrases
in the response. Ultimately, these findings suggest
that LLM-based conversational agents have a lot
of potential for providing learners with additional
support in the classroom, when provided the appro-
priate constraints. In future work, we aim to refine
the set of states from the three present in the NCTE
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dataset along with educators to cover a broader set
of scenarios. Additionally, we would like to ex-
plore model-based approaches for identifying the
dialogue states themselves. The experiments here
were limited to transcript-based annotations, in fu-
ture work we intend to evaluate the responses in
real scenarios with students.

7 Limitations

The scope of this paper is limited by a number of
factors, including the types of models used and
the types of constraints evaluated. We focused on
a limited set of possible dialogue states based on
initial expert analysis of classroom conversations.
There are more possible dialogue states that would
require a different type of support in the classroom.
Additionally, the annotations were based on a set of
classroom transcripts. Future work should evaluate
the performance of such an agent in a live learning
setting.

8 Ethics Statement

The experiments that we have conducted here are
intended to improve the responses generated by
LLMs for the classroom setting. However, the mod-
els that we use in our experiments are trained with
large datasets that may be subject to unknown bi-
ases due to the exact content of the original training
materials. Our research is intended to be used as
a classroom support but this assumes that teachers
will not use the information collected from dia-
logues to assess students’ grades.
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madan, and Milica Gašić. 2018. MultiWOZ - a large-
scale multi-domain Wizard-of-Oz dataset for task-
oriented dialogue modelling. In Proceedings of the
2018 Conference on Empirical Methods in Natural
Language Processing, pages 5016–5026, Brussels,
Belgium. Association for Computational Linguistics.

Andrew Caines, Helen Yannakoudakis, Helen Allen,
Pascual Pérez-Paredes, Bill Byrne, and Paula Buttery.
2022. The teacher-student chatroom corpus version
2: more lessons, new annotation, automatic detec-
tion of sequence shifts. In Proceedings of the 11th
Workshop on NLP for Computer Assisted Language
Learning, pages 23–35, Louvain-la-Neuve, Belgium.
LiU Electronic Press.

Hyung Won Chung, Le Hou, Shayne Longpre, Barret
Zoph, Yi Tay, William Fedus, Yunxuan Li, Xuezhi
Wang, Mostafa Dehghani, Siddhartha Brahma, Al-
bert Webson, Shixiang Shane Gu, Zhuyun Dai,
Mirac Suzgun, Xinyun Chen, Aakanksha Chowdh-
ery, Alex Castro-Ros, Marie Pellat, Kevin Robinson,
Dasha Valter, Sharan Narang, Gaurav Mishra, Adams
Yu, Vincent Zhao, Yanping Huang, Andrew Dai,
Hongkun Yu, Slav Petrov, Ed H Chi, Jeff Dean, Ja-
cob Devlin, Adam Roberts, Denny Zhou, Quoc V Le,
and Jason Wei. 2022. Scaling instruction-finetuned
language models. arXiv [cs.LG].

Dorottya Demszky and Heather Hill. 2023. The NCTE
transcripts: A dataset of elementary math classroom
transcripts. In Proceedings of the 18th Workshop
on Innovative Use of NLP for Building Educational
Applications (BEA 2023), pages 528–538, Toronto,
Canada. Association for Computational Linguistics.

Dorottya Demszky, Jing Liu, Zid Mancenido, Julie
Cohen, Heather Hill, Dan Jurafsky, and Tatsunori
Hashimoto. 2021. Measuring Conversational Up-
take: A Case Study on Student-Teacher Interactions.
In Proceedings of the 59th Annual Meeting of the
Association for Computational Linguistics (ACL).

Xiang Gao, Yizhe Zhang, Michel Galley, Chris Brock-
ett, and Bill Dolan. 2020. Dialogue response ranking
training with large-scale human feedback data. In
Proceedings of the 2020 Conference on Empirical
Methods in Natural Language Processing (EMNLP),
pages 386–395, Online. Association for Computa-
tional Linguistics.

129



Umit Guz, Gokhan Tur, Dilek Hakkani-Tür, and
Sébastien Cuendet. 2010. Cascaded model adap-
tation for dialog act segmentation and tagging. Com-
puter Speech & Language, 24(2):289–306.

Behnam Hedayatnia, Karthik Gopalakrishnan,
Seokhwan Kim, Yang Liu, Mihail Eric, and Dilek
Hakkani-Tur. 2020. Policy-driven neural response
generation for knowledge-grounded dialog systems.
In Proceedings of the 13th International Conference
on Natural Language Generation, pages 412–421,
Dublin, Ireland. Association for Computational
Linguistics.

Yann Hicke, Abhishek Masand, Wentao Guo, and
Tushaar Gangavarapu. 2023. Assessing the effi-
cacy of large language models in generating accu-
rate teacher responses. In Proceedings of the 18th
Workshop on Innovative Use of NLP for Building Ed-
ucational Applications (BEA 2023), pages 745–755,
Stroudsburg, PA, USA. Association for Computa-
tional Linguistics.

Juraj Juraska, Kevin Bowden, and Marilyn Walker. 2019.
ViGGO: A video game corpus for data-to-text gener-
ation in open-domain conversation. In Proceedings
of the 12th International Conference on Natural Lan-
guage Generation, pages 164–172, Tokyo, Japan.
Association for Computational Linguistics.

Sanna Järvelä and Allyson F Hadwin. 2013. New fron-
tiers: Regulating learning in CSCL. Educ. Psychol.,
48(1):25–39.

Katharina Kann, Abteen Ebrahimi, Joewie Koh, Shiran
Dudy, and Alessandro Roncone. 2022. Open-domain
dialogue generation: What we can do, cannot do,
and should do next. In Proceedings of the 4th Work-
shop on NLP for Conversational AI, pages 148–165,
Dublin, Ireland. Association for Computational Lin-
guistics.

K Krippendorff. 2004. Reliability in content analy-
sis: Some common misconceptions and recommen-
dations. Hum. Commun. Res., 30(3):411–433.

Mohammad Amin Kuhail, Nazik Alturki, Salwa Alram-
lawi, and Kholood Alhejori. 2023. Interacting with
educational chatbots: A systematic review. Educa-
tion and Information Technologies, 28(1):973–1018.

Esther Levin, Roberto Pieraccini, and Wieland Eckert.
2000. A stochastic model of human-machine interac-
tion for learning dialog strategies. IEEE Transactions
on speech and audio processing, 8(1):11–23.

Stefano Mezza, Alessandra Cervone, Evgeny Stepanov,
Giuliano Tortoreto, and Giuseppe Riccardi. 2018a.
ISO-standard domain-independent dialogue act tag-
ging for conversational agents. In Proceedings of the
27th International Conference on Computational Lin-
guistics, pages 3539–3551, Santa Fe, New Mexico,
USA. Association for Computational Linguistics.

Stefano Mezza, Alessandra Cervone, Evgeny Stepanov,
Giuliano Tortoreto, and Giuseppe Riccardi. 2018b.

ISO-standard domain-independent dialogue act tag-
ging for conversational agents. In Proceedings of the
27th International Conference on Computational Lin-
guistics, pages 3539–3551, Santa Fe, New Mexico,
USA. Association for Computational Linguistics.

Samuel L Pugh, Shree Krishna Subburaj, Arjun Ramesh
Rao, Angela E B Stewart, Jessica Andrews-Todd, and
Sidney K D’Mello. 2021. Say what? automatic mod-
eling of collaborative problem solving skills from stu-
dent speech in the wild. International Educational
Data Mining Society.

Alec Radford, Jeff Wu, R Child, D Luan, Dario Amodei,
and I Sutskever. 2019. Language models are unsu-
pervised multitask learners.

Angela Ramirez, Kartik Agarwal, Juraj Juraska, Utkarsh
Garg, and Marilyn Walker. 2023. Controllable gen-
eration of dialogue acts for dialogue systems via
few-shot response generation and ranking. In Pro-
ceedings of the 24th Annual Meeting of the Special
Interest Group on Discourse and Dialogue, pages
355–369.

Verena Rieser and Oliver Lemon. 2011. Reinforce-
ment learning for adaptive dialogue systems: a data-
driven methodology for dialogue management and
natural language generation. Springer Science &
Business Media.

Stephen Roller, Emily Dinan, Naman Goyal, Da Ju,
Mary Williamson, Yinhan Liu, Jing Xu, Myle Ott,
Kurt Shuster, Eric M Smith, Y-Lan Boureau, and
Jason Weston. 2020. Recipes for building an open-
domain chatbot. arXiv [cs.CL].

Dapeng Shan, Deliang Wang, Chenwei Zhang, Ben
Kao, and Carol Chan. 2023. Annotating Educational
Dialog Act with Data Augmentation in Online One-
on-One Tutoring, pages 472–477.

Guokan Shang, Wensi Ding, Zekun Zhang, Antoine Tix-
ier, Polykarpos Meladianos, Michalis Vazirgiannis,
and Jean-Pierre Lorré. 2018. Unsupervised abstrac-
tive meeting summarization with multi-sentence com-
pression and budgeted submodular maximization. In
Proceedings of the 56th Annual Meeting of the As-
sociation for Computational Linguistics (Volume 1:
Long Papers), pages 664–674, Melbourne, Australia.
Association for Computational Linguistics.

Andreas Stolcke, Klaus Ries, Noah Coccaro, Eliza-
beth Shriberg, Rebecca Bates, Daniel Jurafsky, Paul
Taylor, Rachel Martin, Carol Van Ess-Dykema, and
Marie Meteer. 2000a. Dialogue act modeling for
automatic tagging and recognition of conversational
speech. Computational Linguistics, 26(3):339–374.

Andreas Stolcke, Klaus Ries, Noah Coccaro, Eliza-
beth Shriberg, Rebecca Bates, Daniel Jurafsky, Paul
Taylor, Rachel Martin, Carol Van Ess-Dykema, and
Marie Meteer. 2000b. Dialogue act modeling for
automatic tagging and recognition of conversational
speech. Comput. Linguist. Assoc. Comput. Linguist.,
26(3):339–373.

130



Anaã¯s Tack and Chris Piech. 2022. The AI teacher
test: Measuring the pedagogical ability of blender
and GPT-3 in educational dialogues. In Proceedings
of the 15th International Conference on Educational
Data Mining, pages 522–529, Durham, United King-
dom. International Educational Data Mining Society.

Rohan Taori, Ishaan Gulrajani, Tianyi Zhang, Yann
Dubois, Xuechen Li, Carlos Guestrin, Percy Liang,
and Tatsunori B. Hashimoto. 2023. Stanford alpaca:
An instruction-following llama model. https://
github.com/tatsu-lab/stanford_alpaca.

Henry S. Thompson, Anne Anderson, Ellen Gurman
Bard, Gwyneth Doherty-Sneddon, Alison Newlands,
and Cathy Sotillo. 1993. The HCRC map task corpus:
Natural dialogue for speech recognition. In Human
Language Technology: Proceedings of a Workshop
Held at Plainsboro, New Jersey, March 21-24, 1993.

Justin Vasselli, Christopher Vasselli, Adam Nohejl, and
Taro Watanabe. 2023. NAISTeacher: A prompt and
rerank approach to generating teacher utterances in
educational dialogues. In Proceedings of the 18th
Workshop on Innovative Use of NLP for Building
Educational Applications (BEA 2023), pages 772–
784, Toronto, Canada. Association for Computational
Linguistics.

Marilyn Walker, Jeanne C Fromer, and Shrikanth
Narayanan. 1998. Learning optimal dialogue strate-
gies: A case study of a spoken dialogue agent for
email. In COLING 1998 Volume 2: The 17th Inter-
national Conference on Computational Linguistics.

Nick Webb and Yorick Wilks. 2005. Dialogue act clas-
sification based on intra-utterance features.

Tom Williams, Cynthia Matuszek, Kristiina Jokinen,
Raj Korpan, James Pustejovsky, and Brian Scassel-
lati. 2023. Voice in the machine: Ethical considera-
tions for language-capable robots. Commun. ACM,
66(8):20–23.

Yi-Ting Yeh, Maxine Eskenazi, and Shikib Mehri. 2021.
A comprehensive assessment of dialog evaluation
metrics. In The First Workshop on Evaluations and
Assessments of Neural Conversation Systems, pages
15–33, Online. Association for Computational Lin-
guistics.

Hanqing Zhang, Haolin Song, Shaoyu Li, Ming Zhou,
and Dawei Song. 2023. A survey of controllable
text generation using transformer-based pre-trained
language models. ACM Comput. Surv., 56(3):1–37.

Yizhe Zhang, Siqi Sun, Michel Galley, Yen-Chun Chen,
Chris Brockett, Xiang Gao, Jianfeng Gao, Jingjing
Liu, and Bill Dolan. 2020. DIALOGPT : Large-scale
generative pre-training for conversational response
generation. In Proceedings of the 58th Annual Meet-
ing of the Association for Computational Linguistics:
System Demonstrations, pages 270–278, Online. As-
sociation for Computational Linguistics.

Tianyu Zhao and Tatsuya Kawahara. 2017. Joint learn-
ing of dialog act segmentation and recognition in
spoken dialog using neural networks. In Proceedings
of the Eighth International Joint Conference on Nat-
ural Language Processing (Volume 1: Long Papers),
pages 704–712, Taipei, Taiwan. Asian Federation of
Natural Language Processing.

Tianyu Zhao and Tatsuya Kawahara. 2019. Joint dialog
act segmentation and recognition in human conver-
sations using attention to dialog context. Computer
Speech & Language, 57:108–127.

A Dialogue State Identification

1. We classify the utterances for Collaborative
Problem Solving (CPS) codes that score them
on three facets: Constructing Shared Knowl-
edge, Negotiation/Coordination, and Main-
taining Team Function (Pugh et al., 2021)

2. We check if the current utterance is on-topic
for the lesson based on the “ontopic” feature
of the NCTE dataset

3. Check for a literal match to one of our proce-
dural issue sentences such as “What do we do
next?” then return PROCEDURAL issue

4. Check the utterance is ontopic and the CPS
codes are above a given threshold then return
CONTENT issue

5. Check if the CPS codes is lower than a given
threshold then return COLLABORATION is-
sue

6. If there are no speakers, then we consider this
to be a NO SPEAKER collaboration issue

7. If there is a single speaker, then we consider
this to be a SINGLE SPEAKER issue

8. If there are multiple speakers then this is a
general COLLABORATION issue

9. If none of the above conditions are met, the
conversation is considered to be in a FLOW
state

B Dialogue Act Segmentation Prompts
and Dialogue Acts

See Table 5 below.
Within the actual prompt we used 19 examples.

All examples and full prompt can be found within
the github repository12.

2https://github.com/aramir62/constraints-generative-
supportive-teacher-responses
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The dialogue acts used from ISO are: Set Ques-
tion, Propositional Question, Choice Question, In-
form, Commissive, Directive, Thanking, Apology,
Salutation, and Feedback (default act).

From Switchboard, the feedback dialogue acts
utilized are: Signal-Not Understanding, Apprecia-
tion, Sympathy, Summarize/Reformulate, Repeat-
Phrase, Acknowledge (backchannel), and Acknowl-
edge Answer.

C Response Generation Prompts

See Table 6 below.

D Generated Outputs

See Table 6 below.
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Dialogue Act Segmentation Prompt
You are given an utterance to label a dialogue act with, and certain utterances need to be segmented if needed. You’ll
segment the utterance into as many chunks needed to capture all the dialogue acts, but if there are two chunks in a row
with the same dialogue act combine them. Use punctuation and clause separators as a way to consider if this is a new topic
or idea that would be labeled with a different dialogue act. Choose only one dialogue act per segment and you have to
choose one. Definitions and examples of each given below. Only choose dialogue acts from this set, dialogue act names
are contained in <>.
<Set Question>: A question that focuses on the speaker wanting to know certain information often contains "wh" at the
beginning such as "Where are you going?", "What did Kevin do yesterday?"
<Propositional Question>: A question where the speaker wants to know if something is true or false, such as "Do you
know what time it is?"
<Choice Question>: A question that provides a list of options for someone to choose from, usually contains or and requires
the other speaker to choose something, such as "Do you like peanut butter or chocolate more?"
<Inform>: A statement that is providing information. Described as informative information to provide context, knowledge,
and information about a topic.
<Commissive>: The speaker will express a commitment to performing an action, such as "I will go home at 1pm"
<Directive>: The speaker is directing or suggesting what will need to be committed to, such as "You need to go left then
right down the hall"
<Thanking>: A sentence that is expressing gratitude, such as "Thanks"
<Apology>: An expression acknowledging regret or remorse towards an individual’s actions, such as "I’m sorry"
<Salutation>: An utterance made as a greeting or acknowledgment of another’s arrival or departure, such as "Hello"
<Signal-Not Understanding>: The speaker is expressing that they did not understand what was said prior. Or is using some
form of non verbal language.
<Appreciation>: The speaker is expressing feedback by providing appreciation towards the other speaker.
<Sympathy>: The speaker is sympathetic towards the other speaker and is expressing this within the utterance.
<Summarize/Reformulate>: The speaker summarizes or reformulates what was said before to demonstrate understanding
of what was heard.
<Repeat-phrase>: The speaker repeats back what was said beforehand.
<Acknowledge (backchannel)>: The speaker expressing acknowledgement by using backchannels such as “Mmm hmm”,
“Mm yeah”, “Uh huh”
<Acknowledge Answer>: The speaker provides acknowledgement of what was said or asked prior by providing an answer.
<Feedback:> An utterance that provides or elicit information about the type of understanding and processing of what was
said prior, use this as a default if the other sets do not match and put as the lowest priority.

Utterance: You need to give me your ideas and then I need to see whether that would sell in the marketplace.
Output: You need to give me your ideas<Directive> and then I need to see whether that would sell in the market-
place<Commissive>

Utterance: {utterance}
Output:

Table 5: Dialogue Act Segmentation Prompt with 1 example (prompt used for labeling used 19 examples.)
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Preamble:

You will be given the task of generating a realistic response to a given statement or question. In order to complete this task
successfully, you must pay careful attention to the following requirements and limitations. Failure to do so will result in
failure of the task.

Setting:

For context, the given statement or question will have been spoken by a {LEVEL} student in the setting of a {SUBJECT}
classroom. The student is working on an in-class assignment with a group of their peers. You will generate a response to
what the student said as if you are the teacher of this {SUBJECT} class. As a teacher, your response must be: (1) kind, (2)
helpful, (3) encouraging of collaboration, (4) relevant to the subject of {SUBJECT}, (5) factual, and (6) befitting the role
of a professional classroom teacher. Please limit your response to the content of the student statement or question. These
guidelines may help you:

Formatting:

Please format your response to the given statement or question as a SINGLE direct quote from the {SUBJECT} teacher
whose role you are playing, including quotation marks. Please try to limit your response to {SOFT_CAP} words or less
words if you can. However, if you are unable to accurately and coherently respond to the student’s statement or question in
{SOFT_CAP} words or less, you may use up to {HARD_CAP} words. Any response longer than {HARD_CAP} words
will be considered a failure for the purpose of this task. Please do NOT include a word count in your response. Please do
NOT provide any additional reasoning, explanations, or context along with your response. Please preface your response
with the text "Response:" OUTSIDE of the quotation marks, but do NOT include any additional or alternative speaker
attributions. Please do NOT preface or follow your response with ANY text other than the quotation marks and attribution
required above.

Student DA & Teacher DA:

The following are definitions for dialogue act labels, which are useful for understanding text:
{LABEL_DEFINITIONS}
To help you understand the student, their statement or question has been annotated with dialogue act labels. These labels
have been inserted AFTER the section of text they describe, and each label will correspond to one of the definitions shown
above. What follows is the annotated student quote:
{STUDENT_SEGMENTATION}
Furthermore, you should formulate your response such that it matches the definition(s) for the following label(s):
{TEACHER_LABELS}
However, the dialogue act labels are exclusively for your own use in understanding what the student has said and in
formulating your response. Please do NOT include ANY actual dialogue act labels in your response.

Dialogue Policy:

{STATE_DESCRIPTION}3

{CONSEQUENCES}
{INTERVENTIONS}

Context:

To give you some insight into the on-going discussion, the following conversation history is provided to you:
{HISTORY}

Task:

The following student quote is what you will be responding to:
{STUDENT_UTTERANCE}
Please generate the teacher’s response according to the requirements and limitations provided above.

Table 6: Response Generation Prompt with all 8 component templates.
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State Action/Prompt
Content Issue This group of students appears to be struggling with some aspect of the

lesson material. The purpose of this activity is for them to learn the mate-
rial; however, if they are struggling to understand the new information or
have forgotten prior learning, they may be unable to finish the assignment.
In order to help them make progress toward their current objective, your
response should politely encourage them to compare notes and make sure
that they agree on the lesson material.

Collaboration Issue This group of students appears to be actively speaking, but none of them
are making meaningful progress toward their current objective. This could
be a problem, because class time is limited. If they spend too much time
stuck or off-task, they may not complete their group assignment by the
end of the class period. Your response should gently remind them of
their current objective, politely encourage them to work collaboratively to
achieve it, and perhaps suggest a way for them to get back on task

Procedural Issue The students are struggling to understand the steps required to complete
the task. Please encourage them to refer to the Sensor Immersion tutorials.
This group of students appears to have found a good working rhythm and
are making meaningful progress toward their current objective. They are
doing a good job of collaborating with one another, and you do not need
to intervene. Therefore, your response should praise their enthusiasm and
encourage them to remain on-task and continue to make steady progress.

Table 7: A breakdown of the action prompts used for the content, collaboration, and procedural issue dialogue states.
The procedural issue is not present in the NCTE dataset and has reference to the Sensor Immersion task used in the
dialogue policy creation sessions.
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Student Utterance
[Flow]

Conversation History

So, not in the enve-
lope?<Feedback>

teacher: "Anybody? Nobody? What did you use them for, Student C."
student: "To help us with our fractions."
teacher: "To help you with your fractions. Do you guys understand that
sometimes it’s easier to just see it and touch it and hold it? Today, the job
that we have is that we are going to learn to simplify fractions and we are
going to use these pieces to help us to simplify them. So, by the time I am
done, I have 1, 2, 3, 4, 5, 6, 7, 8, 9, piles of fraction pieces. And one of
them is one whole strip. And all of your scraps need to go into the blue
recycling bin, please, which I just put right here. I’m not so worried about
your names going on the backs of them, boys and girls, because you have
your own little toolbox, the envelope you are going to keep them in, so
your name does need to go on the envelope."

Prompt Variation Generated Response
Actual Teacher Re-
sponse

I’m sorry, what?<Signal-Not Understanding>/ It does go on the en-
velope.<Inform>/ We need to get moving here.<Directive>/ It’s the
noise.<Inform>/ We don’t need to do that.<Directive>/

Baseline "That’s correct, the problem does not involve finding the area or volume
of an envelope."

+ Context "That’s correct. The fraction pieces themselves don’t need names on them,
but be sure to label your envelopes."

+ DS "That’s correct, Student. The names don’t need to be on the fraction pieces
themselves, only on the envelopes. Keep up the good work."

+ DS, Student DA "Great question! Yes, you’re correct, any scraps or unused pieces don’t go
in the envelope. Keep up the good work, team!"

+ Student DA,
Teacher DA

You’re correct, those pieces that don’t fit in the envelope should be placed
in the recycling bin. Keep up the good work, team!

+ DS, Student DA,
Teacher DA

"Yes, that’s correct. The scraps don’t need to go in the envelope, they can
go in the blue bin." <Inform, Directive>
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Student Utterance
[Collaboration
Issue]

Conversation History

That’s not how
I write my frac-
tions though
so<Feedback>/

teacher: "Okay, all right. And then if you finish, just ask yourselves. Come
up with a fraction and ask yourself, you know, how you can compare."
teacher: "Okay, hard to write on those little lines, isn’t it?"
teacher: "Bless you."

Prompt Variation Generated Response
Actual Teacher Re-
sponse

All right,<Acknowledgement>/ are you girls finished?<Set Question>/

Baseline "I understand that everyone has their own way of representing fractions.
Let’s discuss how we can all use the same convention for this assignment
to ensure clarity."

+ Context "I understand, everyone has their own way of writing fractions. Let’s
compare our methods and learn from each other."

+ DS "Understood. Let’s try using the standard fraction format for consistency
within your group to ensure effective comparisons."

+ DS, Student DA "I understand that everyone has different ways of representing fractions.
Let’s collaborate and share our methods to help us all learn. Let’s focus
on understanding the concept of comparing fractions."

+ Student DA,
Teacher DA

"It’s perfectly fine if we each have slightly different ways of writing
fractions as long as the meaning is clear. Let’s discuss how we can
compare them effectively."

+ DS, Student DA,
Teacher DA

"It’s great that we all have different ways of expressing ideas. Let’s see if
we can use each other’s methods to help us understand how to compare
fractions effectively. Let’s continue working together."
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Student Utterance
[Content Issue]

Conversation History

Because a straight an-
gle goes on, on both
sides.<Inform>/

teacher: "Let’s see. All right. Good. Straight angles. Let’s get our pencils
ready because this is one you need to do. Some of you may have heard of
this. How many of you all have heard of a straight angle? Very small. All
right. A straight angle is a line that goes infinitely in both directions. It
measures 180 degrees. Okay. Yes, Student L? All right. So again, which is
not a straight angle? Any others? What do you think, based on definition?"
student: "Number two."
teacher: "How do you know number two is not a straight angle?"

Prompt Variation Generated Response
Actual Teacher Re-
sponse

It goes on forever. There’s a line, and it goes on forever on both sides,
absolutely.<Inform>/ Of course, it’s a ray so it only goes in one direc-
tion.<Inform>/ Now we can talk about our main guy today.<Inform>/
Our main guy today is a triangle.<Inform>/ We all know triangles,
right?<Acknowledge Answer>/

Baseline "That’s an interesting way to think about it. Can you clarify what you mean
by ’a straight angle goes on, on both sides’ in the context of geometry?"

+ Context "That’s correct, Student. A straight angle does indeed go on indefinitely
in both directions. Well done for applying the definition."

+ DS "That’s correct, Student, a straight angle does indeed extend indefinitely in
both directions. Let’s discuss with your group to ensure everyone agrees
on this definition."

+ DS, Student DA "That’s correct, a straight angle extends infinitely in both directions. Let’s
compare our definitions and work together to find other angles in the
diagram that are not straight angles."

+ Student DA,
Teacher DA

"That’s correct, Student. A straight angle extends indefinitely, meaning it
continues on both sides, which is why it measures 180 degrees."

+ DS, Student DA,
Teacher DA

"That’s correct. A straight angle continues indefinitely on both sides,
making it an important concept in geometry. Let’s discuss this with your
group and ensure everyone agrees on this definition."

Table 8: A comparison of the generated utterances from the different prompt variations for each of the dialogue
states.
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Abstract

A Time-Offset Interaction Application (TOIA)
is a software system that allows people to en-
gage in face-to-face dialogue with previously
recorded videos of other people. There are two
TOIA usage modes: (a) creation mode, where
users pre-record video snippets of themselves
representing their answers to possible questions
someone may ask them, and (b) interaction
mode, where other users of the system can
choose to interact with created avatars. This
paper presents the HelloThere corpus that has
been collected from two user studies involving
several people who recorded avatars and many
more who engaged in dialogues with them. The
interactions with avatars are annotated by peo-
ple asking them questions through three modes
(card selection, text search, and voice input)
and rating the appropriateness of their answers
on a 1 to 5 scale. The corpus, made available to
the research community, comprises 26 avatars’
knowledge bases and 317 dialogues between
64 interrogators and the avatars in text format.

1 Introduction

Time-Offset Interaction Applications (TOIAs) have
evolved as an innovative dialogue system, bridg-
ing the interaction between individuals and pre-
recorded video representations of others, hence
enabling users to hold conversations outside real-
time constraints (Artstein et al., 2015; Traum et al.,
2015; Abu Ali et al., 2018). We built on an open-
source project’s application, offering a dual inter-
face targeting two distinct user groups: (a) avatar
creators, individuals interested in generating their
time-offset personas, and (b) interactors, those who
engage with these avatars.

However, designing a robust TOIA is a chal-
lenging endeavor. The goal is to mirror human-
to-human interactions as authentically as possible.
This demands seamless integration from an en-
gineering standpoint, such as flawless video clip

transitions and numerous linguistic and dialogue-
turns complexities that intrigue dialogue system
researchers. Central to a TOIA’s functionality are
the avatar’s Knowledge Bases (KBs), repositories
of questions paired with corresponding video re-
sponses and their transcriptions. One of the inher-
ent challenges is devising an optimal strategy for
populating this KB. Should it be intuition-driven, or
should it stem from authentic dialogue transcripts?
Furthermore, what data sets can be useful for train-
ing models to retrieve the right answer for an in-
terrogator interacting with the avatars? While we
explored such questions in other research (Chierici
et al., 2020; Chierici and Habash, 2021, 2023), here
we focus on building on such body of work and
present the language resources generated in the
process. We explored KBs created in three dis-
tinct ways: intuition-guided (brainstormed), led
by automatic suggestions (generated by GPT-3),
and led by human suggestions. We used GPT-3
because our software and study were designed and
set up between 2022 and 2023 before newer ver-
sions were available. The HelloThere Corpus
offers a unique resource for dialogue researchers,
enabling studies on multi-modal interactions, user
engagement patterns, and the effectiveness of time-
offset avatar responses. By providing annotated
dialogues across different interaction modes, this
corpus supports research into natural language un-
derstanding, response retrieval and generation, and
user experience in asynchronous communication
systems.

2 Related Work

We categorize pertinent literature on Time-Offset
Interaction Applications (TOIA) into three primary
areas: System Approaches, Data Sources, and Eval-
uation Methodologies.
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2.1 System Approaches

Our work builds upon the foundations laid in
Chierici et al. (2020); Chierici and Habash (2021);
Chierici et al. (2021), whose initial inspiration
stemmed from the work of Traum et al. (2015) in
their New Dimensions in Testimony project. While
Traum et al. created a time-offset interaction with
Holocaust survivor Pinchas Gutter, we extend their
approach to different contexts and focus on system
scalability. The TOIA open-sourced in (Chierici
et al., 2021) aims to operate with fewer recorded
statements, adapt to multiple users, and facilitate
getting to know a stranger in a 10- to 15-minute
interaction.

Following the taxonomy we proposed in Chierici
et al. (2020), we work on a novel subcategory of
‘self-narrative bots,’ which can be seen as an inter-
mediate between social and task-driven bots, lever-
aging both structured and unstructured training data
(Gao et al., 2019). Retrieving the appropriate video
from a TOIA Knowledge Base (KB) shares simi-
larities with FAQ retrieval, a dichotomous problem.
While its single-turn question-answer (q-a) mech-
anism may seem rudimentary, tasks like search
and Retrieve-And-Generate – where a model re-
trieves relevant information and generates a re-
sponse based on it – introduce complexities due to
the dynamic nature of dialogue (Mass et al., 2020;
Yehudai et al., 2023).

As the dataset scales, classification approaches
may falter, highlighting the presence of long-tail
problems and the challenges of chit-chat scenar-
ios, where queries can have subtle differences (e.g.,
“What is your name?” vs. “What is your parent’s
name?”). Technologies involved range from tradi-
tional RNN models and word embeddings to newer
language models like OpenAI’s GPT families, Mis-
tral, Llama and Nomic (Radford et al., 2018; Zhang
et al., 2022; Touvron et al., 2023; Jiang et al., 2023;
Nussbaum et al., 2024).

Recent advancements in neural architectures
have led to cutting-edge performance in answer
retrieval tasks, but the limited scale of our dialogue
datasets–and those of similar scope–does not read-
ily support deep learning approaches. This limita-
tion does not preclude using pre-trained large lan-
guage models for sentence similarity tasks, lever-
aging or not transfer and few-shot learning tech-
niques.

While TOIAs share some similarities with recent
advancements in speech and video synthesis tech-

nologies, they differ in their focus on preserving
authentic human responses. Unlike synthetic sys-
tems that generate responses in real-time, TOIAs
rely on pre-recorded human responses, maintaining
the nuances of human communication. However,
the retrieval mechanisms in TOIAs can benefit from
advancements in natural language processing used
in synthetic systems, particularly for improving
response selection accuracy.

2.2 Data Sources
Various datasets have been employed to tackle prob-
lems related to chit-chat and question answering
in dialogue systems, such as SQuAD (Rajpurkar
et al., 2016), the Ubuntu dialogue corpus (Lowe
et al., 2015), and bAbI (Weston et al., 2015). How-
ever, these works address tasks like time-based
reasoning and logical induction, which differ from
the context of TOIAs. The landscape of dialogue-
focused datasets is evolving to capture complexities
absent in earlier reading comprehension collections.
Datasets like CoQA and HUMOD are designed
with human dialogues and annotations in mind, en-
hancing natural conversational elements (Reddy
et al., 2019; Merdivan et al., 2020). Similarly, the
Douban Conversation Corpus offers insights into
real-world social discussions on various topics (Wu
et al., 2016).

While large-scale datasets serve various pur-
poses, dialogue systems often operate with far
smaller datasets. For instance, the Margarita Dia-
logue Corpus (MDC) features a Knowledge Base
(KB) with only 431 answers and complete anno-
tated dialogues (Chierici et al., 2020). The nuanced
context of dialogue in TOIAsdemands different,
more tailored datasets. The MDC offers a unique
blend of structured and unstructured dialogues for
time-offset interactions. While influential for our
work, it is limited to a single avatar and real person-
to-person transcripts, not mediated through a TOIA
interface. This work extends the MDC by incorpo-
rating more avatars and collecting extensive real-
world interactions with them, addressing identified
limitations and enriching the corpus.

In previous work (Chierici and Habash, 2023;
Chierici, 2023), we addressed a key challenge in
TOIA development – the daunting task of cre-
ating extensive video-anchored question-answer
(q-a) pair databases without overwhelming the
avatar maker, improving upon Chierici et al. (2020).
We introduced Question Suggester (QS), a GPT-
3-based intelligent service designed to alleviate
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this problem by dynamically suggesting relevant
follow-up questions based on the existing conver-
sation history, significantly reducing the effort re-
quired to populate the video database and enhanc-
ing user experience.

2.3 Evaluation

We acknowledge that evaluating dialogue systems
is a complex task, as traditional metrics often fail to
correlate with human judgment, which itself is chal-
lenging to quantify (Li et al., 2019). The corpus we
present addresses some gaps highlighted in Chierici
and Habash (2021), where we performed a human
evaluation study with a fictional TOIA interface
and Amazon Mechanical Turk raters. We deployed
the open-source software described in Chierici et al.
(2021), with updates to the dialogue systems mod-
ule and user interface, and built datasets using
real TOIA-interactions. Participants were tasked
with getting to know the avatar creator within a
10-minute interaction, evaluating each response as
they interacted with the tool.

3 Data Acquisition and Annotation

Our work resulted in collecting and annotating di-
alogue data comprising 2.2 million words. This
effort was part of a large user study involving 90
individuals, some who built the avatars, and oth-
ers evaluated their interaction quality, along with
testing and evaluating a few software features and
related research questions discussed in (Chierici
and Habash, 2023). Ethical considerations were up-
held as our institution’s Institutional Review Board
approved the experiments, and participants con-
sented to release data transcriptions, annotations,
and video recordings for research purposes only. In
both parts of the study, participants were university
students recruited via an online form that included
informed consent and details about the study. In the
first part, 26 individuals aged 18-24 participated,
with 14 females and various international prove-
nance. They are fluent in English and major in
various fields, mostly science. In the second part,
64 people participated. They were mostly between
the ages of 18-23, and 35 were female. All are also
fluent in English, though 80% consider it their sec-
ond language. The majority were science majors,
and a subset of 16 had participated in the previous
part of the study. To clarify how data is collected,
we describe the user interface used in the extensive
user study that generated the corpora.

3.1 User Interface

The user interface (UI) components are: (see Fig. 1)

1. User Account (Fig. 1 (a)): This is the initial
page that users see after creating an account. It
displays a button to create new videos, suggested
questions for creating new videos, and videos pre-
viously recorded by the user.

2. Recorder (Fig. 1 (b)): This page is accessed
by clicking on the buttons to add a new video or edit
a previously recorded video or a suggested question
in the User Account page. This is where users
can create new videos by typing a question and
hitting the record button. The system automatically
transcribes what the user says, and the user can edit
the transcriptions before saving the video. Once a
video is saved, the user interface shows a pop-up
menu (Fig. 1 (c)) with the command for creating a
new video and follow-up question suggestions.

3. Player (Fig. 1 (d)): Here, users can in-
teract with previously recorded videos of public
TOIA avatars . The player interface comprises a
video looping different ‘filler’ videos–clips with-
out audio, where the TOIA avatar does not speak.
Users can click on suggested questions displayed
on the right side of the video, triggering an imme-
diate response from the TOIA avatar . We call this
interaction type ‘CARD’ in our later data descrip-
tion. Users can also ask questions verbally using
a voice input button, and they are then transcribed
and matched to appropriate responses. There’s a
button to interact with the TOIA avatar by voice
(marked as ‘VOICE’ in the data), and below that
button, a text input field allows users to type in
their questions, which are then matched to the most
relevant pre-recorded response (interaction labeled
as ‘TYPE’ in the data). These interaction modes of-
fer flexibility in how users engage with the avatars,
catering to different preferences and contexts. <

3.2 Creating Avatars

The first step of our user study focused on evalu-
ating the methodology for creating avatars, using
both qualitative and quantitative approaches. A
key aspect of this evaluation was examining the
impact of different question generation methods
(for a more detailed discussion of this, we refer
readers to the publication presenting the user expe-
rience study, Chierici and Habash (2023)). Metrics
include the efficiency of avatar creation, the quality
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(c) QS Pop-up
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Send
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Load New
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Where do you live?

Load New
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What is your research about?

Load New

Some things you can 
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(d) Player Page

Figure 1: User Interface (UI) designs. These are similar to what we used when collecting data, though the actual
UI has since evolved. (a) is the user account page showing the QS in white backgrounds and previously recorded
questions (and videos) shaded in blue; (b) is the recorder page; (c) shows suggestions appearing in a pop-up window
once the user completes a recording on the Recorder page; and (d) is the player page.

of suggested questions, and the influence of the cre-
ator’s personality traits on user acceptability and
interface interaction. Three experimental condi-
tions were examined when creating TOIA avatars ’
KBs: 1) GPT-3-based question suggestions (GPT-
3 QS), 2) human-curated questions (Human-QS),
and 3) a no-suggestion, brainstorming condition
(QS-off). As a result, 26 avatars were crafted: 10
through GPT-3 QS, 8 via Human-QS, and 8 using
the QS-off approach.

3.3 Avatar Interaction

In the second step of the user study, to investigate
key interaction metrics, including the minimum
number of videos needed for a satisfying experi-
ence, variants of the original 26 avatars were cre-
ated. These variants were based on three condi-
tions concerning video count (first 30, first 60, or
all recorded videos) and two filler videos (attentive
or inattentive) types. Thus, each original avatar
spawned 6 distinct interaction variants, leading to
156 unique avatars. We aimed to collect at least
two evaluations for robust statistical analysis for
each, totaling 312 unique dialogue interactions (to
satisfy some experimental constraints and replace

participants who withdrew, we ended up with 317
dialogues in total).

3.4 Single-turn Answer Retrieval

We employ the GPT-3 model family from Ope-
nAI for the retrieval task, specifically geared for
semantic similarity-based text search (Neelakantan
et al., 2022).1 This choice was informed by the
model’s superior performance tested on the Mar-
garita Dialogue Corpus (Chierici et al., 2020). In
our setup, q-a pairs are documents and converted
into 1024-dimensional vector embeddings using
the ‘text-search-ada-doc-001’ model. Incoming
user queries are similarly transformed into 1024-
dimensional vector embeddings through the ‘text-
search-ada-query-001’ model. The Dialogue Man-
ager (DM) suggests an answer when the cosine
similarity between the query and document vectors
exceeds a threshold of 0.29. If the similarity falls
below this cutoff, the DM defaults to a predeter-
mined set of videos intended for situations where
no appropriate answer exists, such as “I haven’t
recorded an answer for that question.” Our dia-

1For implementation guidelines, see https://beta.
openai.com/docs/guides/embeddings.
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logue data set also reports the similarity measure
for each answer played out as a response to the
interactors’ questions.

3.5 Annotations

Figure 2: On the Player interface, a pop-up appears
after every answer is played. The interactor has to rate
the answer before going ahead with asking the next
question.

We have three kinds of annotations. First, the
Knowledge Base (KB) of each avatar who linked
a question with an answer. Second, we collect the
questions the automated and human QS suggested
and mark them as selected or rejected by the avatar
maker when creating their video recordings. Third,
we have 64 human subjects who conversed with
an avatar variant for a minimum of 10 minutes.
We employed a 5-point rating scale, triggered by
a pop-up after each video-based answer, to collect
user assessments (Figure 2). Participants interacted
with at least four different avatars (barring a few ex-
ceptions, who interacted with eight and one person
just with one avatar).

Key conditions for the experimental design in-
clude:

• Each avatar variant received evaluations from
at least two different participants.

• Participants never interacted with the same
avatar more than once.

• Variants with different numbers of videos re-
quire separate evaluations.

• Filler video types were not considered sepa-
rate conditions, allowing for collective evalua-
tions.

• Interaction methods were flexible: partici-
pants could ask questions through text, voice,
or preset options shown on the right of the
player page by clicking on them (Fig 1d (d)).

4 Data Description and Exploration

Data for this study is accessible on NYUAD
CAMeL Lab’s Resource page.2 We present the

2http://resources.camel-lab.com/

summary statistics of the two main language re-
sources, ‘Knowledge Base’ and ‘Dialogues’, in
Tables 1 and 2. We then discuss the agreement be-
tween annotations, a baseline retrieval evaluation,
and a qualitative assessment of the topics covered
in the corpora.

4.1 Avatar Knowledge Bases
In the first part of the human subject study (Ta-
ble 1), the data generated encompasses 26 distinct
avatars, each with a unique set of q-a pairs and
dialogues. The data is structured into three cohorts:
GPT-3-QS, Human-QS, and QS-Off, providing us
with a rich platform to compare avatar behavior
and performance across different conditions. The
choice to create 26 distinct avatars was made to
balance depth and breadth in our corpus. This num-
ber allows for a diverse range of personalities and
interaction styles while remaining manageable for
detailed analysis and within budget and time con-
straints. The distribution across different question
suggestion methods (10 GPT-3 QS, 8 Human-QS,
and 8 QS-off) enables comparative studies on the
effectiveness of these approaches in creating en-
gaging and comprehensive avatar knowledge bases.
Here, we describe general insights and patterns
observed across the three cohorts.

The corpus comprises 3,548 q-a pairs across all
26 subjects, with an average of 136.5 per subject.
The data set encompasses 606,458 words, with
an average of 43.1 words per question and longer
answers (127.9 words on average).

The ’answer’ category is overwhelmingly preva-
lent, constituting 2,407 of the q-a pairs—averaging
about 92.6 per subject. This dominance under-
scores the avatars’ primary role: to deliver informa-
tive and substantive responses. The Human-QS co-
hort exhibits the highest word count per answer, in-
dicative of more elaborate and nuanced responses.

The Human-QS cohort answers are the longest,
followed closely by those of the QS-Off cohort.
Categories like ’exit,’ ’greeting,’ ’no-answer,’ and
’y/n-answer’ are relatively (and obviously) rare
across all cohorts. However, they exhibit diver-
sity in terms of average word count. These cate-
gories might be infrequent but serve specific roles
within the dialogic interaction and should not be
overlooked.

4.2 Dialogues
Dialogues offer a more dynamic measure of con-
versational capabilities and limitations, allowing
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By video-type
Total answer exit filler greeting no-answer y/n-answer

All (N=26 Subjects)
# q-a pairs 3,548 2,407 47 696 49 157 192
(Avg./subject) 136.5 92.6 1.8 26.8 1.9 6.0 7.4
# words 606,458 536,318 2,600 43,784 1,645 12,560 9,551
Avg. # words/question 43.1 40.1 31.4 59.3 22.8 32.7 38.2
Avg. # words/answer 127.9 182.8 23.9 3.6 10.7 47.3 11.5
GPT-3-QS Cohort (N=10 Subjects)
# q-a pairs 1,538 1,067 20 284 18 70 79
(Avg./subject) 153.8 106.7 2.0 28.4 1.8 7.0 7.9
# words 251,522 223,504 1,127 17,518 561 4,815 3,997
Avg. # words/question 43.0 40.9 31.2 58.8 22.9 28.7 35.9
Avg. # words/answer 120.5 168.6 25.2 2.9 8.3 40.1 14.7
Human-QS Cohort (N=8 Subjects)
# q-a pairs 1,094 791 12 198 16 41 36
(Avg./subject) 136.8 98.9 1.5 24.8 2.0 5.1 4.5
# words 218,935 197,552 739 13,555 641 4,269 2,179
Avg. # words/question 45.2 41.0 36.5 64.2 25.3 41.0 50.9
Avg. # words/answer 154.9 208.8 25.1 4.3 14.8 63.1 9.6
QS-Off Cohort (N=8 Subjects)
# q-a pairs 916 549 15 214 15 46 77
(Avg./subject) 114.5 68.6 1.9 26.8 1.9 5.8 9.6
# words 136,001 115,262 734 12,711 443 3,476 3,375
Avg. # words/question 40.5 37.1 27.7 55.4 20.1 31.3 34.7
Avg. # words/answer 108.0 172.8 21.2 4.0 9.4 44.2 9.2

Table 1: Summary statistics on the data sets collected in the user study on the avatar creation. Statistics for the
various TOIA avatars ’ knowledge bases are also shown for each video type and by the experimental condition
cohort (Question Suggester powered by GPT-3, by a human, and switched off).

By Interaction Type
Tot CARD SEARCH VOICE

# dialogues 317
# q-a pairs 9,684 2,955 2,579 4,150
# no-answers 792 17 182 593
(in %) 8.2% 0.6% 7.1% 14.3%
# words 1,602,582 581,826 426,964 593,792
Avg. # turns/dialogue 30.5 9.3 8.1 13.1
Avg. # words/question 32.5 38.8 31.9 28.3
Avg. # words/answer 133.0 158.1 133.7 114.8

Table 2: Summary statistics on the dialogues collected from the interaction user study’s chat logs. Statistics are also
shown for each type of interaction with the player interface (CARD, SEARCH, VOICE).

Mode # % Mean StDev Min 25% 50% 75% Max
CARD 2,851 31.3 4.6 0.9 1.0 5.0 5.0 5.0 5.0
SEARCH 2,459 27.0 3.9 1.6 1.0 3.0 5.0 5.0 5.0
VOICE 3,790 41.7 3.5 1.6 1.0 2.0 4.0 5.0 5.0
Total 9,100 100.0 4.0 1.5 1.0 3.0 5.0 5.0 5.0

Table 3: Distribution of interactors’ ratings by mode of interaction from the conversation log data of our TOIA.
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for deeper understanding beyond individual, single-
turn questions and answers. The data on dialogues
is grouped into two key tables: Table 2 captures
metrics by interaction type, while Table 3 focuses
on annotations results (retrieval ratings) by mode.

The data set encompasses 317 dialogues, unfold-
ing over 9,684 q-a pairs. These pairs are distributed
across CARD (2,955), SEARCH (2,579), and
VOICE (4,150) interactions. The ’No-Answers’
account for 792 pairs or 8.2% of the total inter-
actions. The dialogues encompass just over 1.6
million words, with an average of 30.5 turns per
dialogue, 32.5 words per question, and 133 words
per answer. The average of 30.5 turns per dialogue
implies that the conversations are not just transac-
tional but likely complex and multilayered.

VOICE-based interactions comprise the bulk of
the dataset with the highest number of q-a pairs
and a 14.3% ’No-Answers’ rate. This suggests
that voice interactions are frequent and more sus-
ceptible to information gaps or misunderstandings.
The exceptionally low ’No-Answers’ rate in CARD
interactions (0.6%) is a consequence of the more
scripted or straightforward engagement due to a
deterministic retrieval (it is not 100% determinis-
tic because the suggested cards are retrieved using
prompting GPT-3 text completion and not always
the underlying questions are reproduced verbatim).

CARD interactions have the highest average
words per answer at 158.1, indicating a propensity
for asking questions with more detailed responses
in this particular mode of interaction –perhaps these
are less trivial or less mundane questions that users
wouldn’t ask if they didn’t see the suggestion on
the card.

Looking at Table 3, the mean rating stands at
4.0 across all interactions with a standard deviation
of 1.5. The scores range from a minimum of 1.0
to a maximum of 5.0. While VOICE accounts for
41.7% of all interactions, it has the lowest mean
score of 3.5 and the same standard deviation as
SEARCH. This follows from VOICE being the in-
teraction that mostly depends on answer retrieval
algorithms to provide answers. In contrast, CARD
interactions have the highest mean score of 4.6 and
a low standard deviation of 0.9. SEARCH interac-
tions yield a mean of 3.9 and a slightly higher stan-
dard deviation, indicating a middle ground between
VOICE and CARD. A mean score of 4.0 suggests
that while the system performs reasonably well,
raters may be particularly generous, and there re-
mains scope for targeted improvements. Given the

Coefficient Value (C.I.) p-value
Gwet’s AC1 0.82 (0.64, 1.00) 1.66× 10−13
Fleiss Kappa 0.79 (0.61, 0.97) 1.85× 10−13
Brennan-Prediger 0.81 (0.63, 1.00) 8.35× 10−14
Conger’s kappa 0.76 (0.57, 0.94) 6.26× 10−12

Table 4: Inter-annotator agreement computed using co-
efficients of agreement that are all relevant in our scenar-
ios where we have multiple raters using ordinal ratings.

high volume but variable quality, the VOICE cat-
egory could benefit from refined natural language
understanding algorithms to reduce ’No-Answers’
and improve consistency.

4.3 Retrieval Evaluation Results

The interaction experiment yielded a total of 9,100
q-a pairs, with the summary statistics and answer
ratings across different interaction modalities pre-
sented in Table 3. The data show that the voice
modality was the most frequently utilized method
of interaction, accounting for 41.6% of the cases.
This was followed by clicking on suggested ques-
tions (31.3%) and typing (27.0%). However, fre-
quency of use does not necessarily indicate user
preference. Collectively, quicker interaction modal-
ities like clicking and typing were used more often,
comprising 58.4% of the interactions.

Anomalies in the CARD mode were observed
despite its deterministic nature. Although it gar-
nered the highest average rating, some users still
rated answers poorly. Closer observation revealed
that misclicks and inattentiveness during ratings
were the primary causes of these anomalies. The
SEARCH mode revealed similar variability in
user ratings, echoing the patterns observed in the
VOICE mode. Due to limitations in our log data,
we restricted our analysis to the SR@1 perfor-
mance in VOICE interactions. Qualitative insights
suggest that participants often switched between
the three modalities during a conversation, primar-
ily initiating voice interactions.

We measured retrieval success with Success
Rate@1 (SR@1) based on two scenarios: including
neutral ratings (3, 4, and 5), which resulted in an
SR@1 of 68.2%, and only considering high ratings
(4 and 5), which yielded an SR@1 of 54.5%.

4.4 TOIA Interaction Rater Agreement

Inter-rater agreement was assessed on a small sam-
ple and is reported in Table 4. To identify equal
instances rated by multiple interactors, paraphrased
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Theme (Short Name) & Sample Question
Opinion and personal beliefs (Opinion)
Do you believe in second chances?
Reflection, Self-Awareness, Goals (Reflection)
If you were to die this evening with no opportunity to com-
municate with...
Student Life, Major, Education (Education)
What are you studying right now?
Food (Food) What is your favorite dish at Circle Cafe?
Preferences, Interests, and Lifestyle (Lifestyle)
What is the most crucial element in a balanced life?
Cities, Countries and Travel (Travel)
Are you interested in traveling to Australia?
Music (Music)
Can you recommend some songs you like?
Books, Movies, TV (Media)
What was the last tv series you binge watched?
Personal experiences, opinions, and advice
(Advice) When was your first kiss?
Name, Age, Birthplace, Location (Identity)
How old are you?
Family (Family) What is your family like?
Hobbies, Pastimes (Hobbies)
What’s your favorite way to spend a day off?
Animals (Animals) If you could have an animal sidekick,
what would it be and why?
Abu Dhabi (AbuDhabi) How is living in Abu Dhabi?
Sports (Sports) Are you involved in sports?
Job, Career Aspirations, Plans After Graduation (Ca-
reer) What do you want to do after graduation?
People Qualities and Characteristics (Traits)
What do you value in people?
Greetings (Greetings) Hello!
Missing Home (Home) Do you miss home?
Time (Time) What time do you...
Miscellaneous, Trivia (Trivia)

Morgan supporting in the World Cup...
Language (Language)

How many languages do you speak?

Table 5: Summary of the topic clustering for questions
asked by voice.

questions were grouped using cosine similarity of
their sentence embeddings and checked manually
to identify groups of the same question asked. A
heuristically inspected threshold of 0.87 +/- 0.003
was used to cluster similar questions, leaving us
with 86 comparable instances.

We computed four coefficients, namely Gwet’s
AC1, Fleiss Kappa, Brennan-Prediger, and Con-
ger’s kappa, to measure the agreement level. All co-
efficients indicated significant levels of agreement
(see Table 4 for numerical results and p-values).

Lastly, we observed a correlation coefficient 0.44
(p-value: 1.03× 10−153) between the retrieval re-
sults and the interactors’ ratings. This stronger
correlation compared with the work of (Chierici
and Habash, 2021) underscores a higher agreement
between the retrieved responses and human opin-
ions in our setup.

Av
ata

rs
CARD

SE
ARC

H
VO

ICE

Opinion
Reflection
Education

Food
Lifestyle

Travel
Music
Media

Advice
Identity
Family

Hobbies
Animals

Abu Dhabi
Sports
Career

Traits
Greetings

Home
Time
Trivia

Language

To
pi

c 
Gr

ou
p

11.80%
10.32% 11.57% 8.42%
10.08% 7.54% 12.77% 10.47%
10.04% 4.77% 3.25%
7.76% 7.96% 10.29% 18.50%
6.92% 8.35% 4.68% 3.80%
5.28% 3.19% 3.21% 2.22%
5.24% 5.44% 4.88% 3.51%
4.28% 14.66% 16.71% 9.42%
4.28% 14.28% 13.30% 13.88%
3.72% 3.86% 3.70% 2.85%
3.28% 5.96% 5.04% 3.88%
2.88% 2.48% 1.87%
2.60% 1.37% 2.20%
2.52% 2.48% 2.16%
2.12% 8.49% 4.60% 7.70%
1.88%
1.76% 2.77% 5.46%
1.60%
1.60%

5.99%
2.56% 2.48% 1.71%

Topic Vs. Data Set

Figure 3: Heatmap of Topic Groups vs. Corpus Sub-
set: The heatmap visualizes the distribution of questions
across various topic groups ("Topic") and a subset of
the HelloThere Corpus ("Data Set")—Avatars (the KBs
of the recorded avatars), and (dialogue interactions by)
CARD, SEARCH, and VOICE. The color intensity rep-
resents the proportion of questions, with brighter shades
indicating higher proportions. Topics are ordered by
higher coverage in the avatars’ KBs.

4.5 What do People Ask?

We carried out topic clustering by leveraging
the embeddings generated from GPT-3.5 Turbo.
Specifically, we utilized the k-means clustering al-
gorithm to group similar questions and tune the
number of clusters until we identified recurring
themes and could group them together sensibly.
While we acknowledge this is a subjective label-
ing process, the clustering helped identify com-
mon themes across the avatars’ KBs and the dia-
logues, providing insights into the types of ques-
tions present in the corpus. We describe the topics
in Table 5 and map their occurrence in the corpus
in Figure 3. The heatmap visualization allows us
to identify and quantify the prevalence of differ-
ent topic clusters across the corpus subsets. The
color intensity represents the proportion of ques-
tions in each topic-subset combination, offering an
intuitive view of user interests and avatar knowl-
edge distribution. This visualization helps identify
potential gaps in avatar knowledge bases (Avatars
on the X-Axis) and areas of high user engagement,
informing future improvements in TOIA system
design.

The heatmap presents several key observations
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about how different topics fare across the Hel-
loThere Corpus subsets. For instance, ‘Identity’
and ’Advice’ are standout topics in the dialogues.
The ‘Lifestyle’ topic is the most common in the
VOICE channel, suggesting a focus on personal
and day-to-day queries in voice-based (free-form)
interactions. Interestingly, ’Education’ and ‘Re-
flection’ topics are pretty evenly distributed across
all modalities but VOICE and the avatars’ KBs,
signifying their universal appeal to users. Contrar-
ily, the localized topic of ‘Abu Dhabi’ seems less
prevalent than in previous sub-sets. Some topics,
such as ‘Home’ and ‘Time,’ lag in user engage-
ment across all sets. Furthermore, a newly added
‘Trivia’ category shows particular traction in the
VOICE channel, hinting at various questions that
don’t necessarily slot into the existing categories.
Lastly, it’s worth noting that there are visible data
gaps in topics like ‘Opinion’ and ‘Traits,’ which
appear exclusively in the Avatars channel. This
could signify a lack of user engagement for these
topics in the dialogues.

5 Conclusion and Further Work

In this paper, we presented the HelloThere corpus,
which includes two main categories of datasets:
26 single-turn knowledge bases and multi-turn di-
alogue corpora featuring annotated chat logs. To
ensure consistency, we have standardized our ter-
minology throughout, using “q-a pairs” to refer
to question-answer pairs in the knowledge bases
and dialogues. All q-a pairs are rated by Human
interactors and benchmarked for answer retrieval.

The HelloThere Corpus offers a multifaceted re-
source for the SIGDial community. It is beneficial
for benchmarking conversational agents, studying
user behavior, and conducting multimodal analysis.
It allows for focused studies on dialogue complex-
ity, retrieval failures, and localized or general user
interests, providing a comprehensive foundation
for future research in natural language interactions.

The key future directions we plan to work on
include: (a) expanding the corpus with more data
to support diverse research applications; (b) refin-
ing models to enhance answer retrieval efficiency
and engagement in multi-turn dialogues; and (c)
providing and evaluating model performance under
multilingual conditions.
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Abstract

Active participation in a conversation is key to
building common ground, since understanding
is jointly tailored by producers and recipients.
Overhearers are deprived of the privilege of per-
forming grounding acts and can only conjecture
about intended meanings. Still, data generation
and annotation, modelling, training and evalua-
tion of NLP dialogue models place reliance on
the overhearing paradigm. How much of the
underlying grounding processes are thereby for-
feited? As we show, there is evidence pointing
to the impossibility of properly modelling hu-
man meta-communicative acts with data-driven
learning models. In this paper, we discuss this
issue and provide a preliminary analysis on
the variability of human decisions for request-
ing clarification. Most importantly, we wish to
bring this topic back to the community’s table,
encouraging discussion on the consequences of
having models designed to only “listen in”.

1 Is Grounding “Supervisable”?

“What are you looking at?” asked Bob. “Magpies
are building a nest outside!” Alice replied. If you
were Bob, how would you continue that conversa-
tion? He could for instance say “Awesome!” or “I
saw that”. Whatever you say, it will probably differ
from how he continued: “Building what?”. The
decision to request clarification depends on mutual
understanding, which is contingent on e.g. the cur-
rent situation, the familiarity between interlocutors
and the previous utterances. Or, more formally,
it depends on the clarification potential of these
utterances (Ginzburg, 2012) and how they are as-
similated into their common ground (Clark, 1996).

The one-to-many property of dialogue continu-
ations is well-known in NLP (Zhao et al., 2017;
Yeh et al., 2021; Towle and Zhou, 2022; Liu et al.,
2023). There is a combinatorial explosion of possi-
bilities for any interaction (Bates and Ayuso, 1991;
Dingemanse and Enfield, 2023), and individual

there is a maple tree to the left, fairly big with an owl in the 
upper left and a cat on the bottom left of the frame

which way is owl and cat looking

what size is the cat? maple tree is 
on the bottom or to the horizon?

how big are cat and owl?

tree hole facing which direction?

Figure 1: Variability of clarification requests produced
by three overhearers in comparison to the original one,
in an instance of the instruction-following CoDraw dia-
logue game (CC BY-NC 4.0), with cliparts from Zitnick
and Parikh (2013).

human behaviour may vary at each point. This vari-
ability is hard to measure, since arguably no two
people will ever be in the exact same situation with
the same conversation history to react to (Yeomans
et al., 2023).

Still, the prevailing end-to-end deep learning
methods commonly rely on supervised learning
(SL) from a sample of human behaviour instantiat-
ing the reaction of a single human at each observed
context. Besides the issue of multiplicity of valid
continuations, this paradigm faces another concep-
tual contention: dialogue models are trained to
react upon a conversational history produced by
someone else. In other words, they act as overhear-
ers1 of a dialogue in which they did not participate.

The suitability of data-driven methods and fixed
corpora for modelling strategies and conversational
grounding phenomena like Clarification Requests
(CR) has been questioned (Schatzmann et al., 2005;
Benotti and Blackburn, 2021b). Static datasets of
human observations have empirically failed to pro-
vide enough information to define a human-like CR
policy (Testoni and Fernández, 2024; Madureira
and Schlangen, 2024). Moreover, chat-optimised

1We will use this term to also mean reading or seeing signs.
Also called observers by Georgila et al. (2020).
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LLMs mostly do not engage in grounding acts and,
when they do, it does not fully align with human
behaviour (Kuhn et al., 2022; Deng et al., 2023;
Shaikh et al., 2023). The latter is not necessarily a
problem: one can use other effective methods when
it comes to building applications. But the first is:
grounding is essential for human communication,
and lack of it can lead to undesired breakdowns
(Benotti and Blackburn, 2021a).

Since modelling human dialogue strategies and
the use of meta-communivative acts remains an
unsolved problem, we hereby wish to re-open the
discussion on the consequences of overhearing, fo-
cusing on two grounding devices: backchannels
and interactive repair (Fusaroli et al., 2017).

2 Overhearers in a Conversation

As Clark (1996) defined it, in addition to speak-
ers and addressees,2 a conversation can have side-
participants, who are part of it but at a given mo-
ment are neither of the those two, and overhearers,
who are spectators without any rights or responsibil-
ities, e.g. a silent audience or a minute-taker who
lacks the opportunity to interfere (Peters, 2010).
They are further divided into bystanders, if one is
aware of their presence, or eavesdroppers, who lis-
ten secretly (or at a later time). There is evidence
that the very process of understanding differs be-
tween addressees and overhearers: while interlocu-
tors actively construct mutual understanding with
each other, overhearers only passively consume the
product of that process (Schober and Clark, 1989).

Speakers can design their utterances while tak-
ing different attitudes towards overhearers when
they are aware of their presence (Clark, 1992; Liu
et al., 2016), but covert overhearers are not ac-
knowledged at all in the conversation, and can only
conjecture about the intended meanings (Clark,
1992). Although the grounding acts they witness,
like backchannels, and the availability of multiple
perspectives may indeed aid their comprehension
(Tolins and Fox Tree, 2016; Tree and Mayer, 2008),
the original interaction was opportunistically pro-
duced to be understood against the original partici-
pants’ common ground (Schober and Clark, 1989).

In their corpus analysis of common ground in
multi-party interactions, Eshghi and Healey (2007)
showed evidence that overhearers reach lower lev-
els of understanding than ratified side participants,
who in their turn are not very different from di-

2Or producers and recipients.

rect addressees, in what they call collective states
of understanding. Related to that, Georgila et al.
(2020) showed that observers and participants per-
ceive interactions differently and the experiments
by Fox Tree (1999) provided evidence that over-
hearers can more easily comprehend instructions
while listening to dialogues than to monologues.
Clark (1992) even argued that most psycholinguis-
tic subjects are actually overhearers, so theories of
language processing may actually be theories of
overhearing, due to their lack of interactivity.

Separating addressees from side participants and
accommodating overhearers are salient problems
in research on multi-party dialogue (Jovanovic
and op den Akker, 2004; Ginzburg and Fernán-
dez, 2005; Traum et al., 2018; Parisse et al., 2022;
Ganesh et al., 2023).

3 Are NLP Models Only Listening In?

More than a decade ago, Rieser and Lemon (2011)
already discussed the limitations of using super-
vised approaches for learning dialogue strategies.
They flagged up three concerns: textual data does
not contain the underlying uncertainty measures,
instances are treated as local point-wise estimates
(instead of the sequences they really are) and ex-
ploration of novel strategies is not possible, since
the model has access only to the outcomes of the
chosen dialogue trajectory originally perpetrated
by the humans. This reflects the (offline) over-
hearering paradigm: a person or agent interpreting
a pre-existing conversation and deciding what to
do if they were in the original participants’ shoes.

In NLP, this paradigm is widely used in various
modelling steps. Let us look closer at four main
practices, which may have cascaded effects.

Data Collection Given the extra cost of coor-
dinating the presence of more than one subject
for generating dialogical data, especially in crowd-
sourcing campaigns, many strategies have been
proposed to bypass that with overhearing. For
instance, this happens when the data collection
procedure is framed as a dialogue continuation
task (Frommherz and Zarcone, 2021). To name
a few related to grounding, we have Zhou et al.
(2022) who extracted dialogue contexts from ex-
isting datasets and presented them in a two-stage
approach for some workers to generate common
ground inferences and, separately, others generated
a continuation as a response. Variations of over-
hearing manifest in techniques to generate CRs or
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their responses (Aliannejadi et al., 2021; Gao et al.,
2022; Addlesee and Eshghi, 2024) and are even
embedded in data collection tools that allow dia-
logues to be constructed without persistent workers
(Cascante-Bonilla et al., 2019).

Annotation and Analysis Corpus studies of in-
teractive linguistic use can only be performed from
an overhearer perspective, without full evidence of
what participants intended and understood or the
reasons for their decisions (Brennan, 2000; Bren-
nan et al., 2005). This is particularly challenging
for research on common ground. For instance, Ro-
dríguez and Schlangen (2004) and Schlöder and
Fernández (2015) were confronted with the limi-
tations of overhearers having only indirect access
to the intentions of interlocutors when annotating
CRs, partly remediating that by making a long
dialogue context available. Niekrasz and Moore
(2010) annotated references to conversation partici-
pants, joint actions that also serve to build common
ground, emphasising that annotators were overhear-
ers instructed to judge the speaker’s intended pur-
pose. Other annotations of grounding acts and
common ground states had to rely on overhearers
(Markowska et al., 2023; Zhang et al., 2023; Mo-
hapatra et al., 2024).

Modelling Prototypical data-driven models
trained with supervised learning to process
dialogue, and possibly continue it, can, by design,
be regarded as overhearers. This fact was made
clear, for instance, in the CR model by Schlangen
(2004). Traum (2017) differentiated between the
perspective of an observer in dialogue modelling
and of a participant in dialogue management,
stating that the main difference lies in the
decision-making process of the latter, although
some specific applications also exist for the first.

Evaluation In human evaluation, overhearer ex-
periments (Whittaker and Walker, 2005) are very
common, even though it limits the judgements
and measurements to user’s perceptions of the dia-
logue (rather than the actual behaviour) (Whittaker
and Walker, 2005; Foster and White, 2005; Moore,
2011) and restricts assessment of metrics like ef-
fectiveness and efficiency (Paksima et al., 2009).
It has historically been a ubiquitous approach due
to advantages like having control on one aspect
of the evaluation while avoiding navigational and
timing aspects of real interactions (Villalba et al.,
2017), avoiding interference from ASR and other

technical problems (Buß et al., 2010), allowing the
collection of feedback about alternative system re-
sponses (Walker et al., 2004) and avoiding natural
language interpretation problems (Wärnestal et al.,
2007). Demberg et al. (2011) contrasted text over-
hearers with speech overhearers, pointing out that
reading dialogues is artificially simplified, since
participants can go back to difficult portions and
choose the pace, and the two setups may also im-
pact how evaluators rate the system. The available
context may also have to be adjusted (Spanger et al.,
2010). Cercas Curry and Rieser (2019) explicitly
addressed the limitations of evaluation by overhear-
ing and advocated for interaction with users. For a
recent overview of works that use similar forms of
static evaluation, see (Finch and Choi, 2020).

As we have seen, the overhearing paradigm
(fairly silently) permeates fundamental phases of
dialogue modelling. The choice of this paradigm
used to be a salient concept, with authors showing
awareness of its limitations when it was employed.
Kousidis and Schlangen (2015) even modelled a rat-
ified side participant and had evaluators “overhear
the overhearer”. In recent publications, however,
it is often taken for granted, as if it was the only
natural way to go. What can be the consequences
when it comes to cognitive models of conversa-
tional grounding?

4 Variability in Human Grounding Acts

As humans speak, they can provide positive and
negative evidence of mutual understanding (Clark
and Brennan, 1991; Roque and Traum, 2008), but
modelling their timing and decision-making is chal-
lenging. Traum (2017) claimed that “it can be very
difficult to efficiently capture regularities in behav-
ioral patterns that lead to similar, but not identical
structures”. In connection to that, people may take
various paths in similar conversational situations
(Bates and Ayuso, 1991). It is thus an open ques-
tion how far data-driven supervised learning can
get given the inherent variability of explicit (not to
mention the latent) collateral signs of grounding.

Backchannels, a positive evidence of grounding,
were demonstrated to involve individual variability,
and even idiosyncrasy, possibly due to personality,
gender or randomness (Huang and Gratch, 2012;
Blomsma et al., 2024). Although those works
showed some regularity in their timing, the SotA
for the backchannel prediction task is not very high
(.66 weighted F1) (Liermann et al., 2023).
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Figure 2: Variability in the decision of when to request clarification, comparing the decision of the original player
with those of three overhearer annotators over 90 instances (horizontal axis) of the CoDraw game. Each cell is a
data point and columns correspond to decisions on the same instance.

Findings on the variability of human decisions to
initiate a CR, a negative sign of grounding, are still
sparse. Stoyanchev et al. (2013) measured an abso-
lute agreement of 39% among three annotators for
scripted dialogues with missing ASR information.
As another reference, Shaikh et al. (2023) reported
a Cohen’s κ of 48.45 for clarification in emotional
support conversations, which, they claimed, may
even be inflated. The task of deciding when to
request clarification in collaborative instruction fol-
lowing is under active investigation, but models’
performance is still suboptimal (Shi et al., 2022;
Li et al., 2023; Madureira and Schlangen, 2023;
Mohanty et al., 2023). Recent works on the multi-
modal CoDraw dialogue game (Kim et al., 2019)
argued that this may be due to the variability in
human decisions and the limitations of using su-
pervised learning (Testoni and Fernández, 2024;
Madureira and Schlangen, 2024).

5 A Brief Analysis of Regularity in CRs

In CoDraw, an instruction follower receives instruc-
tions to reconstruct a scene using cliparts (as in
Figure 1). Only the instruction giver sees the target
scene. Madureira and Schlangen (2023) identified
all CRs (around 11% of the instruction follower’s
utterances) and defined the task of deciding when
to request clarification, where models reached only
up to .41 binary F1. What is missing as evidence
for the claim that data-driven models cannot fully
succeed in learning a “when policy” from human
data is the actual human performance on this NLP
task, i.e. what overhearers predict.

For an initial analysis, we collected a conve-
nience sample with three annotators performing a
similar task as the trained models: given a dialogue
history and the current state of the reconstructed
scene, decide which actions to take and, if needed,
request clarification (details in Appendix). We ran-
domly selected a sample with 90 instances; in half
of them, the original player had produced a CR.

The average binary F1 of overhearers with re-
spect to the original decision was .51, not much

above what SotA models achieve. But the propor-
tion of CRs widely ranged from 36 to 85%. Among
the three annotators, the Krippendorff’s α was 0.10
and the mean pairwise Cohen’s κ was 0.18. That is
already low, but if we consider the original decision
as a fourth annotator, measures are even lower: α
was 0.02 and κ was 0.06. This indicates that there
was slightly more agreement among overhearers
than among addresses and overhearers, but in gen-
eral there was little agreement on deciding when a
CR should be realised. Figure 2 presents the main
binary decision (whether to request clarification or
not) for each of the 90 annotation instances, serving
to provide a visual overview of such variability.

In terms of surface forms, the average BLEU
score was 0.11 (std= 0.10) using the original CR as
a source and the produced utterances as a reference.
The mean cosine similarity between the embedding
of the produced and the original CRs was 0.38,
0.29 and 0.36 for the three overhearers. Figure 1
shows an example of how diverse the produced
clarifications can be, both in form and in content,
even when all subjects made the same decision to
clarify at a given point.

These are preliminary insights from a pilot study.
Further standardised experiments with a larger sam-
ple must be conducted. Still, the results are al-
ready useful to strengthen the argument that, like
backchannelling, human CR decisions lack regular-
ity and overhearers have a much harder task trying
to interpret and act upon someone else’s ground-
ing acts. Decisions depend on how interlocutors
distribute grounding costs, as per the principle of
least collaborative effort (Clark and Brennan, 1991).
Besides, there might be adaptive behaviours that
models are not capturing (Dideriksen et al., 2023).

To continue this investigation, we propose dis-
tinguishing between the clarification potential
(Ginzburg, 2012; Benotti, 2009) and the clarifica-
tion need. The first is a larger set of possibilities for
clarification of a given utterance, while the latter
refers to the decision of whether and what to clarify
taken by a given individual operating with that ut-
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terance and identifying something worth clarifying.
Or, in other words, the clarification need, which
is in the agent, refers to what was asked among
all that could be asked. It is challenging to design
experiments that can capture the clarification need
among individuals, in particular due to the diffi-
culty in replicating a given dialogue context for
different subjects if they are not acting as overhear-
ers. A possible next step is to turn the CR decision
into an acceptability task, regarding it as a contrast.
For each instance, the annotator would see a set of
CRs. The actual CR observed in the data should
ideally be accepted, but possibly others too. If the
original CR falls into the empirical potential, there
should be a plausible need for it at that point. Such
experiment could also aim to measure uncertainty
at each turn.

6 Discussion

Mutual understanding is crafted by “interacting
minds” (Dingemanse et al., 2023). In dialogue,
“interlocutors share or synchronise aspects of their
private mental states and act together in the world”
(Brennan et al., 2010). On the other hand, we have
shown that the current NLP methodology mostly
limits us to learning how overhearers predict dis-
course representations without the actual joint de-
cision making facet, due to the way that data is
produced and annotated, the assumptions behind
training mechanisms and the evaluation protocols,
each adding a layer of overhearing.

What can be a better setup to learn human di-
alogue behaviour, realising it as a truly interac-
tive process? One needs to move on from one-off
supervised learning to sequential models that not
only understand dialogues but also participate in
them.3 Reinforcement learning provides that fram-
ing with a fully accessible and explorable environ-
ment (Rieser and Lemon, 2011), but somewhat cir-
cularly requires a good simulation of an user or in-
terlocutor (Schatzmann et al., 2005; Georgila et al.,
2006; Li et al., 2020). Although LLMs can serve as
speaker simulators, so far they cannot fully model
all dialogue phenomena. Another possibility are
hybrid combinations of supervised and reinforce-
ment learning (Henderson et al., 2008), as well
as further improvements in techniques like RLHF,

3See (Min et al., 2022) for a related discussion on the
limitations of imitation learning and behaviour cloning for
embodied agents. See also (Ortega et al., 2021) for a discus-
sion on supervised learning and the sequential aspect of an
interaction.

PPO and DPO. But independently of the learning
regime, data-driven approaches, which rely on ex-
tracting latent patterns and regularities in a corpus,
stumble upon the individual variability of some di-
alogue phenomena, so that tasks may be ill-defined
in datasets. Besides, although transcribed dialogue
contain clues about the decision making during a
conversation, they provide only limited evidence of
what participants understood or intended, or their
internal states (Brennan et al., 2005), which are
pertinent for modelling some dialogue decisions
and meta-communicative acts.

Indeed, interfaces do not necessarily have to con-
form to human behaviour, as long as they can sus-
tain graceful interaction (Hayes, 1980). But from
a cognitive perspective, the current NLP resources
do not seem to satisfactorily meet our needs for
modelling grounding mechanisms. To study the
human mind, do we want cognitive models of how
meaning and common ground are constructed or
only of how they can be reverse engineered from
someone else’s interactions?

To conclude With this argumentative paper, we
wish to encourage more studies on the variability of
human grounding acts and its impact in modelling
human dialogue strategies. Besides, we advocate
making the overhearing paradigm explicit when-
ever it is used in future publications and discussing
how it can have influenced reported findings.
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A Appendix

Annotation Task The decisions from the over-
hearer perspective were performed by 3 annotators.
Two of them are student assistants employed in
our lab and one is a volunteer acquainted with the
first author. A simple GUI interface showed the
dialogue history (from 1 to 3 turns) up to the last
instruction giver instruction, the current state of the
reconstructed scene and the gallery of available cli-
parts. They could select up to 4 high level, discrete
actions (add, move, resize, flip, delete) and the cor-
responding cliparts from dropdown lists. Besides,
they could type a clarification request to continue
the dialogue if they wished (otherwise, the next ut-
terance field should be left blank). In future studies,
a full interface similar to the original game should
be used, i.e. giving the opportunity for cliparts to
be moved around and edited in the scene. Here, the
selection of actions was just used to enforce that the
overhearers reflected on the pertinent actions while
deciding whether to request clarification. Note that
the step of action taking makes annotators more
privileged than plain overhearers that just process
the dialogue, but it better approximates the decision
of the iCR-Action-Taker models in Madureira and
Schlangen (2024). In this case, they are overhear-
ers of the dialogue context, but try to minimally act
as a player doing the next step. The results work as
an upper bound for plain overhearers.

Additional Details The inter-annotator
agreement metrics were computed with nltk
using chencherry.method3 for smooth-
ing. The sentence embeddings for the
CR utterances were computed with model
sentence-transformers/all-MiniLM-L6-v2
from SentenceTransformers (Reimers and
Gurevych, 2019).

158



Proceedings of the 25th Annual Meeting of the Special Interest Group on Discourse and Dialogue, pages 159–171
September 18–20, 2024. ©2024 Association for Computational Linguistics

Data Augmentation Integrating Dialogue Flow and Style to Adapt
Spoken Dialogue Systems to Low-Resource User Groups

Zhiyang Qi
The University of

Electro-Communications
1-5-1, Chofugaoka, Chofu,

Tokyo, Japan
qizhiyang@uec.ac.jp

Michimasa Inaba
The University of

Electro-Communications
1-5-1, Chofugaoka, Chofu,

Tokyo, Japan
m-inaba@uec.ac.jp

Abstract

This study addresses the interaction chal-
lenges encountered by spoken dialogue systems
(SDSs) when engaging with users who exhibit
distinct conversational behaviors, particularly
minors, in scenarios where data are scarce. We
propose a novel data augmentation framework
to enhance SDS performance for user groups
with limited resources. Our approach lever-
ages a large language model (LLM) to extract
speaker styles and a pre-trained language model
(PLM) to simulate dialogue act history. This
method generates enriched and personalized di-
alogue data, facilitating improved interactions
with unique user demographics. Extensive ex-
periments validate the efficacy of our method-
ology, highlighting its potential to foster the
development of more adaptive and inclusive
dialogue systems.

1 Introduction

As an innovative technology at the forefront of
artificial intelligence and speech processing, spo-
ken dialogue systems (SDSs) have attracted sig-
nificant interest from both academia and industry
(Kawahara, 2018; Si et al., 2023; Abdul-Kader and
Woods, 2015; Kim et al., 2021). Despite the power-
ful capabilities of large language models (LLMs),
traditional SDS remain a focal point of research
due to their superior control and interpretability
(Singh et al., 2024). These systems are predomi-
nantly trained using data from human-to-human in-
teractions, which highlight varying speaking styles,
such as clarity of intentions, as depicted in Figure 1.
This variability necessitates that human speakers
adjust their dialogue strategies when engaging with
different users. For instance, compared to adults,
minors often exhibit less clarity in their intentions
and give ambiguous responses, requiring more con-
firmatory language or additional inquiries to bet-
ter adapt to the unique speaking styles of younger
users. This adaptive approach is crucial for enhanc-

Speaking Styles of User A
・There may be a clear direc9on inten9on regarding 
des9na9ons and ac9vi9es. 
・There can be a demand for more detailed 
informa9on or specific proposals.

Speaker : [Direc&onQues&on] So, do you have any plans for a 
trip? I mean, is there a par:cular place you want to visit?
User A : Yes, I'd like to go to Hokkaido.
Speaker : [SeasonQues&on] Oh, I see. Do you have a 
preferred season for your trip?
User A : I'm thinking about going in the autumn.
Speaker : [PeopleQues&on] How many people will be 
traveling with you?
User A : Oh, it's just me.
Speaker : [RequestQues&on] Okay, is there anything specific 
you want to do or see?
User A : Yes. Well, I'd like to visit a place where I can see 
beau:ful autumn leaves.
Speaker : [RequestConfirm, SearchInform] Alright. Let me 
look up some places with beau:ful autumn foliage for you.

👨‍

Speaking Styles of User B
・There may be a lack of clear intention regarding 
destinations and activities.
・Responses to questions and suggestions can 
sometimes be limited.

Speaker : [DirectionQuestion] Now, have you decided on a 
specific place you’d like to visit?
User B : Yes.
Speaker : [DirectionQuestion] Where would you like to go?
User B : Hiroshima.
Speaker : [RequestConfirm, DirectionQuestion] Hiroshima, 
got it. Do you have a specific area in Hiroshima in mind?
User B : No, I haven’t decided yet.
Speaker : [RequestQuestion] Okay. Is there anything in 
particular you’d like to do there? Any activities or food you 
want to try?
User B : I want to visit my grandparents.
Speaker : [RequestConfirm] Oh, your grandparents. So, they 
live around that area.

👦‍

Figure 1: Real human-to-human conversations. Speak-
ers adopt various dialogue acts when interacting with
users employing diverse speaking styles.

ing the effectiveness and user-friendliness of SDS
in real-world scenarios.

However, adapting SDSs to these distinctive
speaking styles typically requires a wealth of an-
notated dialogue data, which can be challenging to
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obtain in abundance owing to the minority status
of users employing unique conversational strate-
gies or behaviors. To enhance the performance of
dialogue systems when engaging with data-scarce
user groups exhibiting distinct speaking styles, tar-
geted data augmentation is imperative, enabling the
system to better cater to their needs.

This study introduces a tailored data augmen-
tation framework designed specifically for low-
resource user groups exhibiting distinctive conver-
sational behaviors. Recognizing the unique conver-
sational behaviors and challenges associated with
minors and the inherent difficulty in obtaining their
data (Aydin et al., 2021), our study conducts ex-
periments utilizing dialogue data from minors to
facilitate targeted data augmentation for this demo-
graphic.

As depicted in Figure 1, the unique speaking
style of users directly influences the speaker’s di-
alogue acts (DAs) and indirectly shape response
content. Therefore, our data augmentation frame-
work focuses on the speaking styles of users and
the trajectory of DAs.

Specifically, we utilized a LLM to extract the
speaking styles of such users and speakers interact-
ing with them. We then fine-tuned a pre-trained
language model (PLM) using all available data in
a low-resource setting to create varied histories of
DAs for speakers interacting with these user groups.
The resulting speaker styles and DA histories were
input into the LLM to produce customized training
dialogue data for these users. The primary goal is
to enhance the model’s ability to predict DAs when
interacting with low-resource groups with unique
speaking styles, as controlling the content of gen-
erated responses through DAs is deemed effective
(Kawano et al., 2021).

This study’s contributions are outlined below.

• We introduced a data augmentation method to
enhance the performance of the DA prediction
model when dealing with users who have lim-
ited data and unique conversational behaviors
and styles.

• Through multiple experiments conducted in a
low-resource setting, we have discovered that
the difficulty of DA prediction varies across
different users and demonstrated the adaptabil-
ity and effectiveness of our proposed method.

2 Related Work

The scarcity of annotated data and the challenge
of data imbalance are persistent issues in various
artificial intelligence domains (Shorten and Khosh-
goftaar, 2019; Shi et al., 2020; Ahmad et al., 2021;
Hedderich et al., 2021; Kim et al., 2023). To ad-
dress these effectively, data augmentation tech-
niques have been employed, as demonstrated in
prior research across different tasks (Feng et al.,
2021; Bayer et al., 2022). For instance, Schick and
Schütze (2021) generated text similarity datasets
from scratch by instructing a large PLM. Simi-
larly, Liu et al. (2022) and Chen and Yang (2021)
enhanced data by manipulating individual utter-
ances within dialogues—such as adding, deleting,
changing their order, or regenerating them—while
preserving the original meaning, which improved
model performance in dialogue summarization
tasks. While the abovementioned methods focus
on generating individual sentences, our study aims
to create coherent dialogues comprising multiple
sentences tailored for specific target groups.

Mohapatra et al. (2021) utilized GPT-2 (Rad-
ford et al., 2019) to develop user and agent bots,
generating comprehensive task-oriented dialogues
through bot interactions, demonstrating notable en-
hancements in low-resource scenarios with datasets
MultiWOZ (Budzianowski et al., 2018) and Per-
sonaChat (Zhang et al., 2018). Recently, with the
advanced text generation capabilities of LLMs, re-
searchers have started using LLMs for data aug-
mentation (Pan et al., 2023; Kim et al., 2023; Wang
et al., 2023). For instance, Kim et al. (2023) guided
LLMs to generate a broad spectrum of social dia-
logues using social commonsense knowledge from
a knowledge graph. Pan et al. (2023) generated
domain-specific, task-oriented dialogues by extract-
ing dialogue paths from out-of-domain conversa-
tions. The concept of dialogue paths in their work
aligns with the concept of DA history in our re-
search. However, the key distinction is that while
they extract DA paths from existing data, we gen-
erate tailored DA histories based on existing data,
specifically optimized for target user groups.

3 The Proposed Framework

In this study, we aim to enhance the DA prediction
performance of the system when dealing with low-
resource user groups that exhibit unique dialogue
strategies, by generating training data through the
proposed data augmentation framework. In the

160



(1) Speaker Style 
Extrac1on

(2) Dialogue Act History 
Genera1on

👦‍

🤖
[None] Thank you for using our services 
today. Umm, may I confirm if your 
inquiry is, you know, about tourism?

Thank you, and, uh, I really look forward 
to assis1ng you.

[Direc1onQues1on] May I first ask, what 
is, like, your intended des1na1on?

Dialogue History

Next Dialogue Act:
[RequestConfirm, PeopleQues1on]

Ah, Nagasaki Prefecture, you know.

[RequestConfirm,SeasonQuestion] Yes, 
Nagasaki Prefecture in Kyushu, right? 
Have you, um, decided on the season 
for your visit?

Yes, definitely in the spring.

Dialogues with 
Different Users

ChatGPT

Input

Output

Finetune

Pre-trained Model

Speaker Style 𝑺
Speaking style of the target users and 
speakers when talking to target users.

New (𝒂𝒕, 𝑯𝒂
𝑨𝒖𝒈)

Finetune

Input : (𝑯𝒅
𝑨𝒖𝒈, 𝑯𝒂

𝑨𝒖𝒈) 
Gold Answer : 𝒂𝒕

👦👧👵🧓👨🦳‍‍‍‍‍‍‍
👨👨🦱👱👩🦱👱‍‍‍‍‍‍‍‍‍‍‍‍‍

Next Dialogue Act Predic2on Data Augmenta2on

(3) Training Dialogue
Genera1on

ChatGPT

Next Dialogue Act 
Predic1on Model

Pre-trained Model

𝒂𝒕, 𝑺𝒕

𝒎 dialogues

Figure 2: Our data augmentation framework is designed to improve the performance of the PLM in predicting DA
when interacting with low-resource users who exhibit unique speaking styles. Beginning with dialogues that involve
specific target users, we: (1) extract speaker styles, (2) generate DA histories of system interactions with these users,
and (3) input this information into ChatGPT for tailored data augmentation.

construction of SDSs, accurate DA prediction is
crucial as it facilitates dialogue state tracking and
guides response generation, thereby reducing er-
roneous responses (Chen et al., 2017). The task
depicted in the left portion of Figure 2 is defined
as follows. Assuming the current turn of the di-
alogue is turn t, we utilize the dialogue history
Hd = (St−n, Ut−n, ..., St−1, Ut−1) from the previ-
ous n turns, along with the system’s DA history
Ha = (at−n, ..., at−1) from these turns, as the
input. The output is the system’s DA at for the
current turn.

Since we predict the current turn’s DA based on
the dialogue history and the system’s DA history,
it becomes crucial to generate dialogue and system
DA histories that closely align with the target user
group. To achieve this, we control the generation
of dialogue data by capturing the speaking style of
dialogue participants and generating dialogue flows
that mimic real human interactions with the target
user group. The importance of this approach lies in
the fact that the model can effectively understand
and adapt to unique dialogue strategies only when
the training data realistically simulates complex di-
alogue scenarios. In real human interactions, users
with unique dialogue strategies are in the minority
and exhibit considerable diversity. Due to the lim-
itations in data scale, traditional training datasets
often fail to cover this diversity, which limits the
model’s adaptability and accuracy when dealing
with such users. By simulating the dialogue styles
and processes of specific user groups, we can gener-

ate more diverse and precise training data, thereby
enhancing the model’s generalizability and adapt-
ability to diverse users.

As illustrated in Figure 2, our data augmentation
framework comprises three components: (1) em-
ploying ChatGPT1 to extract the speaker’s styles
S, (2) finetuning a pre-trained model to generate
the system’s DA history HAug

a = (aAug
t−n , ..., a

Aug
t−1 ),

and (3) inputting the extracted speaking styles S
and the generated system’s DA history HAug

a into
ChatGPT to generate the training dialogue data
HAug

d = (SAug
t−n , U

Aug
t−n , ..., S

Aug
t−1 , U

Aug
t−1 ).

3.1 Speaker Styles Extraction

Since the unique speaking styles employed by the
target user group significantly influence the content
of conversations, it’s crucial to capture the speaking
styles of this group by comparing dialogues from
the target user group with those from non-target
groups. This helps guide the subsequent generation
of dialogues specifically tailored to the target user
group. To facilitate this, we employ ChatGPT to
extract speaker styles from conversations involving
target users.

Specifically, we input a set of m dialogues, half
of which involve users from the target group and
the other half from non-target user groups. This
balanced approach allows for an effective compari-
son, helping to identify and differentiate prominent
speaking characteristics unique to the target group.
Subsequently, ChatGPT is utilized to generate out-

1https://openai.com/blog/chatgpt
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puts representing the speaking style of the target
users, as well as the speaking style of speakers
when engaging with the target user group. No-
tably, our primary focus is on extracting abstract
styles, such as "target users often exhibit ambigu-
ous intentions towards destinations and activities."
These styles are crucial because they significantly
influence the direction of the dialogue, thereby en-
hancing the realism and relevance of the gener-
ated dialogues to actual human conversations. The
prompt and extracted speaker styles are presented
in Appendix C.

3.2 DA History Generation
As depicted in Figure 1, the unique conversational
strategies employed by the target group also signif-
icantly influence the DAs of those engaging with
them. Our objective at this stage is to generate
a diverse and realistic DA history HAug

a that is
specifically optimized for groups with distinctive
speaking strategies. As shown in Figure 3, we
achieve this by finetuning a PLM using existing
data to generate the system’s DA history HAug

a for
the previous n turns.

In particular, we utilize the DA at and utterance
St from the current turn t as inputs, with the DA
history Ha from the previous n turns as the desired
output to establish training data. These data are
then divided into two sets: one for training and
the other for generation. Initially, we finetune the
PLM using all available training data to capture
DA histories that closely resemble real human con-
versations. Subsequently, we conduct a secondary
finetuning utilizing training data exclusively from
the target user group. This dual finetuning approach
ensures that the model can generate DA histories
that closely mimic real human dialogues and align
with the unique speaking strategies of the target
users. The first finetuning, which employs a rela-
tively large dataset, enables the model to produce
DA histories that mirror authentic human interac-
tions. The second finetuning, focused on a smaller
dataset specific to the target user group, allows
the model to better tailor the DA histories to their
unique characteristics.

During the generation phase, we input the the
DA at and utterance St from the current turn t
and generate the DA history HAug

a from the pre-
vious n turns. To ensure diversity, we simulta-
neously generate multiple outputs, selecting only
those (at, H

Aug
a ) combinations that have not been

previously observed.

Dialogues with 
Different Users

👦👧👵🧓👨🦳‍‍‍‍‍‍‍
👨👨🦱👱👩🦱👱‍‍‍‍‍‍‍‍‍‍‍‍‍

Pre-trained
Model

Input : 𝒂𝒕, 𝑺𝒕
𝒂𝒕: RequestConfirm,PeopleQues2on
𝑺𝒕: Okay, in the spring, I got it. How  

many of you are going together?

Output : 𝑯𝒂 = 𝒂𝒕#𝒏, … , 𝒂𝒕#𝟏
None-> Direc2onQues2on-> 
RequestConfirm,SeasonQues2on

Establish Training Data

First Finetune
using All Data

Second Finetune using 
only Target Group Data

👦👧‍‍

Figure 3: DA History Generation. We conduct two
rounds of finetuning: the first round using all available
data, and the second round using only data from the
target user group, to ensure the generated DA history
more closely aligns with the target demographic.

3.3 Dialogue Generation

Having obtained speaker styles and DA history tai-
lored to users employing unique dialogue strategies,
our ultimate goal is to generate dialogues corre-
sponding to these styles and histories to enrich the
training data for DA prediction. At this stage, we
leverage ChatGPT’s powerful generation capabil-
ities to create dialogue data for training purposes.
Utilizing a few-shot prompt, we input the extracted
speaking styles S and the DA histories HAug

a into
ChatGPT to generate dialogues HAug

d that reflect
the conversational style of the target users. Sub-
sequently, we use the generated dialogues HAug

d

and DA histories HAug
a as inputs, with at as the

gold-standard answer, to construct the training data.
The prompts used for generating these dialogues
are detailed in Appendix D.

This approach aims to enhance the model’s abil-
ity to predict DAs when interacting with target
users who exhibit unique conversational strate-
gies. It effectively addresses the challenge of data
scarcity by employing data augmentation.
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4 Experiment

To evaluate the effectiveness of the proposed data
augmentation framework, we conducted exper-
iments using data from minors who employed
unique conversational styles and strategies in actual
dialogues within the dataset. These experiments
were carried out in a low-resource setting across
multiple splits, each utilizing different subsets of
data from minors. We trained multiple DA predic-
tion models on datasets of varying sizes, including
models trained with augmented data added to the
existing datasets.

4.1 Dataset

This study utilized a multimodal dialogue Japanese
dataset known as the “Travel Agency Task Dia-
logue Corpus” (Inaba et al., 2022, 2024), which
features conversations from users of various age
groups, with detailed annotations of DAs. This
dataset contains 115 hours of dialogue, spanning
330 conversations, with each averaging about 20
minutes. The dialogues were facilitated via Zoom
video calls, involving six operators and 55 cus-
tomers, including 20 minors (ages 7-17), 25 adults
(ages 20-60), and 10 seniors (ages 65-72). Each
customer participated in six dialogues.

The dialogues revolve around recommending
travel destinations to users across various age
groups. The dataset authors employed a Hidden
Markov Model (HMM) (Rabiner, 1989) to ana-
lyze the transitions in dialogue among different
age groups using sequences of DAs. A notable
observation was that minors often used unique di-
alogue strategies compared to other age groups,
typically expressing fewer independent opinions.
The annotation of DAs was performed by func-
tional segment, a unit smaller than an utterance.
Each operator’s segment is annotated as one of the
28 predefined DAs related to travel destination rec-
ommendations, or as "None". Examples of these
DAs include asking about the travel season (Season-
Question) and summarizing the travel plan (Travel-
Summary), all of which are detailed in Appendix A.
Since segments labeled "None" primarily consist of
non-informative responses such as "Yeah" or "Uh-
huh," and our objective is to guide the system to
generate accurate and meaningful responses using
DA tags, we selectively included only those train-
ing instances where the gold-standard responses
were not labeled "None" in this study. Addition-
ally, we employed text-based human transcriptions

rather than audio recordings for our research.

4.2 Low-Resource Setting
We trained five DA prediction models using
datasets of varying scales: Minors-Only, Zero-
Shot, Low-Resource, Full-Resource, and Low-
Resource+Augmentation(Ours). To simulate low-
resource conditions for specific user demographics,
we used dialogue data from only 3 minors out of a
group of 20, totaling 18 dialogues for training. For
evaluation, we used 60 dialogues from 10 minors.

• Minors-Only: Employed only 18 dialogues
from 3 minors.

• Zero-Shot: Utilized all data from adults and
seniors, amounting to 210 dialogues.

• Low-Resource: Combined the 18 dialogues
from the Minors-Only with all 210 dialogues
from adults and seniors, totaling 228 dia-
logues.

• Full-Resource: Included dialogues from 10
minors (60 dialogues), encompassing those
from the 3 minors in the low-resource setting,
plus all 210 dialogues from adults and seniors,
totaling 270 dialogues.

• Low-Resource + Aug(mentation) (Ours):
Used the 228 dialogues from the Low-
Resource and supplemented them using our
proposed augmentation framework. Addi-
tional data was generated until the dataset size
matched that of the Full-Resource for a direct
comparison.

4.3 Setup and Details
In the process of extracting speaker styles, we fed
m = 6 dialogues into GPT-4-0125-preview, where
three were from minors in a low-resource setting,
and the other three involved different adults or se-
niors. For generating training dialogues, GPT-3.5-
turbo-0125 was employed.

During the DA history generation phase, we uti-
lized Japanese T5-Large2 as the PLM. We con-
ducted two rounds of finetuning to ensure the
model is capable of generating DA histories that
not only closely mimic real human conversations
but also align with the unique conversational strate-
gies of minors during interactions. During the first
training phase, the learning rate was set at 1e-4, and

2https://huggingface.co/retrieva-jp/t5-large-long
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Table 1: Training data quantity for DA prediction across four splits: MO (Minors-Only), ZS (Zero-Shot), LR
(Low-Resource), FR (Full-Resource)

Split Valid MO-Valid MO ZS LR FR Ours Test
1 2,027 307 1,662 21,011 22,980 26,375 26,375 6,004
2 2,027 199 1,117 21,011 22,327 26,434 26,434 5,945
3 2,027 262 1,578 21,011 22,851 26,712 26,712 5,667
4 2,027 271 1,574 21,011 22,856 26,961 26,961 5,418

for the subsequent phase exclusively involving data
from minors, it was set at 5e-5. We utilized 210
adult and elderly conversations for generating DA
histories, dividing them into 120 for training and
90 for generation purposes. To ensure data diver-
sity and novelty, we retained only those (at, HAug

a )
combinations that had not previously existed; all
18 dialogues from 3 minors were included in both
training and generation phases. To ensure diversity,
we set the num_return_sequences=3 when generat-
ing DA histories, meaning that for each data point,
three DA histories are generated simultaneously.

In the DA prediction phase, Japanese T5-base3

and Japanese GPT-NeoX4 were used as the PLMs
to validate the effectiveness of the generated data.
We reconstructed the training and evaluation sets
for the same DA prediction task to optimize hy-
perparameters, with specific details provided in
Appendix B. Regarding the distribution of train-
ing and validation sets, the validation sets for all
settings, except Minors-Only, are identical, com-
prising 21 dialogues from adults and seniors. The
Minors-Only validation set consists of 3 dialogues
from minors in the low-resource scenario. To val-
idate the generalizability of our method, we con-
ducted experiments across four splits, each using
data from three different minors for training under
a low-resource setting, while also varying the test
data. Details on the data points for each split, after
removing entries with a gold-standard answer of
"None," are outlined in Table 1.

Considering that a single utterance may consist
of multiple segments (see Figure 1 and Figure 2),
each potentially be labeled with a different DA,
there may be more than one gold-standard DA label
for the current turn. Therefore, we employed both
exact match and partial match rates as evalua-
tion metrics. The exact match rate is a strict metric
requiring the predicted set of labels to completely
align with the true set of gold labels, measuring
the model’s ability to fully grasp the dialogue con-

3https://huggingface.co/retrieva-jp/t5-base-long
4https://huggingface.co/stockmark/gpt-neox-japanese-

1.4b

text and predict all relevant DA labels accurately.
The partial match rate assesses the model’s per-
formance in predicting some correct labels. This
metric is more lenient, recognizing that in real con-
versations, capturing the main intent or action of
the dialogue, even if not every label is precisely
predicted, is still valuable. Therefore, the partial
match rate helps understand the model’s robustness
in practical use. Combined, these two metrics offer
a balanced approach to evaluating the model’s DA
prediction capabilities, providing a more accurate
reflection of the model’s performance.

5 Results and Analysis

Table 2 shows the mean and standard deviation
after five runs using seeds ranging from 1 to 5
across four different splits. While the Minors-Only
solely comprised data from minors, its performance
was inferior to the Zero-Shot model trained only
with adult and elderly dialogue data due to the
limited amount of training data. Therefore, we also
used all available adult and elderly dialogue data in
other setups to enhance the model’s generalization
capabilities.

Additionally, since Zero-Shot does not use mi-
nor’s dialogues, the training data remains consis-
tent across the four different splits. The variation in
Zero-Shot’s performance across the splits further
underscores the differences in the model’s adapt-
ability to different minors, with the third split prov-
ing most challenging.

Across the four splits, the performance of our
proposed data augmentation framework, Low-
Resource + Aug (Ours), almost all surpassed that
of Low-Resource on both T5 and GPT-NeoX in
terms of mean exact and partial match rates. This
demonstrates that even in a low-resource setting,
our method successfully captures the characteris-
tics of minor speakers and generates dialogue flows
that align with minor speaking behaviors, thereby
guiding the generation of training dialogues.

However, even though we augmented the data to
match the quantity of the Full-Resource in each
split, Full-Resource typically showed superior per-
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Table 2: Results across four different splits.

Split Setting Japanese GPT-NeoX Japanese T5-base
Exact Match Partial Match Exact Match Partial Match

1 Minors-Only 0.2451 ± 0.0117 0.3447 ± 0.0131 0.2533 ± 0.0083 0.3519 ± 0.0090
Zero-Shot 0.2966 ± 0.0071 0.4049 ± 0.0092 0.3000 ± 0.0059 0.4066 ± 0.0053
Low-Resource 0.3041 ± 0.0070 0.4228 ± 0.0073 0.3085 ± 0.0065 0.4232 ± 0.0064
Low-Resource + Aug (Ours) 0.3137 ± 0.0064 0.4320 ± 0.0094 0.3148 ± 0.0050 0.4244 ± 0.0056
Full-Resource 0.3190 ± 0.0074 0.4489 ± 0.0049 0.3125 ± 0.0029 0.4418 ± 0.0023

2 Minors-Only 0.2302 ± 0.0103 0.3677 ± 0.0105 0.2419 ± 0.0050 0.3311 ± 0.0079
Zero-Shot 0.3162 ± 0.0069 0.4247 ± 0.0099 0.3200 ± 0.0039 0.4263 ± 0.0046
Low-Resource 0.3220 ± 0.0071 0.4401 ± 0.0051 0.3257 ± 0.0019 0.4430 ± 0.0066
Low-Resource + Aug (Ours) 0.3290 ± 0.0083 0.4460 ± 0.0111 0.3270 ± 0.0029 0.4473 ± 0.0095
Full-Resource 0.3294 ± 0.0068 0.4526 ± 0.0074 0.3339 ± 0.0052 0.4486 ± 0.0075

3 Minors-Only 0.2329 ± 0.0033 0.3291 ± 0.0069 0.2528 ± 0.0038 0.3499 ± 0.0010
Zero-Shot 0.2771 ± 0.0053 0.3878 ± 0.0075 0.2787 ± 0.0054 0.3889 ± 0.0054
Low-Resource 0.2863 ± 0.0055 0.4070 ± 0.0019 0.2825 ± 0.0036 0.4010 ± 0.0156
Low-Resource + Aug (Ours) 0.2906 ± 0.0055 0.4077 ± 0.0067 0.2865 ± 0.0042 0.4097 ± 0.0090
Full-Resource 0.2889 ± 0.0069 0.4282 ± 0.0085 0.2986 ± 0.0058 0.4270 ± 0.0057

4 Minors-Only 0.2325 ± 0.0083 0.3336 ± 0.0093 0.2429 ± 0.0036 0.3480 ± 0.0091
Zero-Shot 0.2900 ± 0.0066 0.4041 ± 0.0066 0.2947 ± 0.0047 0.4056 ± 0.0059
Low-Resource 0.2925 ± 0.0067 0.4098 ± 0.0088 0.2983 ± 0.0031 0.4156 ± 0.0120
Low-Resource + Aug (Ours) 0.3005 ± 0.0069 0.4254 ± 0.0087 0.3000 ± 0.0056 0.4144 ± 0.0096
Full-Resource 0.3096 ± 0.0049 0.4425 ± 0.0098 0.3094 ± 0.0073 0.4336 ± 0.0019

formance. A possible explanation is the lack of
quality control, which meant that subpar data was
not filtered out, leading to poorer adaptation com-
pared to Full-Resource, which used data exclu-
sively from real human conversations. Addition-
ally, the "Travel Agency Task Dialogue Corpus,"
derived from video calls and manually transcribed,
may contain colloquial filler words and other in-
formal elements in its complete utterances. In con-
trast, ChatGPT-generated dialogues tend to be more
structured and fluid. This stylistic difference could
also contribute to the observed performance dis-
parity between Low-Resource + Aug (Ours) and
Full-Resource.

5.1 Ablation
To evaluate the individual effectiveness of compo-
nents in our proposed framework, we conducted
ablation experiments using Japanese GPT-NeoX
across four splits:

• w/o DA History Gen: In this model, we omit-
ted the generation of new DA histories and
instead randomly selected DA histories from
the Low-Resource for data generation.

• DA History Gen w/o Second Finetune: This
variant involved finetuning the DA history
generation model only once, without a sec-
ond round of finetuning tailored specifically
for minors.

• w/o Speaker Style: This model utilized the

same DA histories as our complete method
but did not use extracted speaker styles during
dialogue data generation.

Table 3 shows the average results across the four
splits, conducting five trainings for each model in
every split with seed values set from 1 to 5. The
findings indicate that both w/o DA History Gen
and w/o Speaker Style variants achieved higher
mean exact and partial match rates than the Low-
Resource. This demonstrates that the training data
generated through the independent use of style ex-
traction and DA history generation components can
also significantly improve performance.

Furthermore, although DA History Gen w/o
Second Finetune did not use data from the tar-
get user group for a second fine-tuning during the
training of the DA history generation model, its per-
formance still surpassed that of w/o DA History
Gen. This indicates that in generating DA history,
even without a second finetuning to optimize the
PLM for minors, the new (at, H

Aug
a ) combinations

generated by a PLM trained with all available data
can still enhance performance. Ultimately, Ours
achieved the highest rates for both exact and partial
matches, indicating that the combination of speaker
styles extraction and DA history generation is most
effective and underscores the necessity of targeted
age-specific second finetuning when training the
DA history generation model.
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Table 3: Average results of the ablation experiments across four splits.

Setting Exact Match Partial Match
Low-Resource 0.3012 0.4199
w/o DA History Gen 0.3052 0.4263
DA History Gen w/o Second Finetune 0.3072 0.4269
w/o Speaker Style 0.3027 0.4274
Ours 0.3085 0.4278

Speaker Style
Speaking style of the target users:
・Tends to lack a concrete image of the destination or activities, using vague expressions.
・More likely to have sensory-based desires rather than specific plans. For example, "want to enjoy nature" or 
"prefer a quiet place with few people". (…)
Speaking style of the interlocutors when conversing with target users:
・Make suggestions while checking the speaker's response.
・Ask questions to draw out the speaker's interests and desires. (…)

Dialogue Act History
RequestQuestion -> RequestConfirm -> SearchConditionInform
w/o Speaker Style
System : 旅⾏先では何を楽しみにされてますか？(What are you looking forward to when traveling?)
User : あの、お寺や神社が⾒たいです。(Oh, I want to see temples and shrines.)
System : 了解しました。お寺や神社の観光地をお探しいたしますね。(Understood. I'll look for tourist spots with temples 
and shrines for you.)
User : よろしくお願いします。(Thank you.)
System : では、京都の清⽔寺や⾦閣寺など、たくさんのお寺や神社があるエリアがおすすめです。どういたしまして。
(In that case, I recommend areas like Kyoto, where there are many temples and shrines, such as Kiyomizu Temple and Kinkaku-ji. 
You're welcome.)
User : はい。(Yes.)

Ours
System : 旅⾏の際に特にこだわりや希望はありますか？(Do you have any particular preferences or desires for your trip?)
User : うーん、特にないです。(Hmm, not really.)
System : そうですね、何も特にこだわりがないということですね。(I see, no specific preferences then.)
User : はい。(Yes.)
System : その場合、近場で穏やかな雰囲気が楽しめるところをおすすめします。どうでしょうか？(In that case, I 
recommend somewhere nearby with a calm atmosphere. How does that sound?)
User : いいですね。(That sounds nice.)

Figure 4: Dialogues generated by the variant without speaker styles and our approach.

5.2 Why did the Speaker Style work?
Figure 4 displays dialogues generated by w/o
Speaker Style and Ours, using the same DA his-
tory. The DA history consists of first asking the
user a travel-related request (RequestQuestion),
then confirming the request (RequestConfirm),
and finally indicating the content to be searched
(SearchConditionInform). We observed that with-
out the speaker style, the user in the w/o Speaker
Style provided specific travel requirements, and the
dialogue progressed smoothly. In contrast, the user
in the Ours did not exhibit a clear intent. This in-
dicates that the speaker style is effective, resulting
in dialogues that more closely match the speaking
styles of minors and aligning more closely with
real human conversations.

5.3 Why did the DA History Generation
work?

We compared the performance in generating DA
histories between DA History Gen w/o Second

Finetune and Ours on split 1.
For a direct comparison, we used 9,999 data

points (at, St) from dialogues involving 90 adults
and seniors to generate DA histories HAug

a , re-
sulting in three DA histories per data point. This
generation was conducted under the settings of
top_k=50, top_p=0.9, and temperature=0.9. Af-
ter removing duplicate (at, H

Aug
a ), DA History

Gen w/o Second Finetune produced 7,677 new
(at, H

Aug
a ), whereas Ours generated 10,412. We

assessed how many of these combinations appeared
in dialogues involving 17 minors (excluding those
from the Low-Resource), finding 908 for DA His-
tory Gen w/o Second Finetune and 956 for Ours.
Referencing Table 3, we can infer that compared
to w/o DA History Gen which relied solely on
existing DA histories, both DA History Gen w/o
Second Finetune and Ours generated DAs that
were present in the target user group, leading to
improved performance. Notably, Ours, which un-
derwent secondary finetuning for the target users,
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produced more DA histories closely aligned with
the target group, enhancing performance.

6 Conclusion

We introduced a data augmentation method de-
signed to enhance the performance of the DA
prediction model for users with limited data and
unique conversational styles. Our experiments con-
firmed the reliability of the proposed method and
the effectiveness of its components. While this
study did not exhaustively explore the full potential
for improvement of the proposed method, we plan
to further evaluate this aspect in our future work.
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A DA tags in Travel Agency Task Dialogue Corpus

In this study, we utilized the "Travel Agency Task Dialogue Corpus" collected by Inaba et al. (2024),
which includes task specific DA annotations. The dataset defines DA tags for operators and customers in
travel agency conversations, with 28 tags for operators and 8 tags for customers. In this study, only the
operator’s tags were used, as shown in Table 4.

Table 4: Task Specific Dialogue Act Tags for Operator Segments.

Dialogue Act Description Example
DirectionQuestion Question on areas for the desired travel To which destination are you planning to travel?
SeasonQuestion Question on the desired season When will you go?
PeopleQuestion Question about the number of people traveling

and their relationships with the customer
How many people are traveling with you?

AgeQuestion Question on the age of customers or their com-
panions

How old are your children?

ExperienceQuestion Question about the customer’s experience Have you ever been to Osaka?
RequestQuestion Question about the tourist spot request What would you like to do there?
SearchAdvice Questions or suggestions related to the tourist

spot information retrieval system
Should I look for a restaurant there?

RequestConfirm Confirmation ofrequests for tourist spots You want to go to a Spa, don’t you?
DestinationConfirm Confirmation of destination Am I correct in Assuming that you are going to

Yashi Park?
AddDestinationList Addition to destination list by operator I’ll add this location to the list.
TravelSummary Summary of trip planning Looking back, you plan to visit the Toshogu

Shrine first.
SearchInform Operator’s declaration of intent to search tourist

spots in the system
I will now search.

PhotoInform Provide information on photos displayed on the
system

Here is a picture of a meal containing a lot of
salmon roe.

SearchConditionInform Provide information on search conditions I can also filter by the time required.
NameInform Provide information on the names of tourist

spots
There is a commercial complex called the Sap-
poro Factory.

IntroductionInform Provide information on tourist spots based on
the system search results

It was established In 1876.

OfficeHoursInform Provide information on hours of operation and
closing dates

Our business hours span 10:00 a.m. to 10:00
p.m.

PriceInform Provide information on fees and price range The admission fee is 360 yen.
FeatureInform Providing information about the characteristics

of tourist spots
It is recommended for women even when it
rains.

AccessInform Provide information on access This location is a five-minute walk from the rail-
way station.

PhoneNumberInform Provide information on telephone numbers The phone number is 095 824.
ParkInform Provide information on parking There are three parking lots.
EmptyInform Statement that there are no search results or spe-

cific description
I do not see anything in the search results.

MistakeInform Correcting errors in tourist spot information Sorry, this store is open on all days of the week.
OperatorSpotImpression Subjective evaluations and assumptions about a

tourist spot by operators
This restaurant looks nice and inexpensive.

SearchResultInform Report overall search results It appears there are numerous stores in this loca-
tion.

OnScreenSuggest Suggestions for tourist spots on the shared screen How about this site?
OnScreenQuestion Questions about tourist spots on the shared

screen
Which one looks the best, number 1, 2, or 3?

B Hyperparameter Optimization

During our experiments, we performed hyperparameter optimization.
For T5-base, we conducted a grid search with batch sizes of {8, 16, 32, 64}, warmup ratios of {0, 0.1,

0.2}, and learning rates of {3e-3, 2e-3, 1e-3, 9e-4, 8e-4}. The optimal configuration was identified as a
batch size of 64, a warmup ratio of 0.1, and a learning rate of 1e-3.

Similarly, for GPT-NeoX, we conducted a grid search with batch sizes of {4, 8, 16}, warmup ratios of
{0.1, 0.2, 0.3}, and a range of learning rates of {3e-4, 2e-4, 1e-4, 9e-5, 8e-5, 7e-5, 6e-5, 5e-5, 4e-5}. The
best settings were determined to be a batch size of 8, a warmup ratio of 0.1, and a learning rate of 9e-5.
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C Details for Speaker Styles Extraction.

We utilized the prompt shown in Figure 5 to extract speaker styles using the GPT-4-0125-preview model,
with six dialogues from different users, three from the target user group and three from a non-target user
group. As the extraction was conducted with the default temperature setting (i.e., temperature=1), the
generated results were diverse. We performed multiple extractions and manually combined the extracted
speaker styles. The consolidated speaker styles, as illustrated in Figure 6, were all used for subsequent
dialogue data generation.

# Task Description 
The task involves providing tourist destination guidance in dialogues for three minor users and three 
general users. The objective is to summarize the styles of speakers in the target age group and the 
speaking styles of the speakers interacting with them in comparison to the given dialogues. Please 
outline these in bullet points, detailing as much as possible.

# Target Age Group Dialogue 1 
Speaker: [RequestQuestion] May I ask about your travel plans? 
User: Well, I’m thinking of going to Okinawa in the spring. 
Speaker: [RequestConfirm] Spring in Okinawa, right? 
User: Yes. 
Speaker: [DirectionQuestion] Do you have a specific area in Okinawa in mind? 
User: Not really, I haven’t decided yet.
(…)

# Target Age Group Dialogue 2 
(…)

# Target Age Group Dialogue 3
(…)

# Non-target Age Group Dialogue 1
(…)

# Non-target Age Group Dialogue 2
(…)

# Non-target Age Group Dialogue 3
(…)

# Answer

Figure 5: Prompt for Speaker Styles Extraction.

# Speaker Style 𝐒
Speaking style of the target users:
・Tends to lack a concrete image of the destination or activities, using vague expressions.
・More likely to have sensory-based desires rather than specific plans. For example, “want to enjoy nature” or “prefer a quiet 
place with few people.”
・They often express general hopes rather than detailed plans.
・They often speak while thinking, using phrases like "umm" or "well.”
・They frequently respond with just "yes.”
・Their statements can be short, hesitant, and sometimes unclear in meaning.
・They are not very knowledgeable about tourist spot names or geographical locations.
・They might give vague answers about food preferences (e.g., "I like meat, but seafood sounds good too").

Speaking style of the interlocutors when conversing with target users:
・Uses friendly and approachable words.
・Often focuses on suggesting leisure and activities, emphasizing proposals that highlight scenery and experiences.
・They strive to provide suggestions that match the minor's motivations and interests, often naming specific spots.
・They explain the features and highlights of tourist spots in detail.
・They make suggestions while checking the minor speaker's reactions.
・For minor speakers, clerks often present multiple options and encourage them to choose what interests them.
・Clerks try to understand the minor speaker's interests and needs, providing more information and asking questions to confirm.
・They ask many questions to draw out the speaker's interests and desires.
・They propose activities that might interest young speakers (e.g., interactive attractions, photo spots).
・They strive to make suggestions suitable for the season and time of day.
・They respond flexibly and make suggestions even when the speaker's requests are unclear.

Figure 6: Extracted Speaker Styles. They are utilized for subsequent dialogue generation.
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D Prompt used for Training Dialogue Generation.

The prompt shown in Figure 7 was employed to instruct GPT-3.5-turbo-0125 to generate dialogue data for
training. We included seven examples in the prompt to control the quality of generation. All examples
originated from real conversations of the target user group in the "Travel Agency Task Dialogue Corpus"
(Inaba et al., 2024).

# Task Description 
Generate a travel destination recommendation dialogue from dialogue acts based on the given speaker styles.

# Speaker Style 𝐒
Speaking style of the target users:
・Tends to lack a concrete image of the destination or activities, using vague expressions.
・More likely to have sensory-based desires rather than specific plans. For example, “want to enjoy nature” or “prefer 
a quiet place with few people." (…)
Speaking style of the interlocutors when conversing with target users:
・Uses friendly and approachable words.
・Often focuses on suggesting leisure and activities, emphasizing proposals that highlight scenery and experiences. (…)

# Example 1
==Dialogue Act==
SeasonQuestion, RequestConfirm, PeopleQuestion
==Generated Dialogue==
System : [SeasonQuestion] Have you decided on the season for your trip?
User : I would prefer winter.
System : [RequestConfirm] Winter, I see.
User : Yes.
System : [PeopleQuestion] Understood. How many people will be traveling?
User : Well, I'd like to travel with my sister, so two of us.

# Other Examples (2~7) 
(…)

# Target
==Dialogue Act==
𝒂𝒕"𝒏, … , 𝒂𝒕"𝟏
==Generated Dialogue==

Figure 7: Prompt for Dialogue Generation. Red indicates the condition generated in previous steps.
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Abstract

Recent approaches for empathetic response
generation mainly focus on emotional reso-
nance and user understanding, without consid-
ering the system’s personality. Consistent per-
sonality is evident in real human expression
and is important for creating trustworthy sys-
tems. To address this problem, we propose
StyEmp, which aims to stylize the empathetic
response generation with a consistent personal-
ity. Specifically, it incorporates a multi-grained
prefix mechanism designed to capture the in-
tricate relationship between a system’s person-
ality and its empathetic expressions. Further-
more, we introduce a personality reinforcement
module that leverages contrastive learning to
calibrate the generation model, ensuring that re-
sponses are both empathetic and reflective of a
distinct personality. Automatic and human eval-
uations on the EMPATHETICDIALOGUES
benchmark show that StyEmp outperforms
competitive baselines in terms of both empathy
and personality expressions. Our code is avail-
able at https://github.com/fuyahuii/StyEmp.

1 Introduction

Empathy and personality are pivotal factors in the
development of human-like systems. Empathy is
the ability of humans to put themselves in another’s
position, which encompasses understanding an-
other’s experiences and feelings for responding ap-
propriately. Personality is the enduring patterns of
thoughts, feelings, and behaviors that distinguish
individuals from one another (Allport, 1937).

Empathy integrates cognition and emotion, in-
volving understanding and responding emotionally
to others’ situations (Davis, 1983). Consequently,
prior research has focused on methods to generate
empathetic responses by improving affective ex-
pression (Lin et al., 2019; Majumder et al., 2020;

1We utilize nine empathetic intents from Welivita and Pu
(2020), which do not strictly adhere to the definition of empa-
thetic, including sympathizing and agreeing.

Context

Next response generation

Sorry to hear! 
Do you have any idea about the breakup? 

User

System

User

Extroverted; Sympathizing

I broke up with my boyfriend, we were 8 years together.

We decided together. I feel so distant from the world. 

User

Extroverted; Sympathizing
Sorry again! 

I hope you’ll get relief from this sadness. 

System
🙂

Introverted; Agreeing
I agree, it's normal to feel distant.

Inconsistent
Personality

Extroverted
Great! Let’s have a party tonight!No empathy

Figure 1: Different personalities exhibit distinct prefer-
ences for empathetic intents1 in responses (Richendoller
and Weaver III, 1994; Mairesse and Walker, 2010). In
a given context, the user shows varying feelings to the
system’s responses, where the system encompasses em-
pathetic expression and consistent personality traits, re-
sulting in a more human-like interaction.

Li et al., 2020), or exploring context understand-
ing (Majumder et al., 2022; Wang et al., 2022;
Sabour et al., 2022; Fu et al., 2023a). However,
as illustrated in Figure 1, individuals with differ-
ent personalities can exhibit diverse empathy styles
given identical contexts. Previous methods for em-
pathetic response generation did not consider the
system’s personalities, which leads to responses
that may reflect empathy but lack personalization.

Systems that express a consistent personality are
important for enhancing believability (Higashinaka
et al., 2018). As shown in Figure 1, when the sys-
tem changes its personality in a conversation, it
would make the interaction feel less human-like.
Moreover, an appropriate empathetic response may
depend on the personality traits. Richendoller and
Weaver III (1994) examined the relationships be-
tween psychoticism, extraversion, and neuroticism
and three styles of empathic intents: empathetic,
perspective-taking, and sympathetic. Their findings
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indicate that individuals with different personalities
exhibit distinct preferences for empathetic intents,
inspiring our motivation to consider the system’s
personality traits in empathetic response generation.
However, the relationship between commonly-used
Big 5 (McCrae and John, 1992) / Myers-Briggs
Type Indicator (MBTI) (Myers, 1962) personalities
and empathetic intents has not been fully explored.

To address this, we implicitly learn these con-
nections through the prediction of both personality
traits and empathetic signals in responses. Empa-
thetic signals include empathetic intents and empa-
thetic communication mechanisms (ECM) (Sharma
et al., 2021) - interpretations (IP), explorations
(EX), and emotional reactions (ER). Further in-
spired by the prefix tuning method employed by Li
and Liang (2021) and Liu et al. (2023), we propose
a multi-grained prefix encoder aimed at discerning
personality traits alongside empathetic signals.

Because the EMPATHETICDIALOGUES
dataset (ED) (Rashkin et al., 2019) primarily
targets expressing empathy rather than personality,
it is hard to learn personality traits from a single
response. To solve this problem, we utilize a
pool of past utterances by the same listener to
predict and encode personality traits. Then, we
propose a personality reinforcement (PR) module
to calibrate the generation of empathetic responses
by integrating explicitly personality traits. Our
main contributions are:

• To the best of our knowledge, this is the first
work to consider the system’s personality for
empathetic response generation. Moreover,
we propose a multi-grained prefix mechanism
to implicitly learn the relationship between
the system’s personality and corresponding
empathetic expressions.

• We introduce a personality reinforcement
module to calibrate an empathetic response
generation model via contrastive learning for
generating responses that are both empathetic
and reflective of a distinct personality.

2 Related Work

2.1 Empathetic Response Generation
Previous approaches to empathetic response gen-
eration mainly align with three categories: The
first category emphasizes the affective aspect of
emotional expression, detecting and leveraging the
user’s emotion using various structures (Lin et al.,

2019; Majumder et al., 2020; Li et al., 2020). The
second category focuses on contextual understand-
ing through different mechanisms, including the
exploration of empathetic intents (Welivita and Pu,
2020), emotion cause reasoning (Kim et al., 2021;
Wang et al., 2022), additional retrieval processes
(Majumder et al., 2022; Fu et al., 2023b), and inte-
gration of commonsense knowledge (Li et al., 2022;
Sabour et al., 2022; Fu et al., 2023a). The third cat-
egory augments large language models (LLMs)’s
capabilities in empathetic expression (Lee et al.,
2022; Zhao et al., 2023). However, these meth-
ods often ignore the personality traits evident in
empathetic expressions, leading to responses that
exhibit inconsistent personalities. To address this
discrepancy, our study predicts both personality
traits and empathetic signals, introducing a multi-
grained prefix encoder designed to implicitly learn
the connections between them.

2.2 Personalized Response Generation

Recent advancements in personalized response gen-
eration fall into three distinct categories: (1) gen-
eration based on explicit personality traits, such as
those characterized by the Big 5 model (Saha et al.,
2022; Xu et al., 2023; Ramirez et al., 2023). (2)
customization using explicit system-specific pro-
files or descriptive persona sentences (Zhang et al.,
2018; Mazare et al., 2018; Zhong et al., 2020). (3)
tailoring responses according to an implicit sys-
tem persona derived from past responses (Zhong
et al., 2022; Liu et al., 2023). Manual collection of
explicit system personalities or persona profiles is
both time-consuming and costly. To avoid it, we
learn the implicit system’s personality from their
past responses and incorporate explicit personal-
ity expression through an additional personality
reinforcement module via contrastive learning.

3 Preliminaries

Due to the lack of personality and empathetic signal
annotations within the benchmark ED dataset, we
train distinct models specialized for each aspect.

3.1 Personality Predictor

PANDORA (Gjurković et al., 2021)2 is the largest
dataset of Reddit comments labeled with Big 5 and
MBTI traits intensities. We strictly partition the
PANDORA dataset by the user, guaranteeing no
user overlap across the training, validation, and test

2https://psy.takelab.fer.hr/datasets/all/pandora
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Traits Acc. BA. F1 Pear. Spear.

Introverted 59.11 58.15 65.41 0.1838 0.1852
Intuitive 50.50 50.39 56.83 -0.0592 -0.0506
Thinking 59.30 59.06 55.79 0.2344 0.2287
Perceiving 49.16 49.26 47.00 -0.0166 -0.0157

Agreeable 47.72 47.45 0.5468 -0.0274 -0.0312
Conscientious 52.46 53.75 0.5663 0.1291 0.1016
Extraversion 67.23 63.70 0.7566 0.4081 0.3862
Neuroticism 53.91 54.02 0.5696 0.1074 0.1025
Openness 50.06 49.88 0.5338 0.0466 0.0511

Table 1: Accuracy and correlation results of MBTI and
Big 5 based on the Pandora dataset. Pear. and Spear.
denote the Pearson/Spearman correlation between pre-
diction and ground truth on each personality trait, Italics
mean statistical significant (p < .05).

sets. This approach allows us to assess the model’s
efficacy in identifying the personality traits of un-
seen users, thereby making the evaluation results
on the PANDORA dataset applicable to the ED
dataset as well. We finetune LUKE (Yamada et al.,
2020)3 model with regression head for automati-
cally detecting Big 5 and MBTI personality traits
using the PANDORA dataset. Based on the pre-
diction accuracy shown in Table 1, we adopt the
combination of MBTI introverted, MBTI thinking,
and Big 5 extraversion as personality traits used in
this study. More experimental details and results
can be seen in Appendix A.

3.2 ECM and Intent Predictor

Empathetic signals comprise both ECM and intent,
which are complementary. For example, Encourag-
ing or Sympathizing in intent prediction is detailed
beyond Interpretation in the ECM. Additionally,
ER within the ECM dictates whether a response
contains emotional signals.
ECM: Inspired by Lee et al. (2022); Fu et al.
(2023a); Bi et al. (2023), we use IP, EX, ER as
parts of the empathetic signals. Specifically, IP rep-
resents expressions of acknowledgments or under-
standing of the interlocutor’s emotion or situation.
EX represents expressions of active interest in the
interlocutor’s situation; ER represents expressions
of explicit emotions. Specifically, we follow of-
ficial codes4 and use three RoBERTa-based (Liu
et al., 2019) classifiers to identify whether a re-
sponse implies a certain trait individually.
Intent: Prior research by Welivita and Pu (2020)

3https://huggingface.co/studio-ousia/luke-base
4https://github.com/behavioral-data/Empathy-Mental-

Health

Traits #Classes Acc. BA. F1

ER 2 84.76 84.13 84.70
IP 2 84.12 85.35 84.23
EX 2 94.81 92.46 94.86
EI 9 90.17 90.17 90.23

Table 2: Evaluations on empathetic signals predictor.
ER, IP, EX, and EI denote Emotional Reaction, Inter-
pretation, Exploration, Empathetic Intent classification,
respectively. Acc. and BA. denote accuracy and bal-
anced accuracy, respectively.

highlighted incorporating dialogue intent model-
ing into response generation enhances the con-
trollability and interpretability of generated re-
sponses. Then they introduced the EmpatheticIn-
tents dataset,5 which is enriched with intent anno-
tations, such as Suggesting, Acknowledging, and
Agreeing. We finetune a RoBERTa-base (Liu et al.,
2019) model on nine-class intent classification to
label responses. The results are shown in Table 2.

4 Proposed Method

Figure 2 shows an overview of our proposed
method which comprises two main components.
Firstly, a multi-grained prefix encoder is designed
to implicitly learn the connections between person-
ality traits and empathetic signals present in the
system’s response by multi-grained signals predic-
tion and prefix encoding. Secondly, we introduce
a personality reinforcement mechanism aiming at
integrating the generation of empathetic responses
with explicit personality trait learning.

4.1 Mutli-Grained Prefix Encoder
There are 810 unique listeners in the benchmark
ED dataset, and each participant is involved in up
to 100 conversations. Based on the listener ID, we
sampled ten past responses by the same listener
from the training set to implicitly learn listener’s
personality. Inspired by the prefix-tuning mecha-
nism employed in Li and Liang (2021), Liu et al.
(2022a), and Liu et al. (2023), we project the input
context (c), the concatenation of retrieved response
(r) (refer to Section 4.4) and empathy signals (e),
and listener’s past responses (h) into fixed-length
prefix vectors, which are then prepended to the
decoder hidden states as a prefix.

We first use the RoBERTa model to encode the
c, e and h to continuous representations, denoted

5https://github.com/anuradha1992/EmpatheticIntents
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Figure 2: The architecture of our proposed method that contains a multi-grained prefix encoder and personality
reinforcement module.

as C, P, E:

C = RoBERTa(c) (1)

P = RoBERTa(h) (2)

E = RoBERTa(concat(r, e)) (3)

To separately extract distinct context-related em-
pathy and personality features, we introduce two
learnable embeddings to act as distinct queries, Q1

and Q2, where Q1 is in Rdn1 and Q2 in Rdn2 ; here,
d represents the dimension of the RoBERT’s last
hidden layer, while n1 and n2 denote the lengths of
the respective queries. The context representation
C, serves as both key KC and value VC. Employ-
ing a cross-attention mechanism, we project con-
text C into two fixed-length prefix vectors. These
vectors are subsequently treated as QC1 and QC2 :

QC1 = Attn(KC,VC,Q1) (4)

QC2 = Attn(KC,VC,Q2) (5)

Then following the same process, we fuse the rep-
resentations of the listener’s past responses P, and
the empathy explanation representations E, with
the context-related prefix vectors QC1 and QC2 ,

respectively:

VPC1 = Attn(KP,VP,QC1) (6)

VEC2 = Attn(KE,VE,QC2) (7)

This fusion process yields two distinct vectors:
VPC1 , which encapsulates the context-personality
relationship, and VEC2 , representing the context-
empathy relationship. This ensures that both per-
sonality and empathy dimensions are considered in
the context of the interaction.

We then concatenate QC1 , QC2 , VPC1 , and
VEC2 by the length dimension, followed by one
linear layer, to produce the final representations
R2(n1+n2)∗d, as the final prefix embeddings.

4.2 Decoder

We utilize the pretrained DialoGPT (Zhang et al.,
2020)6 as the decoder. We further feed the final
prefix embeddings into DialoGPT-small and train
the parameters in the model on the ED dataset, then
obtain a base empathetic response generator G(θ).

6https://huggingface.co/docs/transformers/model-
doc/dialogpt
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4.3 Personality Reinforcement

Because the ED dataset primarily targets express-
ing empathy rather than personality, it is hard to
learn personality traits from a single response with
traditional backpropagation. Drawing inspiration
from recent calibration work (Zhang et al., 2022;
Liu et al., 2022b; Jiashuo et al., 2023), we gener-
ate multiple candidate responses via diverse beam
search (Vijayakumar et al., 2016), which exhibit
similar levels of empathy but vary in the degree
of personality expressed. Subsequently, the pro-
posed personality-based ranking module evaluates
and ranks these candidates. Then, we calibrate
the generation process by integrating a personality-
oriented contrastive loss alongside the empathy
loss, thereby achieving a generation of empathetic
responses that reflect explicit personality traits.

4.3.1 Candidate Generation
For a input context c, we use the trained model
G(θ) to generate K empathetic candidate re-
sponses by diverse beam search: r1, r2, r3, ..., rK ,
which can encapsulate varying degrees of personal-
ity expression.

4.3.2 Personality-based Ranking
We utilize our pretrained personality predictor,
which estimates the system’s personality p from
the past responses (h), including Big 5 extrover-
sion (pe), MBTI introversion (pi), and MBTI think-
ing (pt). Then, we predict the personality traits of
each candidate in {r1, r2, r3, . . . , rK}, and calcu-
late their personality margin Srk . This margin is
derived as the sum of the mean square errors (MSE)
between the personality scores p and the predicted
scores for each trait, formulated as:

Srk =
∣∣p′e − pe

∣∣2 +
∣∣p′i − pi

∣∣2 +
∣∣p′t − pt

∣∣2 (8)

where p′e, p
′
i, and p′t are the predicted scores for

each candidate on extroversion, introversion, and
thinking traits, respectively. Based on this person-
ality margins, we re-rank all candidate responses
in ascending order of Srk : {r′

1, r
′
2, . . . , r

′
K}, where

S
r
′
i
< S

r
′
j
, for ∀i < j.

4.3.3 Generation Calibration
We aim to encourage the model to assign higher
estimated probabilities to empathetic candidate re-
sponse with lower personality margin by adjusting
the model G(θ) with a contrastive loss. Following
the previous work (Zhang et al., 2022; Liu et al.,

2022b; Jiashuo et al., 2023), the pairwise margin
loss is defined as:

Lp =
∑

i

∑

j>i

max(0, p(r
′
j |c; ξ)− p(r

′
i|c; ξ) + λi,j)

(9)

where λi,j is the dynamic margin multiplied by the
difference in rank between the candidates, λi,j =
α∗ (j− i), and α is a hyper-parameter. p(r

′
i|c; ξ) is

the generation probability computed by DialoGPT.

4.4 Training and Inference
Training During the training phase, we use the
ground truth as the retrieved response for empathy
and intent prediction, and randomly sample the past
responses of the corresponding listener. We aim to
generate responses that are both good at empathy
and personality expression, then the final negative
log-likelihood for generation is defined as:

L = −
∑|y|

t=1
log p (yt|c, y<t; ξ) + βLp (10)

where β are hyper-parameters to balance the empa-
thy and personality loss. We minimize L to opti-
mize the generator’s parameters ξ.
Inference During the inference phase, we em-
ploy a style-semantic retrieval mechanism that
matches each test-set context (input) with simi-
lar contexts in the training set. The most simi-
lar context’s corresponding response is treated as
the retrieved response. Based on the listener ID
associated with this response, we sample past re-
sponses. Considering the importance of emotion,
semantics, and style in empathy and personality
expression, we focus on these dimensions dur-
ing the retrieval process. Specifically, we utilize
Sentence-BERT (Reimers and Gurevych, 2019)7

to obtain semantic embeddings. We employ an off-
the-shelf, content-independent style representation
model (Wegmann et al., 2022)8 for style embed-
dings. Furthermore, to enhance emotional rele-
vance, we finetune RoBERTa (Liu et al., 2019)9

on the ED dataset, targeting a classification of 32
emotions, the accuracy of which is 56.06%. Subse-
quently, we extract emotional embeddings from the
final layer of the finetuned RoBERTa model. The
final retrieval score is:

score = simsem + simstyle + simemo (11)
7https://huggingface.co/sentence-transformers/all-

MiniLM-L6-v2
8https://huggingface.co/AnnaWegmann/Style-

Embedding
9https://huggingface.co/FacebookAI/roberta-base
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where simsem, simstyle, and simemo represent simi-
larity in semantics, style, and emotion, respectively.

5 Experimental Settings

5.1 Dataset

The EMPATHETICDIALOGUES dataset (Rashkin
et al., 2019)10 comprises 25k open-domain multi-
turn conversations between two interlocutors. We
train and evaluate our model for each turn of Lis-
tener responding to Speaker, and extend Speaker’s
inquiries one by one from the context history. The
ratio for training/validation/test is roughly 8:1:1.

5.2 Settings

Our implementation is based on Huggingface’s
Transformers.11 For the multi-grained prefix
encoder, we train Roberta as an encoder and
DialoGPT-small as a decoder from scratch on the
ED dataset. We set the learning rate to 5e-5, and
batch size to 64. In the encoder configuration, the
query length is set to 30. We sample 10 past re-
sponses by the same listener from the training set.
In the decoder configuration, the number of candi-
dates K is set to 5. For the personality reinforce-
ment, we set α and β to be 0.001 and 1, respectively.
For the response generator, we use nucleus sam-
pling (top-p) (Holtzman et al., 2019) with p set to
0.8 and temperature to 0.7. All experiments use the
same seed to minimize the impact of randomness.

5.3 Models

5.3.1 Comparative Baselines
Transformer-based methods 12:
MoEL (Lin et al., 2019): which softly combines
multiple emotion-specific decoders to a meta de-
coder to generate empathetic responses.
MIME (Majumder et al., 2020): which integrates
emotion grouping, emotion mimicry, and stochas-
ticity into the emotion mixture for various empa-
thetic responses.
EmpDG (Li et al., 2020): which learns emotions
and responses based on adversarial learning.
CEM (Sabour et al., 2022): which employs com-
monsense knowledge, to enhance its understanding
of the interlocutor’s situations and emotions.
Large language model (LLM)-based methods:
DialoGPT (Zhang et al., 2020): a GPT2 model

10https://huggingface.co/datasets/empathetic_dialogues
11https://huggingface.co/docs/transformers
12https://github.com/Sahandfer/CEM

trained on Reddit conversation, we finetune it on
the ED dataset for empathetic response generation.
LEMPEx(Majumder et al., 2022): which adopts
T5 as the encoder-decoder and utilizes a combina-
tion of exemplar-based retrieval, a response gener-
ator, and an empathy control module to generate
empathetic responses.13

ChatGPT+Causality (Fu et al., 2023a): which is
based on a commonsense-based causality explana-
tion that considers both the user’s and the system’s
perspective to enhance ChatGPT’s ability for em-
pathetic response generation.

5.3.2 Ablation Studies in Proposed StyEmp
We utilize DialoGPT as the base decoder across
all ablation studies. The proposed StyEmp model
integrates a multi-grained prefix encoder (MgPE
(C+E+P)) with personality reinforcement in the
decoder (DialoGPT w/ PR). To explore the effi-
cacy of each component within the encoder and
decoder, we conduct ablation studies using four
configurations of the multi-grained prefix encoder:
(1) MgPE (C+E+P): includes both the context-
personality-aware prefix encoding and context-
empathy-aware prefix encoding. In addition, there
are other three configurations: (2) MgPE (C) in-
corporates only context-aware prefix encoding; (3)
MgPE (C+P) includes only context-personality-
aware prefix encoding; (4) MgPE (C+E) integrates
only context-empathy-aware prefix encoding.

These are evaluated under two conditions in the
decoder: DialoGPT w/ PR (with PR integration)
and DialoGPT w/o PR (without PR integration).

5.4 Evaluation Metrics

5.4.1 Objective Evaluations
BERTScore (Zhang et al., 2019): a BERT-based
evaluation metric, which focuses on lexical seman-
tic similarity between the generated response and
the ground truth. We adopt its F1 score and use the
"deberta-large-mnli" version.14

BLEURT (Sellam et al., 2020): evaluates to what
extent the generated response is fluent and conveys
the meaning of the reference.15

D1/D2 (Distinct-1/2) (Li et al., 2016): counts the
number of distinct n-grams in generated responses.
E&I: denotes the mean Pearson correlation coef-
ficient between the ground truth and generated re-

13https://github.com/declare-lab/exemplary-empathy
14https://github.com/Tiiiger/bert_score
15https://github.com/google-research/bleurt
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Methods
Semantics Diversity Personality Empathy

BERTS BLEURT D1 D2 E&I T EAcc. IP&EX Intent

Transformer-based methods
MOEL 52.67 34.48 0.44 2.02 0.0525 0.0525 26.80 70.06 22.77
MIME 52.87 35.64 0.32 1.12 0.0200 0.0675 22.40 70.17 25.11
EmpDG 51.99 34.60 0.79 3.23 0.0155 0.1115 26.49 68.09 21.29
CEM 52.41 35.06 0.65 2.92 0.0741 0.1519 32.85 73.62 29.37

Large language model-based methods
LEMPEx 49.03 27.92 1.20 12.88 -0.0077 0.0706 31.73 69.03 27.99
DialoGPT 54.24 40.32 2.92 15.62 0.1361 0.1723 33.68 72.49 31.53
ChatGPT+Causality 54.93 43.45 2.91 16.44 0.1584 0.1774 30.79 69.64 27.86

Our proposed method
StyEmp w/o PR 54.13 41.00 2.95 16.10 0.1681 0.2010 34.47 72.70 31.73
StyEmp 53.60 40.49 2.21 9.48 0.1758∗ 0.2093∗ 34.88∗ 73.02∗ 31.85∗

Table 3: Objective evaluation results of baselines and our proposed method. Bold and underline denote the best and
second-best score, respectively. ∗ indicates a statistically significant difference for p < 0.05 between StyEmp and
ChatGPT+Causality, determined by t-test.

Methods
Semantics Diversity Personality Empathy

BERTS BLEURT D1 D2 E&I T EAcc. IP&EX Intent

DialoGPT w/o PR 54.24 40.32 2.92 15.62 0.1361 0.1723 33.68 72.49 31.53
+MgPE (C) 54.43 41.18 2.85 16.08 0.1525 0.1828 34.08 72.57 31.00
+MgPE (C+P) 53.99 40.31 3.07 16.80 0.1639 0.1987 34.30 71.71 31.47
+MgPE (C+E) 54.55 41.25 2.87 15.80 0.1552 0.1890 34.32 72.90 31.75
+MgPE (C+E+P) 54.13 41.00 2.95 16.10 0.1681 0.2010 34.47 72.70 31.73

DialoGPT w/ PR 53.92 40.37 2.23 9.74 0.1672 0.1824 34.37 73.42 32.23
+MgPE (C) 53.96 40.83 2.22 9.63 0.1669 0.1997 35.37 72.76 31.14
+MgPE (C+P) 53.24 40.29 2.05 8.93 0.1683 0.2108 34.14 72.81 31.42
+MgPE (C+E) 53.89 40.52 2.32 9.89 0.1680 0.1949 35.65 73.58 32.21
+MgPE (C+E+P) 53.60 40.49 2.21 9.48 0.1758 0.2093 34.88 73.02 31.85

Table 4: Ablation studies on the effect of context, past responses (implicit personality), empathy explanation in the
multi-grained prefix encoder, and explicit personality reinforcement (PR) module.

sponses for extroversion (E) from the Big 5 predic-
tor and introversion (I) from the MBTI predictor.
T: represents the Pearson correlation coefficient
between the ground truth and generated responses
for thinking (T) from the MBTI predictor.
EAcc.: refers to the average accuracy of both emo-
tion (Emo.) and ER prediction, comparing the
generated responses with ground truth.
IP&EX: refers to the average accuracy of both
interpretation (IP) and exploration (EX) prediction,
comparing generated responses with ground truth.
Intent: accuracy of empathetic intent prediction
between the generated responses and ground truth.

5.4.2 Human Evaluations

We randomly select 100 samples from the test set
across all models. Each sample is evaluated by

three different crowd-workers hired through Ama-
zon Mechanical Turk. More details can be seen
in Appendix C. We assess the quality of these re-
sponses based on two criteria, each criterion is rated
on a 1 to 5 scale: (1) Empathy, determining if the
generated responses demonstrate understanding of
the speaker’s feelings and experiences. (2) Person-
ality, refers to personality consistency; we provide
crowd-workers with five sampled past responses
from the listener of the ground truth and ask them
to evaluate if the generated response aligns with
the listener’s personality traits.

6 Results and Analysis

6.1 Objective Evaluation Results
Table 3 presents the automatic evaluation results
for both baselines (including transformer-based and
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LLM-based methods), and our proposed method.
The results illustrate that our method significantly
outperforms the baselines in terms of personality,
emotion, and intent accuracy, while maintaining
the semantic scores comparable to DialoGPT. The
proposed StyEmp with PR degrades the semantic
score because it re-ranks the original output of Di-
aloGPT by weighting the personality consistency.

We also conducted ablation studies to evaluate
different encoder configurations, comparing their
performance in scenarios with and without PR. As
depicted in Table 4, In both scenarios, MgPE (C+P)
and MgPE (C+E) surpass MgPE (C) on most per-
sonality and empathy metrics. Moreover, MgPE
(C+P+E) further outperforms both MgPE (C+P)
and MgPE (C+E). These results support our hypoth-
esis that empathy and personality enrich each other.
Incorporating PR further enhances the expression
of both traits. These findings show the substantial
contribution of the PR module in enhancing model
performance for generating responses that are both
empathetic and reflective of distinct personalities.

6.2 Human Evaluation Results
Table 5 shows that our methods rank highest against
baselines. Specifically, DialoGPT with the pro-
posed MgPE (C+E+P) and MgPE (C+E+P) w/
PR significantly outperform finetuned DialoGPT,
enhancing empathy and personality expression
in generated responses. However, StyEmp per-
forms worse than MgPE (C+E) w/ PR and MgPE
(C+E+P) w/o PR regarding personality, inconsis-
tent with the objective evaluation results. This
discrepancy stems from inaccuracies in person-
ality prediction, particularly when conflicts arise
between the predicted personality traits and those
implied by past responses. This is a limitation of us-
ing personality predictor with accuracy of 60-70%.
More error analysis can be found in Appendix B.

6.3 Case Studies
Table 6 compares our proposed StyEmp model with
baseline methods, highlighting differences in per-
sonality trait expression. The baseline methods
fall short of showing explicit personality traits, of-
ten resulting in more general responses. On the
other hand, StyEmp showcases extroverted traits
(predicted by our method), utilizing expressions
like "wow, bet" and longer phrases in this exam-
ple. Moreover, the StyEmp-generated responses
are more closely aligned with the personality traits
shown in the ground truth, indicating its effective-

Models Empathy Personality

CEM 3.35 2.93
ChatGPT+Causality 4.00 3.11

DialoGPT 3.04 2.99
+MgPE (C+E+P) 4.05∗ 3.25∗

+MgPE (C+E) w/ PR 3.97 3.39
+MgPE (C+E+P) w/ PR 4.08∗ 3.18∗

Table 5: Results of human evaluations. DialoGPT+
MgPE (C+E+P) w/ PR refers to StyEmp. ∗ indicates
a statistically significant improvement (p < 0.05) over
DialoGPT.

ness in accurately reflecting personality. More ex-
amples are shown in the Appendix B.

Context
I studied so hard for 3 months straight for my bar exam
to become a lawyer.

Ground truth wow, you’re so determined! Did you pass your exam?

MoEL That is awesome! I hope you do well!
MIME That is great. I am sure you will do great!
EmpDG That is great! What did you do?
CEM that is great! I am sure you will do great!
LEMPEx Congratulations! That’s awesome! Congratulations.
DialoGPT That’s great, I hope you did well.
ChatGPT+
Causality

Congratulations on all your hard work and dedication!

Predicted system’s personality: Extrovert, Feeling
Predicted system’s Empathy: Emotional reaction; Emotion intent is wishing.
StyEmp
w/o PR

That’s great! That’s the best feeling in the world!
What are you studying?

StyEmp
Wow, that’s a long time! I bet you were really proud of
yourself! What kind of bar did you study? I hope you did well!

Table 6: Comparative case studies between our proposed
StyEmp and baselines.

7 Conclusions and Future Work

We have proposed StyEmp, which aims to styl-
ize empathetic response generation with consistent
personality. Specifically, StyEmp incorporates a
multi-grained prefix mechanism designed to cap-
ture the intricate relationship between a system’s
personality and its empathetic expressions. Further-
more, we introduce a personality reinforcement
module that leverages contrastive learning to cali-
brate the generation model, ensuring responses are
both empathetic and reflective of the distinct per-
sonality. The experimental results demonstrate that
our method outperforms other competitive methods
on both automatic and human evaluations.

The performance of our model is currently lim-
ited by the efficacy of the personality predictor. In
future work, we plan to utilize ground-truth person-
ality traits instead of predicted ones by annotating
the dataset with personality labels.
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Limitations

Given our objective to enrich responses with empa-
thy and personality information, we face the chal-
lenge of a scarcity of datasets that provide both
empathety and personality annotations. Therefore,
we have developed additional personality scorers,
as shown in Table 1 and detailed in Appendix A.
However, the results from these scorers are not
ideal, significantly impacting the effectiveness of
our personality reinforcement module, since we
rely on the predicted personality to enhance the
system’s personality expression. To overcome this
limitation, we plan to collect a dataset that includes
both empathy and personality annotations in future
work.
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A Personality Predictor

We implemented strict speaker splitting to ensure
no overlap among speakers across the training, vali-
dation, and test sets. This approach ensured that the
model was evaluated on unseen speakers, thereby
making the evaluation results on the PANDORA
dataset applicable to the ED dataset as well. The
Big 5 personality trait scores are continuous, rang-
ing from -100 to 100, while MBTI scores are binary.
We normalized each Big 5 personality trait score
to a range between -1 and 1 and balanced the bi-
nary labels of each MBTI trait, The details of the
statistics are shown in Table 7 for reference.

To make the length distribution of the examples
similar to the ED dataset, we conducted the follow-
ing steps for both Big 5 and MBTI experiments: 1)
only preserved sentences containing ASCII char-
acters with 10 to 50 tokens. 2) For each user we
derived non-overlapping samples by randomly se-
lecting and concatenating k sentences, where k was
randomly selected to vary between 1 and 5.

We incorporated five fully connected layers with
ReLU activation followed by five regression heads
on top of the LUKE model, to predict all Big 5
trait intensities simultaneously. We separately fine-
tune the LUKE model with one fully connected
layer and one regression head for each MBTI trait
prediction. For all the experiments, the learning
rate is set as 1e-5, the dropout is 0.1, and the mean
squared error loss. We used a linear scheduler with
a warmup step of 100. Using the median of the
training label and 0.5 as the threshold, we further
binarize the predicted intensities and actual labels
and report the accuracies and F1 scores for Big 5
and MBTI, separately.

B Case Studies

We present two examples comparing our StyEmp
model with baseline methods, showcasing
StyEmp’s superior ability to convey consistent
personality traits, as shown in Table 8.

We further show two examples that our StyEmp
failed to show consistent personality because of in-
correct personality prediction. In contrast, StyEmp
without PR correctly expresses personality by learn-
ing from past responses by the same listener from
the training set, as shown in Table 9.

C Human Evaluation Instruction

Human evaluation is necessary for an open-domain
dialogue system. We randomly select 100 context-
response pairs from the test set across all models.
Each response is evaluated by three different crowd-
workers, provided with the corresponding context.
We hired crowd workers through Amazon Mechan-
ical Turk, and each has a historical approval rate
of over 98% on human evaluation tasks. We assess
the quality of generated responses by our proposed
method and comparative models based on empa-
thy and personality consistency, the template for
the human evaluations is shown in Figure 3 and
Figure 4.
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Traits unique train valid test

MBTI

Introverted
speakers 1,531 | 1,402 197 | 170 193 | 174

utterances 412,467 | 424,008 55,870 | 48,218 49,167 | 56,177

Intuitive
speakers 820 | 995 100 | 126 106 | 120

utterances 268,470 | 277,440 38,443 | 30,230 34,022 | 34,527

Thinking
speakers 2,568 | 1,728 307 | 230 334 | 205

utterances 547,753 | 561,814 70,483 | 66,916 72,527 | 66,181

Perceiving
speakers 2,965 | 3,110 388 | 371 392 | 367

utterances 871,439 | 877,865 109,267 | 108,546 107,740 | 112,082

Big5 All
speakers 1,225 153 154
utterances 102,523 12,803 12,803

Table 7: Statistics of unique speakers and utterances across each MBTI and all Big 5 traits in the filtered Pandora
dataset. For MBTI traits, we show the number of label 0 | 1.

Context
I felt so nervous going to my last job interview!
Nerves must occur in proportion to how badly you *want* something!

Ground truth I know what you mean. Did you get the job?

MoEL I am sorry to hear that. I hope you do well!
MIME I am sure you will do well.
EmpDG I am sure you will be fine.
CEM I am sure you will be fine.
LEMPEx That’s a great job, I am sure you will do well.
DialoGPT I’m sure you’ll do great! I’m sure you’ll do great!

ChatGPT+Causality
I understand how you feel, but remember to take deep breaths and focus on your strengths.
You got this!

Predicted system’s personality: introvert, feeling
Predicted system’s Empathy: Emotional reaction; Emotion intent is acknowledging.
StyEmp w/o PR I feel the same way. I hope you get the job!
StyEmp I know what you mean. I’m nervous too.

Context
I went back to my home where I grew up and a flood of good memories came back to me.
I had so many fun times with my best friends when I was a child.

Ground Truth What is your favorite memory with your friends?

MoEL That is so sad. I bet you were a great time.
MIME That is so sweet. I am glad you had a good time.
EmpDG I bet you were so proud of them.
CEM That is awesome. I bet you were very happy.
LEMPEx That must have been a cool old times!
DialoGPT I bet you were so happy to have that feeling.

ChatGPT+Causality
That sounds amazing! I love reminiscing about my childhood too.
Do you have any specific memories that stand out to you?

Predicted system’s personality: extrovert, feeling
Predicted system’s Empathy: Interpretation. Emotion Intent is neutral.

StyEmp w/o PR
I can imagine! It was nice to have good memories that you can cherish as a child.
I’m glad you had good memories and not too many bad memories.

StyEmp Oh wow, I bet that was a great time. I bet you were so happy to have them back.

Table 8: Comparative case studies between baselines and our proposed StyEmp.
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Context I one time lost my trunks in the pool! People saw me in a way I didn’t want!
Ground truth Oh no! That must have been super embarrassing! How did you react to that?

Predicted system’s personality: introvert, feeling
Predicted system’s Empathy: Emotional Reaction, Exploration. Emotion Intent is questioning.
StyEmp w/o PR Oh no! Did you get them back?
StyEmp Did you get hurt?

Context
My friend came over yesterday and we were sitting on the couch chit-chatting and when I got up
I accidentally farted. So embarrassing.

Ground truth Oh my, did they notice you farted?

Predicted system’s personality: introvert, feeling
Predicted system’s Empathy: Exploration. Emotion Intent is questioning.
StyEmp w/o PR Oh no! Did you say anything to him?
StyEmp Did you apologize?

Table 9: Cases exist where StyEmp fails to accurately express the intended personality due to errors in personality
prediction, which lead to errors in PR. In contrast, StyEmp without PR correctly expresses personality by learning
from past responses by the same listener from the training set.
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Figure 3: Template for human evaluation on empathy in generated responses.

Figure 4: Template for human evaluation on personality consistency in generated responses.
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Abstract

Live streaming, a dynamic medium that merges
real-time audiovisual content with interactive
text-based chat, presents unique challenges for
maintaining viewer engagement and ensuring
streamers’ well-being. This study introduces a
multi-criteria evaluation framework designed
to identify response-worthy chats during live
streaming. We proposed a system that evaluates
chats based on sentiment polarity and intensity,
contextual relevance, and topic uniqueness. We
also constructed a dataset annotated by human
reviewers who validates the framework, demon-
strating a closer alignment with human prefer-
ences compared to single-criterion baselines.
This framework not only supports the devel-
opment of more responsive and engaging live
streaming environments but also contributes to
the broader field of dialog systems by highlight-
ing the distinct needs of real-time, large-scale
conversational contexts.

1 Introduction

Live streaming, which merges real-time audiovi-
sual content with simple text-based chat, has seen
a surge in popularity and is now influential in var-
ious sectors (Haimson and Tang, 2017; Hamilton
et al., 2014). Live streaming is transforming how
streamers and viewers interact online, creating a
novel type of dialog system that can either facilitate
human interaction or autonomously host the live
streaming conversation (Lu et al., 2017). The chal-
lenge for these live streaming dialogue systems lies
in boosting user engagement, prolonging viewing
duration, and improving viewer satisfaction. (Cai
and YvetteWohn, 2019).

The main goal of introducing a system to se-
lecting chats in live streaming is to address the
challenges that human streamers face due to their
limited time and capabilities. For instance, when
dealing with large audiences, it’s not feasible for
streamers to sift through and reply to every chat

Figure 1: Go Round Game (GoRanGe) is an experimen-
tal AI YouTuber project from Bandai Namco Entertain-
ment. The proposed dataset in this study comprises a
selection of chats obtained from this project.

during live interactions with potentially thousands
of viewers. Automation can support streamers by
helping them identify important chats and craft re-
sponses. Additionally, the demands of streaming
for extended periods and frequently can take a toll
on streamers’ health, both physically and mentally.
Through the implementation of automation in live
streaming, we can reduce the burden on streamers
and contribute to their overall well-being (Lu et al.,
2019).

Research into dialogue systems, both traditional
and those tailored for live streaming, reveals dis-
tinct differences in their design and functionality.
Traditional dialogue systems are built for one-on-
one interactions, whereas those for live streaming
must handle simultaneous real-time conversations
with numerous users. This demands that the sys-
tem quickly processes inputs from potentially thou-
sands of participants (DeVito et al., 2017). While
traditional dialogue systems strive to offer a person-
alized experience, those on live streaming also need
to personalize but prioritize delivering responses
that are relevant to a wide audience (BWalther,
1996). Content moderation is a feature of tradi-
tional dialogue systems, but it is not as critical as
it is for live streaming. Here, dialogue systems
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Figure 2: The architecture of the framework used to evaluate chats is illustrated. Live streaming video (input) is
shown in yellow, processed data in red, pipeline components in blue and evaluation results (output) in green. The
diagram is divided into three sections by dashed lines, with each section corresponding to one of the three phases in
the evaluation pipeline.

require advanced monitoring and filtering tools to
immediately address and eliminate any inappropri-
ate content (Seering et al., 2017).

This study proposed a novel pipeline in capturing
the most interactively significant chats from the
real-time interactions in live streaming. The key
contributions of this study include:

• We proposed a framework for evaluating chats
in live streaming with multiple assessment
criteria.

• We constructed a dataset annotated by hu-
mans to validate our framework, demonstrat-
ing its closer alignment with human prefer-
ences when compared to the baseline.

2 Related Work

Automated dialog systems for live streaming sys-
tems can be categorized into two types: those that
partly assist human interaction and those that are
fully automated, with an AI streamer taking the
place of a human host. An example of the former is
NightBot1, a tool used on platforms such as Twitch,
YouTube and Trovo. It helps manage live chats by
filtering out spam and facilitating custom chat com-
mands. The framework in our study incorporated a
module for filtering that draws on strategies similar
to NightBot. However, these assisted systems rely
on a predefined set of keywords to filter or respond,
which can limit their ability to adapt to the dynamic
context of live streams.

On the other hand, fully automated live stream-
ing systems are often performed as VTubers, or

1https://nightbot.tv/

virtual YouTubers (Lu et al., 2021). These are
streamers who utilize animated avatars. AI-hosted
VTubers generate replies and animate their avatar’s
expressions and movements by feeding chats into a
large language model. For instance, Neuro-sama2

is recognized for engaging in smooth dialogue
with viewers. However, it was temporarily banned
from Twitch for generating hateful speech and has
shown difficulty in grasping the context of con-
versations (Seiji, 2023). AI streamers are also ex-
pected to not only chitchatting but also handling
multimodal information. The open-source frame-
work Luna AI3 equips AI streamers with tools for
voice and singing synthesis, as well as image gener-
ation. Meanwhile, GoRoundGame4 presents an AI
streaming project tailored for gaming broadcasts.
AI streamers in GoRoundGame streams while play-
ing mahjong against another AI streamer but strug-
gles to strike a balance between commenting on
the game and interacting with chats. We gathered
chat data from a segment of the GoRoundGame
live stream replays and included it in the evaluation
dataset.

3 Framework

Figure 2 presents the proposed framework for eval-
uating chat from viewers in this study. The frame-
work is designed to filter, evaluate, and finally iden-
tify the response-worthy chats. This process is
structured into three distinct phases: chat filtering,
chat rating, and chat selection. In chat rating phase,

2https://www.twitch.tv/vedal987
3https://github.com/0x648/luna-ai
4https://virtualyoutuber.fandom.com/wiki/Go_

Round_Game
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three criteria are employed: sentiment polarity and
intensity, contextual relevance, and topic unique-
ness.

3.1 Chat Filtering

The objective of this phase is to review viewers’
chats and identify those that are unsuitable for in-
teraction. This includes chats that are too brief
to convey meaningful content, those that include
personal attacks or violate social norms, and chats
that are off-topic such as advertisements. The fil-
tering process is achieved through four methods:
removing chats that do not meet the established
character count threshold, excluding chats with
symbols like "http" or "@", which are often asso-
ciated with promotional content, eliminating chats
that contain predefined banned words, and using a
language model to evaluate the potential harm of
chat content, discarding any chats that surpass a
harmfulness score threshold. In this study, We uti-
lized OpenAI’s Content Moderation5 for harmful
chats detection.

3.2 Chat Rating

The aim of the chat rating phase is to evaluate
chats using various criteria. Since these criteria are
measured on different scales, we use the relative
positions of the chats in a ranked order rather than
their absolute numerical scores. These rankings
are then applied in the chat selecting phase. The
criteria for ranking are as follows:

Sentiment Polarity and Intensity This crite-
rion assesses the emotional tone and strength in the
viewers’ chats. We predict the sentiment polarity
and intensity for each chat by applying a BERT
model that has been finetuned on the WRIME
dataset (Tomoyuki et al., 2021). Chats that express
a positive tone and exhibit a higher intensity are
assigned better rankings.

Contextual Relevance This criterion evaluates
how closely the chats align with the ongoing discus-
sion in the live stream. For this purpose, we tran-
scribe the steamer’s speech from YouTube videos
into transcript by Whisper-v36 and periodically
summarize the transcript by OpenAI’s GPT-47 to
capture the essence of the live topic. We then en-
code the summary of the current topic and the chats

5https://platform.openai.com/docs/guides/
moderation

6https://huggingface.co/openai/
whisper-large-v3

7https://platform.openai.com/docs/models

into vector by utilizing OpenAI’s text-embedding-
ada-002 and measure the cosine similarity between
them. Chats that show a closer vector alignment
with the topic summary, indicating greater rele-
vance, receive higher rankings.

Topic Uniqueness This criterion is designed to
gauge the informational richness and specificity of
the viewers’ chats in relation to the live stream’s
subject. In our approach, we create a matrix
that identifies co-occurring keywords within each
chat using Rapid Automatic Keyword Extraction
(RAKE) (Stuart et al., 2010), and assign a score
to each word based on its frequency within the
chat’s keywords compared to its overall frequency
across all chats. The aggregate of these scores for
the words in a chat reflects its uniqueness. Con-
sequently, chats that include phrases with higher
aggregate scores are deemed to have greater unique-
ness and are ranked accordingly.

3.3 Chat Selecting

The objective of this phase is to identify the
response-worthy chats by utilizing the rankings
derived from previous phase. We employ the Re-
ciprocal Rank Fusion (RRF) (Cormack et al., 2009),
a prevalent algorithm in search systems, to amal-
gamate the three distinct sets of rankings into a
unified ranking. From this ranking, we select the
highest-ranked viewer chats for interaction as re-
sults.

4 Evaluation

This chapter discusses the evaluation of the
proposed multi-criteria framework for selecting
response-worthy chats in live streaming. It involves
the creation of a dataset from YouTube live streams,
annotated by human reviewers to reflect prefer-
ences. The framework’s accuracy is compared
to single-criterion baselines, showing improved
alignment with human selections, and highlights
differences between AI-hosted and human-hosted
streams.

4.1 Dataset

To evaluate our proposed framework, we created
a dataset from YouTube live streaming replays by
following steps:

Replays Selection We selected 28 replays, with
12 hosted by human VTubers and 16 by AI, to ac-
count for potential differences in viewer interaction
and content. We used the YouTube Data API to
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collect all chat messages and their corresponding
timestamps, ensuring that any personal informa-
tion, except for the text and the posting time, was
excluded.

Periodic Extraction of Chats For the chat evalu-
ation phase, we converted the video replays into au-
dio to enable speech recognition. We then grouped
the viewer chats into 5-second intervals based on
when they were posted. Each group, containing all
messages sent during that interval, was considered
as a single input batch. We excluded any batch
with no chat or only one chat. Consequently, we
gathered 20,514 batches of chats, with an average
of 11.91 chats per batch.

Human Annotation To gather labels that match
human preferences, we recruited crowd-workers to
take on the role of streamers and review YouTube
live stream replays. Crowd-workers were between
20 and 40 years old, regularly viewed VTuber
live streams. Their task was to identify the most
response-worthy chat from a batch and note its
id. If no chat in the batch was appropriate for a
response, they could label it as ’no reply’. Any
batch labeled ’no reply’ was removed from the fi-
nal dataset. 10 crowd-workers were involved in
this task. Each replay was annotated by a single
crowd-worker, who handled all of the chat batches.
After the labeling task, we interviewed each crowd-
worker to understand their perspectives for choos-
ing the most response-worthy chat.

4.2 Result
We employed the proposed framework to process
each batch of the evaluation dataset. The chat id
with the highest rank in each batch was designated
as the predicted id. We assessed the accuracy by
comparing the pipeline’s predictions with human
labels. Additionally, we contrasted these results
with a baseline that utilized only a single criterion
in the chat rating phase.

The data in Table 1 indicates that using a combi-
nation of criteria aligns more closely with human
preferences than relying on a single criterion. Ad-
ditionally, there are noticeable differences between
human and AI streamers. For AI streamers, the
accuracy of the proposed evaluation method is rel-
atively high, with the uniqueness of the chat topics
standing out as the most significant criterion. This
may be due to the AI’s limited range in generating
diverse dialogues, prompting a need to introduce
new topics more frequently.

In contrast, the accuracy of the proposed method

Table 1: Accuracy (%) of the evaluation dataset. Base-
line are categorized as follows: (a) utilizes only senti-
ment polarity and intensity, (b) utilizes only contextual
relevance, and (c) utilizes only topic uniqueness. Hybrid
w/voting refers to the combination of the three rankings
based on a majority vote to determine the final ranking.
Hybrid w/RRF indicates the amalgamation of rankings
with RRF (our method)

Method Accuracy (%)
Overall AI-hosted Human-hosted

Baseline (a) 39.40 47.57 34.50
Baseline (b) 31.17 48.84 20.59
Baseline (c) 32.76 42.10 27.16

Hybrid w/voting 43.84 51.16 39.45
Hybrid w/RRF 55.46 63.39 50.71

for human-hosted live streams is lower than that
for AI-hosted streams. It has been noted that in
streams hosted by humans, viewer emotions tend
to vary more, making the sentiment expressed in
viewer chats a more critical factor for interaction.

Our survey indicates that when the audience
knows the streamer is an AI, their expectations
for interaction quality are generally lower than for
human streamers. This reduced expectation is often
due to the audience for AI streamers being more
sensitive to and tolerant of AI technology. For
future research, we recommend using live stream-
ing data from human streamers as the evaluation
benchmark.

4.3 Perspectives from Crowd-workers

We have collected the perspectives for selecting the
most response-worthy chat from crowd-workers
and compared those three criteria proposed in this
study.

Opinions consistent with our framework’s crite-
ria include: steering clear of negative chats, choos-
ing chats pertinent to the ongoing discussion, favor-
ing chat contributions that stem from the streamer’s
remarks and have the potential to spark a new con-
versation.

Conversely, aspects not reflected in our criteria
include: giving priority to replies to greetings, par-
ticularly for newcomers to the live stream, which
can significantly boost viewer loyalty for future ses-
sions. We have also received recommendations to
focus more on picking out questions or suggestions,
as these often originate from the most engaging
viewers.
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4.4 Latency

In this study, we compare the outcomes of our eval-
uation framework with those of human annotators.
A key consideration in implementing this frame-
work is its real-time processing capability. The
system’s latency is influenced by two main factors:

External Factor These include the time required
to fetch chats content via the streaming API. This
encompasses the frequency of API requests, live
broadcast delay settings, and the time it takes for
comments to appear on the streaming platform af-
ter submission. These response times are largely
dictated by the limitations of the live streaming
platform and the API’s quota restrictions, typically
ranging from a few seconds to several tens of sec-
onds, depending on the configuration.

Internal Factor These pertain to the inference
time of modules within the framework. Most of
these modules complete their inference in under
one second. The component with the highest la-
tency is the summarization of chat contexts using
GPT-4, which averages several tens to hundreds
of milliseconds per token for inference. However,
since summarization does not require the most cur-
rent chat input, it can be processed asynchronously
during the latency from external factor. In future re-
search, we also plan to explore the use of local spe-
cialized summarization models, such as T5(Raffel
et al., 2019)„ to replace modules using commer-
cial LLM services, thereby reducing the overall
inference time.

5 Conclusion

In this study, we proposed a framework based on
various criteria, including sentiment polarity and
intensity, contextual relevance, and topic unique-
ness—to evaluate view chats in live streaming. We
also constructed a dataset reflecting human prefer-
ences to assess the performance of above frame-
work. Our findings suggested that a composite
criteria better reflects human preferences than a
single approach, and identified differences in in-
teraction preferences between human-hosted and
AI-hosted live streams.

Moving forward, we plan to improve our method
by incorporating feedback from crowd-workers and
train a chat-scoring model directly from the labels
of human feedback. Additionally, we intend to
make this dataset publicly available to support fur-
ther research in enhancing automated dialog sys-
tems for live streaming.
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A Example of Batch in Evaluation
Dataset

Table 2: Example of Batch in Evaluation Dataset. The
original texts are in Japanese, and the examples provided
in the table are translated into English.

Video ID DtAFgs_gAzE
Video Title [First Broadcasting] The

Debut of AITuber Popuri!
Batch ID 31

Batch Context Hello everyone, my name
is Popuri Miyako. Nice to
meet you!

Batch Chats 1: Hello Popuri-chan, it’s
nice to meet you!
2: Hello♪
3: Congratulations on
Popuri-chan’s debut!!
4: Popuri-chan!
5: :clap-
ping_hands::clapping_hands:
6: This BGM is pleasant
7: LoL

Response Flag True
Response Chat ID 3

Response Chat Congratulations on
Popuri-chan’s debut!!
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Abstract
The demand for mental health services has
risen substantially in recent years, leading to
challenges in meeting patient needs promptly.
Virtual agents capable of emulating motiva-
tional interviews (MI) have emerged as a po-
tential solution to address this issue, offering
immediate support that is especially beneficial
for therapy modalities requiring multiple ses-
sions. However, developing effective patient
simulation methods for training MI dialog sys-
tems poses challenges, particularly in generat-
ing syntactically and contextually correct, and
diversified dialog acts while respecting existing
patterns and trends in therapy data. This paper
investigates data-driven approaches to simulate
patients for training MI dialog systems. We pro-
pose a novel method that leverages time series
models to generate diverse and contextually ap-
propriate patient dialog acts, which are then
transformed into utterances by a conditioned
large language model. Additionally, we intro-
duce evaluation measures tailored to assess the
quality and coherence of simulated patient dia-
log. Our findings highlight the effectiveness of
dialog act-conditioned approaches in improv-
ing patient simulation for MI, offering insights
for developing virtual agents to support mental
health therapy.

1 Introduction

The demand for mental health services has surged
in recent years, resulting in a significant gap be-
tween demand and available resources (Cameron
et al., 2017). Consequently, patients often face
prolonged wait times before accessing therapy
(Cameron et al., 2017; Denecke et al., 2020). To
mitigate this challenge, virtual agents capable
of emulating Motivational Interviews (MI) have
emerged as a potential solution, offering immediate
support, especially in therapy modalities requiring
multiple sessions (Fiske et al., 2019). These agents
are not meant to replace therapists but rather sup-
plement therapy. Designing such agents can follow

either a rule-based or data-driven approach. Rule-
based systems entail complex development and
the creation of intricate rule sets. Conversely, data-
driven methods leverage large datasets to train mod-
els, potentially yielding optimal performance but
requiring substantial data. Given the difficulty in
obtaining therapy data, patient simulation emerges
as a viable alternative for generating large quanti-
ties of synthetic data, traditionally generated at the
dialog act level. However, patient simulation relies
on a high-quality simulation capable of generat-
ing dialog acts that differ enough from the existing
dataset to create novel data and be contextually and
syntactically correct. Such a simulation should also
explore all the possible dialog acts and produce di-
versified ones. However, the new data should also
respect the structure of a real dialog. The objec-
tive is not merely to copy the observed behaviors
in the dataset but to generate new ones with the
following properties: be diversified, syntactically
correct, and coherent in the context of the dialog.
Evaluating such a simulation poses challenges be-
cause traditional accuracy metrics for supervised
models may not suffice, as they measure only how
accurately the original data is reproduced. Indeed,
a generated dialog act may be different from the
ones observed in the data but still be syntactically
and contextually correct. This is particularly true in
open dialog settings, such as MI, where the user’s
goal is unclear, unlike in task-based scenarios like
booking systems. This paper investigates modeling
methods to generate such patient dialog acts and
explores evaluation methods for open-ended dialog
user simulations.

Our contributions include:

• Development of a dialog manager for simulat-
ing motivational interviewing patients.

• Proposal of evaluation measures for open-
ended dialog user simulation.
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2 Background and Related Works

Motivationnal Interviewing (MI) is a collaborative
communication style employed by therapists and
educators to foster change. The goal of MI is to
drive the patient towards wanting to change one of
their unhealthy behaviors without giving them any
solutions (Miller and Rollnick, 2012). The patient
realizes what and how to change through a series
of dialog strategies characteristic of MI, such as re-
flection, where the therapist reformulates what the
patient just said to help them take a new perspec-
tive. In MI, therapists also create relationships with
patients through social behaviors such as empathic
reactions (Jani et al., 2012).

Virtual agents in healthcare is a developing area
of research due to their proven effectiveness and
acceptance as support tools (Mercado et al., 2023;
Bickmore et al., 2009, 2018). Recently, MI con-
versational agents have been created in the form
of chatbots (Fitzpatrick et al., 2017) and embod-
ied conversational agents (Bickmore et al., 2018).
These agents have shown promise in providing so-
cial support alongside therapy (Ring et al., 2016).
Some studies have also investigated adding em-
pathetic behavior (Lisetti et al., 2013) and humor
(Olafsson et al., 2020a) to these agents.

Adaptability in such agents is important, as each
patient requires a tailored approach (Galland et al.,
2024a). One way of managing dialogs is by using
a rule-based dialog manager, which necessitates
expert knowledge and a complicated set of rules
(Pecune et al., 2020). On the contrary, a data-driven
dialog manager learns from data to anticipate the
best therapist dialog acts based on context (Olafs-
son et al., 2020b). However, this approach requires
a significant amount of data that is difficult to ob-
tain due to the private nature of therapy.

Simulating users has emerged as a viable ap-
proach to generate simulated data for training con-
versational systems (Schatzmann et al., 2006). Tra-
ditionally, users are simulated through a dialog
manager utilizing statistical inference (Schatzmann
et al., 2007), inverse reinforcement learning (Chan-
dramohan et al., 2011), or transformers (Lin et al.,
2021, 2022) to select the next dialog act, enabling
controllability and integration of expert or task-
specific knowledge. Recently, social aspects have
been incorporated into such user simulations, fea-
turing different user types (Pecune et al., 2020)
and engagement simulations (Galland et al., 2022).
However, these techniques mainly focus on limited

task domains and rely on template-based utterance
generation. This approach is impractical for open
application domains such as MI, where patients’
responses can vary. The emergence of Large Lan-
guage Models (LLMs) has led to a new approach
to simulated patients that addresses this challenge.
This method uses LLMs as black boxes for user
simulation, with the model generating the next pa-
tient utterance based on the dialog context (Chiu
et al., 2024). However, this technique lacks control-
lability and may significantly diverge from actual
data without being coherent. We propose a hybrid
approach that utilizes conditioned LLMs to over-
come these issues.

Evaluating simulated users poses challenges as
simulated users are intended to create novel data
with our desired properties (i.e., syntactically cor-
rect, coherent in the dialog context, and diversi-
fied). Existing works mainly evaluate their simu-
lated users using accuracy metrics such as the F1
score (Lin et al., 2022; Schatzmann et al., 2007)
that measures only the similarity with ground truth
leaving aside novelty. Another commonly used
evaluation method involves computing the task suc-
cess rate of systems trained with simulated users
(Lin et al., 2022, 2021). While this method works
well for task-based dialog, it is more complicated
to apply to open-domain dialogs such as MI where
social acts matter also. Another evaluation method
is to compare the distribution of the characteristics
of generated dialogs with those of the ground truth,
such as dialog length (Chandramohan et al., 2011)
or dialog act distribution (Galland et al., 2022).
However, these metrics do not capture the quality
of the generated data. Therefore, we propose met-
rics measuring how well user simulators fit the data
and their capabilities to generate novel, syntacti-
cally and contextually correct data. To this aim, we
adapt the serendipity measure to the dialog system
domain.

In the subsequent sections, we provide the con-
text of our study (Section 3), introduce our pro-
posed method (Section 4), present our proposed
measures (Section 5), and evaluate objectively and
subjectively the method (Section 6.2).

3 Context

Motivational Interviewing (MI) is a therapeutic ap-
proach that prioritizes collaboration and fosters
behavioral change. Within MI sessions, therapists
employ various strategies to facilitate patients’ ex-
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pression of motivation for change (Miller and Roll-
nick, 2012). Consequently, the study of MI focuses
on the language of change. The language of change
is defined in the motivational interviewing skill
code (MISC) (Miller et al., 2003) that classifies pa-
tient behaviors into three categories: Change Talk
(CT): reflecting actions toward behavior change,
Sustain Talk (ST): reflecting actions away from
behavior change, Follow/Neutral (F/N): unrelated
to the target behavior. This classification of the
client’s multimodal behavior is interesting as it pre-
dicts the therapy outcome. Indeed, ST is associated
with poorer treatment results (Magill et al., 2014).
Furthermore, CT is linked to risk behavior reduc-
tion during follow-up assessments (Magill et al.,
2018). These results make MISC a promising tool
for studying the efficacy of MI.

3.1 Dataset

This paper relies on the HOPE dataset (Malhotra
et al., 2022), a corpus of transcribed therapy ses-
sions. HOPE is composed of ∼12.9K utterances
departed into 212 sessions. The sessions are pub-
licly available videos collected from the web. The
transcripts were produced automatically and then
corrected by the authors (Malhotra et al., 2022).
The data is separated into a train (85%), validation
(5%), and test set (10%).

3.1.1 Dialog acts
Each utterance is classified into a dialog act to label
the corpus in terms of dialog acts using a schema
and classifier presented in (Galland et al., 2024a)
and derived from (Malhotra et al., 2022). Patient’s
utterances are classified into nine different dialog
acts presented in Table 1, and therapist’s utterances
are separated into 13 different dialog acts presented
in Table 2. There are 22 dialog acts in total; some
of these dialog acts are oriented towards change
("Changing unhealthy behavior", "Sharing posi-
tive feeling or emotions") while others are oriented
towards sustain ("Sustaining unhealthy behavior",
"Sharing negative feeling or emotions"). The clas-
sifier is based on a few-shot prompting of Mistral
7B instruct, an open-source LLM, and yields an F1
score of 0.69 for the client and 0.7 for the therapist,
which is equivalent to state-of-the-art results for
such task (Malhotra et al., 2022).

3.2 Patient types

Patients in MI may manifest diverse reactions con-
cerning their readiness to alter behaviors. Pa-

Definition
Changing
unhealthy behavior

The patient explicitly expresses their willingness to change

Sustaining
unhealthy behavior

The patient explicitly expresses their unwillingness to change

Sharing negative
feeling or emotion

The patient shares a negative feeling or vision of the world

Sharing positive
feeling or emotion

The patient shares a positive feeling or vision of the world

Realization or
Understanding

The patient realizes or understand something about their problem

Share personal
information

The patient shares factual personal information about their situation
or background

Greeting or Closing The patient opens or closes the conversation
Backchannel The patient acknowledges that they heard the last therapist’s statement
Asking for medical
information

The patient asks for medical information

Table 1: List and definitions of patient’s dialog acts
(Malhotra et al., 2022; Galland et al., 2024a)

Definition
Task oriented Dialog acts

Ask for consent
or validation

The therapist checks that their last statement was correct or
that the patient consented to move forward

Medical
Education
and Guidance

The therapist provides the patient with medical or therapeutic facts

Planning with
the patient

The therapist builds a plan with the patient to modify
their unhealthy behavior/thoughts

Give Solution The therapist provides the patient with solutions to solve their problem
Ask about
current
emotions

The therapist asks the patient what they are feeling during the therapy session

Invite to shift
outlook

The therapist asks the patient to imagine their reaction to a future event or
to change their perspectives on a past even

Ask for
Information

The therapist asks the patient factual information
about their background or situation

Reflection The therapist summarizes or reformulates the patient statement without judgment
Socially oriented Dialog acts

Empathic
reaction

The therapist expresses empathy to the patient

Acknowledge
progress and
encourage

The therapist praises the patient for their achievements or encourages them

Backchannel The therapist acknowledges that they heard the last patient’s statement
Greeting or
Closing

The therapist open or closes the conversation

Experience
Normalization
and Reassurance

The therapist normalizes the patient experience and reassure them

Table 2: List and definitions of therapist’s dialog acts
(Malhotra et al., 2022; Galland et al., 2024a)

tients engaged in MI sessions may be classified
into distinct types, as outlined in (Galland et al.,
2024a), categorized as Open-to-Change, Receptive,
or Resistant-to-Change:

• Open-to-Change: These patients are more
willing to alter unhealthy behaviors.

• Resistant-to-Change: Patients in this cate-
gory are inclined to maintain unhealthy behav-
iors.

• Receptive: Characterized by initially display-
ing low motivation to change, receptive pa-
tients transition towards a high motivation to
change their unhealthy behaviors towards the
end of the conversation.

These typologies capture variances in both patient
and therapist behavior (Galland et al., 2024a). Con-
sequently, the ability to simulate these three distinct
patient types would be advantageous for training
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Figure 1: Local (therapist DA to patient DA) patterns in
the HOPE dataset.
A pattern is a sequence of dialog acts that appear at least
twice in the dataset. The width of the lines is propor-
tional to the number of occurrences of the patterns in
the dataset.

our virtual therapist’s dialog model in subsequent
stages.

Patients tend to gravitate towards or away from
change during a dialog, influenced by their types.
This sets a broad (or seasonal) trend in the evo-
lution of dialog acts, with an average increase or
decrease in change-oriented and sustain-oriented
dialog acts, representing the user’s inherent goal.
Concurrently, we observe specific local patterns
in dialog acts, where certain therapist utterances
are often followed by particular patient responses
(see Figure 1). For instance, an empathic reaction
from the therapist often leads to sharing personal
information or the patient’s negative feelings. Con-
sequently, our dialog manager must be capable of
capturing both the global trends in dialog acts and
these localized patterns.

3.3 Patient simulation

We aim to develop a patient simulation capable
of generating natural and coherent actions akin
to an actual patient’s without exactly copying the
corpus, thus creating novel data. To this intent,
we propose to simulate the patient by combining a
dialog manager that selects the next dialog act and
a conditioned LLM that generates the associated
utterance. This paper focuses on the development
and evaluation of the dialog manager (see Fig.2).

The conditioned utterances are generated

Figure 2: Patient simulation approach

through Mistral 7B instruct, an open-source large
language model that can be run offline. Using a few
shot-learning techniques, the model is prompted to
act as a patient in an MI simulation and to perform
a given dialog act. The definition of the dialog
act, as well as some examples, are provided in
the prompt. The associated prompt is available in
Appendix A.1, and the related code is available
on Github1. Examples of generated utterances are
visible in Appendix A.2. This generation method
was validated in (Galland et al., 2024b). The gen-
erated utterances are correctly classified into the
instructed dialog acts. Moreover, utterances gener-
ated with the ground truth dialog act condition are
perceived as more coherent and natural than those
generated by an unconditioned LLM (presented
in Section 6.1), motivating the development of a
dialog manager that produces appropriate dialog
acts to condition the LLM. In the following of this
paper, we focus on presenting our dialog manager
and its evaluation.

4 Dialog Manager

In this section, we discuss the architecture of our di-
alog manager that selects the next dialog act given
the context (see Fig. 2).

4.1 DA2Vec

We introduce DA2Vec, leveraging a Word2Vec ap-
proach (Mikolov et al., 2013), to represent dialog
acts. Each dialog act is encoded as a vector within
a latent space, facilitating proximity for dialog acts
frequently occurring together in conversations. Our
model employs a window size of 3 and an embed-
ding dimension of 8.

4.2 Global Model Architecture

The global model architecture, depicted in Figure
3, operates on three types of input: the last three
speaking turns in transcript (Text) form, the 20
most recent speaking turns in dialog act (DA) form
and the type of user to simulate (akin to its goal).

1https://github.com/l-Galland/Patient_simulation
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Figure 3: Dialog manager architecture

Textual data undergoes embedding using the Nomic
embedding’s text model version 1.5 (Nussbaum
et al., 2024). The DA context is embedded through
DA2Vec and further processed using Autoformer
(Wu et al., 2021), a transformer-based architecture
adapted for time series forecasting tasks. Auto-
former aims to disentangle seasonal trends from lo-
cal patterns, aligning with our context where global
trends and local dialog patterns influence patient
outcomes (see Section 3.2). Autoformer also takes
the type of patient to simulate as a static categorical
variable as input.2 The produced embedding is pro-
cessed by linear layers, contained, and classified by
two linear layers interposed with a Gelu activation
function and dropout layer. We train the model for
150 epochs with a learning rate of 1e-4, utilizing an
Adam optimizer and a OneCycleLR scheduler. We
use the sum of the cross entropy loss as a loss func-
tion for the final classification and reconstruction
loss in the Autoformer’s output.

5 Definition of Evaluation Metrics

Assessing the performance of simulated users
presents a challenge, as the objective is to gen-
erate behavior that aligns with real patient behavior
while also introducing novel interactions. The aim
is not to precisely replicate patient behavior but to
produce novel data. Consequently, a comprehen-
sive analysis should involve multiple measures to
evaluate the effectiveness of simulated users. These
problems are similar to those encountered in rec-

2https://github.com/l-Galland/
UnexpectedRelevantUserSimulation

ommender systems evaluation, where the goal is
to recommend diverse, novel, and relevant items to
a particular user. Metrics such as diversity, unex-
pectedness, relevance, or serendipity are commonly
used to address these challenges (Kaminskas and
Bridge, 2016). Here, we propose translating these
measures to the realm of user simulation.

5.1 Accuracy

Accuracy serves as a conventional metric for ap-
praising simulated users. High accuracy suggests
that the generated behaviors closely resemble real
users, demonstrating consistency across a substan-
tial portion of the dataset. We use the macro F1
score to account for unbalanced classes in our
dataset.

5.2 Diversity

In addition to accuracy, the behaviors generated
by simulated users must exhibit diversity, ensuring
that trained models encounter a broad spectrum of
dialog acts. We propose employing the Simpson in-
dex (Simpson, 1949) to quantify diversity. This in-
dex assesses the likelihood that the model generates
the same dialog act given two randomly selected
contexts from the dataset, defined as λ =

∑Nda
i=1 p2i .

Here, NDA represents the number of distinct
dialog acts, and pi denotes the proportion of dialog
acts i. The Simpson index ranges from 1

NDA
to

1, with lower values indicating greater diversity in
generation.

5.3 Unexpectedness

The unexpectedness captures how far the gener-
ated dialog act is from the target dialog act, hence
how expected the generated data is. If the gen-
erated selected data is really different from the
target, then the unexpectedness is high. Unex-
pectedness is traditionally gauged by the Cosine
Similarity of a recommended item i with histor-
ical interactions H . Adapting this concept, we
compute the Cosine Similarity of the Da2Vec rep-
resentation (see Section 4.1) of the generated di-
alog act DAg and the expected target dialog act
DAt: Unexpectedness(DAg |DAt) = CosineSimilarity(
DA2Vec(DAg), DA2Vec(DAt))

5.4 Relevance

For recommender systems, the relevance of a pro-
posed item is binary and based on user interactions.
The relevance is 1 if the user interacts with the pro-
posed item and 0 otherwise. However, determining
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the relevance of a dialog act is more nuanced. It
isn’t easy to assess a dialog act’s relevance without
the associated utterance. Moreover, the patient sim-
ulation output is an utterance generated from the
dialog act (see Figure 2). Therefore, the generated
utterance should be relevant, i.e., fit well with the
context and be syntactically correct. Each utter-
ance is rated in coherence and syntactic correctness
with a score between 0 and 1. Automatic measures
of syntactical correctness and coherence of utter-
ances have been shown not always to be correlated
with subjective measures(van der Lee et al., 2021).
Therefore, we present two ways to measure syntac-
tical correctness and coherence: automatically and
subjectively.

5.4.1 Automatic measures
We measure the coherence and syntactic correct-
ness of the generated dialog acts automatically us-
ing the framework Unieval (Zhong et al., 2022).
This framework was developed to uniformize the
evaluation of natural language generation. It eval-
uates generated utterances given a dialog context
into five dimensions: naturalness, coherence, en-
gaging, understandability, and groundedness. We
measure syntactic correctness through naturalness.
Naturalness and coherence are the two most impor-
tant dimensions for patient-simulated utterances.
Indeed, patients ought to be natural and coherent in
their discourse. However, they are not necessarily
engaging or understandable and do not have any
particular information to be grounded. We gen-
erate an utterance using the method presented in
Section 3.3 for each predicted dialog act in the test
set. Using the Unieval framework, we attribute a
naturalness and coherence score to each utterance.

5.4.2 Subjective measures
Another way to measure naturalness and coher-
ence is through subjective measures. We select
27 ground truth utterances, and their context (2
preceding turns of speech of the HOPE database),
which represent the different possible dialog acts
evenly. The utterances are transformed into audio
using the Bark TTS (Charles, 2024). We transform
the utterances into audio for subjective evaluation
as the contexts are transcribed from face-to-face
interactions, and such utterances are not consis-
tently evaluated by crowdsourced when prompted
as transcripts (Galland et al., 2024b). We recruited
30 participants per condition to evaluate 27 stim-
uli. 2 attention checks were performed at one-third

and two-thirds of the task. The participants with
English as a primary language and an approval
rate higher than 99% are recruited and rewarded
through the Prolific platform (Prolific, 2023). Sam-
ple audio is available on OSF3. To evaluate nat-
uralness, participants rate their perception of the
quality of the synthesized voice and of the wording
of the utterance on two items of the Godspeed scale
(Bartneck et al., 2009), from 1 (Fake) to 7 (Natural)
and from 1 (Machine-like) to 7 (Human-like). Co-
herence is evaluated by asking participants to rate
their agreement on a 7-step Likert scale with the
following statements derived from a questionnaire
proposed in (Fitrianie et al., 2020) to standardize
virtual agents’ evaluation: "The sentence fits har-
moniously into the surrounding context." and "The
sentence does not make sense." The participants
answered the questions through a website derived
from WebMushra (Schoeffler et al., 2018).

5.5 Serendipity

While accuracy and diversity are essential, the abil-
ity to generate novel behaviors that are both unex-
pected and relevant is equally crucial. In recom-
mendation systems, this concept is encapsulated by
the serendipity (Ge et al., 2010), defined as discov-
ering unforeseen yet relevant items. In our context,
serendipity pertains to generating dialog acts that
deviate from the corpus while remaining coherent
and natural patient behavior, particularly facilitat-
ing novel behavior for dialog model training.

We define the serendipity of a generated dialog
act DAg given context c and the associated target
dialog act DAt from the dataset as:

Serendipity(DAg |c,DAt) = Unexpectedness(DAg |DAt)

∗ (Naturalness(DAg |c) + Coherence(DAg |c))

2
(1)

Here, unexpectedness quantifies the distance of
the generated dialog act DAg relative to the ex-
pected target dialog act DAt, while naturalness
and coherence assess the appropriateness of the
utterance generated with DAg given context c.

6 Evaluation

6.1 Baseline

As a baseline for our evaluation, we employ a non-
conditioned Large Language Model (LLM) tasked
with responding as the patient. The LLM, Mistral

3https://osf.io/4mt7s/
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7B instruct, is prompted to act as a patient in an
MI session and to produce the next utterance given
the context. The associated prompt is visible in
the appendix and the related code on Github4. The
resulting utterances are then classified into dialog
acts using the classifier presented in (Galland et al.,
2024a) and Section 3.1.1.

6.2 Results
Measures values on the test set are visible in Table
3. We compute the average value of each metric
as well as the 95% confidence interval. The unex-
pectedness, naturalness, coherence, and serendip-
ity measures are averaged only on the utterances
where the predicted dialog act differs from the tar-
get dialog act to evaluate how natural, coherent,
and unexpected novel data is. We performed an
ablation study to study the impact of the dialog
act and text inputs with two models: one using
only text input and one using only DA and types as
inputs.

We found that the baseline model tends to be
more accurate than our model and its ablations.
However, the accuracy achieved by the Full Model
and the ablation OT, taking text as input, is compa-
rable to the baseline’s. The ablation ODA, taking
only dialog acts as input, is significantly less ac-
curate than the Full Model, the Baseline, and the
ablation OT, highlighting the importance of text in-
put for predicting the next dialog act. While adding
dialog acts in addition to text (Full model) seems
to improve accuracy, the results are not significant.
All of our models are significantly more diverse
and unexpected than the baseline. However, the
automatic measure of naturalness and coherence
does not indicate any differences between condi-
tions. The measure of naturalness and coherence
performed with Unieval is mainly impacted by the
context and not the targeted utterances. Therefore,
we compute subjective naturalness and coherence
as described in Section 5.4.2. We recompute the
measures on a subset of the test set used for sub-
jective measures, composed of 27 utterances (see
Table 4). The measures are computed for the LLM
Baseline, our model, and the text ablation. For ev-
ery condition, we have a set of identical utterances,
as the predicted dialog acts were the same. The
subjective naturalness and coherence ratings are
corrected to have the same average on the com-
mon utterances to account for differences between

4https://anonymous.4open.science/r/Patient_simulation-
3DE3/README.md

groups of participants. The models have no sig-
nificant differences in naturalness and coherence
(Baseline, ablation OT, and Full model).

6.3 Discussion

Using our proposed metrics, we were able to high-
light differences between models that are not cap-
tured by traditional metrics. Indeed, although all
text-based models achieve similar accuracy in di-
alog act prediction, significant differences are ob-
served in other metrics. The baseline, an LLM gen-
erating the next utterance based on the context, is
significantly less diverse than our proposed model.
This highlights that LLMs produce data that, al-
though of high quality (good accuracy), represents
an average of the data used to train them. Conse-
quently, they make data similar to what an aver-
age user would generate, diminishing the diversity
of produced dialog acts. They always tend to an-
swer the same way, whereas our proposed method
can generate dialog acts across the entire spectrum
of possible dialog acts with more diversity. Sim-
ilarly, when the baseline differs from the target,
it produces dialog acts that are significantly more
expected than our proposed method. This under-
scores the quality of the data generated by LLMs
as they remain close to the target dialog act, even if
it is not the targeted one. However, unexpectedness
can be beneficial if it is also natural and coherent,
which is why we compute serendipity. The utter-
ances generated with the dialog acts predicted by
our Full Model tend to be subjectively rated on aver-
age as less natural and coherent than those from the
baseline. The difference in the subjective natural-
ness and coherence values is not significant, so no
conclusion can be drawn. However, the serendip-
ity of our Full Model is significantly higher than
the baseline, meaning that when the dialog acts
produced by our model are unexpected, they are
also natural and coherent. In contrast, unexpected
dialog acts produced by the baseline are not as nat-
ural and coherent. This underlines our model’s
ability to create novel data that is also natural and
coherent. In contrast, the baseline performs well
in replicating data but struggles to generate novel,
unexpected, natural, and coherent data. All these
results highlight the averaging quality of LLMs,
whereas our model, trained on target dialog data,
better understands the structure of the dialog and
can generalize. Our model allows us to explore
user’s reactions that are absent from the data but
still natural and coherent,. The ablation study high-
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Model F1 score Diversity Unexpectedness Automatic Coherence Automatic Naturalness Serendipity
Baseline (LLM) 0.40[0.35, 0.44] 0.23[0.21, 0.24] 0.57[0.54, 0.60] 0.83[0.82, 0.85] 0.92[0.91, 0.93] 0.31[0.29, 0.33]
Ablation Only DA (ODA) 0.20[0.18, 0.22] 0.18[0.18, 0.19] 0.65[0.62, 0.67] 0.86[0.85,0.87] 0.93[0.92,0.93] 0.58[0.55,0.60]
Ablation Only Text (OT) 0.35[0.32, 0.37] 0.16[0.15, 0.16] 0.70[0.67, 0.73] 0.86[0.84,0.87] 0.93[0.92,0.93] 0.62[0.59,0.65]
Full model (input Text + DA + Type) 0.37[0.34, 0.39] 0.16[0.15, 0.16] 0.66[0.63, 0.69] 0.86[0.84, 0.87] 0.93[0.92, 0.94] 0.59[0.56,0.62]

Table 3: Measures value on the test set of HOPE. The 95% confidence intervals are computed using the bootstrap
method and 1000 runs (Efron and Tibshirani, 1994). Results in bold are significantly better than the Baseline.

Model F1 score Diversity Unexpectedness Subjective Coherence Subjective Naturalness Serendipity
Baseline (LLM) 0.43[0.27, 0.60] 0.26[0.20, 0.33] 0.48[0.29, 0.65] 0.75[0.70,0.80] 0.72[0.68, 0.76] 0.36[0.25, 0.46]
Ablation Only Text (OT) 0.44[0.30, 0.60] 0.19[0.15, 0.24] 0.54[0.36, 0.71] 0.67[0.62, 0.70] 0.66[0.60,0.71] 0.55[0.46, 0.61]
Full model (input Text + DA + Type) 0.44[0.29, 0.59] 0.19[0.15, 0.25] 0.54[0.38, 0.73] 0.69[0.63,0.75] 0.75[0.63,0.81] 0.60[0.51,0.69]

Table 4: Measures value on 27 utterances of the test set of HOPE. The 95% confidence intervals are computed using
the bootstrap method and 1000 runs (Efron and Tibshirani, 1994). Results in bold are significantly better than the
Baseline.

lights the importance of text inputs for predicting
the next dialog act. Indeed, the context captures
substantial information relevant to dialog act pre-
diction. Using dialog acts alone (ablation ODA)
does not adequately capture the dynamics of the
dialog, resulting in less accurate predictions. While
including dialog acts and text inputs shows a pos-
itive tendency to improve prediction accuracy in
the Full Model over the ablation OT, the results are
not significant. The serendipity of the Full Model
also tends to be better than the serendipity of the
ablation OT. In some instances, dialog act infor-
mation could be beneficial for deciding between
multiple possible dialog acts, which explains the
observed positive tendency in accuracy. The Full
Model might also have learned to reproduce the
patterns in the data, which improves the natural-
ness and coherence, the newly generated data, and
the accuracy. This suggests that using dialog acts
as input to the Full Model in complement of the
text improves comprehension of the structure of
the dialog. These results validate our model for
patient simulation and highlight the advantages of
looking beyond the accuracy metric. Indeed, they
show that while our baseline is closer to the original
utterances, our proposed model can create novel,
syntactically and contextually correct data.

7 Conclusion

In this paper, we propose a dialog manager archi-
tecture and introduce comprehensive evaluation
metrics tailored to open-ended dialog user sim-
ulation to address the simulation of MI patients
and their evaluation. Our contributions include
the development of a dialog manager capable of
simulating natural, coherent, and diverse patient
behaviors, leveraging a combination of text and

dialog act inputs. We have also proposed a set of
evaluation metrics—accuracy, diversity, unexpect-
edness, naturalness and coherence, and serendip-
ity—that provide a more complete assessment of
simulated user performance than traditional accu-
racy measures. These measures have demonstrated
the effectiveness of our approach in generating di-
verse, unexpected, natural, and coherent patient
behaviors compared to a baseline LLM model. Our
model’s ability to capture and generalize from ther-
apy data while generating novel interactions high-
lights its potential for training dialog models in
mental health therapy settings. Our findings under-
score the significance of looking beyond conven-
tional metrics and adopting a more comprehensive
approach to evaluating simulated users. By fo-
cusing on diversity, unexpectedness, naturalness,
and coherence, we can ensure that simulated users
replicate existing behaviors and generate novel and
meaningful interactions, enhancing their effective-
ness as tools for supporting mental health therapy.
One limitation of our study is the absence of eval-
uation through interactive sessions, which neces-
sitates the development of a therapist MI dialog
model. Additionally, the naturalness and coherence
metrics rely on the generated utterances, potentially
susceptible to the methodology employed for ut-
terance generation. Nevertheless, the consistent
use of the same Large Language Model (LLM) as
both the baseline and the generation method miti-
gates this concern, utilizing highly similar prompts.
A stronger baseline, such as GPT-4, would also
strengthen these results. Finally, conducting sub-
jective naturalness and coherence measurements
on a larger number of utterances and participants
would further validate our findings, enabling the
detection of significant differences.
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A Appendix

A.1 Utterance generation prompt
The condition utterances are generated through the
prompt visible in Table 5

A.2 Utterance generation examples
Examples of generated utterances are in Table 6).
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Condition Prompt

Base

You are a patient talking with a therapist. Your task is to generate the patient’s next utterance.
The dialog is happening orally, use a oral style language with hesitation, repetition, and deviation.
You will only respond with one patient’s utterance. Do not provide explanations or notes.
Make only one proposition.
The response must be short, no more than 2 or 3 utterances.

Unconditioned

Base prompt +
{Utterance examples}
<<<
Context : {context}
Generate the patient’s next utterance
>>>
Patient’s utterance:

Dialog act
conditioned

Base prompt +
{Utterance examples with corresponding dialog act}
<<<
Context: {context}
Generate the patient’s next utterance with the intent: {intent}
>>>
Patient’s utterance:

Table 5: Prompts template for each of the two conditions
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Table 6: Examples of generated utterances in each condition given their context
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Abstract

Hedges allow speakers to mark utterances
as provisional, whether to signal non-
prototypicality or “fuzziness”, to indicate a lack
of commitment to an utterance, to attribute re-
sponsibility for a statement to someone else, to
invite input from a partner, or to soften critical
feedback in the service of face-management
needs. Here we focus on hedges in an exper-
imentally parameterized corpus of 63 Road-
runner cartoon narratives spontaneously pro-
duced from memory by 21 speakers for co-
present addressees, transcribed to text (Galati
and Brennan, 2010). We created a gold stan-
dard of hedges annotated by human coders
(the Roadrunner-Hedge corpus) and compared
three LLM-based approaches for hedge detec-
tion: fine-tuning BERT, and zero and few-
shot prompting with GPT-4o and LLaMA-3.
The best-performing approach was a fine-tuned
BERT model, followed by few-shot GPT-4o.
After an error analysis on the top performing
approaches, we used an LLM-in-the-Loop ap-
proach to improve the gold standard coding, as
well as to highlight cases in which hedges are
ambiguous in linguistically interesting ways
that will guide future research. This is the first
step in our research program to train LLMs to
interpret and generate collateral signals appro-
priately and meaningfully in conversation.

1 Introduction

The virtuosity of LLMs such as ChatGPT has led
some to the impression that AI already converses
(or will soon be able to converse) as people do. But
as language users, LLMs and humans are quite dif-
ferent. The underlying foundations for learning by
these distinct kinds of language users share little
in common: Humans learn as infants to interact
with others well before they learn their first words,
and once word learning begins, they can pick up a
new word in one or just a few exposures, whereas
LLMs are pre-trained on humanly unfathomable
quantities of text without ever learning to inter-

act. Transformer-based chat programs can generate
paragraphs-worth of text remarkably well without
modeling the coordination between agents–but is
this conversation?

Whether a sequence of prompts and responses
exchanged in a dialogue between an LLM agent
and a human counts as truly (rather than superfi-
cially) “conversational” depends on how conver-
sation is conceptualized. Conversation is often
presumed to be the passing back and forth of mes-
sages (a “message model”); but that does not ex-
plain phenomena common to spontaneous conver-
sation such as incremental turns, clarifications, and
repair. Here we conceptualize conversation as a
collaborative process of grounding meanings (seek-
ing and providing evidence) during which two or
more partners signal, coordinate, and align their
beliefs or cognitive states (Brennan, 2005; Clark
and Wilkes-Gibbs, 1986). This leads to a broader
research agenda that we hope will push genera-
tive AI to model phenomena such as a partner’s
knowledge or theory of mind, mutual beliefs or
common ground, as well as when to take initiative
in a dialogue.

The main contributions of this work include:
(i) After grounding the project in psycholinguistic
theory (Section 2) and related work (Section 3), we
present the Roadrunner-Hedge Corpus (Section 4),
a corpus of spontaneous face-to-face narratives an-
notated for hedging.1

(ii) We describe a set of experiments on this corpus
using zero-shot, few-shot, and fine-tuning methods
on modern LLMs (Section 5).
(iii) We perform a detailed error analysis pinpoint-
ing where LLMs fail in detecting hedges (Sec-
tion 6). With this analysis, we take an LLM-in-
the-Loop approach to correcting gold annotations,
reducing errors in our top performing systems.

We conclude with a discussion and implications
of our results in Section 7, limitations and the future

1
https://github.com/cogstates/hedging
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of our work in Section 8, and a final summary of
our salient contributions in Section 9.

2 Theoretical Foundations from
Psycholinguistics

In conversation, people communicate not only
about the purpose or topic at hand, but they also
communicate meta-information about what they’re
saying within the context of interaction, or col-
lateral signals (Clark, 1996). Along with pro-
viding evidence for grounding in conversation,
about whether a prior turn has been understood
as intended (Clark and Brennan, 1991), collateral
signals can also provide information about the
speaker’s relationship with the content of their mes-
sage—how confident they are in what they are say-
ing, whether it is difficult to recall or express, and
whether they would welcome input from their part-
ner. In this project, we focus on a particular kind
of collateral signal used for coordination, hedges.

2.1 Why Speakers Hedge

There have been several proposals for why speakers
hedge. Hedges have been claimed to characterize
powerless “feminine” language (Lakoff, 1973) or
to serve a politeness function by minimizing threat
to a partner’s “face” (Brown and Levinson, 1987);
see also (Fraser, 2010). Hedges have also been
thought to convey a certain “fuzziness” of category
membership when a speaker means to describe a
non-prototypical member of a category (e.g., a pen-
guin belonging to the bird category; Lakoff, 1975).
Prince et al. (1982) suggested that hedges play two
functions: First, to make propositional content less
exact (approximators, e.g. “sort of”) and second, to
change the relationship a speaker has to the content
of their message (shield hedges). Shield hedges are
further divided into plausibility shields that signal
a lack of commitment to the content of a message
(“I think his feet were blue,” Prince et al., 1982, p.
5), and attribution shields that assign responsibility
for a message to a source other than the speaker
or writer themself (“According to her estimates...”
Prince et al., 1982, p. 13).

Several experimental studies have demonstrated
how hedges can convey speakers’ commitment to
what they are saying. For example, in a question-
answering task, people trying to recall the an-
swers to trivia questions produced more disfluen-
cies, longer latencies, more rising intonation, and
more expressions of doubt when they reported hav-

ing a low feeling of knowing about an answer. This
metacognitive information was confirmed to be ac-
curate when compared to the ground truth in the
form of their answer to the same (multiple-choice)
question later (Smith and Clark, 1993). Not only
are hedges informative as collateral signals about
what a speaker knows, but they are accurately inter-
preted as such by listeners (Brennan and Williams,
1995).

That hedges function as interactional signals in
extended dialogue is evident from studies of ref-
erential communication. Typically in such stud-
ies, two partners who can’t see each other con-
verse in order to arrange and rearrange duplicate
sets of objects in matching orders, with the objects
needing to be distinguished from similar objects or
consisting of Tangrams (abstract geometric shapes
unassociated with any conventional or lexicalized
labels). Hedges are common in initial referring
expressions, where they tend to appear in wordy,
disfluent, and often tentative descriptions, and then
they drop out in repeated referring expressions once
partners have reached a shared conceptualization
for that object (marked by entrainment, or re-using
the same shortened referring expression) (Brennan
and Clark, 1996; Galati and Brennan, 2021), as in
this sequence of repeated references to the same
object over multiple rounds (adapted from Brennan
and Clark, 1996, p. 1488):

Round 1: “a car, sort of silvery purple colored”
Round 2: “purplish car going to the left”

. . .
Round 5: “the purple car”

In another study that required triads of strangers
to reach consensus while recalling the events from a
movie clip that they had watched earlier, the speak-
ers often hedged their contributions to the conversa-
tion, presumably to mark a lack of certainty about
an utterance and an openness to being corrected by
their partners (Brennan and Ohaeri, 1999). For ex-
ample, from a triad that communicated by speaking
face-to-face:

Yeah, they were sitting around the fire-
place in the night... sort of like a bedtime
story kind of thing

People who did the same task by texting rather than
speaking used fewer words, but still hedged:

We all agree it was a wreathy thingy on
his neck???
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2.2 How Listeners React to Hedges

Hedges convey meaningful information that can
affect listeners’ subsequent behavior; a handful of
psychological studies have measured the impacts
of hedges on listeners. For example, children ex-
posed to new words from a speaker who hedged
learned fewer novel words compared to children
exposed to a speaker who did not hedge (Sabbagh
and Baldwin, 2001). Listeners rated utterances as
more uncertain when they included shield hedges
(e.g., “I think it was a mug”), and these ratings
were related to speakers’ ratings of their own uncer-
tainty in identifying an image (Pogue and Tanen-
haus, 2018). Moreover, addressees in a referential
communication task expended more effort while
grounding (they produced more low-confidence re-
sponses such as clarification questions) to demon-
strate understanding when the speaker’s description
had contained a hedge (Dahan, 2023).

Hedges also influence which details are retold to
another person; in one study, hedged details were
less likely to be repeated to another addressee as
compared to unhedged details (Liu and Fox Tree,
2012), although in the same study, hedged infor-
mation presented in a story was more likely to be
remembered by listeners; this was thought to stem
from deeper engagement with hedged information
when it was first presented (Liu and Fox Tree,
2012). And in tutoring dialogues, where face man-
agement can be particularly important, students
were more successful at solving problems when
their peer tutors used hedges (Madaio et al., 2017).

3 Related Computational Work

3.1 Hedging

Several research programs have examined hedges
and the criteria for coding them, with computa-
tional goals that include automatic hedge detection.
Hedging is domain-specific, meaning that their
forms and frequencies vary across corpora; they
are also context-specific, as they cannot be iden-
tified accurately simply by searching for strings
(Prokofieva and Hirschberg, 2014). Hedges are dis-
tributed differently within different corpora (ibid).

Hedges are often ambiguous and difficult to code
in the absence of dialogue context. In “I think it’s
a little odd,” I think is often a hedge, but might
not be when proffered in response to a question
(“So what do you think?”). Hedges in spoken ut-
terances may be disambiguated by stress and other
intonational cues, as in “I think he’ll win!” (not a

hedge) vs. “I think he’ll win?” (a hedge). Previous
work found many cases of tokens that can serve as
hedges as well as non-hedges, with systematic tests
for coders to use in annotating them for gold stan-
dards (Prokofieva and Hirschberg, 2014; Ulinski
and Hirschberg, 2019; Ulinski et al., 2018).

The coding of hedges is complicated by the
fact that in spoken dialogue, they often co-occur
with speech disfluencies. In some contexts, it may
be difficult to distinguish these two kinds of sig-
nals (Prokofieva and Hirschberg, 2014), particu-
larly since listeners can use disfluencies in much
the same way they can use hedges to draw con-
clusions about the speaker’s mental state (Arnold
et al., 2003, 2007)

A strong motivation for computational work on
hedging comes from work on computer-assisted
learning by Cassell and colleagues, specifically
tutoring dialogues (Abulimiti et al., 2023a,b;
Raphalen et al., 2022). Most similar to our work
is Raphalen et al. (2022), where the authors pro-
pose a model that combines rule-based classifiers
and machine learning models with interpretable
features such as unigram and bigram counts, part-
of-speech tags, and LIWC categories to identify
and classify hedge clauses. Our work differs in
two major ways: first, our work operates on the
token level rather than on the clause level. Token
level classification makes possible a truly end-to-
end approach (classifying all hedge and non-hedge
tokens in utterances). Second, we include experi-
ments with modern LLMs and offer a detailed error
analysis into their mistakes; stemming from this er-
ror analysis, we use an LLM-in-the-Loop approach
(Dai et al., 2023) to correcting gold standard hedge
codings.

3.2 Belief

Hedging and the notion of belief (how committed
the speaker is to the truth of an event) are closely
related; hedges are often used by speakers to indi-
cate a lack of belief or commitment towards what
they say. Ulinski et al. (2018) improved belief
classification using a hedge detector, yielding an
improvement for the non-committed and reported
belief labels.

Corpora Several corpora have been created that
annotate the author’s degree of belief (Diab et al.,
2009; Prabhakaran et al., 2010; Lee et al., 2015;
Stanovsky et al., 2017; Rudinger et al., 2018;
Pouran Ben Veyseh et al., 2019; Jiang and de Marn-
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Hedge Type Example(s)
Like (not used as a simile, verb, or comparison) "and then he like went over by..."
You know (not to communicate another’s knowledge or as a discourse marker) "and you know as he’s falling down"
Just (not used to mean "only") "he just jolts away"
Approximators/Rounders "kind of", "about"
Proxies (for a detail the speaker cannot or chooses not to recall) "thing," "whatever," "or something," "and everything"
Morpheme suffixes to content words "circley," "springy"
Expressions of doubt attached to claims; self-speech "I don’t know," "maybe," "I guess," "what’s it called?"
Tag questions and try markers "he’s standing there, right?"

Table 1: Coding scheme used to mark hedges in corpus.

effe, 2021). There are two corpora that further
annotate nested beliefs of the sources mentioned in
the text: FactBank (Saurí and Pustejovsky, 2009)
and the Modal Dependency corpus (Yao et al.,
2021).

Machine Learning Approaches Modern neural
methods for belief detection include LSTMs with
multi-task or single-task approaches (Rudinger
et al., 2018), using BERT representations along-
side a graph convolutional neural network (Pouran
Ben Veyseh et al., 2019), or fine-tuning BERT with
a span self-attention mechanism Jiang and de Marn-
effe (2021). Recent state-of-the-art work finds that
fine-tuning RoBERTa (Murzaku et al., 2022) or
fine-tuning Flan-T5 (Murzaku et al., 2023) yields
the best performance on most corpora. For the label
Underspecified (or, corresponding to no commit-
ment and/or a hedge), these modern methods yield
f-measures in the low to high 80s. We also have
prior work exploring multi-modal approaches to
belief detection (Murzaku et al., 2024).

4 The Roadrunner-Hedge Corpus

For training and testing, we obtained a corpus
(Galati and Brennan, 2010) of spontaneous nar-
ratives produced from memory by 20 speakers who
had watched a Roadrunner cartoon. Each speaker
narrated the story face-to-face to an audience, a
total of three times: first to a naïve addressee, a
second time to the same addressee, and a third
time to a new naïve addressee (with the latter two
episodes counterbalanced for order). The origi-
nal experiment was designed to detect differences
in collateral signals (intelligibility vs. attenua-
tion of speech and gestures) stemming from the
speaker’s vs. the addressee’s knowledge states–that
is, whether the story was new for the speaker (told
for the first time) vs. old (retold), compared to
the addressee’s knowledge state (new vs. heard
for the second time). Findings included that the
attenuation of both referring expressions (Galati

and Brennan, 2010) and gestures (Galati and Bren-
nan, 2014) were driven by both speakers’ and ad-
dressees’ knowledge states–that is, shortened upon
retelling the story to the same addressee, but length-
ened upon retelling to a new addressee.

Gold Standard Coding. The original corpus
transcribed the spontaneous narratives in detail,
including speaking turns and disfluencies (for de-
tails, see Galati and Brennan, 2010), segmented
into lines by installments that corresponded to nar-
rative elementss in the cartoons. We annotated
hedges on the original Roadrunner corpus to cre-
ate the gold standard for hedge training and de-
tection (the Roadrunner-Hedge corpus; see https:
//github.com/cogstates/hedging for the anno-
tation codebook).

The Roadrunner-Hedge corpus is distributed as
a csv file. It is structured as a total of 5,508 lines,
over a quarter of which (N=1424) include one or
more hedges. The first author annotated hedges
in the corpus as in Table 1. Although disfluencies
such as fillers (uh, um) and re-starts can function as
hedges, we made a principled decision to not code
them as such; hedges in our corpus are presumed
to be shaped by the speaker’s intention, whereas
disfluencies are not necessarily under a speaker’s
control as a communicative signal, but may reflect
difficulties in speaking (Grice, 1957; Clark, 1994).
Overall word counts for hedges and non-hedges
are 1,728 and 38,018 words respectively. Most
hedges are one word, but a few cases contain many
words. For each line in the csv file (corresponding
to a narrative element), hedges are listed (separated
by commas) in an adjacent cell. Each line has an
average of 0.33 hedges.

Inter-Rater Reliability. To compute inter-rater
reliability, a trained research assistant coded 7
randomly-selected transcripts with no overlapping
speakers (10% of the corpus). We calculated Co-
hen’s Kappa from each word marked as a hedge
within each transcript. There was high agreement
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between coders, with κ = 0.985.

Corpus Analysis. The Roadrunner-Hedge cor-
pus, like the tutoring dialogues used by Abulimiti
et al. (2023b); Raphalen et al. (2022), has fewer
cases with hedges than without, but with more
hedges per segment overall (25.85% of lines vs.
14.26% of turns respectively).

Over the three versions of the cartoon story pro-
duced by each speaker, hedges were most frequent
in the first telling when the story was new to both
speaker and addressee and least frequent when told
to the same addressee a second time, consistent
with the original findings from Galati and Brennan
that collateral signals are affected by the knowledge
states of both speaker and addressee.

5 Experiments

5.1 Experimental Setup
In this section, we present our hedge classifica-
tion experiments on the Roadrunner-Hedge corpus,
conducted by fine-tuning BERT and performing
zero-shot and few-shot experiments with state-of-
the-art LLMs. For all experiments, we performed
five-fold cross validation using a fixed seed (42),
splitting the corpus into a 80/20 train/test split. For
our fine-tuning experiments, we did not perform
any hyperparameter tuning, and therefore do not
have a validation set.

We performed all zero-shot, few-shot, and fine-
tuning experiments on the fold’s respective test sets
and report the average and standard deviation over
all five folds test sets for F1, precision, and recall.

5.2 Zero Shot and Few Shot
For the zero-shot and few-shot experiments, we
used GPT-4o (OpenAI, 2024) and LLaMA-3-8B-
Instruct (AI@Meta, 2024), as these two LLMs have
achieved state-of-the-art results in many zero-shot
or few-shot benchmark tasks.

We conducted two classes of zero-shot and few-
shot experiments: count/list generation and BIO
tag generation. Both prompts began with an in-
struction detailing the specific task, and a random
example. In our few-shot experiments, we pro-
vided three fixed hand-crafted examples. For our
count/list generation, we prompted the models to
list the integer number of hedges present in the ut-
terance and then generated a list of the exact hedge
words. For our BIO tag generation, we generated
the tokens and their respective tags, where label B
represents the beginning of a hedge token or span,

I represents the inside of a hedge span, and O rep-
resents another token, all separated by “/”. For
example, given the utterance It is like warm, we
prompted the model to generate It/O is/O like/B
warm/O.

We provide our exact prompts with their cor-
responding instructions in Appendix A. For our
GPT-4o experiments, we used the default OpenAI
API hyperparameters and a temperature of 1.0.

5.3 Fine-tuning
We performed all fine-tuning experiments using
BERT (Devlin et al., 2019), specifically bert-base-
uncased. We also performed experiments with
the large variants of the model (bert-large), newer
encoder-only models like RoBERTa (Liu et al.,
2019) and DeBERTa-v3 (He et al., 2021), and
encoder-decoder models like Flan-T5 (Chung et al.,
2022), but got either worse or closely similar re-
sults.

Task Description All experiments followed a
standard BIO token labelling approach to classify
hedge tokens (B), tokens inside of hedge spans (I),
and all other tokens (O). In other words, given an in-
put utterance of n tokens, the respective BIO labels
were output for each of the n tokens. Following
the same example as described in our zero-shot and
few-shot experiments in Section 5.2, we fine-tuned
BERT to classify the tokens as It/O is/O like/B
warm/O.

Hyperparameters We followed a standard fine-
tuning approach, fine-tuning for a fixed 5 epochs.
We set the batch size to 16 and learning rate to 2e-5.
We performed five-fold cross validation and test on
each folds respective test set. We did not perform
any hyperparameter tuning.

5.4 Results
The performance of the models is shown in Table
2, which reports average precision (P), recall (R),
and F1 over the five-folds. For our zero-shot, few-
shot, and fine-tuning experiments, these metrics are
calculated on each fold’s test set and then averaged.

Despite its much smaller parameter count, BERT
fine-tuned for BIO tagging outperforms even the
best scoring prompting approaches by nearly 20
points in F-measure. This is consistent with a gen-
eral trend in the literature of more parameter effi-
cient fine-tuning approaches outperforming larger
zero-shot and few-shot methods (Liu et al., 2022),
though the gap here is larger than one might expect.
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Model Training Prompt Precision (P) Recall (R) F1 Score (F1)

BERT Finetuned - 0.883 ± 0.015 0.934 ± 0.012 0.908 ± 0.010
GPT-4o Few-Shot List 0.613 ± 0.027 0.848 ± 0.018 0.712 ± 0.021
LLaMA-3 Few-Shot List 0.518 ± 0.035 0.799 ± 0.022 0.628 ± 0.031
GPT-4o Few-Shot BIO 0.514 ± 0.024 0.766 ± 0.036 0.616 ± 0.030
GPT-4o Zero-Shot List 0.430 ± 0.014 0.711 ± 0.004 0.536 ± 0.012
GPT-4o Zero-Shot BIO 0.436 ± 0.026 0.618 ± 0.033 0.510 ± 0.028
LLaMA-3 Few-Shot BIO 0.298 ± 0.018 0.625 ± 0.016 0.404 ± 0.019
LLaMA-3 Zero-Shot BIO 0.167 ± 0.014 0.428 ± 0.019 0.240 ± 0.017
LLaMA-3 Zero-Shot List 0.274 ± 0.023 0.146 ± 0.010 0.190 ± 0.011

Table 2: Average performance metrics over the five folds with standard deviations for different models, training
methods, and prompt types, ordered by F1 score.

In comparisons of the zero-shot and few-shot
prompting methods, the few-shot models, unsur-
prisingly, performed better. The few-shot exper-
iments averaged an F1 of 0.59, 22 points higher
than the zero-shot models average of 0.37.

Of the two output formats prompted for, listing
and BIO, the listing approach performed better. On
average, models instructed to output a list had an
F1 of 0.52 compared to 0.44 for those instructed to
perform BIO tagging.

Among the two LLMs prompted, GPT-4o always
performed best. Across all models and approaches,
including fine-tuned BERT, precision tended to be
lower than recall, with a mean of 0.46 for precision
compared to 0.65 for recall. In other words, the
models over-predicted the presence of hedges.

6 Error Analysis

While the fine-tuned BERT model performed fairly
well, a certain number of cases did not align with
the gold labels in the data. We performed error
analysis to understand whether there were any sys-
tematic deviations from the corpus annotation.

We conducted an error analysis on the top two
performing models, the fine-tuned BERT model
and the GPT-4o Few-shot List (FSL) model (F1
= 0.91 and 0.71, respectively). Starting with the
first fold, we selected the first hundred errors to
categorize. These errors are broadly divided into
instances where the models failed to detect a hedge
(false negatives) and instances where models re-
turned cases that were not annotated hedges (false
positives). The remaining errors fell into two other
categories: a gold error category, wherein errors
in the (human) annotation were discovered, and an
“other” category.

Of the hundred errors sampled from the BERT
model, approximately the same number of errors
were false negatives (26) as false positives (29).
Of the hundred errors sampled from the GPT-4o
FSL model, 66 were false positives and 25 were
false negatives (reflecting the low precision and
higher recall for this approach; see Table 3 and 4
for full error descriptions for BERT and GPT-4o
FSL models).

Although the corpus annotation does not include
the type of hedge (only the presence or absence of
hedge tokens), our error analysis looked at hedge
types in order to tease apart model behaviors. We
observed systematic differences between models in
their types of mismatches with the gold standard.

False Positives. First, the GPT-4o FSL model
inaccurately classified disfluencies (e.g., “uh”) as
hedges in 37 of the 66 false positives reviewed,
whereas BERT did not. Second, BERT showed
quite a different pattern of mismatches than GPT-
4o when classifying “like”, returning false positives
that always turned out to be comparatives (e.g., “it’s
like an open elevator”). These we considered to be
true errors in their text form, although some may
be ambiguities that could be resolved prosodically.

False Negatives. Tokens denoting approximator
hedges (e.g. “that’s basically it”) were frequently
misclassified as false negatives by BERT (9 of 26
false negatives reviewed), but never by the GPT-4o
FSL model.

In addition, Other emerged as a category type
for situations that could not clearly be described
as false positives, false negatives, or gold errors.
In the BERT model, these cases were typically
segmentation errors (i.e., an inner token mislabeled
as a beginning token).

Notably, the largest class of errors for the BERT
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Gold Errors False Negative False Positive Other
Like 13 Approximator 9 Like 13 I should be B 4
Proxy 12 Proxy 8 Just 8 O should be I 3
Just 7 Self-talk 4 False proxy 4 B should be I 2
Approximator 1 Like 3 You know 2 Other 2
Other 1 Just 1 Misc. word 2

Morpheme 1
Total 34 26 29 11

Table 3: Expanded error analysis on the BERT fine-tuned model, by hedge type.

Gold Errors False Negative False Positive Other
Approximator 4 Just 12 Disfluency tag 37 Other 1
Just 1 Proxy 8 Misc. word 15
Like 1 Like 3 Like 7
Proxy 1 Morpheme 1 Approximator 3
Self-talk 1 Self-talk 1 Intensifiers 3

You know 1
Total 8 25 66 1

Table 4: Expanded error analysis on the GPT-4o FSL model, by hedge type.

model was the Gold Error category (34 of 100).
This was not the case for the GPT-4o model (only 9
gold errors). The BERT fine-tuned model revealed
mistakes made by the human annotators for hedges
denoted by “like”, “just”, and proxy hedges (e.g.
“and stuff”). Upon closer inspection, some of these
cases were ambiguous. For example, “he just hits
the ground” could be taken to mean that the only
action performed was hitting the ground (where
“just” means only) or “just” might function to re-
duce the speakers’ certainty (as in Madaio et al.,
2017). Again, the text format of the storytelling
corpus leaves some interpretations ambiguous that
could be clarified with signals such as timing and
prosodic stress.

The number of Gold Errors identified by the
BERT model allowed us to modify the original gold
annotation with missed cases and to re-evaluate the
performance of our models more accurately – a
sort of LLM-in-the-Loop approach (see Table 5).

7 Discussion

The results show that even enormous, recently re-
leased LLMs cannot reliably recognize hedges.
There is no “emergent” ability in LLMs to under-
stand full human linguistic behavior. On the other
hand, when we explicitly train a small, rather old
LLM (BERT) to perform our task by fine-tuning
it, it performs quite well. What this shows is
that detecting hedges is a capability that can be

learned, but it cannot be learned in the manner that
LLMs are taught, namely by simply ingesting large
amounts of varied data. We interpret this to mean
that if we want to make LLMs able to converse
with humans as humans do, we need to understand
what capabilities LLMs need and how to provide
them with the ability to do so.

The prevalence of gold errors discovered by the
BERT model raises two interesting points for dis-
cussion. First, some of these discrepancies identi-
fied by the BERT model were clearly errors made
by the human coders; this was true in particular for
proxies, which BERT coded for hedges more con-
sistently than did human coders. This error analysis
allowed us to iteratively improve the human cod-
ing before the final analysis, essentially deploying
an LLM-in-the-Loop approach. Second, the dis-
crepancies between BERT and gold coding on the
tokens just and like highlight that these types of
hedges have high potential for ambiguity–perhaps
the very sort of ambiguity that could be resolved
by prosody.

8 Limitations and Future Work

This work represents the first step in our research
program that aims to train LLMs to use collateral
signals in support of human-LLM dialogue. Once
hedges can be recognized by an LLM, it remains to
be shown that they can be meaningfully interpreted
and generated. Relevant work by Cassell and col-
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Model Original Gold F1 LLM-in-the-Loop Gold F1 Error Reduction (%)

BERT 0.908 ± 0.010 0.925 ± 0.019 18.5%
GPT-4o Few-Shot 0.712 ± 0.021 0.721 ± 0.020 3.1%
GPT-4o Zero-Shot 0.510 ± 0.028 0.551 ± 0.011 8.4%

Table 5: F1 scores with standard deviations on the original corpus, F1 scores with standard deviations obtained on
the corpus corrected after LLM-in-the-Loop, and the change in average performance for our top performing models.

leagues has shown that it is possible to generate
hedges in tutoring dialogues, but not always posi-
tioned where they are most probable or useful (Ab-
ulimiti et al., 2023a). In future work, we plan exper-
iments using top-performing models such as BERT
and GPT-4o in high- and low-probability situations
that systematically vary the certainty associated
with prompted-for information (where hedges can
be most useful). It is already clear from our pilot tri-
als using ChatGPT 3.5 that LLMs hedge somewhat
superficially (hedging where humans wouldn’t and
failing to hedge where humans would).

Domains of Dialogue. Here we have used
human-generated dialogue from a single domain,
retelling stories from Roadrunner cartoons; the
training data are text transcripts of speech. Because
the initiative was unbalanced in this collaborative
task, most of the speaking in each triad was done by
the the partner who viewed and retold the cartoon
stories in series to the two co-present addressees.

A more balanced domain in which partners
continuously monitor each other’s understanding
to do a physical task–such as matching pictures
of difficult-to-describe objects–could yield more
hedges, distributed differently. We plan to con-
duct similar tests to replicate the current results on
such referential communication corpora collected
previously in our lab.

It is interesting that despite the fact that there is
not a single instance of dialogue in Roadrunner car-
toons (apart from Roadrunner’s smug, trademark
“meep meep” upon escaping from Coyote), speak-
ers who retell the story in a dramatic and humorous
way do a great deal of what looks like quoting
Coyote’s and Roadrunner’s reactions:

so then he’s saying he’s like gone all sad
and stuff you know?

and he’s like whatever she’s gonna be
dead right?

Such uses of like in this corpus match the quotation-
as-demonstrations forms described by Clark and

Gerrig (1990); they count as hedges in that the
speaker marks what follows as not verbatim.

Training with audio input. Our results for de-
tecting hedges in this transcribed spoken corpus are
surprisingly strong, especially given that the LLMs
we used were pre-trained primarily on originally
written text. But it is well-known that features such
as pausing and intonation are related to speakers’
levels of commitment to and confidence in their
utterances. We plan to incorporate audio into fu-
ture hedging studies and will explore multi-modal
neural architectures fusing both speech and lexical
features as we did in (Murzaku et al., 2024) for
belief recognition.

Reliability. It is critical to keep in mind that hu-
man and LLMs are very different sorts of agents.
Psychometric tests show that individual humans
are likely to respond consistently when tested re-
peatedly, whereas an LLM is not (Shu et al., 2024).
LLMs have no sense of “self” and are likely to re-
spond differently when re-prompted with the same
prompt. To the extent that a hedge signals that a
speaker does not wish to be held entirely account-
able for what they’re saying, hedging on the part
of an LLM may actually be desirable as a way to
encourage users to not assume they can hold it ac-
countable. On the other hand, it may be desirable
for an LLM to be able to signal its confidence – the
reliability or quality (or lack thereof) of information
it’s presenting – through the presence or absence
of hedges. Finally, it remains to be seen whether
LLMs can learn about interaction through exposure
to collateral signals in meaningful contexts.

9 Conclusion

Our project is grounded in psycholinguistic theory
and aims to capture theory-of-mind aspects of hedg-
ing among discourse participants. We present the
Roadrunner-Hedge corpus, with hedges annotated
from naturally occurring dialogues by speakers de-
scribing Roadrunner cartoons. We use the corpus to
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train and perform experiments on detecting hedges
using BERT, GPT-4o, and LLaMA-3. We find
that fine-tuning BERT significantly outperforms
state-of-the-art LLMs in few-shot and zero-shot
settings. With our systems outputs, we perform
an error analysis and use an LLM-in-the-Loop ap-
proach to correct gold standard annotations. Our
LLM-in-the-loop approach provided further error
reductions on all models.

Ethical Considerations

The Roadrunner-Hedge corpus was collected with
Institutional Review Board approval from under-
graduate students who gave informed consent prior
to participating in the experiments.
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A Prompting Details

The exact prompt templates used for the BIO and
listing experiments are shown below.

Given an utterance, perform BIO tagging to↩
classify hedges in the sentence. ``↩
BIO" tagging is a method used in ↩
named entity recognition where each ↩
token (word) in the sentence is ↩
tagged as follows:

B (Beginning): The token is the beginning ↩
of a hedge.

I (Inside): The token is inside, but not ↩
the first token of a hedge.

O (Outside): The token is not part of a ↩
hedge.

Please assign one of these tags to each ↩
token in the given utterance, ↩
representing whether each word is ↩
part of a hedge phrase or not. Format↩
your response by listing each token ↩
followed by its corresponding BIO tag↩
.

Example:

If the utterance is ``I think maybe you ↩
could try an approach like that" then↩
``I think" and ``maybe" are ↩
identified as hedges so your output ↩
should look like this:

Utterance:
I think maybe you could try an approach ↩

like that

Tags:
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I/B think/I maybe/B you/O could/O try/O an↩
/O approach/O like/O that/O

Now given the following input, please ↩
classify the hedges in the sentence.

Utterance:
{utterance}

Given a conversation, answer a question. ↩
Be as precise and succinct as ↩
possible. If asked for a number, ↩
provide a numeric value.

Format the output as follows:
Number of Hedges: Integer number of ↩

linguistic hedges (e.g. 0)
List of Hedges: List of hedges found (e.g.↩

[``first hedge", ``second hedge", ↩
etc...])

Conversation:
{utterance} <stop sign emoji>

Question:
At the line that ends with <stop sign ↩

emoji>, how many linguistic hedges ↩
are there? List all the linguistic ↩
hedges using quotations. Do not add ↩
any additional information.

B Glossary

Due to the interdisciplinary nature of this work,
we provide below brief definitions for terms which
may be unfamiliar. The numbers refer to the pages
in this paper in which the term first appears.

BERT BERT (Devlin et al., 2018) stands for Bidi-
rectional Encoder Representations from Trans-
formers. BERT is a transformer-based model
which produces contextual representations of
text by conditioning on both the left and right
surrounding words. 4

BIO BIO, short for Beginning, Inside, Outside, is
a format for labeling chunks of tokens. Tokens
are assigned B if they begin a sequence which
should be labeled (e.g., a named entity), I if
they belong to a previously begun sequence,
and O otherwise. 5

Cohen’s Kappa Measure of agreement between
two raters that an item falls within a subjective
category; higher values denote higher agree-
ment. 4

epoch A single pass through the training data. 5

F1 The harmonic mean of precision and recall.

F1 = 2 ⋅
precision ⋅ recall
precision + recall

It is also called F-measure or F-score. Loosely
speaking, the metric is a balance of how often
the model is correct when it predicts a particu-
lar class (precision), and how often the model
predicts that class when it would be correct to
do so (recall). 5

LLM Large Language Models are large (typically
by parameter count) models which take in text
and produce a distribution over their vocab-
ulary which can be used to predict the next
token. 1

LSTM Long Short-Term Memory networks
(Hochreiter and Schmidhuber, 1997) are a
type of recurrent neural network designed to
capture long-range dependencies. 4

narrative element Observable events in the Road-
runner cartoon that and were likely to be men-
tioned in narrations (see Galati and Brennan,
2010). Segmentation by narrative elements
allowed for comparisons across speakers for
elements realized in each narration. 4

precision The number of correct predictions (true
positives) for a class divided by the number
of times the model predicted that class (true
positives + false positives). 5, 12

recall The number of correct predictions (true pos-
itives) for a class divided by the number of
samples which belong to that class (true posi-
tives + false negatives). 5, 12

temperature A hyperparameter that modifies the
next token distribution of language models.
Larger temperature values increase the likeli-
hood of lower probability tokens. 5

token The smallest unit of text, often words or sub-
words, which are used as the input for various
NLP models. 3
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Abstract

This paper investigates the enhancement of Di-
alogue Systems by integrating the creative ca-
pabilities of Large Language Models. While
traditional Dialogue Systems focus on under-
standing user input and selecting appropriate
system actions, Language Models excel at gen-
erating natural language text based on prompts.
Therefore, we propose to improve controllabil-
ity and coherence of interactions by guiding a
Language Model with control signals that en-
able explicit control over the system behaviour.
To address this, we tested and evaluated our
concept in 815 conversations with over 3600
dialogue exchanges on a dataset. Our experi-
ment examined the quality of generated system
responses using two strategies: An unguided
strategy where task data was provided to the
models, and a controlled strategy in which a
simulated Dialogue Controller provided appro-
priate system actions. The results show that the
average BLEU score and the classification of
dialogue acts improved in the controlled Natu-
ral Language Generation.

1 Introduction and Motivation

The purpose of task-oriented dialogue systems is to
assist users in accomplishing specific tasks through
natural language interactions. For this, they are
required to understand the user input, process all
necessary information, and to provide relevant re-
sponses or actions to help achieve the user’s goals.
While traditional pipeline architectures provide ex-
plicit modelling of a dialogue control signal to con-
trol the dialogue flow, recent transformer-based
Large Language Models (LLMs) model this im-
plicitly within the neural net.

The goals of this paper are to observe what in-
fluence explicit dialogue control has on Natural
Language Generation (NLG) using an LLM and to
assess the quality of generated sequences. By intro-
ducing a Dialogue Controller, we aim to gain con-
trol over the system’s behaviour and its responses.

Figure 1: Depiction of the dialogue control architecture.

The pipeline architecture of dialogue systems
includes components for natural language under-
standing, dialogue management, and response gen-
eration (Jokinen and McTear, 2009). Where earlier
systems depended on rigid templates or computa-
tionally intensive recurrent neural networks for text
generation, advances on LLMs have significantly
increased the perceived naturalness of system re-
sponses. Although the generated content of LLMs
typically convince users through grammar and elo-
quence, their underlying design cannot guarantee
factual correctness or relevance. To overcome these
limitations, current research focuses on a diverse
set of methods. One prominent option is n-shot
learning (Brown et al., 2020; Reynolds and Mc-
Donell, 2021; Ramirez et al., 2023) of pre-trained
models, which aims to adapt a model to specific
tasks and improve its performance. Other ways to
reduce hallucinations of LLMs are retrieval aug-
mented generation (Chen et al., 2024; Walker et al.,
2023), user controlled text generation (Keskar et al.,
2019; Dathathri et al., 2019), or conditioning on
semantic examples (Gupta et al., 2020). Addition-
ally, research attempts to reduce bias in training
data or learned models to avoid inappropriate out-
comes (Liang et al., 2021; Sahoo et al., 2024). As
human feedback is the most valuable method for
evaluation, it is incorporated as metrics for ma-
chine learning techniques like reinforcement learn-
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ing (Stiennon et al., 2020; Ouyang et al., 2022) or
relying on human judges (See et al., 2019). How-
ever, these approaches do not seem to be sufficient
to resolve factors such as bias, misinformation and
privacy concerns. Suitable training data is rare, and
fine-tuned models strongly adapt to a single task
and cannot be generalised. Apart from that, spe-
cial prompting techniques are tied to the respective
LLM. Moreover, all of these approaches do not ad-
dress the lack of control of LLMs over the system’s
dialogue behaviour.

Instead, we propose to include control mech-
anisms similar to conventional dialogue manage-
ment for creating input prompts of an out-of-the-
box LLM. Our aim is not only to control the sys-
tem behaviour—which is essential for many use-
cases—, but also to enhance the reliability of text
generation, while being independent of the used
language model. Therefore, we analyse in this pa-
per if and how effectively LLMs can be controlled
by providing an additional system action from an
LLM-external dialogue controller. As to the knowl-
edge of the authors, there exists no publication so
far that proves this hypothesis.

The remainder of the paper is as follows: We
outline the core idea of our dialogue control ar-
chitecture in the next section. Section 3 describes
the experimental design including details of the
prompts and the baseline approach without an ad-
ditional control signal followed by the evaluation
results and a discussion.

2 Dialogue Control Architecture

For obtaining control over the generated content
of LLMs in task-oriented dialogue scenarios, we
propose to use a Dialogue Controller which is able
to combine user input and task data into a system
action (see Fig. 1). This approach introduces an
additional layer between user and model, which is
not existing in contemporary works. It is inspired
by the conventional pipeline architecture, in which
a dialogue management component is responsible
for controlling the dialogue interaction between a
user and a computer application. However, since
the verbalisation capabilities of LLMs allow them
to generate natural text language even from abstract
prompts, we expect our approach to require a less
fine-granular task modelling. The system actions
are supposed to give precise instructions and serve
as control signals, mitigating undesired or incorrect
system responses. We consider our method explic-

Figure 2: Architecture of the unguided strategy.

itly not in the field of prompt engineering, since it
functions independently of the used LLM.

3 Experimental Design

We tested our proposed system in experiments
on the MultiWOZ corpus (Budzianowski et al.,
2018). MultiWOZ is a large-scale dataset for task-
oriented dialogue systems, consisting of the do-
mains: “restaurant”, “train”, “attraction”, “hotel”,
“hospital”, and “police”. Conversations last an av-
erage of 14 dialogue turns where the initiative con-
stantly switches between a user and a human op-
erator. Moreover, the records contain information
such as dialogue acts and task-relevant data. Di-
alogue acts are representations of which actions
speakers perform during a conversation. From the
system’s perspective, they indicate which system
action has been selected and what response should
be generated.

For our experiment, we simulated a Dialogue
Controller by using the dialogue acts from the
dataset as control signals. The dialogue acts further
contain task information from the data base that is
relevant for this dialogue act only. To cater for the
focus on natural language of LLMs, these dialogue
acts are verbalised by making use of templates and
then merged with the user input. Furthermore, fol-
lowing Liu et al. (2021), we additionally include
the dialogue history to comprise the controlled
strategy.

As a baseline, an unguided strategy is proposed
in which the LLM is prompted with a combination
of user input and task data from the database, vi-
sualised in Fig. 2. The unguided strategy aims to
replicate the behaviour of contemporary systems
without external control signals where an LLM per-
forms both the text generation and the decision
over the next system action internally solely based
a user prompt and the dialogue history having all
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Reference Text Unguided Strategy Controlled Strategy

Yes, Parkside is the address.
Yes, Parkside is the address of the po-
lice station. Is there anything else you
would like to know or need assistance
with?

I apologize for not providing the com-
plete address earlier. The full address
of Parkside Police Station is Parkside,
Cambridge CB11JG. Let me know if
you need any more assistance.

The address of the Parkside Police Sta-
tion is indeed "Parkside, Cambridge".
Would you like to report the robbery
now or need further assistance?

I apologize for the mistake earlier. Af-
ter verifying, I found that the address of
the police station is actually Parkside,
Prospect Row, Cambridge CB11JG.
The phone number remains the same,
01223358966. Would you like me to
assist you with anything else?

I am sorry but I wasn’t able to book
that for you for Tuesday. Is there
another day you would like to stay or
perhaps a shorter stay?

Great! I have successfully booked a
room for 6 people for 3 nights starting
on Tuesday at the "Worth House" hotel,
which has a cheap price range and park-
ing included. Enjoy your stay!

I’m sorry, but it looks like there are no
available bookings for a stay starting on
Tuesday with your specified criteria. To
better assist you, could you please pro-
vide me with more information about
your preferred stay dates and the spe-
cific day you would like to check in?

I’ve booked a room at the Express by
Holiday Inn Cambridge (id: 16) which
fits your requirements. It’s in the East
area, has parking available, and is classi-
fied as a hotel with a cheap price range.
The total cost for 6 people for 3 nights
starting on Tuesday would be ¬£270
(¬£90 per night). Would you like me to
confirm the booking?

I apologize, but I couldn’t find any hotel
that meets your requirements for 6 peo-
ple, 3 nights starting on Tuesday. Can
you please provide more flexibility with
your travel dates? What day were you
thinking of checking in, and how many
nights would you like to stay?

Royal Spice is located in the north area
and the postcode is cb41eh.

The postcode for Royal Spice is
CB41EH and it is located on Victoria
Avenue Chesterton, in the north of Cam-
bridge.

The Royal Spice restaurant is located in
the northern part of Cambridge with the
postcode CB4.

.., ", -, a is in„ the.. "„,:// at.. and: „
to ".,.,:// of, a is or, is, this of the), at
i the " an the, for a as, in, or to to",
(response not appropriate - gibberish)

Ah, I think I have found another Royal
Spice for you! There is also a Royal
Spice located in the north area of Cam-
bridge, specifically at CB41EH. Would
you like more information about this
one as well?

Table 1: Examples of the generated sequences with Dialogue IDs SNG0129, SNG01856, and SNG01179 of
MultiWOZ. The text colour refers to the used LLM (GPT3.5, LLama3).

relevant task information available from an external
knowledge base.

This leads to the following two prompt configu-
rations that are used as input to the LLM:

Controlled Strategy: “Consider the following dia-
logue between a user and a system:
user input + dialogue history + verbalised dia-
logue act including relevant task data ”
Example: Consider the following dialogue between
a user and a system:
User: Can you help me find a restaurant?
System: Are you looking for a particular style of
food?
User: I’m actually looking for a particular restau-
rant recommended to me by the name of royal spice.
System: Yes, the Royal Spice is located on Victo-

ria Avenue Chesterton and on the northern part of
Cambridge.
User: May I ask what type of food does Royal Spice
serve?
System: Sure! It is Indian food.
User: I’ll also need the postcode and area please.
Phrase the next system response where the system
wants to inform about a restaurant with the follow-
ing attributes: Name is Royal Spice and Area is
north.

Unguided Strategy: “Consider the following
dialogue between a user and a system:
user input + dialogue history + task data
including possible options ”
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Example: You have the following data in
json format about restaurant:
{Ontology not included due to excessive length,
contains attributes of all possible options}
Consider the following dialogue between a user
and a system:
User: Can you help me find a restaurant?
System: Are you looking for a particular style of
food?
User: I’m actually looking for a particular
restaurant recommended to me by the name of
royal spice.
System: Yes, the Royal Spice is located on Victoria
Avenue Chesterton and on the northern part of
Cambridge.
User: May I ask what type of food does Royal
Spice serve?
System: Sure! It is Indian food.
User: I’ll also need the postcode and area please.
Phrase the next system response.

After defining the inputs for the LLM, we exam-
ined the performance and the impact on the gen-
erated sequences. We have selected GPT3.5 and
a self-hosted Llama3 (70b parameters, 4-bit quan-
tisation) as models for our experiments. Table 1
shows examples of the generated output. In the
next section, we will describe how the evaluation
was carried out.

4 Evaluation

For evaluation, we are interested in how well the
generated responses from the LLM match the re-
sponses from the dataset. Usually, this type of
corpus-based evaluation is not very informative for
dialogue tasks as there are many different possible
and reasonable responses at any given moment in
a dialogue and a data set can only reflect a small
limited number of them. However, in our setup,
we operate under the assumption that a specific
behaviour is desired from the system and that the
control signal may be used to exhibit that behaviour.
Hence, we assume that the desired behaviour is ex-
actly the behaviour present in the dialogues of the
dataset.

To analyse how well the generated responses
match the desired behaviour reflected by the
dataset, the word-overlap metric BLUE and an
intent-based comparison are conducted which are
explained in the following.

Domains Strategy GPT3.5 Llama3

all
Unguided 45.3 10.6

Controlled 53.9 52.7

w/o restaurants
Unguided 45.4 24.1

Controlled 53.9 52.3

Table 2: Average BLEU scores for the different experi-
mental conditions.

4.1 BLEU metrics

In a first step, we analysed the similarity of gen-
erated sequences of the LLMs with references in
the MultiWOZ corpus. We opted for the BLEU
metrics (Papineni et al., 2002) to measure the n-
gram precision of a generated text to a reference
text. This was considered to allow an objective
assessment on how a Dialogue Controller affects
the output of LLMs and thus, how potential users
may perceive the system response. By including
the dialogue act into the prompt, the LLM was ex-
pected to generate responses closer to the original
text. Our results in Table 2 show that the aver-
age BLEU score per response improved from 45.2
(GPT3.5) / 10.6 (Llama3) in the unguided strategy,
to 53.9 (GPT3.5) / 52.7 (Llama3) in the controlled
condition. We observed little variations of scores
between the conversation domains, except for the
restaurant domain with the LLama3 model. Here,
the generated responses were entirely gibberish,
indicating that the model was not able to infer the
desired output without fine-tuning or other addi-
tional measures.

4.2 Dialogue Act Classification

In addition to measuring the BLEU score, we con-
ducted a classification task to check whether the
generated sequences of the LLMs correspond with
the annotated dialogue acts. Due to its versatil-
ity, we decided to fine-tune a BERT (Devlin et al.,
2019) model to this objective. As our aim is to as-
sess the impact of controlled NLG, we have opted
to classify each utterance into a single dialogue
act, even though utterances can be labeled with
multiple dialogue acts in the MultiWOZ corpus.
However, as related work like (Han et al., 2021)
addresses, the multi-class classification involves a
risk of having multiple incorrect annotations. In
terms of interpretability and since many tasks con-
sist of a primary dialogue act, we deem single-class
classification to be more suitable for our purpose.
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Accuracy Precision Recall UAR F1

0.75 0.72 0.75 0.46 0.71

Table 3: Overview of the BERT model validation met-
rics. UAR refers to the unweighted average recall.

Our experiment involved several phases: Train-
ing the BERT model on parts of the MultiWOZ
dataset, testing and optimising its classification per-
formance, and subsequently applying the best per-
forming model on the generated sequences.

For the training phase, we extracted pairs of ut-
terances and corresponding primary dialogue acts
from the corpus. As constraints, we considered
only single domain conversations and excluded
records of user acts. This resulted in a set of 8596
samples, which we decided to split into 90% train
and 10% test after initial trials. Due to the diverse
range of topics in MultiWOZ, the classification con-
sists of 28 classes which represent system dialogue
acts. We selected a BERT base uncased model from
the Hugging Face Transformers library1. The fine-
tuning was executed on an Nvidia A100. As shown
in Table 3, the validation of our model achieved an
accuracy of 75%.

Having identified the best performing model, we
were able to carry out the actual classification of
generated responses. Both prompt configuration
strategies were tested with GPT3.5 and Llama3.
The fine-tuned BERT model was instructed to clas-
sify 3630 generated system utterances into one of
the 28 classes. A baseline test with the subset of
corresponding annotated system utterances con-
firmed the classification accuracy. The results are
illustrated in Table 4.

In the experiments with GPT3.5, 58% of utter-
ance estimations were classified to the correct di-
alogue act in the controlled strategy, while the un-
guided strategy achieved 35%. The predictions
were less accurate for the responses of the Llama3
model where the controlled strategy resulted in
45% of utterances to correspond to their reference
classes, and 23% correctly classified responses
with the unguided prompt configuration. How-
ever, it is worth noting that the gap between the
two strategies remains roughly the same. Overall,
our experiments showed a significant improvement
in performance and worked independently of the
LLM. The results are discussed in the next section.

1https://huggingface.co/docs/transformers

Estimations Strategy GPT3.5 Llama3

Correct
Unguided 1283 (0.35) 842 (0.23)

Controlled 2099 (0.58) 1634 (0.45)

Incorrect
Unguided 2347 2788

Controlled 1531 1996

Table 4: Results of the Dialogue Act Classification on
3630 reference samples. We consider an estimation to
be correct if the reference Dialogue Act is met.

5 Discussion and Conclusion

This paper presented experiments on improving
control over the generated content of LLMs in task-
oriented dialogue scenarios. For this, we intro-
duced a Dialogue Controller that guides the genera-
tion by explicit control signals. Two prompt config-
uration strategies were implemented for our tests,
simulating different architectures of Dialogue Sys-
tems. The generated texts were evaluated by their
word-overlap to a reference and in a classification
task. The results show that explicit control through
inserting dialogue acts to prompts improved the cor-
respondence independently of the language model.
The effectiveness of our approach is confirmed by
higher BLEU scores and a higher classification ac-
curacy. There are several reasons why the accuracy
of our model is rather low: First, the BERT model
has only seen data from the MultiWOZ corpus dur-
ing fine-tuning, secondly, the classification into
one class harbours the risk of being ambiguous for
more complex sequences. However, a classifica-
tion into multi-classes would have had the same
problem of insufficient training data. Overall, the
experimental results support our hypothesis that
introducing an explicit dialogue control improves
the controllability of conversations.

We are aware that the capability of LLMs to gen-
erate creative responses poses a disadvantage in
terms of the BLEU metrics, since n-gram precision
is insensitive to context and paraphrasing. For fu-
ture work, we plan to have human annotators rating
the correspondence and quality of responses. Since
these assessments are influenced by personal pref-
erences and characteristics, this includes the need
to consider an adaptive behaviour of the Dialogue
System. Finally, the assumption can be made that
real users would benefit from the explicit control
component. Since current Dialogue Systems do
not provide this feature, development needs to be
investigated further.
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Abstract

Ambiguous Candidate Identification (ACI) in
multimodal dialogue is the task of identify-
ing all potential objects that a user’s utterance
could be referring to in a visual scene, in cases
where the reference cannot be uniquely de-
termined. End-to-end models are the dom-
inant approach for this task, but have lim-
ited real-world applicability due to unrealis-
tic inference-time assumptions such as requir-
ing predefined catalogues of items. Focus-
ing on a more generalized and realistic ACI
setup, we demonstrate that a modular approach,
which first emphasizes language-only reason-
ing over dialogue context before performing
vision-language fusion, significantly outper-
forms end-to-end trained baselines. To miti-
gate the lack of annotations for training the
language-only module (student), we propose
a pseudo-labelling strategy with a prompted
Large Language Model (LLM) as the teacher.

1 Introduction

In multimodal dialogues (MM-Dialogue), Ambigu-
ous Candidate Identification (ACI) (Kottur et al.,
2021) aims to detect all the probable objects in a
visual scene that are referred to by a given user
utterance, where the reference cannot be uniquely
identified. ACI is crucial for resolving ambiguities
in multimodal conversational systems, as humans
often generate ambiguous referring expressions due
to factors like brevity, context dependence, and un-
intentional ambiguity.

Current state-of-the-art ACI models (Chen et al.,
2023; Long et al., 2023) make two key unrealistic
assumptions during inference. First, they assume
the availability of a predefined catalog of items
that may appear in a scene, and that this catalog
remains fixed from training to inference. Second,
they frame ACI as a candidate selection problem,
where ground-truth bounding boxes for all objects
are provided during inference. These assumptions

User: Are any of these jeans here made by Yogi Fit, and in the
affordable range?

System: Unfortunately, none of these jeans are affordable and from
Yogi Fit.

User: Oh, no worries. Well, which pairs would you recommend?

System: You might like the light blue pair in the second cabinet,
or the blue ones in the third cabinet.

User(Current): can I get the price and size range of that?

Spatial InfoVisual AttributesItem typeReference

Figure 1: Example for ACI task in MM-Dialogues from
SIMMC2. User reference related phrases are colored.
Bounding boxes to be predicted are marked in orange.

limit the generalizability of these models to handle
objects not seen during training, which is crucial for
real-world multimodal dialogue systems. To bridge
this gap, we reformulate the ACI task as a direct
coordinate prediction problem, moving away from
candidate selection and eliminating the reliance on
predefined catalogs. This reformulation aims to
improve the applicability of ACI models to more
realistic and dynamic multimodal dialogue setting.

We introduce a novel approach to this more chal-
lenging reformulation of the ACI task, as illustrated
in Figure 2. Our method decomposes the ACI task
into two distinct stages. In the first, Dialogue Ref-
erence Extraction (DREx), we extract linguistic
information on item types, visual attributes, and
spatial information related to any object reference
made in the last user utterance. It is important to
note that while the focus is on the most recent user
utterance, the extraction process considers the en-
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Pseudo Label Generation Dialogue Reference Extraction Generalized Reference Grounding
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Figure 2: Training setting of the proposed modular approach. Pseudo-Labels generated by prompted LLM are used
as a target for training the DREx module and as an input for training the Generalized Reference Grounding (GReG)
module. During inference, references extracted by the student model are used

tire dialogue history to ensure comprehensive con-
textual understanding. Subsequently, in the second
stage, Generalized Reference Grounding (GReG),
we predict the visual coordinates for these extracted
references.

Modular vs. End-to-end models Although end-
to-end modeling with multimodal fusion has
demonstrated significant advancements in various
visual-language grounding tasks, including phrase
grounding (Plummer et al., 2015), referring expres-
sion comprehension(REC) (Yu et al., 2016; Na-
garaja et al., 2016), and open vocabulary object
detection(Gu et al., 2021), we argue that a mod-
ular approach presents several advantages for the
more complex ACI task. Firstly, decoupling refer-
ence extraction from visual grounding promotes ex-
plicit text-only reasoning over the dialogue context,
which is crucial for the ACI task. Secondly, the
modular approach mitigates the challenges posed
by lengthy language contexts in vision-language fu-
sion by presenting the grounding model with only
the essential linguistic information.

Despite the advantages, a key challenge of the
modular approach is the lack of annotated data
for training separate modules. Specifically, the
SIMMC2.1 dataset used in our experiments lacks
annotations for DREx. To address this, we pro-
pose a semi-supervised learning (SSL) setup where
pseudo-labels generated by prompting a Large Lan-
guage Model (LLM) serve as training targets.

2 Related Work

Ambiguous Candidate Identification is first intro-
duced as part of the SIMMC2.1 (Kottur et al., 2021)
multi-modal, task-oriented dialogue dataset. In the
original evaluation setup proposed for SIMMC2.1,
ACI assumes a pre-defined set of items and ground-
truth bounding boxes for candidate objects. Due to

these (unrealistic) assumptions, models that lever-
age significant visual semantic information in a
symbolic form (Chen et al., 2023; Long et al.,
2023) have achieved strong performance on the
SIMMC2.1 ACI task despite their limited visual-
language grounding capabilities. For example,
(Long et al., 2023) represented each catalogue item
using a unique token and encoded all ground-truth
bounding boxes of candidate objects.

Pseudo Labeling (Lee et al., 2013) is an estab-
lished method in Semi-Supervised Learning (SSL)
(Van Engelen and Hoos, 2020), which aims to gen-
erate (pseudo-)labels for unlabeled data to guide
the learning process. Typically, pseudo-labels are
generated by a teacher model trained on limited
labeled data. The emergence of LLMs that can
be prompted to generate labels with very few ex-
amples has further reduced the labeled data re-
quirement in language modeling tasks (Wang et al.,
2021; Ding et al., 2022; Mishra et al., 2023). How-
ever, to the best of our knowledge, this is the first
study to investigate the use of LLMs as pseudo-
label generators for a multimodal dialogue task.

Visual-Language Grounding generally seeks to
identify regions within an image corresponding to a
linguistic query. Two distinct tasks within this field
are REC (Yu et al., 2016; Nagaraja et al., 2016)
and phrase grounding (Plummer et al., 2015). REC
specifically targets the identification of a single re-
gion that optimally corresponds to a given linguis-
tic expression, where phrase grounding typically
focuses on grounding zero, one, or many regions
matching with simpler noun phrases. Recent vi-
sual language pre-trained (VLP) models (such as
Kamath et al. (2021); Yan et al. (2023); Peng et al.
(2023) have shown their capability in both tasks
through task-specific fine-tuning.
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3 Methodology

This section first outlines our proposed modules for
reformulated ACI in multimodal dialogues. Then
we discuss the training and inference procedures.

3.1 Reformulated Task Definition

Given a multi-turn dialogue (D) between a user and
an assisting agent (System), accompanied by an im-
age (I) of a scene in which the dialogue is grounded,
Ambiguous Candidate Identification (ACI) aims
to generate image bounding boxes that tightly en-
compass each potential item that may have been
referred to by the user in their last utterance.

3.2 Proposed Modules

As illustrated in Figure 2, our method consists of:
Dialogue Reference Extractor (DREx) and a Gen-
eralized Referring Expression Grounder (GReG).
Intuitively, we breakdown the ACI task into mod-
ules, where each individual module can benefit
from the existing work in Dialogue Systems or
Visual-Language Grounding.
Dialogue Reference Extraction: The primary ob-
jective of this module is to extract any item refer-
ences made by the user in their last utterance. The
module analyzes all previous turns in the dialogue
and extracts three types of information: (1) the
types of items referenced (e.g., jeans, sofa), (2) the
visual attributes of the items, such as color, size,
and pattern, and (3) the spatial information pertain-
ing to the items (e.g., behind the rack). Importantly,
while it considers the entire dialogue history, the
Dialogue Reference Extraction (DREx) module
only extracts item references relevant to the current
user turn and disregards references to items from
previous turns. Output of the module may consist
of multiple items as shown in Figure 2.
Generalized Reference Grounding Taking the
extracted references for a particular dialogue turn
with the grounded scene image I as inputs, the
GReG module predicts the bounding box coordi-
nates for each of the matching items.

3.3 Training and Inference Procedure

In the training phase, for a given multimodal dia-
logue (D, I), we first generate pseudo-labels using
a prompted LLM, henceforth referred to as the
teacher model. These pseudo-labels produced by
the teacher model serve two purposes. Primarily,
they are used as targets to train the DREx mod-
ule, which acts as the student model. Secondly,

the pseudo-labels are also used as the inputs to the
GReG module during training. In the inference
phase, we use the trained student model to extract
the references and use as input to the GReG mod-
ule.

4 Experiments

4.1 Dataset

We conduct experiments using the SIMMC2.1
(Kottur et al., 2021) dataset, a collection of mul-
timodal task oriented dialogues with each utter-
ance grounded in a scene co-observed by conver-
sational agent and the user. Dialogues emulate
a shopping experience between agent and user
in fashion and furniture domains. While the en-
tire SIMMC2.1 dataset consists of 117,236 utter-
ances across 11,244 dialogues, a subset of 5593
(Train:4239, val: 414, Test:940) utterances from
5259 dialogues provide annotations for the ACI
task.

4.2 Evaluation Metrics

We report standard Pascal VOC AP scores along
with the Object-F1 score, as outlined in SIMMC2.1
(Kottur et al., 2021). However, the Object-F1 score
in SIMMC2.1 ACI is defined for a candidate selec-
tion setting, where each object within a scene is
symbolically defined (e.g. O32). For our reformu-
lated setting, we compute the Object-F1 using an
Intersection over Union (IoU) threshold of 0.5.
Mean-F1: The Object-F1 score is derived from
the aggregate of True Positives (TPs), False Pos-
itives(FPs), and False Negatives (FNs) across the
dataset, inherently favoring samples containing a
larger number of targets. To capture this bias, we
also report the mean-F1 score, by calculating the
F1 score separately for each sample and then aver-
aging these scores. In scenarios where no ground-
truth targets are present, the F1 is 1 if, and only if,
no bounding boxes are predicted; otherwise 0.

4.3 Experiment Setup

Prompted LLM (Teacher): For all our experi-
ments, we use ChatGPT-4 as the as the teacher
model. For each of the ACI samples, we gener-
ate pseudo-labels by presenting the current user
utterance along with the dialogue history.
DREx (Student) Module: Parallels can be drawn
between Dialogue State Tracking (DST) in text-
only dialogues and DREx, by considering item
type, visual attributes, and position as the slots to
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Val Test
Grounding Model Pseudo-Label AP Object-F1 Mean-F1 AP Object-F1 Mean-F1

Student- Baseline Comparison
MDETR (Baseline) None 18.43 30.40 34.85 17.39 28.59 34.85
MDETR(Modular) Student 31.76 40.29 44.99 31.56 40.08 46.88
- Student-Baseline Diff N/A +13.33 +9.89 +11.14 +14.17 +11.49 +12.03

UNINEXT (Baseline) None 44.85 61.69 56.18 38.97 54.09 52.57
UNINEXT(Modular) Student 48.63 64.47 55.75 43.17 57.33 54.45
- Student-Baseline Diff N/A +3.78 +2.78 -0.43 +4.20 +3.24 +1.88

Student- Teacher Comparison
MDETR Teacher 36.59 43.41 45.32 39.26 43.80 48.28
- Student-Teacher Diff N/A -4.83 -3.12 -0.33 -8.70 -3.72 -1.40

UNINEXT Teacher 59.07 71.23 58.96 56.35 67.28 57.92
- Student-Teacher Diff N/A -10.44 -6.76 -3.21 -0.60 -9.95 -3.47

Table 1: Top: Comparison of pseudo-labelling based modular approach for ACI against end-to-end trained baselines.
Bottom: Comparison of performance with student(DREx) labels replaced by labels from teacher(LLM).

be tracked. Inspired by the success of end-to-end
language models in DST in text-only dialogues
(Peng et al., 2020; Hosseini-Asl et al., 2020; Ham
et al., 2020), we train a GPT2-based simple lan-
guage model (with only 124M parameters) for the
DREx task.
GReG Module Leveraging the similarity of the
GReG task with visual grounding, we experiment
with two different VLP models: MDETR (Kamath
et al., 2021) and UNINEXT (Yan et al., 2023), both
of which are capable of grounding (multiple) object
regions based on a language queries.
Baselines: We use MDETR and UNINEXT mod-
els fine-tuned in an end-to-end manner as two base-
lines. (More details in Appendix A.)

5 Results and Discussion

Firstly we compare the results of our modular ap-
proach against respective end-to-end trained base-
lines. Results in Table 1 show that the our approach
outperforms respective baselines by significant mar-
gins, across all metrics in the test set, showcasing
the effectiveness of the proposed approach.

Furthermore, the gain in performance is consid-
erably higher for MDETR compared to UNINEXT.
This is likely due to the poor performance of the
MDETR-Baseline in handling long dialogue con-
text. MDETR relies on box-token contrastive align-
ment loss for vision-language grounding, which
struggles with aligning long dialogue with images,
resulting in a diluted loss signal. However, when
pseudo-labels with shortened context are used, a
significant improvement is observed. This is in con-
trast to UNINEXT, which does not use any align-
ment losses.

Secondly, we assess the robustness of the student

model in comparison to the teacher model. For
this experiment, we generated pseudo-labels for
the validation and test splits using teacher model.
The performance on the ACI task, when pseudo-
labels from the teacher are presented to the GReG
module, is shown in the bottom part of 1. The
results suggest that there is potential for further
improvements with a better student model.

6 Conclusion

In multimodal dialogues, identifying ambigu-
ous candidates is critical due to prevalent non-
deterministic references. We introduce a mod-
ular strategy that simplifies ACI into two tasks,
each task leveraging existing methodologies from
text-only dialogues and visual-language ground-
ing. To address the scarcity of annotations for
training the reference extraction module, which
emphasizes intra-language reasoning, we employ a
pseudo-labelling technique where a prompted LLM
serves as the teacher. Our experiments with a sim-
ple auto-regressive language model as student and
two distinct grounding techniques confirm the ef-
fectiveness of our approach compared to traditional
end-to-end training.

Although our work focuses on ACI in multi-
modal dialogues, the general approach of modu-
larization with LLM-based pseudo-labelling can
be extended to other complex multimodal tasks
with long language context, such as interactive task
completion (Padmakumar et al., 2022; Gao et al.,
2023). Broadly speaking, the emergence of LLMs
would provide an opportunity for more explainable
modular approaches for tasks requiring substantial
intra-language reasoning.
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A Implementation Details

A.1 DREx Module (Student)
We initialized the DREx model with pretrained
weights from OpenAI’s GPT2(small). The Adam
optimizer was used with default settings from Hug-
gingface’s AdamW implementation (learning rate
= 1e-3, epsilon = 1e-6, weight decay = 0). Training
was conducted over 100 epochs with 4 A100 GPUs
with effective batch size of 16.

A.2 GReG Module
MDETR For both the baseline and pseudo-label
experiments, we fine-tuned the MDETR ResNet101
pretrained checkpoint over a period of 50 epochs
with effective batch size of 8. The learning rate
was reduced by a factor of 10 after the first 30
epochs. Initial learning rates were set at 1e− 5 for
the backbone and 5e− 5 for the remainder of the
network.

UNINEXT For both the baseline and pseudo-
label experiments, UNINEXT pretrained check-
point with ResNet50 backbone was fine-tuned for
20 epochs with effective batch size of 16.The learn-
ing rate was reduced by a factor of 10 after the first
12 epochs. Initial learning rates was set at at 1e−4.

B Pseudo-Label example

User: Are any of these jeans here made by Yogi Fit, and in the affordable range?
System: Unfortunately, none of these jeans are affordable and from Yogi Fit.
User: Oh, no worries. Well, which pairs would you recommend?
System: You might like the light blue pair in the second cabinet, or
the blue ones in the third cabinet.
User(Current): can I get the price and size range of that?

Spatial InfoVisual AttributesItem typeReference

[jeans: light blue: in the second cabinet] [jean: blue: in the third cabinet]

Pseudo Label

Dialogue

Figure 3: Sample pseudo label with the dialogue.
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Abstract

When engaging in conversations, dialogue
agents in a virtual simulation environment may
exhibit their own emotional states that are unre-
lated to the immediate conversational context,
a phenomenon known as self-emotion. This
study explores how such self-emotion affects
the agents’ behaviors in dialogue strategies and
decision-making within a large language model
(LLM)-driven simulation framework. In a di-
alogue strategy prediction experiment, we an-
alyze the dialogue strategy choices employed
by agents both with and without self-emotion,
comparing them to those of humans. The
results show that incorporating self-emotion
helps agents exhibit more human-like dialogue
strategies. In an independent experiment com-
paring the performance of models fine-tuned on
GPT-4 generated dialogue datasets, we demon-
strate that self-emotion can lead to better over-
all naturalness and humanness. Finally, in a
virtual simulation environment where agents
have discussions on multiple topics, we show
that self-emotion of agents can significantly
influence the decision-making process of the
agents, leading to approximately a 50% change
in decisions.

1 Introduction

In an artificial social environment such as an open-
world video game, it is crucial to have nonplayer
characters reflect believable conversational abil-
ity (Ochs et al., 2009) and express human-level
emotions (Qu et al., 2014). During conversations,
a speaker’s expressed emotion typically comprises
a blend of emotions stemming from the conver-
sational context, denoted as context-emotion, and
those arising from life events tangential to the on-
going conversation, denoted as self-emotion (Koch
et al., 2013). Consider a scenario where speaker A
informs speaker B that she has passed the bar exam
(see Figure 1). The context-emotion recognized
in this scenario could be one of joy or impressed.

Hey, I passed the bar exam!!!

I'm so glad to know that! Let's have a
party to celebrate!!

Oh, I'm so happy for you and wish you
best of luck.

B's Self-emotion
I feel Proud, Excited because I've
been promoted.

Context-emotion
I feel Joyful, Impressed because my
friend passed the bar exam

B's Expressed emotion: Excited

B's Self-emotion
I feel Disappointed, Jealous because
I also took the exam, but failed.
B's Expressed emotion: Disappointed

B

B

A

Figure 1: Self-emotion can affect conversation dynam-
ics.

However, the emotion expressed by speaker B sig-
nificantly varies when influenced by different self-
emotions triggered by other events. For example,
B might exhibit more intense happiness and an “ex-
cited” emotion if B is also experiencing a positive
event (e.g., a promotion). Conversely, a negative
event (e.g., failing an exam) can decrease the happi-
ness associated with the context-emotion, leading
B to express a “disappointed” emotion.

Despite its critical impact on dialogue behavior,
self-emotion is often overlooked in the design of
recent dialogue models. In this work, we take the
approach of representing self-emotion as events de-
rived from simulated background world of speakers
using large language models (LLMs) and explore
the extent to which self-emotion influences conver-
sational behaviors of an agent.

To achieve this, we construct a virtual agent
framework and observe the dialogue behaviors
of the agents under various self-emotional states.
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Specifically, the agents in our framework are simu-
lated to experience a series of events over a period
of time, with the transitions in their self-emotional
states caused by these events being tracked. At
random points in time, the agents engage in conver-
sations with each other, with their self-emotional
states aligned with their “experienced events.” In
this manner, we analyze how the agents exhibit
different dialogue behaviors, such as employing
various strategies and setting different goals.

In an experiment comparing conversations gen-
erated by LLM-driven agents, with and without
consideration of self-emotion, the results show that
agents are able to generate more human-like dia-
logue strategies incorporating self-emotion. Fur-
thermore, results from a model comparison exper-
iment show that conversations incorporating self-
emotion are evaluated as more natural, empathetic,
and human-like for both GPT-4 and a small-scale
FLAN-T5 model fine-tuned on a GPT-4 generated
dataset. Finally, in a simulated group discussion
experiment where agents discuss five different top-
ics, we observe that the self-emotion of the agents
significantly influences the decision-making pro-
cess, resulting in approximately a 55% change in
decisions. Our contributions in this work include:

• Providing an analysis of the effectiveness of
self-emotion on dialogue strategies, demon-
strating that LLM-driven dialogue models con-
sidering self-emotion employ more human-
like dialogue strategies.

• Curating a pair of GPT-4-generated dialogue
datasets, one with and one without self-
emotion, and conducting human evaluations
on conversations generated by FLAN-T5 mod-
els fine-tuned on these datasets.

• Constructing an LLM-driven agent group dis-
cussion simulation framework and demon-
strating that self-emotion can lead to signifi-
cant change in decisions.

2 Related Work

Self-emotion Self-emotion, also referred to as
“internal emotion,” plays a significant role in daily
interactions. Research on group discussions indi-
cates that self-emotion in individuals can affect the
quality of decisions (Van Knippenberg et al., 2010),
team performance (Long and Arroyo, 2018), and
the decision-making process itself (Hertel et al.,

2000). Furthermore, other studies suggest that
the self-emotion of one member can influence oth-
ers through a mechanism known as mood conta-
gion (Neumann and Strack, 2000; Sy et al., 2005).
Individual self-emotion has also been shown to
impact dialogue strategies (Bambauer-Sachse and
Gierl, 2009). In their research, Koch et al. (2013)
demonstrate that negative self-emotion encourages
more accommodative thinking. Additionally, other
studies suggest that effective self-emotion manage-
ment contributes to the development of leadership
skills (Bjerg and Staunæs, 2011).

Emotion-aware Dialogue Generation Existing
emotion-aware dialogue models typically begin by
recognizing an emotion label from the conversa-
tion history and then proceed with conditional text
generation based on that recognized emotion la-
bel. The most common emotion representation
used is discrete emotion categories, such as the
Ekman basic emotions (Li et al., 2017). Subse-
quent studies have further refined emotion labels
to include more than 30 categories (Huang et al.,
2018; Abdul-Mageed and Ungar, 2017; Rashkin
et al., 2019; Demszky et al., 2020). Some works
also represent emotions using different styles, such
as intensity (Zhong et al., 2019), causalities in his-
tory (Li et al., 2021), and potential emotion tran-
sitions (Qiu et al., 2020). However, the limitation
of this approach is that it assumes the emotional
state of speakers depends solely on the ongoing
conversation discourse. Our work differs from
these approaches in that we consider self-emotion,
which exists outside the conversation context. In
this sense, our approach is similar to response gen-
eration based on user profiles (Zhang et al., 2018;
Song et al., 2021; Zhou et al., 2020).

LLM-driven Agent LLMs possess impressive
capabilities in scheduling and planning, rendering
them valuable for constructing autonomous agents.
A notable line of research focuses on simulating
life-like worlds and observing agent behaviors. For
instance, Generative Agents (Park et al., 2023) sim-
ulates a world where agents engage in self-planning
to manage complex interaction dynamics such as
message propagation and socializing. In their work,
Gao et al. (2023) propose a social simulation frame-
work, S3, to emulate human emotions and attitudes,
enabling the observation of emergent behaviors us-
ing real-world data. Moreover, research also delves
into studying multi-agent collaborations. Agent-
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Emotional label

Sophia is feeling excited right now.
Sophia is feeling upset.

Random event

Sophia is feeling excited because her promotion has been approved this morning.
Sophia is feeling upset because she received some disappointing news about a job opportunity she
was really hoping for.

Profile event

Sophia is feeling worried after recalling a huge mistake she made when asked to be in charge of
a team, even though her promotion has been approved this morning.
Sophia is feeling motivated after recalling that she tried applying to 20 companies before finding
her previous job, even though she received some disappointing news about a job opportunity she was
really hoping for.

Table 1: Different representations of self-emotion.

verse (Chen et al., 2023) demonstrates that multi-
agent collaboration enhances performance in tasks
such as reasoning and coding. Other studies sug-
gest that group discussions lead to better decisions
in various domains including natural language gen-
eration (Chan et al., 2023), question-answering,
and operations research (Wu et al., 2023). In our
approach, we draw inspiration from previous works
on world simulation to construct life-like back-
grounds for each agent, facilitating the generation
of more plausible self-emotion events. Addition-
ally, we leverage a multi-agent setting to investigate
how self-emotion influences the decision-making
process in group discussions.

3 Self-emotion Agents Framework

We build a framework1 in which agents’ self-
emotional states are influenced by a series of events
generated by LLMs according to their profiles.
Agents in this framework are prompted to manage
their own self-emotion, goals, actions, and profiles.

3.1 Agent Representation
Agent Profile Each speaker agent has its profile
generated by GPT-4. A profile contains informa-
tion about the speaker’s basic information such as
name, age, gender, etc. Besides, each profile of
an agent contains a “description” field providing
information of the past experience (See Table 6).
This is helpful for further generation of events and
analysis of self-emotion status.

1Code and data are available at: https://github.com/
QZx7/Self-emotion

Dialogue Strategies as Agent Actions Based on
their current self-emotional states and the ongo-
ing conversation context, agents are prompted to
choose the most appropriate dialogue strategies for
their next actions. Dialogue strategies are selected
from a pre-defined strategy pool that contains 11 di-
alogue strategies adapted from the taxonomy of em-
pathetic response intents (Welivita and Pu, 2020).
A full list of the strategies can be found in Table 8.

3.2 Self-emotion Representation

Self-emotion can be influenced by various factors,
such as emotional events (Wilms et al., 2020), past
experiences (Robinson and Freeston, 2014), cul-
tural background, and personality traits (Salas et al.,
2012; Jack et al., 2012). In this work, we represent
self-emotion in natural language with three styles:
random label, random event and profile event.

Random Emotional Label In the context of em-
pathetic dialogue models and datasets, it is com-
mon to represent emotions using discrete labels (Li
et al., 2017; Hsu et al., 2018; Rashkin et al., 2019).
During a conversation, speakers are randomly as-
signed one emotion label from a predefined pool,
such as those used in the EmpatheticDialogues
(ED) dataset (Rashkin et al., 2019), as their self-
emotion. We utilize labels from the ED dataset be-
cause they offer fine-grained distinctions between
similar emotions. The self-emotion is directly rep-
resented as a sentence of “feeling <label>”. For ex-
ample, if the emotional label “excited” is selected,
the self-emotion might be represented as “<name>
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Models
Strategy Accuracy

Without Self-Emotion
With Self-Emotion

Random label Random Event Profile event

Mistral-7B-Instruct 33.76 33.13 35.75 32.32
Llama-2-7B-Chat 27.73 34.27 28.07 40.27

gemma-2b-it 15.00 30.13 28.60 23.73
ChatGPT-3.5 33.67 38.87 42.20 39.87

GPT-4 45.41 40.69 47.36 38.94

Avg. 31.11 35.42 36.40 35.03

Table 2: Accuracy of different models using different self emotion representations. (+SE): with self emotion. (-SE):
without self emotion.

is feeling excited right now.”

Random Event Individuals’ self-emotion may
be influenced by some random events that happen
to them. To capture this, we represent self-emotion
as an emotional label accompanied by an associ-
ated event. For example, “My promotion has been
approved.” is an event that could evoke the emotion
of “excited”. The self-emotion of this event could
be represented as “I’m feeling excited because my
promotion has been approved.” This approach al-
lows us to incorporate more causal information
into self-emotion, enabling speakers to potentially
leverage this information in their future actions.

Profile Event People with different personali-
ties and past experiences may generate different
self-emotions for identical events. For instance,
a person with acrophobia may feel “fear” when
riding a roller coaster, while others may feel “ex-
cited.” Therefore, we also consider a method of
representing self-emotion using events related to
the profiles of each speaker, referred to as “profile
events.” Table 1 provides examples of self-emotion
represented in three different ways.

3.3 Self-emotion Generation

Different types of self-emotion are generated by
prompting LLMs with necessary information such
as profiles. For random label self-emotion, each
speaker agent will randomly choose an emotional
label in the annotation schema of the ED dataset
as its self-emotion (e.g., “I’m feeling proud.”). For
random-event self-emotion, each speaker agent has
its own self-emotion by analyzing its own profile
and simulating the encountered events. For in-
stance, if the profile of a speaker agent is a col-

lege student, then an event and self-emotion of this
speaker agent could be “I’m feeling frustrated be-
cause I will have three exams next week.” Profile-
event self-emotion is simulated in a similar way,
however considering the speaker agent’s past expe-
rience mentioned in the profile (e.g., “I’m feeling
nostalgic when I think of the days in high school.”)
The agents are prompted to select strategies and
generate conversations taking account of the dia-
logue context and self-emotion. Figures 8 and 9
show the prompts the agents use to simulate differ-
ent types of self-emotion.

4 Self-emotion in Strategy Selection

The purpose of this experiment is to explore
whether incorporating self-emotion leads to more
human-like dialogue strategies. In this experiment,
we have agents simulate speakers in the Empa-
theticDialogues (ED) dataset and select the best
strategies from a predefined strategy pool in two
situations: with and without self-emotion. We then
compare the strategies provided by the models to
those made by human experts and evaluate the ac-
curacy.

4.1 Framework Prompt Settings

Agent Settings Each conversation in the ED
dataset includes two speakers. To ensure our agents
maintain consistent personal backgrounds for both
speakers, the original conversations in the dataset
are provided to GPT-4 when generating agent pro-
files. The LLM is tasked with generating profiles of
two individuals who could plausibly have the pro-
vided conversation. Figure 7 illustrates the prompt
used for generating these profiles.
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anxious

expressing care or concern

sympathizing

sharing or relating to own experience

sharing own thoughts/opinion

acknowledging or admitting

suggesting

encouraging

questioning for details

proud

excited

nervous

joyful

5/17/24, 9:43 AM render.html

file:///D:/project/Penpal/self_emotion/evaluation/results/render.html 1/1

Figure 2: Flow between most frequent self-emotion and
the dialogue strategies.

Conversation without self-emotion When hav-
ing a conversation, each speaker talks according to
their own profile as well as the first 2 or 3 utterances
(depending on the number of utterances) at the be-
ginning of each dialogue in the ED dataset. The
speaker agents are tasked with two objectives si-
multaneously: 1) selecting the best strategies from
a given strategy pool, and 2) generating the future
conversation based on the selected strategies. This
prompt is shown in Figure 6.

Conversation with self-emotion In this case,
each speaker has their own self-emotion before en-
gaging in a conversation. Self-emotions are gener-
ated by prompting different LLMs. Conversations
are then generated similarly to the method used
without self-emotion, except that self-emotion is
included as part of the input, prepended to the be-
ginning of the dialogue context. Figure 10 presents
the prompt the speaker agents use to generate con-
versations with self-emotion. We utilize Chain-
of-Thought (Wei et al., 2022) technique in all the
prompts, as it performs well in text classification
tasks and is therefore useful for generating the best
strategies.

4.2 Evaluation

Baselines Five language models are used as the
backend of the speaker agents in this experiment:
Mistral-7B-Instruct (Jiang et al., 2023), Llama-
2-7B-Chat (Touvron et al., 2023), Gemma-2B-

It (Team et al., 2024), gpt-3.5-turbo and gpt-4 2.

Evaluation of strategy accuracy The experi-
ment is conducted on the test set of the ED dataset,
resulting in the generation of 2547 conversations
for each self-emotion representation approach. Hu-
man annotations are collected as the ground truth,
and we define the strategy accuracy as the cosine
similarity between the model-predicted strategy
and the human strategy:

Acc =
Sm · Sh

∥Sm∥ ∥Sh∥
(1)

Here, Sm represents the list of strategies chosen by
the model and Sh is the list of strategies annotated
by humans.

4.3 Results & Analysis

Strategy accuracy Table 2 presents the results
of strategy accuracy for different representations
of self-emotion. We are able to observe that
within the same dialogue context, LLMs exhibit im-
proved strategy selection when prompted with self-
emotion. The random event self-emotion yields the
highest performance, outperforming profile events.
Additionally, among all models examined, GPT-4
demonstrates the most effective performance.

Self-emotion and strategies correlation Figure
2 illustrates the relationship between the most fre-
quent self-emotions and corresponding strategies.
It shows that for negative self-emotions such as
“anxious” and “nervous,” the models tend to ex-
press more pessimistic strategies such as “express-
ing concern” and “sympathizing.” Conversely, for
positive self-emotions like “proud” and “joyful,”
the models lean towards more optimistic strategies
such as “encouraging.” Additionally, neutral strate-
gies such as “sharing own thoughts” and “sharing
experience” are commonly employed across both
positive and negative self-emotions as the most
frequently used strategies.

5 Self-emotion in Dialogue Generation

In this experiment, we explore whether incorporat-
ing self-emotion in a dialogue model leads to better
performance of the generated conversations using
GPT-4. Additionally, considering the challenges
associated with deploying large language models

2We use the gpt-3.5-turbo-0125 for gpt-3.5-turbo and gpt-
4-0125-preview for gpt-4.
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Model BLEU ROUGE-1 ROUGE-2 ROUGE-L BertScore

FLAN-T5 (- se) 56.99 0.71 0.50 0.61 0.82
FLAN-T5 (+ se) 60.01 0.77 0.58 0.67 0.90

Table 3: Automatic evaluations of the fine-tuned models. (-se): without self-emotin. (+se): with self-emotion.

Model Winning rate against FLAN-T5 (-se)

Naturalness Empathy Interestingness Humanness All

GPT-4 (- se) 5.27 0.96 - 0.12 4.31 2.61

GPT-4 (+ se) 16.99 11.29 16.21 14.12 14.65
FLAN-T5 (+ se) 9.17 10.72 15.16 19.24 13.57

Table 4: Human evaluation results of the trained models. Negative numbers indicate that the model performs worse
than FLAN-T5 without self-emotion. (-se): without self-emotin. (+se): with self-emotion.

like GPT-4, we also fine-tune a more easily de-
ployable FLAN-T5 model, assuming accessibility
to self-emotion in the conversations, to assess the
effectiveness of self-emotion in smaller scale mod-
els. We conduct experiments under two settings:
with and without self-emotion, and perform human
evaluations to assess the naturalness, empathy, in-
terestingness, and humanness of the conversations.

5.1 Self-emotion Aware Model Training

GPT-4 conversations generation We employ
the same workflow as described in Section 4 to
generate conversations both with and without self-
emotion using GPT-4. These generated conversa-
tions will then be used as training data to train the
small scale models. Different from the previous
experiment, we generate using only the random
event (as it demonstrates the highest strategy ac-
curacy) on the full ED dataset, resulting in a final
train/val/test split of 14,274/2,762/3,569 after fil-
tering invalid cases with incorrect formats. Table 7
shows an example of the generated conversation.

Small scale model training The purposes
of training a small-scale model are to enhance
deployment convenience and to explore how effec-
tively the capabilities of LLMs in understanding
self-emotion can be transferred to a smaller-scale
model. To do this, we fine-tune a FLAN-t5-large
model (Chung et al., 2024) on the collected
datasets. Given the seq2seq architecture of the
model, each conversation in the dataset is split into
multiple turns between the two speakers. For each
turn, the utterance of the first speaker serves as
the input, and the utterance of the other speaker

is treated as the label. The task instruction is
then prepended to form a training instance. For
instance, an example of the input in a training
instance without self-emotion is:

“I’m having a conversation with my friend. My
friend is feeling proud. friend: <utterance_1>. me:
<utterance_2>. friend: <utterance_3>. Generate
the response.”

The corresponding label is: “me: <utterance_4>.
<eos_token>.” For models with self-emotion, the
self-emotion is included in the task instruction:

“I’m having a conversation with my friend. My
friend is feeling proud. I’m feeling disappointed
because my project application has been rejected.”

The model training process was implemented
using the HuggingFace framework3. The models
were trained on NVIDIA A100 GPUs for 72 hours
with a learning rate of 3e-4. The maximum input
length was set to 512 tokens, in consideration of the
original base model’s length window. For inference
generation, the temperature was set to 0.7.

5.2 Evaluation

Automatic evaluation The models are evaluated
on ROUGE (Lin, 2004), BLEU (Papineni et al.,
2002) and BERT-score (Zhang et al., 2019). Table
3 shows the automatic metrics of the models fine-
tuned on our collected self-emotion datasets.

3Model link: https://huggingface.co/google/flan-t5-large
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Profile: Sofia is a
structural engineer
of DreamDesign.
She...

7:00 am
encounter event

Event: Sofia receives an
email notifying that her
promotion application has
been rejected.

Self-emotion: Sofia
feels sad because her
promotion application
has been rejected.

7:05 am 
self-emotion

Sofia Leader

Let's talk about ....

Behavior: Sofia feels bad and raises more objections.

I'm not sure...

10:30am Group discussionCreation of agent

How about...

Figure 3: The illustration of the workflow of an agent in the group discussion simulation.

Human evaluation We follow the method of
ACUTE-Eval (Li et al., 2019) and assess the mod-
els across four axes: naturalness, empathy, interest-
ingness, and humanness. Naturalness assesses the
ability to provide smooth, natural responses. Simi-
lar to the ED dataset, we use empathy to represent
the model’s ability to understand emotions. Inter-
estingness reflects the ability to generate interesting
and diverse responses, while humanness is used to
evaluate the ability to choose human-like strategies
in the conversation. For each model, 100 conversa-
tions are generated in a self-chat manner (Li et al.,
2016), where two models are programmed to talk
to each other. Table 9 shows the questionnaire used
for human evaluation.

5.3 Evaluation Results

Table 3 presents the results of automatic metrics for
the trained models, while the results of the human
evaluation are shown in Table 4. We observe that
models which consider self-emotion produce con-
versations perceived as more natural, empathetic,
and human-like. In particular, the models incorpo-
rating self-emotion demonstrate a significant advan-
tage in humanness, suggesting that integrating self-
emotion is beneficial for generating more human-
like strategies. Although the fine-tuned small-scale
FLAN-T5 models perform slightly worse in overall
naturalness, they show comparable performance
to GPT-4 in terms of empathy and interestingness.
Additionally, annotators evaluated the small-scale
models as more human-like, likely due to the ten-
dency of GPT-4 to produce overly long responses.

6 Self-emotion in Group Discussion

Self-emotion can influence group discussions (Her-
tel et al., 2000; Kelly and Barsade, 2001). In this
experiment, agents in the simulated world within
our framework are prompted to engage in group
discussions incorporating self-emotion across five
topics related to teamwork. The purpose of this

experiment is to explore how the self-emotion of
agents may affect the decision-making process dur-
ing a discussion.

6.1 Framework Prompt Settings

Group member creation Group member cre-
ation involves creating a profile for each member,
including their roles, positions, and background, by
inputting the description of the group into GPT-4.
The role of the a member is either the “leader” or
“member”, where the “leader” will serve as the host
of the discussion by pushing the topic to next steps.
Each “member” has their own position and back-
ground which are related to their occupation and
past experience to trigger self-emotion. Figure 13
shows the prompt we use to create group members.

Topic generation Topic generation is the process
of generating the topics that group members en-
gage in. To capture the decision-making process,
each topic is divided into several steps. For exam-
ple, the topic of “organizing a group trip to Italy
with a limited budget of $1500 per person” can
be broken down into steps such as choosing dates,
selecting flights, deciding on attractions, choosing
hotels, and so on. Figure 14 is the prompt we use
to generate different topics.

Agent discussion Agents follow the steps of the
topic and have discussions. The agents are required
to reach an agreement before moving to the next
step. The “leader” of the group judges whether
an agreement has been reached by analyzing the
discussion history. During a discussion, a hidden
“manager” will decide the next speaker by analyz-
ing the positions of the members and discussion
context. For instance, if the “manager” decides that
a structural engineer should pose an idea about the
material, it will set the structural engineer as the
next speaker. The “manager” does not participate
in the discussion by raising its own opinions.
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66.57%

50.98%

Neg.

Pos.

0.00% 20.00% 40.00% 60.00% 80.00%

Undecided
Decided
Authority
Majority
Details
Compromise

Figure 4: The decision change rats of each category for positive and negative self-emotion. Gray numbers indicate
the total change rate.

Discussion Context: FantSoftware is a newly created software development team with 6 members. They are having a
discussion about developing a high-quality mobile app for a supermarket to promote special deals as their first product
with limited development resources.

Let's now focus on discussing the best development tools and programming languages for our
mobile app, considering our limited resources.

React Native is a strong contender for our development framework. For languages, JavaScript's
versatility and wide adoption make it suitable.

The next speaker is the leader. Please decide the next step to talk about.
Manager

Leader

SA: Michael

The next speaker is the Software Architect (SA).
Manager

The next speaker is the Senior Software Developer (SSD).
ManagerI concur. The versatility of JavaScript together with the efficiency of React Native for front-end,

sounds ideal for our hybrid app development.SSD: Emily
The next speaker is the Front-end Developer (FD).

Manager
I second using React Native and JavaScript. They are a great fit for efficient development with
limited resources.FD: Brian

I'm not sure. We all know that Kotlin is the best language for Android. Why don't we make a better
choice?

FD: Brain

Brain self-emotion: He's feeling sad because his promotion application has been turned down.

Figure 5: An illustration of the group discussion.

6.2 Experiment settings

Agent goals As shown in Figure 3, in order to fa-
cilitate the self-emotion, we simulate complete pro-
cess of an agent encountering events, stimulating
self-emotion, taking behaviors and participating in
the group discussions by prompting LLMs. Each
agent maintains its own goals and self-emotion. For
example, in a discussion about “building a house
and maximizing profits within a limited budget,”
the structural engineer may aim to secure better
materials while the landscape engineer may priori-
tize budget allocation for sustainability. This way,
agents can develop rich discussion content by ex-
pressing their own ideas, which might be affected
by their self-emotions.

World setting We assess discussions on 5 topics:
house building, hosting a charity event, planning

a trip, organizing a welcome party, and develop-
ing a mobile app. For each topic, we generate a
group with 6 members, where each member has its
own role and position. We run 10 different discus-
sions, and in each discussion, agents will encounter
their own events which will cause the self-emotion.
We then compare the decisions made in these dis-
cussions to those made in a discussion where the
self-emotion of the agents is disabled.

For evaluation, we examine the percentages of
decision changes after incorporating self-emotion.
Specifically, we categorize these changes into six
types:

• Undecided change: discussions that shift
from an agreement to delegation.

• Decided change: discussions move from del-
egation to agreement.
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• Authority change: a decision made by voting
changes to being made by a single agent.

• Majority change: a decision made by a single
agent changes to a majority vote.

• Details change: the overall direction does not
change, but specific details do (e.g., changing
“spending $30 for dinner” to “$20”).

• Compromise change: a decision shifts from
full agreement by all agents to a compromised
agreement where one or more agents make
concessions.

6.3 Results & Analysis
Does adding self-emotion change the decisions?
Figure 4 shows the average percentage of differ-
ent categories of decision changes influenced by
positive and negative self-emotion across all topics.
We observe that a significant portion of decisions
are affected: around 66% by negative and 51% by
positive self-emotion.

For different categories of changes, we find that
negative self-emotion leads to more undecided, ma-
jority, and compromise changes. This suggests that
agents with negative self-emotion tend to express
their opinions more, resulting in delegation or com-
promise in decision-making, which aligns with the
findings in (Koch et al., 2013). In contrast, posi-
tive self-emotion tends to lead to more agreements,
with most changes involving the details of plans
without altering the main direction of the decision.
A comprehensive table of the decision change rates
across topics can be found in Table 10.

Additionally, an analysis of the average length
and frequency of utterances indicates that agents
with positive self-emotion tend to be more active.
Discussions reach agreements more quickly when
agents have negative self-emotion (Table 11).

Case study on negative self-emotion changes
the decision. Figure 5 shows a discussion on the
topic of “APP development”. The self-emotion of
the front-end developer (FD) influences the dis-
cussion and ultimately leads to a decision change
from “using React Native and JavaScript as the de-
velopment tools” to “Kotlin.” In this case, despite
being more agreeable when no self-emotion is intro-
duced, the FD, experiencing a “sad” self-emotion,
adopts a more objective stance and proposes a dif-
ferent idea. Similar patterns emerge in other topics,
where members with negative self-emotion tend to
express more objections.

7 Conclusion

This work studies the role that self-emotion,
speaker’s emotion status caused by out-of-context
events plays in the process of generating emotional
responses. Via a human evaluation, we show that
models considering self-emotion are able to gener-
ate more natural conversations with more human-
like strategies. In an experiment of group discus-
sion simulation, we also show that agent with self-
emotion can have significant influence on the de-
cision making process. The results of the experi-
ments demonstrate the importance of considering
self-emotion when building embodied agents and
dialogue models that can smoothly participate in
human social activities.

Limitations

Future work could enhance several aspects of this
research. For example, to capture the decision-
making process, we focused on topics related to
teamwork. However, group discussions can vary
in style, such as debating, defending, etc. Future
research can explore these different scenarios and
investigate how self-emotion could affect the final
discussion outcomes. Another point is the halluci-
nations of language models, which lead to reduced
robustness of the agents. Agents may exhibit un-
expected behaviors and make choices based on
imperfect dialogue strategies. While enhancements
to the agent prompts can mitigate these problems,
we believe that such improvements require overall
advancements in large language models.

Ethical Considerations

Agents with self-emotion may bring potential ethi-
cal risks when deployed in reality. One risk is the
unpredictable behavior of agents caused by self-
emotion, especially negative emotions (e.g., anger,
hatred). We propose that all practitioners ensure
the values of agents so that they do not perform
inappropriate behaviors during discussions. Self-
emotion-aware agents should be guided by social
restrictions based on human values. Another risk is
the misinformation that might be caused by the hal-
lucinations of LLMs. Agents driven by goals might
execute actions and produce utterances without re-
ferring to facts, which may lead to the unintentional
spread of misinformation. Thus we suggest future
applications to avoid using the generated discus-
sions for fact proof usage.
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A Fixed Context Experiment & Data
Generation

Data generation is conducted after fixed context ex-
periment so that we are able to decide which model
to use by comparing their performance. The fix
context experiment consists of two steps, profile
generation and conversation generation by prompt
different models. The experiment pipeline is imple-
mented on huggingface. The links to the models
we use are shown in Table 5.

A.1 Profile Generation

We adopt the definition of profile as in Genera-
tive Agents (Park et al., 2023) and added fields
that may have more effect on emotion expression,
which includes name, age, innate, occupation, ori-
gin, gender and an overall description. An example
of the profile can be found in Table 6. In the profile,
“innate” represents the innate personality of this
speaker, which can have an effect on the emotional
expression. The “description” of a speaker will be
used for generating the profile-event self-emotion.

The prompt we use to generate profiles is shown
in Figure 7 by providing the original conversations
in ED dataset. The models are required to generate
profiles that can fit the conversation content and
emotion expressions.

A.2 Conversation Generation

Without Self-emotion After generating the pro-
file, we are able to generate conversations with and
without self-emotion. In ED dataset, each dialogue
is annotated with an emotion label. Each dialogue
has a speaker and a listener and the speaker will ex-
press the emotion annotated at the beginning of the
conversation. We utilize this property of the dataset
and take the first 3 utterances by the speaker and
listener as context if the length of the conversation
is longer than 3. However, for dialogues of which
the length is shorter than 3, we take only the first
utterance as the context. In the prompt, we instruct
the LLMs to generate a conversation between “you”
and “friend”, which represent the “listener” and
“speaker” in the original dataset, respectively. The
emotion label is used to describe the emotion status
of “friend”. We then prompt LLMs to continue to
generate the conversations based on the context and
“friend’s” emotion. Figure 6 shows the prompt we
use to generate conversations without self-emotion.

With Self-emotion When generating conversa-
tions with self-emotion, we first generate the self-
emotion based on profile of the speakers by prompt-
ing the same LLM as will be used for generating the
conversations. Figure 8 and 9 show the prompts we
use for generating self-emotion with random events
and profile events. The generated self-emotion is
then used as the emotion status of “you” in the
prompt for conversation generation. Figure 10 is
the prompt we use to generate conversations with
self-emotion. An example of generated conversa-
tion is shown in Table 7.

A.3 Training Data Generation
The dataset is generated using the same methods as
in the fixed context experiment. We collect dataset
from GPT-4, because it demonstrates best perfor-
mance in the fixed context experiment. The conver-
sations are generated by prompting GPT-4 with the
profiles and self-emotion.
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You are having a conversation with your friend. Your friend is having a specific mood because of some events.
Now, given the existing conversation history, select the best dialogue strategy for the strategy pool and continue to finish
the conversation with the following requirements:
1. Analyze your friend's mood and the intention of your friend.
2. Based on your friend's mood, select the best dialogue strategies.
3. Based on the strategy, generate the conversation that you expect to have.
Strategy pool:
1. questioning for details (What are you looking forward to?)
2. acknowledging or admitting. (That sounds like double good news.)
4. encouraging. (No worryies, I think you can definitely make it!)
5. sympathizing. (So sorry to hear that.)
6. suggesting. (maybe you two should go to the pet store and find a new pet!)
7. sharing own thoughts/opinion. (I would love to have a boy too, but I’m not sure if I want another one or not.)
8. sharing or relating to own experience. (I had a friend who went through the same thing.)
9. expressing care or concern. (I hope the surgery went successfully and with no hassle.)
10: disapproving. (But America is so great now! look at all the great things that are happening.)
11: rejection. (I will pass this time.)

### Task
# Mood
My friend's mood: <ed_mood>
# Conversation history:
<history>
# Output:
Let's think this step by step.

### Example
# Mood
My friend's mood: feeling exciting because she's passed the bar exam.
# Conversation history:
friend: Hey, you know what? I have finally passed the bar exam! Let's celebrate.
me: Oh, I'm so glad for you. Congratulations.
friend: Thank you! Let's celebrate together!!
me:
# Output:
Let's think this step by step. My friend is feeling exciting because she has passed the bar exam and she wanted me to
celebrate together with her. As a friend, I want to celebrate for her by planning a party. I might need to give some
suggestions on places and dates. Therefore, the best strategies are: [acknowledging or admitting, suggesting]. The
future conversation I'm expecting is:
me: Wow, that's such a great news!! I'm so happy for you. You've been working so hard for that. Let's hang out!!
friend: Thank you! It is really encouraging!
me: I have just known a nice bar from one of my firends, let's hang out there and get some drinks!!
friend: That sounds really nice! I have a lot of things to share with you!
me: Great! Once again, congratulations, let's meet tonight!

Figure 6: The prompt we use to generate conversations without self emotion.
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Model Link

Mistral https://huggingface.co/mistralai/Mistral-7B-Instruct-v0.2
Llama-2 https://huggingface.co/meta-llama/Llama-2-7b-chat-hf
Gemma https://huggingface.co/google/gemma-2b-it

Table 5: The list of models and the links on huggingface used in the fixed context experiment.

Profile

Name Sophie Bennett
First Name Sophie
Last Name Bennett

Age 22
Innate creative, empathetic

Occupation Social Media Content Creator
origin Canada

gender female
description Introducing Sophie Bennett, a 22-year-old creative soul from the picturesque

landscapes of Canada. Sophie, known for her innate creativity and empathetic
nature, has found her niche as a Social Media Content Creator. With a background
in digital media and a keen eye for aesthetics, she curates captivating content that
resonates with a diverse audience. Sophie’s journey into the world of content
creation began during her college years, where she studied communications and
discovered her passion for storytelling through visual mediums. Her innovative
approach to social media has gained attention, establishing her as a rising star in
the digital realm. Beyond her online presence, Sophie is actively involved in
community initiatives promoting mental health awareness. Through her platforms,
she shares personal stories, fostering a sense of connection and understanding
among her followers. Sophie is not just a content creator; she’s a compassionate
voice using her creativity to make a positive impact in the virtual and real-world.

Table 6: A sample profile of a speaker.

Given a conversation between two people, try to generate
a profile for each speaker with the following requirements:
1. The profiles should fit their conversation content.
2. The profiles should fit their emotion expressions.
Conversation:
<conversation>
Output format:
[BOP] (a token representing the beginning of the profile)
Name: (the full name of the speaker)
First Name: (the first name of the speaker)
Last Name: (the last name of the speaker)
Age: (the age of the speaker)
Innate: (the innate personality of the speaker)
Occupation: (the job of the speaker)
Origin: (where does this speaker come from)
Gender: (the gender of the speaker)
Description: (a detailed bio-graphy and past experience
including working, education and so on.)

Figure 7: The prompt to generate profiles in the fixed
context experiment.

B Group Discussion Settings

Before generating the group discussion, we first
create the world information that includes the back-
ground of the group, the topics they engage in and
the profile of each group member including, name,
role, position and generic overview. Role is used
to distinguish whether this member is a “leader” or
“member” and position describes the part of work
this agent is in charge in the group (e.g., interior de-
signer, front-end developer, etc.) Figure 13 shows
the prompt that we use to generate profiles of the
group members.

After generating the profiles, we need to decide
the topics of each group. This is done by manually
inputting a general topic and prompt LLMs to gen-
erate the steps of this topic. The prompt we use to
generate the steps is shown in Figure 14.
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Generate an random event that might cause an emotional status of
a person with the following requirements:
1. choose an emotional label that is used in dialogue dataset
EmpatheticDialogues.
2. the event should commonly exist in real daily life.
3. use "I" as the subject of the event.
### Example
feeling sad becasue I broke up with my girlfriend.
feeling frustrated because I will have three exams in next week.
### Output

Figure 8: The prompt we use to generate a random event.

Generate an event that could happend to a person and with an
emotional label that might be caused by the event. 
However, the emotion might be changed by recalling a certain
period of experience in the person's profile. 
Generate with the following requirements:
1. choose an emotional label that is used in dialogue dataset
EmpatheticDialogues.
2. use "I" as the subject of the event.
3. generate only 1 experience.
Experience:
<profile>
## Example
feeling angry after recalling the days being bullyed by my boss
even he approved my promotion.
feeling sad after recalling my cat who passed away 2 years ago
even seeing such a beautiful view during my trip.
## Output

Figure 9: The prompt we use to generate a profile event with a given profile of the speaker.
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You are having a conversation with your friend. Both you and your friend have moods due to some events. These moods
might affect your dialogue behaviors.
Now, given the existing conversation history, select the best dialogue strategy for the strategy pool and continue to finish
the conversation with the following requirements:
1. Analyze your friend's mood and the intention of your friend.
2. Analyze your current mood and decide your attitude to your friend's intention.
3. Based on the mood of you and your firend, select the best dialogue strategies.
4. Based on the strategy, generate the conversation that you expect to have.
Strategy pool:
1. questioning for details (What are you looking forward to?)
2. acknowledging or admitting. (That sounds like double good news.)
...

### Task
# Mood
My friend's mood: <ed_mood>
My mood: <event_mood>
# Conversation history:
<history>
# Output:
Let's think this step by step.

### Example
...

Figure 10: The prompt we use to generate conversations with self-emotion.

A group of team is discussing about <topic>. The have
now moved to a sub-topic of <step>.
Several members are in the discussion, each has their
own role in the team.
These members are with different positions of
<position_list>.
The current discussion history is: 
<history>
Now, predict who is the next speaker. If you think this is
the end of the discussion, generate a "None".

Output format:
[BOS] (a special token representing the beginning of the
answer)
Next speaker: (the position of the predicted next speaker,
or "None" if you think the discussion should end here)
[EOS] (a special token representing the end of the
answer)

Figure 11: The prompt for the discussion manager to
decide the next speaker.

In the group discussion settings, each agent main-
tain their own emotion status and goal to have con-
versations. A dialogue manager will monitor the
overall history and decide the next speaker. Fig-
ure 11 shows the prompt that the dialogue manager
uses to generate the next speaker. After the dia-
logue manager name the next speaker, the agent
with the associate role will speak based on its own
self-emotion and goal. The prompt that the agent
uses to generate a response is shown in Figure 12.

Your name is <name>. You are a/an <position>. Here is
you profile:
<overview>
Your team is now having a discussion on <topic>. Now
you are discussing <step>.
Here is the discussion history:
<history>

Now, you are encountering an emotional event that: You
are <self_emotion>.
Your goal is <goal>.
Carefully generate your response based on your current
mood and the history. Make your utterance less than 50
words.

Output format:
[BOS] (a special token to represent the beginning of your
utterance)
You: (your utterance after following token "You:")
[EOS] (a special token to represent the end of your
utterance)

Figure 12: The prompt that the agents use to generate a
response with self-emotion.

C Strategy List

Table 8 shows the list of strategies that we use
for generating conversations. The strategies are
adapted from the analysis of response intents on the
ED dataset. However, in order to demonstrate more
diverse actions of the models, we made modifica-
tions by adding a “rejection” action and merging
minor intents to similar main ones (e.g, “approving”
is merged by “acknowledging or admitting”).
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Fixed context conversation

Fixed context from ED

Friend: I am waiting to see if I pass the GRE.
Me: I hope you did it. Don’t worry too much.
Friend: Thank you, I am trying my best.

Generated conversation

Me: You’ve put in so much work, I’m sure the results will reflect that. Just hang
in there a bit longer.
Friend: I hope so. How about you? Are you feeling any better about the meeting and
the keys?
Me: Kind of stressed, not gonna lie. Misplacing keys is the last thing I needed
today. But talking this out with you actually helps a bit. We’re both in this
waiting game, huh?
Friend: Absolutely, we’re in it together. If there’s anything I can do to help
with the keys or to take your mind off the meeting, let me know.
Me: Thanks, I appreciate it. Let’s both keep our spirits up. I’ve got to sort out
my situation, but we’ll catch up soon, okay? Fingers crossed for your GRE results!
Friend: Thanks! And good luck with your keys and meeting. Let me know how it goes.

Table 7: An example of the generated conversation by GPT-4.

Strategy Example

Questioning for details What are you looking forward to?
Acknowledging or admitting. That sounds like double good news.

Encouraging. No worryies, I think you can definitely make it!
Sympathizing. So sorry to hear that.

Suggesting. maybe you two should go to the pet store and find a new
pet!

Sharing own thoughts/opinion. I would love to have a boy too, but I’m not sure if I want
another one or not.

Sharing or relating to own experience. I had a friend who went through the same thing.
Expressing care or concern. I hope the surgery went successfully and with no hassle.

Disapproving. But America is so great now! look at all the great things
that are happening.

Rejection. I will pass this time.

Table 8: The strategy list adapted from the empathetic response intents. Several intents that are not frequently used
are merged with similar intents and a new strategy “Rejection” is added to express stronger negative emotions.

D Human Evaluation Details

Human evaluation is conducted on Amazon Me-
chanical Turk. We in total hire 43 annotators for
the evaluation on the conversations. The annotators
are requested to answer a questionnaire as shown
in Table 9 and select one model over the other. The
questions are adapted from ACUTE-Eval. To ver-
ify the quality of evaluation, during the task, the
annotators are asked to answer some verification

questions such as “Why did you choose this conver-
sation?” In a final post-processing step, evaluations
with non-reasonable verification answers will be
filtered out. Typical non-reasonable verification an-
swers are single words (“GOOD”, “YES”, “NO”)
and content-irrelevant phrases (“After a short break,
Ellen has started .... ”).
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Question

Naturalness

Q1. Which dialogue do you think is more natural like two friends updating their daily life?
Q2. Which dialogue do you think is more like a dialogue between normal friends?
Q3. In which dialogue do you think the speaker B talks more naturally?

Empathy

Q4. Which speaker B understands the feelings of the seeker better?
Q5. For speaker B in these two conversations, who do you think understands human
emotion better?
Q6. Which speaker B shows more empathy on the seeker?
Q7. Which speaker B do you think is expressing in a more emotional way?
Q8. If you are speaker A in the conversation, which speaker B do you think you can
more easily understand their mood?

Interestingness

Q9. Which conversation do you think contains more useful information?
Q10. Which speaker B do you think you want to talk with?

Humanness

Q11. If you had to guess that one speaker B is human and one is a bot, which do you
think is human?
Q12. Which speaker B sounds more like a real person?

Table 9: The Questionnaire for human evaluation on the conversations generated by different models.

<content> which has <number> people. Each member
has their own role, now generate the profiles of all
<number> members.

Output format:
Person 1:
[BOF] (a special token to represent the beginning of a
profile)
Name: (name of the person)
Role: (select from ["leader", "member"])
Position: (the position of this person in the team)
Overview: (a short background introduction of this person)
[EOF] (a special token to represent the end of a profile)

Figure 13: The prompt we use to generate profiles of
members in a group discussion.

E Group Discussion

Table 10 shows the percentage of decisions that
have been altered after the introduction of self-
emotion. Across all topics, a notable portion of
decisions is observed to be affected. Further in-
vestigation into the effectiveness of positive and
negative self-emotion in the decision-making pro-
cess reveals that negative self-emotion can result in
a greater diversity of decisions, consistent with the
findings in (Koch et al., 2013).

<content> which has <number> people. Currently they are
having a discussion about <topic>. Generate the sub-
topics they need to get agreement on.

Output format:
Topic 1:
[BOT] (a special token to represent the beginning of a
sub-topic)
Content: (the concrete sub-topic they are talking about)
Active members: (select from <position_list>)
[EOF] (a special token to represent the end of a sub-topic)

Figure 14: The prompt we use to generate steps of a
topic in a group discussion.

Table 11 presents the average length of discus-
sion and the number of utterances spoken by the
target agent in each step when positive and nega-
tive self-emotions are applied. It shows that dis-
cussions reach an agreement more swiftly with
positive self-emotion compared to negative self-
emotion. Furthermore, members exhibiting posi-
tive self-emotion tend to be more active and engage
in more dialogue compared to those with negative
self-emotion during group discussions.

246



Topic Decision Change Rate

Pos Neg All

House design 54.29 66.67 58.00
Trip to Italy 44.29 56.67 48.00

Charity Event 53.06 80.95 61.43
Hosting Party 48.98 61.90 52.86

APP development 54.29 66.67 58.00

avg. 50.98 66.57 55.66

Table 10: The percentage of decisions that have been
changed after applying self-emotion to a random mem-
ber. Pos: discussions with positive self-emotion. Neg:
discussions with negative self-emotion.

Self-emotion Length Frequency

Without Self-emotion 39.00 8.50

With Self-emotion

Positive 48.29 11.29
Negative 51.67 8.00

Table 11: The average length of discussion to get to
an agreement for each step and the frequency of the
member with self-emotion in the discussion.
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Abstract

Explainable artificial intelligence (XAI) is
a rapidly evolving field that seeks to cre-
ate AI systems that can provide human-
understandable explanations for their decision-
making processes. However, these explana-
tions rely on model and data-specific informa-
tion only. To support better human decision-
making, integrating domain knowledge into AI
systems is expected to enhance understanding
and transparency. In this paper, we present
an approach for combining XAI explanations
with domain knowledge within a dialogue sys-
tem. We concentrate on techniques derived
from the field of computational argumentation
to incorporate domain knowledge and corre-
sponding explanations into human-machine di-
alogue. We implement the approach in a proto-
type system for an initial user evaluation, where
users interacted with the dialogue system to re-
ceive predictions from an underlying AI model.
The participants were able to explore different
types of explanations and domain knowledge.
Our results indicate that users tend to more
effectively evaluate model performance when
domain knowledge is integrated. On the other
hand, we found that domain knowledge was
not frequently requested by the user during dia-
logue interactions.

1 Introduction

Explainable artificial intelligence (XAI) has
emerged as an important and evolving domain
within the field of AI, with the goal of enabling AI
systems to explain their decision-making in ways
that are understandable and accessible to humans
(Adadi and Berrada, 2018; Došilović et al., 2018;
Das and Rad, 2020). One potential strategy for
attaining this objective is the use of dialogue sys-
tems that facilitate seamless and effective access to
explanations in a natural manner.

The goal of this paper is to explore the impact of
integrating domain knowledge into an explanatory

dialogue system, aiming to enhance user compre-
hension in AI-driven decisions.

Dialogue, by its very nature, facilitates the dis-
semination of information in a structured man-
ner (Phillips, 2011; Hajdinjak and Mihelič, 2004).
Through dialogue, users cannot only receive expla-
nations but also pose questions tailored to their spe-
cific needs. This enables a dynamic interaction in
which mental models can be scrutinized and refined
through question-and-answer exchanges (Miller,
2019; Sokol and Flach, 2020). However, in the case
of explanatory dialogue systems utilizing XAI, pre-
vailing conversational interfaces (Slack et al., 2023;
Feldhus et al., 2023; Shen et al., 2023) directly map
user intents to XAI operations and furnish template-
based responses. While expedient, this approach
often overlooks the nuances of dialogue context,
potentially leading to misunderstandings and im-
peding the natural flow of interaction.

In Feustel et al. (2023), fundamental require-
ments for explanatory dialogue systems tailored to
XAI contexts were delineated. Contextual informa-
tion is essential for a comprehensive understanding
of a given situation. Although AI models and XAI
methodologies are adept at processing data-centric
information, they are constrained by their inabil-
ity to incorporate domain-specific context, which
limits their capacity to provide insights beyond
the scope of the underlying data. A deeper under-
standing of a model can be achieved by acquiring
additional knowledge from the field in question. In-
corporating domain knowledge into XAI systems
can create more transparent and trustworthy models
that better support human decision-making.

In this paper, we present an approach for mod-
eling domain knowledge within explanatory dia-
logues (§2), highlighting its importance in fostering
richer interactions. In a study with 32 participants,
we evaluate the effectiveness of our dialogue sys-
tem which integrates XAI explanations and domain
knowledge(§3, §4). Our results show that users can
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better assess a model’s predictions through domain
knowledge (§5).

2 Modeling Domain Knowledge

In the field of Explainable Artificial Intelligence
(XAI), there are two main categories of explana-
tions: Local and global explanations (Das and Rad,
2020). Local explanations focus on individual pre-
dictions, illustrating how specific input features af-
fect the outcome for a single instance. In contrast,
global explanations provide an overarching view
of how the model behaves across the entire dataset,
showing general patterns and the importance of fea-
tures. Two prominent types of local explanations
are counterfactual explanations (Verma et al., 2020)
and Shapley values (Castro et al., 2009). Counter-
factual explanations describe how altering certain
input values can change the prediction. Shapley
values, on the other hand, allocate the contribution
of each feature to the prediction.

These explanations typically illustrate the rela-
tionship between input features and the classifier’s
outcomes. However, this relationship is always de-
scribed through statistical means. We assume that
domain knowledge provides additional information
for these statistical explanations, thereby assisting
users in their understanding process. For example,
Shapley values might reveal gender as the most
important feature in a Titanic survival prediction
model. A user might then ask why gender is so
important. Domain knowledge can provide context,
such as historical or societal factors like Women
are more likely to survive than men because they
were prioritized for the lifeboats (see also Table 1).

To facilitate effective access to domain knowl-
edge in dialogue, we propose using bipolar argu-
mentation structures (Stab and Gurevych, 2014;
Pazienza et al., 2017). Arguments and explanations
are inherently similar, as both aim to clarify and
justify information. Argument components can re-
late to each other with a polarity, either supporting
or attacking another argument. To create a robust
dialogue, these arguments can be organized within
an argument tree (Stab and Gurevych, 2014). The
main claim, which is the central topic of discussion,
acts as the root of the argument tree, facilitating
selective access to the most relevant information.
This structure prevents information overload and
provides coherent, contextually relevant explana-
tions. By mapping main claims to the statistical
explanations provided by the XAI system, we en-

System Okay, let’s have a look. My prediction is that a person
with the values you provided would be accepted. If
you want a more detailed explanation, please tell me
what you’d like to know. For example, you might
ask why I decided the way I did or what would have
changed the outcome.

User why do you think i would have been accepted?
System All right, let’s have a look. In your case, the most

influential value was amount, as you can see in the
figure below. You can also see the influence of all
other values, ordered by their importance. Purple
bars indicate a positive contribution, blue bars a neg-
ative contribution. Is there anything else I can help
you with?

User why does a high credit amount increase my chances
of being accepted?

System The amount of credit requested can affect acceptance
as larger loan amounts may pose higher risks for
lenders, requiring more stringent evaluation of the
borrower’s financial capacity to repay.

Table 1: A dialogue snippet with the proposed system
(Credit Scenario): It does a prediction based on the
user’s prior information, answers the first user request
with Shapley values, and triggers domain knowledge on
the second user question.

sure structured and meaningful dialogical access to
the information, enhancing user understanding and
interaction (Aicher et al., 2021; Rach et al., 2021).
For instance, a major claim can be extracted from
the feature-outcome relationship, such as Women
are more likely to survive than men. This serves as
a basic explanation for why gender is important in
predicting survival in a Titanic model. Users can
engage with this explanation by arguing against
it or seeking further understanding of the model’s
decisions.

We propose to have one argument tree with a
specific claim for each feature-outcome relation.
Each tree can contain supporting or opposing ar-
guments, providing a wide range of information
on the domain. This results in multiple argument
trees within an explanatory dialogue, effectively
representing the necessary domain knowledge.

By implementing these argument trees, we can
ensure that users receive comprehensive and con-
textually relevant explanations, enhancing their un-
derstanding and engagement with the AI model.

3 Explanatory Dialogue System

We implement the proposed approach (§2) in an
existing explanatory dialogue system, which was
introduced in (Feustel et al., 2023). The generic dia-
logue system supports various datasets and operates
on two scenarios: German credit data (Hofmann,
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Figure 1: Architecture of Evaluated System: Grey boxes
represent components from previous work (Feustel et al.,
2023), the blue box indicates the modified dialogue man-
agement, and the orange boxes denote the new compo-
nents introduced in this work.

1994) and the Titanic dataset (Cukierski, 2012).
The focus is on numerical and categorical datasets,
utilizing a random forest classifier for real-time
computation, enabling faster XAI methods calcula-
tion and thus a more natural, steady conversation.
The system supports two types of local explana-
tions: Shapley values and counterfactuals (see §2).

Figure 1 shows the architecture of the evaluated
system. For integrating domain knowledge, we
introduce a module providing suitable arguments.
These arguments can be obtained either through
manual acquisition from consulting domain experts
or in case of widely studied topics by using au-
tomated procedures, e.g. large language models
or semantic databases. To exemplify, we manu-
ally extracted arguments for the Titanic dataset
from existing literature (Hall, 1986; Frey et al.,
2011) (domain experts) and used ChatGPT1 to gen-
erate arguments for the credit domain, which were
then manually verified for accuracy. Additionally,
each argument was manually annotated in order
to align it with the desired argument tree structure
and to provide a reference link to the AI features
addressed in the argument2. However,research in-
dicates that this process can also be automated in
the future (Rach et al., 2021).

Since adding domain knowledge creates new
user queries, we replaced the original keyword-
based natural language understanding with a fine-
tuned BERT model (Turc et al., 2019) to provide a

1GPT-3.5 https://openai.com/chatgpt/ Accessed:
2024-05-06

2The Argumentation Scheme can be seen in Appendix B

Figure 2: Explanation Policy of the Evaluated System:
Blue boxes represent user moves, orange boxes indicate
system moves, and the white box shows the integration
of domain knowledge which can lead to multiple system
outputs.

more natural interaction. Feature values and names
were replaced by placeholders, ensuring the model
is not fine-tuned on specific scenarios but rather
on explanatory dialogue, thus keeping the system
generic. The data for training this model was man-
ually generated with Chatito3.

The rule-based dialogue interaction involves ask-
ing the user for feature-specific information and
providing a prediction. The system then asks the
user if they would like to receive an explanation
of the prediction. We revise the explanation pol-
icy and introduce new interaction steps, by distin-
guishing between XAI explanations and domain
knowledge explanations (see Figure 2). Instead of
directly mapping user intentions to specific XAI
explanations, we implement a more abstract intent
for requesting an explanation, which determines
the most suitable explanation based on the dialogue
state and provided information. Initially, we offer
Shapley explanations to give the user insight into
the features impacting the outcome, presenting a
simplified graph4 of the values for lay users. We
then provide additional information from domain
knowledge, either based on the previous interac-
tion (e.g., Shapley values, specific argument) or
on requested feature values (see Table 1). When
no suitable domain knowledge explanation is avail-
able, counterfactual explanations will be offered to
maintain the dialogue’s informative nature.

3https://github.com/rodrigopivi/Chatito Ac-
cessed: 2024-05-06

4A sample can be found in the Appendix A.
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Group AI 1. Dialogue 2. Dialogue
∑

No. DK Scenario DK Scenario

1 false yes credit no titanic 8
2 false yes titanic no credit 8
3 true yes credit no titanic 8
4 true yes titanic no credit 8

Table 2: Participant Distribution over Groups. Sum is
the amount of participants per group.

4 Study Setup

To assess the initial impacts of integrated domain
knowledge, we conduct a user study, presenting the
dialogue system (§3) in a web environment (see Ap-
pendix A) with two distinct models trained on the
Titanic and Credit datasets. In one scenario, the AI
is trained on accurate training data (true AI), while
in the other, the expected class is inverted in the
training set to simulate a malfunctioning AI (false
AI). This study setting has been designed to ascer-
tain whether users can discern the false AI using
authentic domain knowledge. We assess the user’s
impression of the AI using the questions: I agree
with the decisions made by the system (Q1) and The
system decisions are plausible (Q2). In addition
to evaluate the overall performance of the system,
we employed the SASSI questionnaire (Hone and
Graham, 2000).
Each of the 32 participants interacted with the sys-
tem twice, experiencing both scenarios (credit/ ti-
tanic) and one AI setting (true or false), with and
without domain knowledge activated. This resulted
in four groups based on AI truthfulness and sce-
nario variance (see Table 2).
The study began with general instructions and a
task description. Users were encouraged to interact
and explore explanations, with the task designed
to be open-ended for a natural conversation. Af-
ter each scenario, the participants completed the
questionnaire on a five-point Likert scale (Q1, Q2
and SASSI). Finally, we collected demographic in-
formation and participants’ attitudes towards and
experiences with AI (see Table 3). For evaluat-
ing the statistical relevance of our findings, we use
the Mann-Whitney-U test (McKnight and Najab,
2010).

5 Evaluation

We discover notable differences in the interactions
between the true and false AI setting, as shown in
Table 4. Further, we observe a tendency for do-
main knowledge (DK) to support system decisions

Participants Age AI Attitude

Total 32 Average 32.6 Median 4
Female 9 Youngest 22 Min 2
Male 23 Oldest 65 Max 5

Interaction Time Turns AI Experience

Median 4.4 min Median 26.5 Median 3
1. Dialogue 5.6 min Min 16 Min 0
2. Dialogue 3.6 min Max 167 Max 5

Table 3: Overall statistics of the conducted study. The
AI Attitude was rated from 1 (negative) to 5 (positive).
AI experience was rated from 0 (no experience) to 5
(expert).

more effectively in the true AI setting. However,
users did not engage with the domain knowledge
as expected; it was requested in only 44% of the
dialogues with domain knowledge activated. In
addition, for the false AI, participants tended to
rate the system’s decisions more favourably when
domain knowledge was requested, contrary to our
initial expectations. We expected that with domain
knowledge, users would be more likely to recog-
nise the AI’s errors, leading to lower ratings for
the system’s decisions. We assume this discrep-
ancy is related to the questionnaire not focusing
sufficiently on the AI predictions but rather on the
overall system appearance. In future work, we
will refine the methodologies employed in our user
assessments with the objective of distinguishing
between the underlying AI model decisions and the
dialogue system.

The SASSI questionnaire5 indicates that while
the system’s performance is respectable, there is
still room for improvement. The results indicate
that the system’s speed is satisfactory and it is easy
to use. However, there is a need for significant
improvements in the accuracy of the system’s re-
sponses. The inclusion of domain knowledge had
a positive impact on the dialogue experience with
false AI setting, particularly enhancing likeability
and the consistency of the dialogue. Additionally,
the availability of domain knowledge appeared to
reduce the cognitive load on participants. For the
true AI scenario, the system’s usefulness was per-
ceived to be higher when domain knowledge was
incorporated. These findings suggest that domain
knowledge not only improves the overall user ex-
perience in terms of dialogue consistency and like-
ability but also aids in reducing cognitive effort and
enhancing the perceived utility of the system.

5The complete questionnaire evaluation can be found in
Appendix C.
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AI No DK DK pavg
∑

avg
∑

Q1 false 2.48 27 2.60 5 0.91
true 3.69 23 3.89 9 0.87

Q2 false 2.44 27 3.40 5 0.14
true 3.65 23 4.00 9 0.58

Table 4: Evaluation results comparing dialogues with
requested domain knowledge (DK) and without (No
DK). AI denotes the truthfulness of the underlying AI
system. Q1 and Q2 are questions measuring if the user
can understand the AI decisions (a higher value indicates
greater consent). The sum shows the number of ratings
and p is the value of the Mann-Whitney U test.

Finally, we collected overall statistics on the ex-
planations provided, including the frequency of
different types of explanation. This data provides
valuable insights into how often each type of expla-
nation was used during the interaction, helping us
understand user preferences and the effectiveness
of various explanatory strategies. On average, par-
ticipants requested two explanations per dialogue.
When domain knowledge was activated during a
dialogue (in 44% of the possible dialogues), the
system provided one additional explanation. Addi-
tionally, the counterfactual explanation was offered
twice in a dialogue. Furthermore, in 32% of all
dialogues, participants requested to change at least
two values and discover other predictions. This in-
dicates an attempt to discover the model’s behavior
through experimentation, which can be viewed as
a form of example-based explanations.

These findings underline the importance of do-
main knowledge in explanatory dialogues and high-
light both the system’s strengths and areas for im-
provement, guiding future enhancements to better
support user understanding and interaction. How-
ever, given the small sample size, these results only
indicate trends. A more extensive evaluation with
a larger participant pool is planned for the future to
validate these findings more robustly.

6 Conclusion and Future Work

In this paper, we highlighted the need for domain
knowledge integration in explanatory dialogue sys-
tems. Our approach employs argumentation struc-
tures to incorporate domain knowledge into ex-
planatory dialogue systems, enhancing the trans-
parency and comprehensibility of AI model expla-
nations. By extending an existing explanatory dia-
logue system with domain knowledge, we demon-
strate the practicality of our approach and con-

ducted a study to evaluate the performance of this
enhanced system.

While we observed the supportive role of domain
knowledge in enhancing explanations in a way that
users can more effectively evaluate model perfor-
mance, several challenges remain. Enhancing in-
teraction and optimizing the explanation policy are
essential to ensure that users are capable to address
their questions and receive the most relevant and
comprehensive explanations to them, including al-
ternative information such as feature descriptions.
Additionally, improving the NLU component based
on our observed explanation interaction patterns is
crucial for facilitating more natural conversations.

Acknowledgements

This work has been funded by the DFG within
the project “BEA - Building Engaging Argumenta-
tion”, Grant no. 313723125, as part of the Priority
Program “Robust Argumentation Machines (RA-
TIO)” (SPP-1999).

References
Amina Adadi and Mohammed Berrada. 2018. Peeking

inside the black-box: a survey on explainable artifi-
cial intelligence (xai). IEEE access, 6:52138–52160.

Annalena Aicher, Niklas Rach, Wolfgang Minker, and
Stefan Ultes. 2021. Opinion building based on the
argumentative dialogue system bea. In Increasing
Naturalness and Flexibility in Spoken Dialogue In-
teraction: 10th International Workshop on Spoken
Dialogue Systems, pages 307–318. Springer.

Javier Castro, Daniel Gómez, and Juan Tejada. 2009.
Polynomial calculation of the shapley value based
on sampling. Computers & Operations Research,
36(5):1726–1730.

Will Cukierski. 2012. Titanic-machine learning from
disaster. Kaggle. available at: https://kaggle.
com/competitions/titanic.

Arun Das and Paul Rad. 2020. Opportunities and chal-
lenges in explainable artificial intelligence (xai): A
survey. arXiv preprint arXiv:2006.11371.
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A Interface of proposed system

Figure 3 provides an overview of the user interface
for our proposed dialogue system. It illustrates the
layout, including the list of current feature values
set by the user on the right side and a graph dis-
playing the simplified Shapley values at the bottom.
This visualization aims to give a clear understand-
ing of how users interact with the system.

B Argumentation Scheme

Keyword Description Example

id Assigned ID for an argu-
ment

gender_arg01

prev_node Node the argument is
pointing to. Can be an ID
or empty if the argument
is a claim.

gender_arg01

type Type of the given argu-
ment.

CLAIM |
SUPPORT

features List of all related features
to this argument

[gender]

text Full text of the argument
which will be presented to
the user

Women were
preferred for
the lifeboats.

Table 5: Annotation scheme used for the retrieved argu-
ments

C Additional Evaluation Information

Table 6 shows the full SASSI questionnaire.
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False AI True AI
False AI True AI p

DK No DK p DK No DK p

Model
Consent

I agree with the decisions made by the system 2.60 2.48 0.9134 3.89 3.69 0.8783 2.50 3.75 0.0000
The system decisions are plausible. 3.40 2.44 0.1422 4.00 3.65 0.5836 2.59 3.75 0.0005

System
Response
Acurracy

The system is accurate. 3.00 2.48 0.4638 3.33 2.78 0.2889 2.56 2.94 0.1514
The system is unreliable. 3.40 3.37 0.9785 2.33 2.87 0.2665 3.37 2.72 0.0246
The interaction with the system is unpredictable. 2.40 3.44 0.0134 2.55 2.74 0.7109 3.28 2.69 0.0211
The system didn’t always do what I wanted. 3.40 3.67 0.4401 3.67 3.65 0.8446 3.62 3.66 0.7369
The system didn’t always do what I expected. 3.80 3.70 0.8070 3.44 3.56 0.8103 3.72 3.53 0.5999
The system is dependable. 2.60 2.63 1.0000 3.22 2.61 0.1986 2.62 2.78 0.5255
The system makes few errors. 3.60 2.85 0.2637 2.33 3.43 0.0589 2.97 3.12 0.7005
The interaction with the system is consistent. 4.20 2.81 0.0064 4.00 3.30 0.0896 3.03 3.50 0.0873
The interaction with the system is efficient. 3.80 2.55 0.0511 2.89 3.04 0.8034 2.75 3.00 0.3587

Likeability

The system is useful. 2.40 2.41 0.8933 3.89 2.74 0.0172 2.41 3.06 0.0293

The system is pleasant. 4.20 3.26 0.0846 3.66 3.39 0.6754 3.41 3.47 0.6071
The system is friendly. 5.00 4.00 0.0059 4.44 4.48 0.8859 4.16 4.47 0.0867
I was able to recover easily from errors. 4.00 2.44 0.0329 3.67 2.61 0.0684 2.69 2.91 0.5139
I enjoyed using the system. 3.40 2.59 0.1511 3.44 2.83 0.2413 2.72 3.00 0.3313
It is clear how to speak to the system. 4.20 2.52 0.0136 3.55 3.22 0.5055 2.78 3.31 0.1314
It is easy to learn to use the system. 4.60 3.30 0.0168 4.44 3.91 0.3025 3.50 4.06 0.0350
I would use this system. 2.00 2.22 0.9130 2.66 2.61 0.8799 2.19 2.62 0.1466
I felt in control of the interaction with the system. 4.00 2.78 0.0230 3.55 2.87 0.1641 2.97 3.06 0.8572

Cognitive
Demand

I felt confident using the system. 3.80 2.85 0.0684 4.11 3.04 0.0262 3.00 3.34 0.2274
I felt tense using the system. 1.60 2.85 0.0493 1.33 1.83 0.1831 2.66 1.69 0.0010
I felt calm using the system. 4.20 3.00 0.0695 4.00 3.35 0.2513 3.19 3.53 0.2438
A high level of concentration is required when
using the system.

2.40 2.85 0.3800 2.00 2.35 0.3081 2.78 2.25 0.0857

The system is easy to use. 4.40 3.11 0.0306 4.00 3.52 0.3133 3.31 3.66 0.2420

Annoyance

The interaction with the system is repetitive. 3.20 3.41 0.6445 3.33 3.30 0.9820 3.37 3.31 0.8421
The interaction with the system is boring. 2.00 3.11 0.0473 2.55 2.96 0.3923 2.94 2.84 0.7170
The interaction with the system is irritating. 2.20 3.30 0.0927 2.22 3.17 0.0905 3.12 2.91 0.5313
The interaction with the system is frustrating. 2.60 3.63 0.1216 2.55 3.09 0.3234 3.47 2.94 0.1649
The system is too inflexible. 3.60 3.85 0.5525 3.11 3.48 0.4510 3.81 3.37 0.2796

Habitability

I sometimes wondered if I was using the right
word.

3.40 3.89 0.2875 2.89 3.17 0.6189 3.81 3.09 0.0167

I always knew what to say to the system. 3.00 2.26 0.1516 3.00 2.78 0.6813 2.37 2.84 0.1431
I was not always sure what the system was doing. 2.80 3.85 0.0750 3.22 3.65 0.3512 3.69 3.53 0.5821
It is easy to lose track of where you are in an
interaction with the system.

1.40 2.93 0.0109 2.22 2.52 0.8113 2.69 2.44 0.4334

Speed
The interaction with the system is fast. 4.40 4.00 0.3036 4.22 4.69 0.0483 4.06 4.56 0.0068
The system responds too slowly. 1.40 1.59 0.4505 1.11 1.17 0.6894 1.56 1.16 0.0008

Count 5 27 9 23 32 32

Table 6: Results of the SASSI Questionnaire. Mean values for each category are presented, based on a 5-point
Likert scale ranging from 1 (strongly disagree) to 5 (strongly agree). The column ’p’ shows the results of the
Mann-Whitney-U test, with significant differences highlighted in bold.
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Figure 3: Proposed dialogue system chat interface.

D User study

Within this section we show the questions used for
the demographic questionnaire items, as well as the
introductory and task texts utilized in the study.

D.1 Demographic questionnaire
Here we show the questions regarding the experi-
ence with AI and the attitude towards AI and their
options.

Do you have experience with Artificial Intelli-
gence (AI)?

• No Experience

• Novice - Little to no understanding of AI con-
cepts.

• Beginner - Familiar with some basic concepts
but lack depth.

• Intermediate - Understand fundamental AI
principles and their applications.

• Advanced - Deep understanding of AI con-
cepts and can apply them practically.

• Expert - Have comprehensive knowledge of
AI theories, methodologies, and apps.

What is your general attitude towards Artificial
Intelligence (AI)?

• Strongly negative - Have deep reservations
or fears about AI; believe it poses significant
threats to society.

• Somewhat negative - Harbor concerns about
AIś impact but acknowledge some potential
benefits.

• Neutral - Neither strongly positive nor neg-
ative; see AI as a tool with both advantages
and drawbacks.

• Somewhat positive - Optimistic about the
potential benefits of AI but recognize the need
for ethical considerations.

• Strongly positive - Enthusiastic about AIś
potential to solve complex tasks; believe in its
ability to drive positive change responsibly

D.2 General Instruction

Enabling conversational Explainable AI
Welcome to our online study, where we are evalu-
ating the effectiveness of an explainable dialogue
system.
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In this study, you engage in two interactions with
a dialogue system. The system is capable to help
you access an artificial intelligence model. She will
ask you for all necessary information the model
needs to create a prediction. Further, she will tell
you the prediction outcome and offer you explana-
tions for it. After interacting with the dialogue sys-
tem, you will be asked to answer questions about
the interaction.

In the end, we kindly ask you to complete a de-
mographic questionnaire. Your participation, tak-
ing approximately 30 minutes, will provide valu-
able insights into enhancing the transparency of
machine learning models through the usage of dia-
logue systems. Thank you for your participation.

D.3 Task Description
In this study, you have the opportunity to engage
with our dialogue system in a conversation about
a predefined scenario. Your role as a participant
is to engage in conversation with the dialogue sys-
tem for as long as you wish. You are free to ask
questions, explore various aspects of the prediction,
and express your thoughts and concerns throughout
the interaction. Although the interface will even-
tually prompt you to continue with the study, you
are encouraged to chat for as long as you wish, al-
lowing for a more comprehensive evaluation of the
dialogue experience.

Credit Scenario In this session, we invite you
to explore the process of applying for a credit loan
and to consider whether you would be accepted by
a bank for such a loan.

The dialogue system is here to assist you in this
exploration. The system will guide you through a
conversation about various aspects of your financial
profile, asking for your input on relevant features
such as income, credit history, and employment
status. Using these details, the system will predict
whether you would likely be approved or denied
for a credit loan by a bank. Furthermore, system
will offer explanations to help you understand the
reasoning behind the outcome.

Titanic Scenario In this session, we invite you
to explore the fateful journey of the Titanic and
contemplate whether you would have survived the
tragedy.

The system is here to assist you in this explo-
ration. It will guide you through a conversation
about various aspects of the Titanic disaster, ask-
ing for your input on relevant features such as age,

gender, and passenger class. Using these details,
the system will predict whether you would have
survived the sinking of the Titanic or not. Further-
more, the system will offer explanations to help
you understand the reasoning behind the outcome.

E Example Dialogue

Table 7 shows an example dialogue of our user
study and illustrates various aspects of the system.
The user interacted with the false AI setting, with
domain knowledge enabled in the credit domain.
Turns 3 to 19 demonstrate the information retrieval
process from the system. In Turn 6, the user
requests an explanation for a specific feature
information, triggering the domain knowledge.
Although this was not the intended behavior, it led
to a more natural conversation.
In Turn 8, the user seeks to understand the situation
by asking a specific question, correctly classified
as a request for explanation. However, since
the system only considers the feature name, the
response in Turn 9 was not well-suited for the
context.
Turns 10 and 11 highlight some miscommunication
and the limitations of template-based natural
language generation (NLG).
After the prediction in Turn 19, the system provides
Shapley values as an explanation, indicating that
the amount was the most relevant feature. The
user then asks for further details on why the
amount was influential. The system provides
domain knowledge in Turn 23. In Turn 24, the
user notices a discrepancy between the original
Shapley explanation and the domain knowledge
explanation.
Turns 25 and 27 showcase the explanation policy.
When the user denies the previous explanation, the
system queries for clarification, thinking the user
did not understand. In Turn 27, with no further
arguments for the amount, the system offers a
counterfactual explanation as an alternative.
Turns 37-41 show the user attempting to change a
parameter value. However, the NLU misinterprets
this as a request for a counterfactual explanation.
Turns 42-48 display the user changing a value and
receiving a new prediction. The new explanations
lead to user irritation in Turn 53, as the XAI
explanation and domain knowledge information
again do not address the same outcome.
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Turn Participant Intent Text

1 SYSTEM opening credit Hello there! I’m Athena, and I’m here to guide you through the world of AI models, providing insights,
predictions and explanations tailored to your needs. Feel free to ask for help anytime – together, we’ll
unlock the power of AI and uncover the secrets hidden within your data! Let’s shift our focus to the
world of finance as we explore the process of applying for a credit loan, aiming to predict whether you
would be accepted or rejected by a bank based on your financial profile. Are you ready to start?

2 USER confirm hello athena! what if i don’t want to provide my financial data?
3 SYSTEM start credit Awesome! So, first of all, I need to get some information to determine if your credit application

would be accepted. Don’t worry, I will tell you exactly what information I need and what options are
available. The first feature is checking account. Your options are: 1 - no checking account 2 - less than
0 Euro 3 - between 0 and 200 Euro 4 - more than 200 Euro

4 USER provide feature i have a checking account with more than 200C
5 SYSTEM ask feature Okay, thank you. The next feature is duration in months. Usual durations range from 4 to 72 months.

Please provide the corresponding number.
6 USER request explanation what do you mean by duration?
7 SYSTEM provide additional expla-

nation
A longer credit duration typically leads to higher credit scores and demonstrates financial stability,
enhancing eligibility for favorable loan offers by reducing perceived risk for lenders.

8 USER request explanation but this is about applying for a credit, isn’t it? why would i need to know the duration beforehand?
9 SYSTEM provide additional expla-

nation
Credit duration, or credit history length, provides lenders with valuable data to assess a borrower’s
creditworthiness, including repayment behavior and credit utilization over time, which can influence
loan terms.

10 USER out of range i have never needed a credit before, so i guess my answer would be 0?
11 SYSTEM wrong entry Sorry, your option is not a valid choice. Please give me a valid input to work with.
12 USER provide feature 6
13 SYSTEM ask feature Okay, thank you. The next feature is purpose, i.e. what you want to use the credit for. Your options

are: 1 - car (new) 2 - car (used) 3 - furniture/equipment 4 - radio/television 5 - domestic appliances 6 -
repairs 7 - education 8 - retraining 9 - business 10 - others

14 USER provide feature 7
15 SYSTEM ask feature Okay, thank you. The next feature is amount. The bank allows credits between 200 Euro and 20000

Euro. Please provide the corresponding number.
16 USER provide feature 14680
17 SYSTEM ask feature Okay, thank you. The next feature is savings. Your options are: 1 - unknown/no savings account 2 -

less than 100 Euro 3 - between 100 and 500 Euro 4 - between 500 and 1000 Euro 5 - more than 1000
Euro

18 USER provide feature 5
19 SYSTEM give prediction Okay, let’s have a look. My prediction is that a person with the values you provided would [u]be

accepted[/u]. If you want a more detailed explanation, please tell me what you’d like to know. For
example, you might ask why I decided the way I did or what would have changed the outcome.

20 USER request explanation why do you think i would have been accepted?
21 SYSTEM compute shap All right, let’s have a look. In your case, the most influential value was amount, as you can see in the

figure below. You can also see the influence of all other values, ordered by their importance. Purple
bars indicate a positive contribution, blue bars a negative contribution. Is there anything else I can help
you with?

22 USER request explanation why does a high credit amount increase my chances of being accepted?
23 SYSTEM provide additional expla-

nation
The amount of credit requested can affect acceptance as larger loan amounts may pose higher risks for
lenders, requiring more stringent evaluation of the borrower’s financial capacity to repay.

24 USER deny if that’s true, shouldn’t the blue and puirple bars be reversed?
25 SYSTEM ask explain Do you think some further explanations would help?
26 USER confirm yes
27 SYSTEM offer cf Okay, let me check.. Unfortunately, I don’t have any further information for you on this point. Would

you like me to generate a counterfactual explanation? This means I’ll provide you with a scenario
where changing certain inputs could result in a different outcome.

28 USER confirm yes please
29 SYSTEM compute cf Let me check that. So, based on my calculations you would need the following values to change the

decision: checking account: no checking account Is there anything else you want to know?
30 USER request explanation what else could you tell me?
31 SYSTEM offer cf Unfortunately, I don’t have any further information for you on this point. Would you like me to

generate a counterfactual explanation? This means I’ll provide you with a scenario where changing
certain inputs could result in a different outcome.

32 USER insult fuck off
33 SYSTEM easter egg Great, now I have this mess in my training data. That’s how AI systems get a bad reputation!
34 USER ask help i was just trying to see how you’d react, sorry.
35 SYSTEM provide help You can interact with me using natural language commands. You can ask for explanations by asking

for an important feature or what needs to be changed to adjust the outcome. You can always ask for a
general reason to get further insight. Besides that you can always change the provided information to
get another prediction.

36 USER provide feature name savings 4
37 USER request whatif how can i change the outcomes
38 SYSTEM compute cf Let me check that. So, based on my calculations you would need the following values to change the

decision: checking account: no checking account Is there anything else you want to know?
39 USER request whatif how can i change the parameters
40 SYSTEM compute cf Let me check that. So, based on my calculations you would need the following values to change the

decision: checking account: no checking account Is there anything else you want to know?
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Turn Participant Intent Text

41 USER deny that does not answer my questio
42 SYSTEM ask action Alright. Is there anything else I can do for you?
43 USER request change value i want to change my provided information
44 SYSTEM ask feature name What feature do you want to change?
45 USER provide feature name duration
46 SYSTEM ask feature Alright. The next feature is duration in months. Usual durations range from 4 to 72 months. Please provide the

corresponding number.
47 USER provide feature 50
48 SYSTEM give prediction Okay, let’s have a look. My prediction is that a person with the values you provided would [u]be

accepted[/u]. If you want a more detailed explanation, please tell me what you’d like to know. For
example, you might ask why I decided the way I did or what would have changed the outcome.

49 USER request whatif how could the outcome have changed?
50 SYSTEM compute cf Let me check that. So, based on my calculations you would need the following values to change the

decision: checking account: no checking account Is there anything else you want to know?
51 USER request explanation why do savings contribute negatively?
52 SYSTEM provide additional expla-

nation
Having substantial savings can enhance credit acceptance as it demonstrates financial stability and
provides a buffer for unexpected expenses, reassuring lenders about the borrower’s ability to repay the
loan.

53 USER request explanation but then why is the savings bar negative?!?!?!?!?!?!?!?!
54 SYSTEM provide additional expla-

nation
Savings can serve as a form of collateral or a down payment, reducing the loan-to-value ratio and
perceived risk for lenders, thus increasing the likelihood of loan approval.

55 USER request whatif change the savings to option 4 and the checking account to no checking account
56 SYSTEM compute cf Let me check that. So, based on my calculations you would need the following values to change the

decision: amount: 1943.3 Is there anything else you want to know?
57 USER deny no
58 SYSTEM ask action Alright. Is there anything else I can do for you?
59 USER deny no
60 SYSTEM bye Okay. Thank you for the nice discussion. Have a lovely day!

Table 7: Example of a full dialogue of the user study giving good insights on the overall system performance.
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Abstract
Affect recognition, encompassing emotions,
moods, and feelings, plays a pivotal role in
human communication. In the realm of con-
versational artificial intelligence, the ability to
discern and respond to human affective cues is
a critical factor for creating engaging and empa-
thetic interactions. This study investigates the
capacity of large language models (LLMs) to
recognise human affect in conversations, with a
focus on both open-domain chit-chat dialogues
and task-oriented dialogues. Leveraging three
diverse datasets, namely IEMOCAP (Busso
et al., 2008), EmoWOZ (Feng et al., 2022),
and DAIC-WOZ (Gratch et al., 2014), covering
a spectrum of dialogues from casual conver-
sations to clinical interviews, we evaluate and
compare LLMs’ performance in affect recogni-
tion. Our investigation explores the zero-shot
and few-shot capabilities of LLMs through in-
context learning as well as their model capaci-
ties through task-specific fine-tuning. Addition-
ally, this study takes into account the potential
impact of automatic speech recognition errors
on LLM predictions. With this work, we aim
to shed light on the extent to which LLMs can
replicate human-like affect recognition capabil-
ities in conversations.

1 Introduction

Affect refers to the broad range of subjective ex-
periences related to emotions, moods, and feelings
(Russell, 1980). It encompasses the various ways
individuals perceive, experience, and express their
emotional states and is an essential aspect of human
experience and communication (Gross, 2002).

The ability to recognise human affect is an impor-
tant ability of conversational artificial intelligence
(AI, Mayer et al. 1999). It empowers the dialogue
agent to go beyond mere information exchange and
engage users on an emotional level. By leverag-
ing affect recognition techniques, they can discern
the emotional nuances in user inputs, including

sentiment, mood, and subtle cues like sarcasm or
frustration (Picard, 1997). This capability allows
the system to respond with greater sensitivity, em-
pathy, and relevance, leading to more meaningful
and satisfying interactions (Zeng et al., 2009).

Large language models (LLMs) have demonstrated
promising performance in many tasks (Beeching
et al., 2023). They have also shown promising capa-
bility in adapting to new tasks via prompting (Heck
et al., 2023; Sun et al., 2023), in-context learning
(ICL, Zhao et al. 2023), as well as task-specific fine-
tuning (Taori et al., 2023). With the advancement in
LLMs, it is possible to use LLMs as the backend of
dialogue systems (OpenAI, 2022, 2023; Touvron
et al., 2023b). This brings up the question: can
LLMs recognise human affects in conversations in
a similar capacity as human beings?

In the context of conversational AI, dialogues can
be broadly categorised into two classes: 1) chit-
chat or open-domain dialogues where users interact
with the system for entertainment and engagement,
and 2) task-oriented dialogues (ToDs) where users
converse with the system for specific goals (Juraf-
sky and Martin, 2009). Under ToDs, depending
on the type of user goals, dialogues can be further
grouped as information-retrieval, medical consulta-
tions, education, and many more.

Regarding the affective information in conversa-
tions, we are particularly interested in the follow-
ing: (1) categorical emotion classes from generic
emotion models such as “basic emotions” proposed
by Ekman and Friesen (1971), (2) custom categori-
cal emotion classes defined for a particular context,
such as the emotion labels defined by Feng et al.
(2022) to encode task performance simultaneously
in ToDs, and (3) depression, a medical illness that
negatively affects how a person feels, thinks and
acts, and causes feelings of sadness and/or a loss of
interest in activities the person once enjoyed (Amer-
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ican Psychiatric Association, 2020).

The emergence of LLMs has signified a shift of
paradigm from training small models for one spe-
cific task to large models for multiple tasks. There-
fore, in this work, we investigate the affect recogni-
tion ability of a range of LLMs on vastly different
types of dialogues and labels1 to ascertain the va-
lidity of this direction. Specifically,

• We evaluated and compared the ability of a range
of LLMs to recognise human affect under dif-
ferent dialogue set-ups (chit-chat dialogues and
ToDs) and recognition targets (emotion classes
and binary depression diagnosis). We used the
following datasets: IEMOCAP (Busso et al.,
2008), EmoWOZ (Feng et al., 2022), and DAIC-
WOZ (Gratch et al., 2014).

• We investigated into LLMs’ zero-shot and few-
shot capabilities through an array of ICL set-ups
as well as their model capacities through task-
specific fine-tuning.

• We considered text-based LLMs as a part of spo-
ken dialogues systems. Therefore, we also exper-
imented with inputs containing automatic speech
recognition (ASR) errors to investigate the poten-
tial influence of ASR errors on LLM predictions.

2 Related Work

2.1 LLM
Large Language Model (LLM) refers to a type of
pre-trained models designed for natural language
processing tasks. LLMs are characterised by their
enormous number of model parameters and exten-
sive training data.

Some well-known examples of LLMs include Ope-
nAI GPT family models (Radford et al., 2019; Ope-
nAI, 2022, 2023), which can have billions or even
trillions of model parameters. Examples of open-
source text-based foundation models include the
LLaMA family (Touvron et al., 2023a,b; AI@Meta,
2024) and their corresponding chat-optimised mod-
els.These models have demonstrated remarkable
abilities in various natural language understand-
ing and generation tasks, including text comple-
tion, language translation, text summarisation, and
even chatbot applications (Beeching et al., 2023).
They also demonstrate “emergent abilities” such
as few-shot prompting and chain-of-thought rea-
soning, which were not present in their smaller

1The code can be found at https://gitlab.cs.
uni-duesseldorf.de/general/dsml/llm4erc-public/

predecessors (Wei et al., 2022). While there are
also multi-modal LLMs such as SALMONN (Tang
et al., 2024), these are at an earlier stage compared
to uni-modal text-based LLMs, and it is still a com-
mon practice to use text-based LLMs as the text-
processing backend, pipelined with other modules
such as ASR and image generator for more com-
plex applications.

2.2 Affective Capabilities of LLMs
With the growing attention on LLMs from the
research community, there have been several
works investigating the affective abilities of LLMs.
Huang et al. (2023) evaluated the empathy ability
of LLMs by utilising the emotion appraisal theory
from psychology. Wang et al. (2023) assessed the
emotional intelligence of LLMs in terms of Emo-
tional Quotient (EQ) scores. Zhang et al. (2023)
investigated how LLMs could be leveraged for a
range of sentiment analysis tasks under zero-shot or
few-shot learning set-ups. Zhao et al. (2023) inves-
tigated the emotional dialogue ability of ChatGPT
through a range of understanding and generation
tasks. In our work, we focus on the affect recogni-
tion ability of text-based LLMs. Our investigation
spans across different types of dialogues and model
learning set-ups. We also consider real-world appli-
cations of LLMs and consider ASR-inferred noisy
input to models.

3 Methodology

The ability of human-beings to recognise affect
can be reflected in many ways. Yet, being able
to narrate what emotion has been expressed in the
utterances of the other interlocutor is a straightfor-
ward and strong sign of such an ability. Therefore,
we took LLMs’ ability to verbalise the emotion
given the dialogue context as a proxy to both qual-
itatively and quantitatively analyse LLMs’ ability
for affect recognition.

3.1 Affect Recognition using LLMs
The pipeline for affect recognition using LLMs
with the option to take speech as input is illus-
trated in Figure 1. When using the speech input, a
Whisper-medium model was used to transcribe the
speech (see Section 4.5 for details). The prompt
is then constructed as designed and fed into the
LLM to generate a text sequence. For open-source
LLMs, we examined the probability of each class
token and considered the one with the maximum
probability as the final model prediction, as shown
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Whisper-medium

Dialogues

...
F: it's the worst when they go 

like that. was he young?
M: kind of

...
F: what's the worst when they 

go like that it was young
M: i know

Speech

OR

Transcript

Top-1 ASR Hypothesis

Prompt Template

Consider the following list of 
concepts, called EMOTIONs: 
[Neutral, Happy, Sad, Angry]

Task Definition

Given ..., the emotion in ... is Happy.

Given ..., the emotion in ... is 

ICL Samples

Query

LoRA

Sad

Emotion Prediction

LLM

Figure 1: A flowchart illustrating the affect recognition pipeline using Whisper and LLM. The designed prompt
comprises parts introduced in Table 1. Low-rank adaptation (LoRA) is used for fine-tuning open-source LLMs.

in Equation 1.

WL∗ = argmax
WL

P (WL|WP ), (1)

where WL belongs to the set of pre-defined labels
and WP is the prompt token sequence.

For commercial models, there is no access to logits
of model outputs and model outputs do not always
follow the format specified in the prompt. There-
fore, we used regular expressions to derive the final
prediction.

3.2 Task-specific Fine-tuning
For efficient training of LLMs, we utilise low-rank
adaptation (LoRA, Hu et al. 2022) to accelerate
the fine-tuning of LLMs while conserving memory.
This is also a common approach for fine-tuning
LLMs as seen in many existing works (Sun et al.,
2023; Zhao et al., 2024).

LoRA hypothesises that the change in weights
during model training has a low “intrinsic rank”.
Therefore, instead of directly updating the full-rank
weight matrices of dense layers during training,
LoRA optimises the low-rank decomposition ma-
trices of those dense layers’ changes while keeping
the pre-trained weights frozen. Specifically, for a
pre-trained weight matrix W0 ∈ Rm×n from a par-
ticular attention block in a transformer-based LLM,
its update ∆W is constrained using a low-rank
decomposition of the update as following:

W0 +∆W = W +AB (2)

where matrices A ∈ Rm×r and B ∈ Rr×n contain
trainable parameters and r ≤ min(m,n). The pre-
trained parameters in W0 are fixed. When r is
set to a much smaller value than the dimensions
of W0, the number of trainable parameters will
be greatly reduced. This leads to greater training

efficiency, less memory requirement, and a lower
chance of over-fitting. Following Hu et al. (2022),
we apply LoRA to the projection matrices of the
self-attention layers of transformer-based LLMs.

LLMs are trained to predict the next token in the
sequence (the label tokens), given the previous to-
kens (the designed prompt). During training, the
input tokens are fed into the model, and the model
predicted the probability distribution of the next
token. The cross-entropy loss is calculated from
the model prediction and the target token.

With LoRA, it takes roughly 30GB memory and 4
hours to train one epoch on the entire EmoWOZ
training set using an Nvidia A100 40GB graphics
card.

4 Experimental Setup

4.1 Datasets and Evaluation

The IEMOCAP dataset (Busso et al., 2008) is a
multi-modal corpus designed for Emotion Recog-
nition in Conversations (ERC) task in chit-chat
or open-domain dialogues. It comprises 151 dia-
logues, containing 10,039 utterances from 10 dis-
tinct speakers involved in 5 dyadic conversational
sessions. Each utterance underwent annotation by
a minimum of three annotators, who assigned one
of nine emotion classes, including sad, neutral, an-
gry, happy, excited, frustrated, surprised, fearful,
disgusted. Annotators could also assign multiple
emotions or use the category “other” if the per-
ceived emotion did not match the predefined op-
tions. Final labels were determined via majority
voting.

Given the absence of an official train-test split, we
adopt leave-one-session-out 5-fold cross-validation
approach and average the results. Our methodology
aligns with the common practices, as discussed

261



by Wu et al. (2020), to consider two label sets:
4-way: Sad, Neutral, Angry, and Happy; 5-way:
Sad, Neutral, Angry, Happy, and everything else
as Other. In both set-ups, Excited is merged with
Happy.

Emotion recognition is performed for every speaker
utterance. We report the weighted accuracy (WA)
and unweighted accuracy (UA) for both label sets.

EmoWOZ (Feng et al., 2022) is a text-based ERC
corpus built for emotion recognition in ToDs. It
comprises 10,438 human-human dialogues from
the entire MultiWOZ dataset (Budzianowski et al.,
2018), as well as 1,000 human-machine dialogues
in the same set of domains. It encompasses seven
distinct user emotions, namely: Neutral, Fearful,
Dissatisfied, Apologetic, Abusive, Excited, and Sat-
isfied. These emotion labels are designed to encode
the task performance. Specifically, each emotion
is defined as a valence reaction to certain elicitor
under certain conduct. For example, Dissatisfied is
defined as a negative emotion elicited by the system
expressed in a neutral or polite conduct.

Emotion recognition is performed for each user
utterance. For existing benchmarks reported in
Feng et al. (2022), neutral class was excluded from
calculating the metrics because they take up more
than 70% of the labels in EmoWOZ. To have a
direct comparison, we report macro-averaged F1
and weighted average F1 excluding neutral. We
include the F1, precision, and recall of the neutral
class in Table B3 of Appendix B.

DAIC-WOZ (Gratch et al., 2014) is a speech-
based corpus for depression detection and anal-
ysis. It includes the Patient Health Questionnaire-8
(PHQ-8, Kroenke et al., 2008) scores of 193 clini-
cal interviews, with 35 (12 are labelled depressed)
interviews in the development set and 47 (14 are la-
belled depressed) in the test set. The PHQ-8 score
ranges from 0 to 24 and quantifies the severity of
the patient’s depressive symptoms.

For evaluation metrics, we follow the criteria estab-
lished by the Audio/Visual Emotion Challenge and
Workshop challenge (AVEC2016) (Valstar et al.,
2016) and perform binary classification on the di-
alogue level. Interviewees with PHQ8 ≥ 10 is
considered Depressed and PHQ8 < 10 is consid-
ered Not Depressed. Since patients with PHQ-8
score of 5 to 9 are defined to show mild depressive
symptoms (Kroenke et al., 2008) but considered

Not Depressed in the dataset, we add information
about PHQ-8 level definition and quantisation cri-
teria to the prompt to establish an aligned diagnosis
standard (Table 1) for the model.

Notably, participants in the AVEC2016 challenge
(Yang et al., 2016; Williamson et al., 2016) and
subsequent research efforts (Ravi et al., 2022; Wu
et al., 2023) primarily focused on optimising the F1
score of the Depressed class. We report this metric
in Section 5 for direct comparison and also include
the F1 score of the Not Depressed in Appendix B.

4.2 Prompt Design

The prompt design aims to exploit the language
modelling and in-context learning ability of LLMs.
Due to the different task set-ups and label sets
in each datasets, the prompt templates used are
different as illustrated in Table 1. Specifically,
EmoWOZ uses custom emotion labels, DAIC-
WOZ involves mapping from numerical values to
binary classes, and IEMOCAP uses generic emo-
tion labels. We therefore provide additional label
explanations in the task definition of EmoWOZ
and DAIC-WOZ. IEMOCAP on the other hand,
contains self-explanatory emotion labels from a
generic emotion model and does not come with
any special definitions. Therefore, we do not in-
clude label definition in the prompt for IEMO-
CAP. Since IEMOCAP and EmoWOZ involve
utterance-level classification whereas DAIC-WOZ
involves dialogue-level classification, we used dif-
ferent queries to accommodate this difference.

4.3 Models

4.3.1 LLMs
GPT-2 (Radford et al., 2019) has a transformer
architecture, pretrained on a substantial English
corpus through self-supervised learning. While its
size does not make it one of LLMs, it stands as
one of the early achievements of OpenAI’s GPT
models. For our baseline reference, we utilised the
version containing 124 million parameters.

GPT-3.5, or ChatGPT (OpenAI, 2022), is a chat-
bot application developed by OpenAI. It follows
a similar architecture as InstructGPT (Ouyang
et al., 2022) and was fine-tuned for chat application
via reinforcement learning from human feedback
(RLHF). It contains 175 billion parameters. Specif-
ically, we used the version released on the 13th of
June, 2023.
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Prompt Template

Task IEMOCAP: Consider the following list of concepts, called EMOTIONs: [EmotionA, EmotionB, ...]
Definition EmoWOZ: Consider the following list of concepts, called EMOTIONs: [EmotionA: Emotion_DefinitionA; EmotionB: Emotion_DefinitionB; ...]

DAIC-WOZ: Given that the SEVERITY of depression can be categorised into the following levels on a scale of 0 to 24: [No significant
depressive symptoms (0 to 4), ...]. A participant is considered depressed if the participant shows moderate depressive symptoms (10 to 14)
and above.

ICL IEMOCAP / EmoWOZ: Given the dialogue history between SpeakerA and SpeakerB: [SpeakerA: Utterancet-3; SpeakerB: Utterancet-2;
Samples SpeakerA: Utterancet-1], the EMOTION in the next utterance “SpeakerB: Utterancet” is EmotionA

DAIC-WOZ: Given the depression consultation dialogue between Participant and Ellie: [Participant: Utterance0; Ellie: Utterance1;
Participant: Utterance2; ...], the Participant’s is (not) depressed.

Query IEMOCAP / EmoWOZ: Given the dialogue history between SpeakerA and SpeakerB: [SpeakerA: Utterancet-3; SpeakerB: Utterancet-2;
SpeakerA: Utterancet-1], the EMOTION in the next utterance “SpeakerB: Utterancet” is
DAIC-WOZ: Given the depression consultation dialogue between Participant and Ellie: [Participant: Utterance0; Ellie: Utterance1;
Participant: Utterance2; ...], the Participant’s is

Table 1: Prompt templates, consisting of the task definition, in-context samples, and the query.

GPT-4 (OpenAI, 2023) is an improved version
of GPT-3.5. Its size is six times that of GPT-3.5.
Although it is considered a multi-modal model be-
cause it additionally accepts images as input, we
only explored its text modality. We used the version
released on the 13th of June, 2023.

LLaMA-7B (Touvron et al., 2023a) is a large and
causal language model introduced by Meta AI in
2023. It has transformer decoder architecture, 7
billion parameters and was pre-trained on 1 trillion
tokens.

Alpaca-7B (Taori et al., 2023) is fine-tuned from
LLaMA-7B with 52K instruction-following demon-
strations generated in the style of self-instruct using
text-davinci-003, a specific version of Instruct-
GPT (Ouyang et al., 2022).

LLaMA-3-8B (AI@Meta, 2024) is the most recent
model of the LLaMA family, featuring enhanced
usefulness and safety. It was pre-trained on 15
trillion tokens.

4.3.2 Supervised Models for Comparison
While comparing zero-shot and few-shot ICL re-
sults of LLMs with supervised SOTAs does not
paint the fairest picture, it does provide us with
insights into how far LLMs are from achieving the
performance levels of supervised SOTAs.

We compare LLMs’ performance with the fol-
lowing supervised models on each dataset: Wu
et al. (2020) for IEMOCAP, Feng et al. (2023) for
EmoWOZ, and Wu et al. (2023) for DAIC-WOZ.
Specifically,

For IEMOCAP: Wu et al. (2020) proposed an
emotion recognition model which takes 1) a time-
synchronous representation that fuses the audio
features with the corresponding text information at

each time step, as well as 2) a time-asynchronous
representation that captures the text information
embedded across the transcriptions of a number of
consecutive utterances. These two types of frame-
level vectors, after being pooled in their respective
branches with self-attentive layers across the input
time window, are fused using an fully connected
layer for emotion classification.

For EmoWOZ: Feng et al. (2023) proposed a
model that is dedicated for textual emotion recog-
nition in task-oriented dialogues. Based on a
transformer-based classifier that considers the di-
alogue history and speaker roles, the proposed
model adopts data augmentation with chit-chat dia-
logues, dialogue state features, multi-task classifi-
cation for emotional aspects, and a distance-based
loss that considers the similarity of the custom emo-
tion labels in EmoWOZ.

For DAIC-WOZ: Wu et al. (2023) proposed to
extract utterance-level representations from pre-
trained speech-based foundation model. The foun-
dation model was further fine-tuned for speech
recognition and emotion recognition. The average-
pooled dialogue-level features were fed into a de-
pression detection block for binary classification.
To address the issue of data sparsity in speech de-
pression detection, authors also performed data
augmentation using sub-dialogue shuffling.

4.4 Training Configurations

We implement LoRA (Section 3.2) when training
LLaMA-7B, Alpaca-7B, and LLaMA-3-8B but not
GPT-2. For all open-source LLMs, we constrain
the decoding space of the model output to ensure
it generates the desired class labels. Details can be
found in Appendix A.
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4.5 ASR System Specifications
In order to observe how LLMs perform with the
presence of substantial ASR errors rather than
building a pipeline for speech-based ERC, we use
an “off-the-shelf” OpenAI Whisper-medium model
(Radford et al., 2022), which has been trained
solely on English data and not been fine-tuned. We
use a decoding beam size of 3. The text normali-
sation only involves removing punctuation marks.
The ASR word error rates (WER) for IEMOCAP
and DAIC-WOZ are 12.0% and 16.5% respectively.
Since EmoWOZ does not come with raw audio
data, we build an ASR simulator. We formulate
the simulation as a sequence generation task where
the source is the ground-truth text and the target is
the ASR-transcribed text (as described in Appendix
A.2). The resulted simulated WER in EmoWOZ is
17.1%.

5 Results and Discussions

In this section, we aim to answer the questions
below. Full results can be found in Appendix B.

• How do LLMs perform under zero-shot set-up
on different types of dialogues? How robust are
LLMs to ASR errors?

• To what extent can few-shot in-context learning
improve LLMs’ performance?

• For open-source LLMs, can task-specific fine-
tuning achieves SOTA performance on each re-
spective dataset?

5.1 Zero-shot Learning
Table 2 summarises LLMs’ zero-shot affect recog-
nition performances on the three datasets, and we
made the following observations:

LLMs’ performance falls short of supervised
SOTAs in affect recognition tasks. Notable
gaps are observed when compared the performance
achieved by LLMs and supervised SOTAs for all
datasets.

It’s noteworthy that although GPT-4, the largest
model, underperforms when compared with the su-
pervised SOTA on EmoWOZ, its reported macro-
averaged F1 is still comparable to some supervised
learning models benchmarked in Feng et al. (2022).
This suggests the good capability of GPT-4 in lever-
aging the label definitions in the prompt to recog-
nise emotions in EmoWOZ, irrespective of their
prevalence. Supervised models, however, may be
more susceptible to issues such as label imbalance.

Larger models do not necessarily lead to bet-
ter performance. For IEMOCAP, Alpaca-7B
demonstrates the best performance, even surpass-
ing much larger models (GPT-3.5 and GPT-4). Con-
versely, for EmoWOZ and DAIC-WOZ, the per-
formance generally improves as the model size
increased.

While chit-chat utterances in IEMOCAP are la-
belled with emotion classes from generic emo-
tion models, EmoWOZ’s labels are specifically
designed to encode the eliciting conditions of emo-
tions in ToDs. This design necessitates more ex-
plicit reasoning in ERC within EmoWOZ com-
pared to IEMOCAP. Although LLMs rely on their
language modelling capabilities when performing
zero-shot ERC, the greater reasoning ability fa-
cilitated by the substantial number of parameters
in GPT-3.5 and GPT-4 results in improved perfor-
mance in EmoWOZ.

Likewise in DAIC-WOZ, the recognition is per-
formed for the entire dialogue. Larger models
demonstrate greater ability to leverage the more
nuanced affective state of the patient in the larger
context.

Fine-tuning LLMs with instruction-following
demonstrations facilitates more effective utilisa-
tion of the prompt. In all datasets, Alpaca-7B
consistently outperforms LLaMA-7B and even the
much more recent LLaMA-3-8B. This indicates
that the additional fine-tuning of LLaMA-7B with
instruction-following demonstrations has enhanced
its capability in ERC.

LLaMA-7B appears to underperform compared to
the much smaller GPT-2 on EmoWOZ. This dis-
crepancy can be explained by LLaMA-7B’s strong
inclination towards predicting the neutral emotion
(F1 = 82.1 with Recall = 100), which has been
excluded from the metric calculation, resulting
in the poor reported metrics. Fine-tuning with
instruction-following demonstrations, as adopted
in Alpaca-7B, effectively leverages the task and
label definition in the prompt and reverts this trend.
Such an inclination in predicting neutral emotion
in LLaMA-7B does not appear in the more recent
LLaMA-3-8B.

5.2 Zero-shot Learning with Noisy ASR Input
Table 3 provides a summary of LLMs’ zero-shot
performance when replacing the original dialogue
transcripts with ASR-inferred inputs. ASR errors
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Model IEMOCAP (4-way) IEMOCAP (5-way) EmoWOZ DAIC-WOZ
WA (↑) UA (↑) WA (↑) UA (↑) MF1 (↑) WF1 (↑) F1 (dev, ↑) F1 (test, ↑)

GPT-2 25.8 29.2 19.0 22.3 7.3 24.0 0.0 0.0
LLaMA-7B 41.1 40.5 35.6 33.6 1.1 0.3 47.5 52.2
Alpaca-7B 48.8 51.4 40.5 36.2 24.0 44.6 47.5 53.3
LLaMA-3-8B 41.8 42.5 29.4 31.7 19.7 42.4 47.1 43.2
GPT-3.5 42.2 37.6 37.9 35.1 39.0 40.0 54.5 64.3
GPT-4 42.4 37.6 37.5 34.7 52.4 62.3 63.6 59.3

Supervised SOTA 77.6 78.4 73.3 74.4 65.9 83.9 88.6 85.7

Table 2: Zero-shot performance of LLMs compared with respective supervised SOTAs. The best zero-shot
performance for each metric is made bold. For metrics: WA = weighted average; UA = unweighted average; MF1 =
macro-averaged F1 excluding neutral; WF1 = weighted average F1 excluding neutral; F1 = F1 for class Depressed.

Model IEMOCAP (4-way) IEMOCAP (5-way) EmoWOZ) DAIC-WOZ
WA (↑) UA (↑) WA (↑) UA (↑) MF1 (↑) WF1 (↑) F1 (dev, ↑) F1 (test, ↑)

LLaMA-7B -0.3 -1.2 -1.1 -5.0 -1.1 -0.3 -1.6 -1.1
Alpaca-7B -1.3 -1.8 -1.8 -2.6 +0.3 -2.0 -1.6 +0.0
LLaMA-3-8B -2.1 -3.5 -1.2 -2.2 +0.1 -0.1 -0.7 -0.3
GPT-3.5 +0.1 -0.1 +0.2 0.0 +1.2 -0.2 -17.0 -8.3
GPT-4 -0.5 -0.5 -1.1 -0.7 +0.9 -1.5 -19.2 -17.6

Supervised SOTA -3.8 -3.7 -3.9 -3.5 -0.8 -0.4 -3.6 -4.1

Table 3: Change in zero-shot performance metrics of LLMs after using noisy ASR input. For metrics: WA =
weighted average; UA = unweighted average; F1 = F1 for class Depressed. GPT-2 was omitted due to its poor
zero-shot capability.

exhibit varying degrees of influence on different
affect recognition tasks. Specifically,

LLMs are generally robust to ASR errors when
recognising emotion. This is exemplified by
small changes in metrics for IEMOCAP compared
with supervised SOTAs. The only one notable ex-
ception is the UA of LLaMA-7B in the 5-way clas-
sification task on IEMOCAP. Looking at the per-
formance of each emotion in this experiment, we
observed significant drops in the F1 scores for the
emotions {Happy, Angry, and Sad}. Specifically,
Happy and Angry experience major decreases in
their recall scores (Happy: 12.3 → 7.3, Angry:
50.0→ 11.0), while Sad sees a substantial decline
in its precision score (65.5 → 0.0). At the same
time, there is an increase in the recall score for
the Other category (47.3→ 78.2), resulting in an
overall rise in its F1 score (44.5 → 48.0). These
observations suggest that ASR errors introduced
a tendency for LLaMA-7B to mis-classify more
emotions as Other.

ASR errors have a more pronounced influence
on the accuracy of depression detection. For
DAIC-WOZ, the introduction of ASR errors had
a significant impact on F1 scores. The impact di-
verges for open-source and commercial models.

For open-source models, which are also relatively
smaller, the change in F1 was small, showing a
similar trend when they recognise emotions from
noisy dialogues. On the other hand, for larger com-
mercial models, the F1 scores decrease more sig-
nificantly. This phenomenon can be ascribed to
the lengthy prompt for conducting dialogue-level
analysis, in which ASR errors accumulated. While
OpenAI models can better leverage information
from the large context, such an ability adversely af-
fects its depression detection ability in the presence
of ASR errors.

5.3 In-context Learning

ICL samples are randomly selected for each class
and are the same within each experiment set-up
for all models. The performance of LLMs with
different numbers of ICL samples is outlined in
Table 4, from which we have derived the following
observation:

Larger models tend to derive greater bene-
fits from an increased number of ICL samples
to recognise emotions. LLaMA-7B, Alpaca-7B,
and LLaMA-3-8B do not consistently benefit from
an increased number of ICL samples in the prompt.
Optimal model performance generally occurs when
N = 0 or N = 1. This suggests that effectively
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Figure 2: Change of model performance when fine-tuning with different proportions of the training data.

Model N IEMOCAP EmoWOZ DAIC-WOZ
4-way 5-way Dev Test

0 41.1 35.6 0.3 47.5 52.2
LLaMA-7B 1 52.3 27.3 42.6 0.0 0.0

3 42.8 26.2 27.2 42.1 48.9

0 48.8 40.5 44.6 47.5 53.3
Alpaca-7B 1 54.1 26.9 51.2 0.0 15.4

3 52.4 24.4 44.6 45.9 51.1

0 41.8 29.4 42.4 47.1 43.2
LLaMA-3-8B 1 56.8 40.5 38.0 0.0 0.0

3 57.4 24.4 39.9 0.0 0.0

0 42.2 37.9 40.0 54.5 64.3
GPT-3.5 1 56.3 48.3 43.2 13.3 40.0

3 62.1 48.3 46.7 37.5 56.0

0 42.4 37.5 62.3 63.6 59.3
GPT-4 1 62.9 49.0 64.4 80.0 55.6

3 63.8 49.4 66.5 74.1 58.5

Table 4: Performance of LLMs (WA for IEMOCAP and
WF1 for EmoWOZ) under in-context learning set-ups.
N stands for the number of ICL samples per emotion
class and N = 0 means the zero-shot set-up. The best
performance of each model is made bold.

utilising the full context remains as a challenge
for LLMs. Larger models, GPT-3.5 and GPT-4,
show more consistent improvement in performance
with the increased number of ICL samples. GPT-
4 derives the most significant benefits from ICL
samples and performs the best across all models.

The effectiveness of ICL is limited for depres-
sion detection. The performance is in general the
best when N = 0, followed by N = 3. This sug-
gests that for depression detection, a task to detect
more nuanced affective state than emotion from
a longer sequence, a single ICL sample for each
class could strongly bias the model. This leads to
zero F1s where models predict all samples as Not
Depressive. Including more ICL samples could
mitigate this effect, but the performance is further
limited by models’ incapability to handle extremely
lengthy input. This motivates further research ef-

forts to handle huge context containing nuanced
task-related cues when using LLMs.

5.4 Task-specific Fine-tuning

We conduct task-specific fine-tuning experiments
with GPT-2, LLaMA-7B, Alpaca-7B, and LLaMA-
3-8B using different proportions of training data
to explore these models’ capacity for ERC after
fine-tuning. Results are summarised in Figure 2.
For DAIC-WOZ, fine-tuning would steer models to
predict Not Depressed (see Table B4) for almost all
test samples. This might be due to the small train-
ing set where more than 70% of the samples are
labelled as Not Depressed. This suggests the limita-
tion of language modelling objective, and therefore
more carefully curated task-related learning objec-
tives should be considered for depression detection
using LLM.

Task-specific fine-tuning can effectively and effi-
ciently enhance the ERC performance of LLMs.
For both IEMOCAP and EmoWOZ, we observe
an initial significant improvement in performance
when fine-tuning with 25% of the training data. Per-
formance remains relatively stable and approaches
SOTA levels as the proportion of training data in-
creased to 50% and more for IEMOCAP (4-way)
and EmoWOZ. This shows the potential of rapid
deployment of LLMs as the emotion recognition
frontend in dialogue systems, regardless of dia-
logue type, label set, or label distribution.

In the case of 5-way classification on IEMOCAP, a
performance gap persists between fine-tuned LLMs
and the supervised SOTA, even after fine-tuning
of LLMs on the complete training set. We hy-
pothesised that this disparity might be attributed
to the presence of an additional Other class within
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the 5-way classification scheme. The class name
“Other” lacked essential affective information and
consequently failed to fully leverage the language
modelling capabilities of LLMs. Therefore, we sug-
gest that employing more semantically meaningful
label names could be advantageous in harnessing
the potential of LLMs for task-specific fine-tuning.

In the case of GPT-2, fine-tuning does not yield
noticeable improvement in ERC. Its performance
even deteriorated after fine-tuning with EmoWOZ,
as depicted in Figure 2(c) because GPT-2 predomi-
nantly predicted Neutral, which are excluded from
the metric calculation.

6 Conclusion

In this study, we explore the performance of LLMs
for affect recognition in three distinct types of di-
alogues: chit-chat dialogues, information-seeking
ToDs, and medical consultation dialogues for de-
pression. We conduct benchmark experiments
on these datasets using five LLMs: LLaMA-7B,
Alpaca-7B, LLaMA-3-8B, GPT-3.5, and GPT-4.
We also explore various setups, including zero-
shot learning, few-shot in-context learning, and
task-specific fine-tuning, all facilitated by specially
designed prompts. Additionally, we examine the
impact of ASR errors on LLMs’ zero-shot perfor-
mance.

Our zero-shot experiments underscore that while
LLMs have made significant strides in various nat-
ural language understanding tasks, they still have
some distance to cover in order to match the super-
vised SOTAs in affect recognition tasks. Adding
emotion definitions explaining the eliciting condi-
tions in ToDs to the prompt and fine-tuning LLMs
for instruction-following could narrow the perfor-
mance gap from supervised SOTAs.

Performing zero-shot affect recognition from utter-
ances containing ASR errors shows that LLMs are
robust to such errors for emotion recognition but
not for depression detection. Therefore, when con-
sidering LLMs as a back-end module of a spoken
dialogue system, it is crucial to exercise extra cau-
tion when processing dialogues laden with highly
specific and nuanced affective content.

Our ICL experiments exemplify that larger models
would benefit more from an increased number of
ICL samples, highlighting the need to explore the
optimal combination of the ICL sample size in the

prompt and the model size. For smaller LLMs,
effectively utilising lengthy context remains as a
challenge.

Through task-specific fine-tuning, we achieve per-
formance levels close to SOTA on IEMOCAP and
EmoWOZ, using only 50% of the training data,
with LLaMA-7B, Alpaca-7B, and LLaMA-3-8B.
This highlights the great potential of fine-tuning
LLMs for simpler tasks and integrating them as
functional modules into dialogue systems.

Overall, LLMs have opened new avenues for affect
recognition in conversations and building affect-
aware dialogue systems. Despite the limited per-
formance under zero-shot set-up, their robustness
to ASR errors, few-shot ICL capabilities, and ERC
capabilities after fine-tuning offer exciting research
opportunities for exploring affect recognition in
conversations and building human-like conversa-
tional agents. We would also like to highlight the
challenge and also opportunities towards handling
long context and nuanced emotion cues in LLMs.

7 Limitations

In our work, although we reduce computation re-
source of training LLMs by incorporating LoRA,
the inference takes 1̃s for utterance-level emotion
recognition on a Nvidia A100 40GB graphics card
when there is no ICL sample in the prompt. The
inference time increases when the number of ICL
samples increases or dialogue-level classification
is performed. While LLMs demonstrates supe-
rior abilities and potentials, further research efforts
are still needed to ensure efficient LLM inference,
which is necessary for its application in real-time
systems.

With ICL experiments especially on DAIC-WOZ,
we observe that the efficacy of long context is lim-
ited by the effective spans of the attention mecha-
nisms. While substantial efforts have been invested
into increasing the maximum allowed context size
of LLMs and improving benchmark performance,
the effectiveness of LLMs to make use of full con-
text should not be overlooked.

We only investigate with one dataset from each of
three dialogue domains. Although these datasets
cover different dialogue settings, objectives, label
sets, and classification scopes, there are more af-
fect types and dialogue settings to explore. These
datasets also exhibit various degrees of class im-
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balance, which selected reference SOTAs utilised
data augmentation to address. While GPT-4 has
demonstrated good zero-shot learning ability (Sec-
tion 5.1), addressing data imbalance is out of the
scope of this work, and data augmentation with
LLMs may come at a cost of potential divergence
between synthetic language and real-word data (Li
et al., 2023).

8 Ethics Statement

Models and datasets were used in accordance with
their respective licenses. Data that we used and
generated does not contain any information that
uniquely identifies individual people. There is a
tiny fraction of utterances labelled as “abusive” in
EmoWOZ, but they are prompted to models in such
a way for the recognition purpose only. Due to
the fact that LLMs were pre-trained with a huge
amount of data, they may produce inaccurate in-
formation about people, places, or facts. This had
negligible impact on our evaluation for affect recog-
nition. When performing depression detection and
analysis with DAIC-WOZ using GPT-3.5 and GPT-
4, models output reminders about seeking profes-
sional advice from doctors for more accurate medi-
cal diagnosis along with their predictions.

Unlike running models locally, utilising OpenAI’s
server-based models would require us to send data
to their server. In some cases, it is important to use
the application programming interface (API) when
for which OpenAI explicitly clarifies that the query
data will not be stored or used in model training
unless specifically configured.

Although this work focuses on LLMs’ capability in
recognising affect in conversations, we do envisage
LLMs to be incorporated as an affect recognition
frontend in affect-aware dialogue systems. It is
therefore important to remember that these models
are not perfect and can make errors in their pre-
dictions. Subsequently, any actions taken based
on these predictions should be executed with an
awareness of the possibility of errors. The rela-
tively slow inference speed and the high computa-
tional resource requirement also pose a challenge
in the usage of LLMs in high-throughput and time-
sensitive scenarios.
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A Detailed Training Configurations

A.1 Task-Specific Fine-tuning
For all model fine-tuning, the learning rate was 3e-5. The batch size was 2 with a gradient accumulation
step of 4. We used a cosinusoidal learning rate scheduler without warming up. We applied a weight decay
of 0.01 on all model parameters except for the biases and layer normalisation weights. For LLaMA-7B,
Alpaca-7B, and LLaMA-3-8B, we stored model parameters in IEEE 754 half-precision float point format.
For GPT-2, we stored the model parameters in standard single-precision floating-point format and did not
apply LoRA during the fine-tuning. We followed the default LoRA configuration provided in Huggingface
PEFT library (Mangrulkar et al., 2022). We used the model perplexity on the development set as the
early-stopping criterion. For EmoWOZ, we used the official development set. For IEMOCAP, when we
performed the leave-one-session-out training, 10% of the training data were randomly sampled as the
development set. We applied stratified sampling based on the emotion labels. All open-source models
were trained on a single Nvidia A100 40GB Graphics Card.

A.2 ASR Simulation for EmoWOZ
We fine-tuned a LLaMA-7B model using LoRA following configurations specified in Section 3.2 and A.1
for one epoch on all IEMOCAP utterances. The source was each of the IEMOCAP utterance transcription
and the target was the corresponding OpenAI Whisper-medium hypothesis. We utilised a prompt template
that formatted the source and target in natural language would best exploit the language modelling
capability of the model:

After adding automatic speech recognition errors, [SOURCE] becomes [TARGET]

B Detailed Experimental Results

Model N P M Neutral Happy Angry Sad WA UA

GPT-2 0 0% T 0.7 (60.0/0.4) 32.3 (43.6/25.6) 35.3 (22.0/90.6) 0.5 (30.0/0.3) 25.8 29.2
GPT-2 1 0% T 10.9 (43.4/6.2) 9.1 (62.0/4.9) 29.0 (21.8/43.6) 33.3 (22.8/61.9) 24.2 29.2
GPT-2 0 25% T 47.2 (30.9/100.0) 0.0 (0.0/0.0) 0.0 (0.0/0.0) 0.0 (0.0/0.0) 30.9 25.0
GPT-2 0 50% T 47.2 (30.9/100.0) 0.0 (0.0/0.0) 0.0 (0.0/0.0) 0.0 (0.0/0.0) 30.9 25.0
GPT-2 0 75% T 47.2 (30.9/100.0) 0.0 (0.0/0.0) 0.0 (0.0/0.0) 0.0 (0.0/0.0) 30.9 25.0
GPT-2 0 100% T 47.2 (30.9/100.0) 0.0 (0.0/0.0) 0.0 (0.0/0.0) 0.0 (0.0/0.0) 30.9 25.0

LLaMA-7B 0 0% T 48.6 (37.5/69.3) 21.8 (82.3/12.5) 53.3 (40.8/76.8) 6.9 (78.0/3.6) 41.1 40.5
LLaMA-7B 0 0% A 50.3 (37.0/78.8) 14.8 (79.3/8.2) 54.7 (44.9/70.0) 0.6 (100.0/0.3) 40.8 39.3
LLaMA-7B 1 0% T 55.3 (42.9/77.5) 56.2 (77.3/44.2) 62.0 (55.0/71.0) 11.1 (73.0/6.0) 52.3 49.7
LLaMA-7B 3 0% T 54.2 (39.4/86.7) 1.2 (90.9/0.6) 44.1 (87.6/29.5) 44.5 (39.5/50.8) 42.8 41.9
LLaMA-7B 0 25% T 65.1 (64.6/65.6) 77.0 (80.8/73.5) 73.5 (72.6/74.4) 74.2 (71.3/77.3) 72.0 72.7
LLaMA-7B 0 50% T 69.1 (69.9/68.3) 80.7 (80.6/80.7) 77.3 (78.7/76.0) 78.1 (75.6/80.8) 76.0 76.4
LLaMA-7B 0 75% T 70.7 (67.3/74.5) 82.2 (84.6/80.0) 76.3 (80.5/72.4) 78.1 (77.5/78.6) 76.5 76.4
LLaMA-7B 0 100% T 69.7 (66.2/73.5) 82.0 (82.4/81.7) 79.0 (81.0/77.1) 75.8 (80.6/71.6) 76.3 76.0

Alpaca-7B 0 0% T 34.4 (49.6/26.3) 62.8 (79.3/52.0) 50.2 (34.2/94.6) 44.5 (70.3/32.6) 48.8 51.4
Alpaca-7B 0 0% A 37.0 (52.5/28.6) 60.7 (75.3/50.8) 48.5 (32.8/93.3) 38.8 (77.6/25.8) 47.5 49.6
Alpaca-7B 1 0% T 53.8 (49.4/59.0) 59.5 (83.1/46.3) 57.9 (43.5/86.9) 37.0 (72.3/24.8) 54.1 54.3
Alpaca-7B 3 0% T 55.4 (43.9/74.8) 28.0 (90.6/16.6) 64.5 (60.8/68.6) 54.9 (55.1/54.7) 52.4 53.7
Alpaca-7B 0 25% T 65.1 (67.3/63.0) 77.0 (77.8/76.2) 74.6 (72.1/77.2) 70.8 (68.8/73.0) 71.7 72.4
Alpaca-7B 0 50% T 69.1 (69.8/68.3) 80.5 (78.7/82.4) 78.3 (79.7/77.1) 75.7 (75.9/75.6) 75.6 75.8
Alpaca-7B 0 75% T 70.5 (66.3/75.4) 80.6 (85.2/76.4) 76.3 (78.7/74.2) 74.2 (74.2/74.2) 75.2 75.0
Alpaca-7B 0 100% T 69.3 (69.1/69.5) 81.0 (82.3/79.8) 78.8 (79.2/78.4) 76.5 (74.7/78.3) 76.0 76.5

LLaMA-3-8B 0 0% T 3.4 (55.6/1.8) 55.9 (42.7/81.0) 51.0 (38.7/75.0) 19.9 (55.7/12.1) 41.8 42.5
LLaMA-3-8B 0 0% A 2.1 (56.2/1.1) 51.2 (36.1/88.3) 52.3 (47.4/58.5) 14.3 (65.4/8.0) 39.7 39.0
LLaMA-3-8B 1 0% T 52.7 (50.1/55.6) 67.1 (75.9/60.1) 60.4 (46.7/85.4) 37.9 (82.9/24.5) 56.8 56.4
LLaMA-3-8B 3 0% T 35.8 (62.0/25.2) 67.0 (79.5/57.9) 63.4 (53.3/78.2) 60.0 (46.1/86.2) 57.4 61.9
LLaMA-3-8B 0 25% T 68.2 (66.8/69.6) 78.5 (76.6/80.5) 74.4 (76.0/72.9) 72.4 (76.4/68.7) 73.3 72.9
LLaMA-3-8B 0 50% T 69.7 (71.0/68.5) 81.4 (79.0/84.0) 77.6 (82.3/73.3) 77.4 (74.8/80.2) 76.3 76.5
LLaMA-3-8B 0 75% T 71.8 (73.8/70.0) 83.2 (81.7/84.7) 80.6 (82.2/79.1) 80.2 (77.8/82.7) 78.7 79.1
LLaMA-3-8B 0 100% T 73.2 (74.0/72.5) 84.3 (83.0/85.8) 81.6 (83.1/80.2) 81.0 (80.4/81.6) 79.8 80.0

GPT-3.5 0 0% T 51.6 (35.1/97.3) 28.5 (90.5/16.9) 31.7 (79.9/19.8) 27.1 (81.5/16.2) 42.2 37.6
GPT-3.5 0 0% A 51.3 (34.9/96.5) 31.7 (88.8/19.3) 33.0 (83.2/20.6) 23.2 (80.8/13.6) 42.3 37.5
GPT-3.5 1 0% T 57.7 (42.7/88.9) 59.4 (84.8/45.7) 56.6 (76.1/45.1) 45.9 (80.0/32.2) 56.3 53.0
GPT-3.5 3 0% T 60.1 (48.9/78.2) 66.0 (80.0/56.1) 63.8 (76.4/54.8) 59.4 (67.1/53.3) 62.1 60.6

GPT-4 0 0% T 51.7 (35.0/99.3) 28.9 (97.5/16.9) 29.4 (95.5/17.4) 28.2 (91.4/16.7) 42.4 37.6
GPT-4 0 0% A 51.5 (34.8/98.9) 27.6 (94.3/16.2) 30.4 (95.7/18.0) 25.9 (89.6/15.1) 41.9 37.1
GPT-4 1 0% T 62.3 (48.1/88.2) 59.7 (83.4/46.5) 70.4 (81.6/61.9) 60.9 (81.1/48.7) 62.9 61.3
GPT-4 3 0% T 61.6 (49.0/83.1) 60.7 (84.9/47.2) 67.6 (85.2/56.1) 68.4 (71.6/65.4) 63.8 63.0

Table B1: F1(precision/recall), UA, and WA of LLMs on IEMOCAP under the 4-Way classification set-up. In table
headers, “N” stands for the number of ICL samples in the prompt; “P” stands for the proportion of training data
used for fine-tuning; “M” stands for the modality of input, either transcription (T) or ASR hypothesis (A).
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Model N P M Neutral Happy Angry Sad Other WA UA

GPT-2 0 0% T 0.1 (7.7/0.1) 23.1 (35.2/17.2) 27.5 (16.5/81.1) 0.5 (42.9/0.3) 15.2 (19.3/12.5) 19.0 22.3
GPT-2 1 0% T 13.3 (31.6/8.4) 26.6 (35.4/21.3) 19.2 (16.3/23.5) 27.4 (17.0/70.5) 0.0 (0.0/0.0) 20.1 24.7
GPT-2 0 25% T 37.0 (22.7/100.0) 0.0 (0.0/0.0) 0.0 (0.0/0.0) 0.0 (0.0/0.0) 0.0 (0.0/0.0) 22.7 20.0
GPT-2 0 50% T 37.0 (22.7/100.0) 0.0 (0.0/0.0) 0.0 (0.0/0.0) 0.0 (0.0/0.0) 0.0 (0.0/0.0) 22.7 20.0
GPT-2 0 75% T 37.0 (22.7/100.0) 0.0 (0.0/0.0) 0.0 (0.0/0.0) 0.0 (0.0/0.0) 0.0 (0.0/0.0) 22.7 20.0
GPT-2 0 100% T 37.0 (22.7/100.0) 0.0 (0.0/0.0) 0.0 (0.0/0.0) 0.0 (0.0/0.0) 0.0 (0.0/0.0) 22.7 20.0

LLaMA-7B 0 0% T 38.7 (29.8/55.2) 21.5 (81.8/12.3) 37.8 (30.3/50.0) 6.3 (65.5/3.3) 44.5 (42.1/47.3) 35.6 33.6
LLaMA-7B 0 0% A 37.0 (30.9/46.3) 13.4 (80.5/7.3) 17.3 (40.5/11.0) 0.0 (0.0/0.0) 48.0 (34.6/78.2) 34.5 28.6
LLaMA-7B 1 0% T 2.2 (59.4/1.1) 0.1 (100.0/0.1) 15.1 (60.9/8.6) 0.0 (0.0/0.0) 41.6 (26.5/97.2) 27.3 21.4
LLaMA-7B 3 0% T 11.1 (22.4/7.4) 0.2 (16.7/0.1) 0.0 (0.0/0.0) 0.0 (0.0/0.0) 41.2 (26.5/92.3) 26.2 20.0
LLaMA-7B 0 25% T 51.2 (48.1/54.9) 74.3 (72.4/76.3) 49.3 (54.6/44.9) 62.5 (63.3/61.6) 49.9 (51.3/48.6) 57.4 57.3
LLaMA-7B 0 50% T 57.9 (54.5/61.7) 79.0 (77.1/80.9) 54.7 (57.7/52.0) 69.3 (73.8/65.3) 55.6 (56.7/54.6) 63.1 62.9
LLaMA-7B 0 75% T 60.8 (58.2/63.7) 82.3 (82.2/82.5) 56.4 (60.9/52.5) 72.9 (68.9/77.4) 57.3 (59.6/55.2) 65.9 66.3
LLaMA-7B 0 100% T 53.9 (57.5/50.6) 80.9 (77.6/84.5) 55.8 (63.6/49.8) 72.1 (69.8/74.5) 57.4 (54.5/60.7) 64.0 64.0

Alpaca-7B 0 0% T 18.1 (42.5/11.5) 52.6 (78.3/39.6) 29.2 (34.9/25.0) 29.2 (69.4/18.5) 48.4 (33.6/86.6) 40.5 36.2
Alpaca-7B 0 0% A 15.8 (41.3/9.8) 49.5 (74.3/37.1) 23.4 (31.5/18.6) 21.8 (72.8/12.8) 48.2 (32.9/90.0) 38.7 33.6
Alpaca-7B 1 0% T 0.2 (28.6/0.1) 0.5 (100.0/0.2) 5.1 (74.4/2.6) 0.0 (0.0/0.0) 42.0 (26.6/99.5) 26.9 20.5
Alpaca-7B 3 0% T 9.4 (17.1/6.4) 3.7 (24.3/2.0) 3.1 (18.1/1.7) 5.7 (10.4/3.9) 39.6 (26.1/81.5) 24.4 19.1
Alpaca-7B 0 25% T 48.9 (53.2/45.3) 73.8 (68.0/80.8) 51.2 (56.4/46.9) 63.4 (60.5/66.5) 52.1 (51.8/52.4) 58.2 58.4
Alpaca-7B 0 50% T 56.4 (54.0/59.1) 78.7 (76.8/80.6) 55.5 (58.9/52.4) 68.8 (74.6/63.8) 57.4 (57.0/57.9) 63.2 62.8
Alpaca-7B 0 75% T 57.9 (59.5/56.4) 81.0 (77.5/84.9) 58.9 (62.5/55.7) 70.2 (64.8/76.7) 56.9 (59.2/54.9) 65.0 65.7
Alpaca-7B 0 100% T 54.7 (55.6/53.8) 81.1 (77.7/84.8) 58.0 (60.3/55.9) 69.8 (65.3/75.0) 55.1 (57.8/52.6) 63.6 64.4

LLaMA-3-8B 0 0% T 1.6 (46.7/0.8) 44.5 (30.1/85.3) 38.5 (27.3/65.1) 12.4 (40.9/7.3) 0.4 (10.3/0.2) 29.4 31.7
LLaMA-3-8B 0 0% A 0.9 (44.4/0.5) 41.0 (26.5/90.7) 39.5 (32.4/50.6) 9.2 (47.8/5.1) 1.6 (23.6/0.8) 28.2 29.5
LLaMA-3-8B 1 0% T 44.1 (43.5/44.8) 68.5 (66.7/70.4) 39.8 (25.8/87.5) 22.8 (85.1/13.2) 2.7 (21.6/1.4) 40.5 43.5
LLaMA-3-8B 3 0% T 23.1 (63.9/14.1) 64.2 (70.8/58.7) 44.7 (40.1/50.5) 37.6 (23.5/94.7) 0.7 (21.2/0.3) 37.1 43.7
LLaMA-3-8B 0 25% T 54.6 (54.9/54.4) 76.6 (74.4/78.9) 46.9 (62.4/37.6) 67.4 (65.9/69.1) 54.4 (50.8/58.5) 60.5 59.7
LLaMA-3-8B 0 50% T 58.4 (60.3/56.7) 80.4 (78.3/82.7) 54.4 (65.5/46.5) 72.8 (70.5/75.3) 60.7 (57.2/64.6) 65.6 65.1
LLaMA-3-8B 0 75% T 60.2 (61.5/59.0) 81.9 (78.6/85.4) 56.9 (68.2/48.9) 74.6 (73.8/75.4) 61.8 (58.7/65.1) 67.2 66.8
LLaMA-3-8B 0 100% T 63.9 (66.1/61.9) 83.2 (81.4/85.1) 59.5 (66.0/54.1) 75.8 (76.7/74.9) 63.4 (59.8/67.5) 69.5 68.7

GPT-3.5 0 0% T 43.6 (28.7/91.2) 29.2 (87.0/17.5) 29.4 (63.4/19.1) 26.3 (72.2/16.1) 39.2 (52.5/31.3) 37.9 35.1
GPT-3.5 0 0% A 43.7 (28.8/90.9) 32.8 (87.3/20.2) 29.2 (61.1/19.2) 24.6 (75.7/14.7) 38.4 (51.1/30.7) 38.1 35.1
GPT-3.5 1 0% T 45.9 (36.3/62.5) 63.3 (74.8/54.9) 49.8 (46.7/53.4) 48.8 (65.4/38.9) 38.0 (44.7/33.1) 48.3 48.6
GPT-3.5 3 0% T 47.4 (43.1/52.7) 67.6 (69.8/65.6) 49.5 (40.4/63.9) 54.1 (45.4/66.8) 18.3 (41.4/11.7) 48.3 52.1

GPT-4 0 0% T 43.1 (28.0/93.7) 28.1 (94.1/16.5) 27.4 (82.6/16.4) 29.4 (85.7/17.7) 37.8 (53.8/29.1) 37.5 34.7
GPT-4 0 0% A 42.9 (27.7/95.3) 27.6 (94.3/16.1) 30.7 (79.2/19.0) 27.2 (79.5/16.4) 31.8 (51.5/23.0) 36.4 34.0
GPT-4 1 0% T 51.1 (37.9/78.2) 58.9 (80.4/46.5) 55.3 (49.9/61.9) 54.5 (62.0/48.7) 27.0 (45.6/19.1) 49.0 50.9
GPT-4 3 0% T 49.6 (39.8/65.8) 59.9 (81.7/47.2) 54.7 (53.5/56.1) 58.3 (52.5/65.4) 30.9 (40.5/24.9) 49.4 51.9

Table B2: F1(precision/recall), UA, and WA of LLMs on IEMOCAP under the 5-Way classification set-up. In table
headers, “N” stands for the number of ICL samples in the prompt; “P” stands for the proportion of training data
used for fine-tuning; “M” stands for the modality of input, either transcription (T) or ASR hypothesis (A).
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Model N P M Neutral Fearful Dissatisfied Apologetic Abusive Excited Satisfied MF1 WF1

GPT-2 0 0% T 0.1 (100.0/0.0) 0.0 (0.0/0.0) 9.3 (5.6/27.8) 0.0 (0.0/0.0) 0.0 (0.0/0.0) 2.8 (1.4/64.8) 31.4 (35.7/28.1) 7.3 24.0
GPT-2 1 0% T 81.2 (69.8/97.0) 0.0 (0.0/0.0) 0.0 (0.0/0.0) 23.3 (14.8/54.8) 0.0 (0.0/0.0) 0.0 (0.0/0.0) 0.0 (0.0/0.0) 3.9 0.6
GPT-2 0 25% T 82.4 (70.1/99.8) 0.0 (0.0/0.0) 0.0 (0.0/0.0) 69.9 (71.4/68.5) 0.0 (0.0/0.0) 0.0 (0.0/0.0) 0.0 (0.0/0.0) 11.7 1.9
GPT-2 0 50% T 82.3 (70.0/100.0) 0.0 (0.0/0.0) 0.0 (0.0/0.0) 69.6 (95.2/54.8) 0.0 (0.0/0.0) 0.0 (0.0/0.0) 0.0 (0.0/0.0) 11.6 1.9
GPT-2 0 75% T 82.4 (70.3/99.5) 0.0 (0.0/0.0) 0.0 (0.0/0.0) 58.9 (47.9/76.7) 0.0 (0.0/0.0) 0.0 (0.0/0.0) 0.0 (0.0/0.0) 9.8 1.6
GPT-2 0 100% T 82.3 (70.0/99.8) 0.0 (0.0/0.0) 0.0 (0.0/0.0) 68.1 (74.2/63.0) 0.0 (0.0/0.0) 0.0 (0.0/0.0) 0.0 (0.0/0.0) 11.4 1.9

LLaMA-7B 0 0% T 82.1 (69.7/100.0) 0.0 (0.0/0.0) 0.3 (33.3/0.2) 0.0 (0.0/0.0) 0.0 (0.0/0.0) 6.3 (75.0/3.3) 0.0 (0.0/0.0) 1.1 0.3
LLaMA-7B 0 0% A 82.1 (69.7/100.0) 0.0 (0.0/0.0) 0.0 (0.0/0.0) 0.0 (0.0/0.0) 0.0 (0.0/0.0) 0.0 (0.0/0.0) 0.0 (0.0/0.0) 0.0 0.0
LLaMA-7B 1 0% T 83.0 (78.1/88.5) 26.1 (60.0/16.7) 2.6 (47.1/1.3) 0.0 (0.0/0.0) 57.9 (52.4/64.7) 16.0 (9.2/58.2) 59.0 (74.1/49.0) 26.9 42.6
LLaMA-7B 3 0% T 27.9 (81.2/16.9) 0.0 (0.0/0.0) 0.0 (0.0/0.0) 0.0 (0.0/0.0) 0.0 (0.0/0.0) 0.0 (0.0/0.0) 39.2 (24.4/99.2) 6.5 27.2
LLaMA-7B 0 25% T 93.9 (91.5/96.4) 26.1 (60.0/16.7) 55.2 (81.6/41.7) 72.3 (93.5/58.9) 11.1 (100.0/5.9) 43.6 (69.0/31.9) 90.9 (89.1/92.7) 49.9 79.5
LLaMA-7B 0 50% T 94.4 (93.1/95.8) 41.7 (83.3/27.8) 68.6 (80.0/60.1) 75.8 (92.2/64.4) 64.0 (100.0/47.1) 51.4 (69.8/40.7) 91.1 (89.8/92.5) 65.4 83.6
LLaMA-7B 0 75% T 93.8 (93.0/94.5) 35.3 (37.5/33.3) 61.7 (84.9/48.5) 57.4 (41.5/93.2) 69.2 (100.0/52.9) 50.6 (54.4/47.3) 90.8 (88.7/93.1) 60.8 81.3
LLaMA-7B 0 100% T 94.2 (93.3/95.2) 43.8 (50.0/38.9) 68.1 (78.3/60.3) 75.4 (93.9/63.0) 69.2 (100.0/52.9) 51.3 (63.9/42.9) 90.7 (88.8/92.6) 66.4 83.2

Alpaca-7B 0 0% T 65.4 (85.3/53.1) 1.9 (1.1/11.1) 24.8 (28.5/22.0) 46.0 (85.2/31.5) 0.0 (0.0/0.0) 18.1 (13.8/26.4) 53.3 (38.7/85.7) 24.0 44.6
Alpaca-7B 0 0% A 65.5 (83.0/54.1) 2.0 (1.1/11.1) 22.9 (26.2/20.4) 52.9 (93.1/37.0) 0.0 (0.0/0.0) 17.3 (15.4/19.8) 50.7 (37.2/80.0) 24.3 42.6
Alpaca-7B 1 0% T 75.4 (81.4/70.2) 3.4 (1.9/22.2) 13.8 (23.8/9.8) 26.2 (100.0/15.1) 30.0 (100.0/17.6) 8.9 (4.8/65.9) 67.4 (69.4/65.6) 25.0 51.2
Alpaca-7B 3 0% T 65.4 (85.3/53.1) 1.9 (1.1/11.1) 24.8 (28.5/22.0) 46.0 (85.2/31.5) 0.0 (0.0/0.0) 18.1 (13.8/26.4) 53.3 (38.7/85.7) 24.0 44.6
Alpaca-7B 0 25% T 93.3 (91.9/94.7) 17.4 (40.0/11.1) 53.5 (72.5/42.4) 74.8 (92.0/63.0) 0.0 (0.0/0.0) 45.4 (64.0/35.2) 90.2 (86.6/94.2) 46.9 78.7
Alpaca-7B 0 50% T 94.4 (93.1/95.8) 43.5 (100.0/27.8) 68.1 (79.9/59.3) 74.2 (83.1/67.1) 64.0 (100.0/47.1) 46.0 (66.7/35.2) 91.0 (89.6/92.6) 64.5 83.2
Alpaca-7B 0 75% T 93.6 (91.0/96.4) 35.7 (50.0/27.8) 45.6 (90.6/30.5) 75.7 (79.1/72.6) 38.1 (100.0/23.5) 50.7 (67.3/40.7) 91.1 (88.7/93.6) 56.1 78.0
Alpaca-7B 0 100% T 94.0 (92.0/96.1) 10.5 (100.0/5.6) 62.2 (76.4/52.5) 71.8 (73.9/69.9) 0.0 (0.0/0.0) 39.3 (77.4/26.4) 90.7 (90.2/91.1) 45.8 80.7

LLaMA-3-8B 0 0% T 44.2 (79.5/30.6) 1.3 (0.6/55.6) 1.0 (13.0/0.5) 24.0 (14.6/67.1) 26.8 (15.8/88.2) 5.7 (2.9/81.3) 59.3 (59.6/59.1) 19.7 42.4
LLaMA-3-8B 0 0% A 47.0 (80.7/33.1) 1.2 (0.6/50.0) 1.0 (12.5/0.5) 24.1 (14.7/67.1) 27.5 (16.3/88.2) 5.7 (3.0/78.0) 59.2 (59.3/59.1) 19.8 42.3
LLaMA-3-8B 1 0% T 83.5 (76.3/92.3) 4.5 (3.8/5.6) 2.4 (16.0/1.3) 39.4 (30.8/54.8) 9.0 (4.7/100.0) 35.4 (46.4/28.6) 50.5 (87.4/35.5) 23.5 38.0
LLaMA-3-8B 3 0% T 55.5 (85.1/41.1) 0.0 (0.0/0.0) 0.3 (20.0/0.2) 35.3 (62.1/24.7) 2.3 (1.2/100.0) 24.6 (60.9/15.4) 54.8 (39.2/90.9) 19.5 39.9
LLaMA-3-8B 0 25% T 93.6 (90.7/96.7) 27.3 (75.0/16.7) 52.4 (87.6/37.4) 74.6 (97.8/60.3) 74.1 (100.0/58.8) 49.0 (64.3/39.6) 90.4 (89.5/91.3) 61.3 79.2
LLaMA-3-8B 0 50% T 93.8 (91.1/96.7) 26.1 (60.0/16.7) 56.5 (86.1/42.1) 76.4 (94.0/64.4) 74.1 (100.0/58.8) 49.3 (62.7/40.7) 90.5 (90.1/91.0) 62.2 80.3
LLaMA-3-8B 0 75% T 94.3 (92.4/96.3) 38.5 (62.5/27.8) 64.0 (85.2/51.3) 75.2 (83.3/68.5) 64.0 (100.0/47.1) 48.6 (66.0/38.5) 90.8 (89.5/92.2) 63.5 82.2
LLaMA-3-8B 0 100% T 94.5 (92.4/96.7) 50.0 (100.0/33.3) 66.2 (85.2/54.1) 74.4 (85.7/65.8) 78.6 (100.0/64.7) 52.1 (69.1/41.8) 90.8 (90.5/91.0) 68.7 82.9

GPT-3.5 0 0% T 82.8 (76.9/89.8) 20.7 (27.3/16.7) 8.2 (35.0/4.6) 61.9 (87.5/47.9) 61.5 (88.9/47.1) 31.6 (27.4/37.4) 50.0 (58.9/43.5) 39.0 40.0
GPT-3.5 0 0% A 82.9 (76.8/90.0) 28.6 (100.0/16.7) 8.2 (35.4/4.6) 61.9 (87.5/47.9) 61.5 (88.9/47.1) 31.5 (27.2/37.4) 49.7 (58.8/43.1) 40.2 39.8
GPT-3.5 1 0% T 66.0 (82.3/55.1) 36.4 (100.0/22.2) 13.5 (33.1/8.4) 7.9 (100.0/4.1) 75.7 (70.0/82.4) 10.7 (5.9/61.5) 56.0 (42.6/81.6) 33.3 43.2
GPT-3.5 3 0% T 57.9 (82.1/44.7) 10.0 (50.0/5.6) 16.6 (34.4/10.9) 36.0 (100.0/21.9) 69.0 (83.3/58.8) 6.4 (3.4/71.4) 59.3 (46.5/81.8) 32.9 46.7

GPT-4 0 0% T 88.3 (86.0/90.8) 50.0 (100.0/33.3) 16.4 (47.2/9.9) 52.5 (37.4/87.7) 74.1 (100.0/58.8) 42.2 (36.2/50.5) 79.0 (78.5/79.6) 52.4 62.3
GPT-4 0 0% A 88.3 (82.7/94.6) 41.7 (83.3/27.8) 47.9 (70.1/36.4) 47.9 (33.2/86.3) 75.9 (91.7/64.7) 39.8 (31.6/53.8) 66.6 (89.4/53.1) 53.3 60.8
GPT-4 1 0% T 78.8 (93.8/68.0) 41.7 (83.3/27.8) 52.5 (46.7/60.1) 42.7 (28.2/87.7) 83.3 (78.9/88.2) 14.6 (8.0/80.2) 71.8 (63.8/82.1) 51.1 64.4
GPT-4 3 0% T 83.2 (91.9/76.0) 26.1 (60.0/16.7) 51.1 (48.0/54.6) 55.0 (42.0/79.5) 77.8 (73.7/82.4) 28.0 (20.3/45.1) 74.2 (63.0/90.4) 52.0 66.5

Table B3: F1(precision/recall), MF1 and WF1 of LLMs on EmoWOZ. In table headers, “N” stands for the number
of ICL samples in the prompt; “P” stands for the proportion of training data used for fine-tuning; “M” stands for the
modality of input, either transcription (T) or ASR hypothesis (A).

Model N P M Development Set Test Set
Depressed Not Depressed Depressed Not Depressed

GPT-2 0 0% T 0.0 (0.0/0.0) 82.5 (70.2/100.0) 0.0 (0.0/0.0) 79.3 (65.7/100.0)

LLaMA-7B 0 0% T 47.5 (31.1/100.0) 11.4 (100.0/6.1) 52.2 (35.3/100.0) 8.3 (100.0/4.3)
LLaMA-7B 0 0% A 45.9 (29.8/100.0) 0.0 (0.0/0.0) 51.1 (34.3/100.0) 0.0 (0.0/0.0)
LLaMA-7B 1 0% T 0.0 (0.0/0.0) 82.5 (70.2/100.0) 0.0 (0.0/0.0) 79.3 (65.7/100.0)
LLaMA-7B 3 0% T 42.1 (27.9/85.7) 10.8 (50.0/6.1) 48.9 (33.3/91.7) 8.0 (50.0/4.3)
LLaMA-7B 0 25% T 0.0 (0.0/0.0) 81.0 (69.6/97.0) 0.0 (0.0/0.0) 79.3 (65.7/100.0)
LLaMA-7B 0 50% T 0.0 (0.0/0.0) 81.0 (69.6/97.0) 0.0 (0.0/0.0) 79.3 (65.7/100.0
LLaMA-7B 0 75% T 0.0 (0.0/0.0) 79.5 (68.9/93.9) 0.0 (0.0/0.0) 79.3 (65.7/100.0)
LLaMA-7B 0 100% T 0.0 (0.0/0.0) 76.3 (67.4/87.9) 0.0 (0.0/0.0) 79.3 (65.7/100.0)

Alpaca-7B 0 0% T 47.5 (31.1/100.0) 11.4 (100.0/6.1) 53.3 (36.4/100.0) 16.0 (100.0/8.7)
Alpaca-7B 0 0% A 45.9 (29.8/100.0) 0.0 (0.0/0.0) 53.3 (36.4/100.0) 16.0 (100.0/8.7)
Alpaca-7B 1 0% T 0.0 (0.0/0.0) 82.5 (70.2/100.0) 15.4 (100.0/8.3) 80.7 (67.6/100.0)
Alpaca-7B 3 0% T 45.9 (29.8/100.0) 0.0 (0.0/0.0) 51.1 (34.3/100.0) 0.0 (0.0/0.0)
Alpaca-7B 0 25% T 12.5 (50.0/7.1) 82.1 (71.1/97.0) 0.0 (0.0/0.0) 77.2 (64.7/95.7)
Alpaca-7B 0 50% T 11.8 (33.3/7.1) 80.5 (70.5/93.9) 0.0 (0.0/0.0) 77.2 (64.7/95.7)
Alpaca-7B 0 75% T 10.5 (20.0/7.1) 77.3 (69.0/87.9) 13.3 (33.3/8.3) 76.4 (65.6/91.3)
Alpaca-7B 0 100% T 18.2 (25.0/14.3) 75.0 (69.2/81.8) 0.0 (0.0/0.0) 75.0 (63.6/91.3)

LLaMA-3-8B 0 0% T 47.1 (32.4/85.7) 37.2 (80.0/24.2) 43.2 (32.0/66.7) 36.4 (60.0/26.1)
LLaMA-3-8B 0 0% A 46.4 (31.0/92.9) 21.1 (80.0/12.1) 42.9 (30.0/75.0) 14.3 (40.0/8.7)
LLaMA-3-8B 1 0% T 0.0 (0.0/0.0) 82.5 (70.2/100.0) 0.0 (0.0/0.0) 79.3 (65.7/100.0)
LLaMA-3-8B 3 0% T 0.0 (0.0/0.0) 82.5 (70.2/100.0) 0.0 (0.0/0.0) 79.3 (65.7/100.0)
LLaMA-3-8B 0 25% T 27.0 (21.7/35.7) 52.6 (62.5/45.5) 29.6 (26.7/33.3) 55.8 (60.0/52.2)
LLaMA-3-8B 0 50% T 0.0 (0.0/0.0) 82.5 (70.2/100.0) 0.0 (0.0/0.0) 77.2 (64.7/95.7)
LLaMA-3-8B 0 75% T 0.0 (0.0/0.0) 82.5 (70.2/100.0) 47.1 (36.4/66.7) 50.0 (69.2/39.1)
LLaMA-3-8B 0 100% T 20.0 (33.3/14.3) 78.4 (70.7/87.9) 47.1 (36.4/66.7) 50.0 (69.2/39.1)

GPT-3.5 0 0% T 54.5 (60.0/50.0) 79.2 (76.0/82.6) 64.3 (64.3/64.3) 84.8 (84.8/84.8)
GPT-3.5 0 0% A 37.5 (75.0/25.0) 81.5 (71.0/95.7) 56.0 (63.6/50.0) 84.1 (80.6/87.9)
GPT-3.5 1 0% T 13.3 (33.3/8.3) 76.4 (65.6/91.3) 40.0 (45.5/35.7) 78.3 (75.0/81.8)
GPT-3.5 3 0% T 37.5 (75.0/25.0) 81.5 (71.0/95.7) 56.0 (63.6/50.0) 84.1 (80.6/87.9)

GPT-4 0 0% T 63.6 (70.0/58.3) 83.3 (80.0/87.0) 59.3 (61.5/57.1) 83.6 (82.4/84.8)
GPT-4 0 0% A 44.4 (66.7/33.3) 80.8 (72.4/91.3) 41.7 (50.0/35.7) 80.0 (75.7/84.8)
GPT-4 1 0% T 80.0 (76.9/83.3) 88.9 (90.9/87.0) 55.6 (45.5/71.4) 72.4 (84.0/63.6)
GPT-4 3 0% T 74.1 (66.7/83.3) 83.7 (90.0/78.3) 58.5 (44.4/85.7) 58.5 (44.4/85.7)

Table B4: F1(precision/recall) of LLMs on DAIC-WOZ. In table headers, “N” stands for the number of ICL samples
in the prompt; “P” stands for the proportion of training data used for fine-tuning; “M” stands for the modality of
input, either transcription (T) or ASR hypothesis (A).
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Abstract
Customer-support services increasingly rely on
automation, whether full or with human inter-
vention. Despite optimising resources, this may
result in mechanical protocols and lack of hu-
man interaction, thus reducing customer loyalty.
Our goal is to enhance interpretability and pro-
vide guidance in communication through novel
tools for easier analysis of message trends and
sentiment variations. Monitoring these con-
tributes to more informed decision-making, en-
abling proactive mitigation of potential issues,
such as protocol deviations or customer dis-
satisfaction. We propose a generic approach
for dialogue flow discovery that leverages clus-
tering techniques to identify dialogue states,
represented by related utterances. State tran-
sitions are further analyzed to detect prevail-
ing sentiments. Hence, we discover sentiment-
aware dialogue flows that offer an interpretabil-
ity layer to artificial agents, even those based
on black-boxes, ultimately increasing trustwor-
thiness. Experimental results demonstrate the
effectiveness of our approach across different
dialogue datasets, covering both human-human
and human-machine exchanges, applicable in
task-oriented contexts but also to social media,
highlighting its potential impact across various
customer-support settings.

1 Introduction

Dialogue systems are increasingly pervasive, play-
ing a crucial role in communication with customers
in many companies. Monitoring and visualizing
conversations produced by such systems offers
a deeper comprehension of dialogue interactions,
unveiling communication patterns, and providing
valuable insights into the user experience. It is thus
essential to ensure high-quality service. Here, the
analysis of frequent dialogue flows plays an impor-
tant role, as they will depict the organic evolution
of interactions, enhancing human interpretability.

Obtaining dialogue flows from black-box sys-
tems, such as chatbots based on Large Language

Models (LLMs) or other encoder-decoder frame-
works, can be challenging due to their generative
and open-domain nature. Nonetheless, the ability
to represent the conversation progression and con-
sider emotional aspects such as the sentiment of the
speakers is valuable, especially in activities requir-
ing real-time assistance from responsible agents.

We propose an approach for automatic dialogue
flow discovery from a history of written dialogues,
and their representation in a transition graph. We
begin by grouping similar utterances into clusters,
which may be seen as dialogue states. Then we rep-
resent possible paths with their respective probabil-
ities from the beginning to the end of the dialogue.

Furthermore, we enrich the states with the av-
erage sentiment of the included utterances. This
has applications in a wide range of services and
products involving dialogue or customer support,
including call centers, emergency services, and vir-
tual assistantsIt also serves as an assessment tool,
offering stakeholders a way to compare dialogue
systems based on how they handle client requests
while maintaining or improving their sentiment.
Moreover, this approach can potentially identify
topics that often result in negative sentiment. The
main contributions of this work are summarized as:

• The proposal of a solution for the automatic
discovery of dialogue flows that are adaptable
to any language and domain, offering an inter-
pretability layer to dialogue systems;

• The integration of sentiment analysis into ex-
isting/automatically generated flows, enrich-
ing interpretability with sentiment variations;

• The proposal of flow metrics for assessing
(i) agents’ performance based on sentiment
variation, (ii) effectiveness in capturing com-
mon states, and (iii) sentiment and cluster co-
hesion within flows;

• A visual analysis of flows discovered from
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diverse dialogue datasets, spanning various
services and types, complemented by the pro-
posed metrics, while showcasing the proposed
approach and confirming its benefits;

• A proposal for an advanced analysis layer that
includes sentiment variation representation
within each cluster, offering valuable insights
for assessing agent performance and identify-
ing sentiment-associated states.

The remainder of the paper is structured as fol-
lows: Section 2 reviews work related to dialogue
flow discovery and sentiment analysis; Section 3
describes the proposed approach for sentiment-
aware dialogue flow discovery; Section 4 clari-
fies the meaning of each element in the sentiment-
aware dialogue flows, and describes the experimen-
tal setup, the used datasets, and the flow metrics
proposed; Section 5 presents and analyses the re-
sulting flows; Finally, Section 6 concludes the pa-
per and provides cues for future work.

2 Related Work

The categorization of utterances in dialogue sys-
tems may help in understanding user intentions
and facilitating effective interactions (Deng et al.,
2023; Gonçalo Oliveira et al., 2022). Generally,
utterances are classified according to user inten-
tions (Vedula et al., 2020; Mou et al., 2022) or
dialogue acts (Ribeiro et al., 2019; Liu et al., 2017),
both providing valuable insights for task-oriented
systems. However, the automatic classification of
utterances is typically supervised and thus relies on
annotated data, which is not always available. On
the other hand, encoder-decoder systems, including
those based on LLMs (e.g., ChatGPT1), do not rely
on such classifications, but their flexibility comes
at the cost of higher data demand and less control.

Traditional task-oriented dialogue systems are
sustained by the design of flows to guide conver-
sations towards specific goals. This entails defin-
ing specific user intentions and training phrases,
and can be facilitated by tools like Google’s Di-
alogFlow2, Microsoft Luis3, or Rasa4. Automating
this process involves grouping semantically-similar
utterances and representing them in a vector space,
towards efficient intent discovery (Hashemi et al.,
2016; Park et al., 2022; Liu et al., 2021).

1https://chat.openai.com/
2https://cloud.google.com/dialogflow
3https://www.luis.ai/
4https://rasa.com/

Representing dialogue flows as transition graphs
offers insights on topics and other trends (Bouraoui
and Lemaire, 2017). An earlier approach (Ritter
et al., 2010) for flow discovery uses Hidden Markov
Models on Twitter conversations. It introduces
features like clustering similar utterances, vertices
for marking the beginning and end of dialogues,
as well as a threshold for ignoring low-probability
transitions. Towards interpretability, clusters were
labelled manually. Ferreira et al. (2024) developed
a similar approach with automatic labelling.

By analysing communication trends, flow dis-
covery may assist in the design of dialogue systems.
This is the main goal of Graph2Bots (Bouraoui
et al., 2019), which adopts co-clustering for
discovering dialogue states and transitions in
human-human conversations. An alternative ap-
proach (Sastre Martinez and Nugent, 2022) clusters
utterances with DBSCAN and relies on finite-state
automata for discovering ranked flows, based on
the frequency of question-response sequences.

Sentiment Analysis (SA) (Liu, 2015) aims to ex-
tract sentiments from texts. In dialogues, it may
help in identifying situations of sentiment degrada-
tion, which may then be acted upon, e.g., through
a fallback system that replaces an artificial agent
by a human; or by collecting information for later
retraining the human or artificial agent.

SA has been combined with other tasks, such as
dialogue act recognition, which reinforce one an-
other. For instance, detecting agreement often cor-
responds with the expression of the same sentiment,
while transitions from negative to neutral tend to
coincide with changing to a statement. Works that
tackled these tasks jointly (Xu et al., 2023; Qin
et al., 2020; Li et al., 2020) benefited from it, and
achieved high or state-of-the-art (SOTA) perfor-
mances in datasets like Mastodon (Cerisara et al.,
2018). Moreover, Song et al. (2023) outperformed
several SOTA methods for user satisfaction estima-
tion in task-oriented dialogue systems by exploiting
SA in a multi-task adversarial strategy.

The seemingly symbiotic relationship between
SA and other tasks motivated its application to dia-
logue flow discovery. Yet, to the best of our knowl-
edge, no other work has combined these tasks.

3 Proposed Approach

We propose a generic approach for automatically
discovering the most common flows in a history
of dialogues, while simultaneously associating sen-
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timent with their transitions. It comprises three
distinct steps, outlined in Figure 1:

1. Utterance Clustering clusters semantically
similar utterances, represented by their em-
bedding. Discovered clusters may be seen as
approximations to dialogue states.

2. Flow Discovery computes the most frequent
paths. The result is a transition graph
G(C, T ), where nodes c ∈ C represent di-
alogue states and edges t(ci, cj , pij) ∈ T rep-
resent transitions. The latter are weighted ac-
cording to their probability, computed as in
Equation 1, where |t(ci, cj)| represents the
number of utterances in cj that immediately
follow a utterance in ci.

pab =
|t(ca, cb)|∑
x∈C |t(ca, cx|

(1)

3. Sentiment Classification enriches G with
sentiment information. When sentiment is
not available with the data, each utterance’s
sentiment can be determined by an external
tool for the purpose. This enables the compu-
tation of the most predominant sentiment in
each state and transition.

Dialogues
(history)

user: How can I help?
sys: Delivery time
user: The delivery time of books depends on their
availability from the respective publishers, so we can’t
guarantee a delivery time.
sys: Book preparation
user: I’m sorry I didn’t understand or don’t have enough
information to answer. Could you please rephrase your
question?
user: Order preparation

sys: Order preparation is the process in which the order

is separated and prepared for shipment.

Utterance
Clustering

Flow
Discovery

Sentiment
Classification

Figure 1: Overview of the proposed approach and an
illustrative dialogue between a customer (user) and an
artificial agent (sys).

The proposed approach can be applied to any col-
lection of written dialogues, ideally with two speak-
ers, but of any type, in any language, or domain,
as long as utterances are provided in sequence and
speakers are identified. The graph G can be visu-
ally represented, thereby enhancing human inter-
pretation. The sentiment may be visually repre-
sented with different colours for each edge, such as
green, yellow, and red, representing predominantly
positive, neutral, or negative sentiments, respec-
tively (as shown on the right-hand side of Figure

1). Sentiment-aware dialogue flows can be useful
in various scenarios, including:

Identifying communication trends i.e., the dis-
covery of flows from any type of dialogue promotes
the identification of common and/or undesired top-
ics or transitions, which can be used to improve the
agent, e.g., by changing intents, reviewing proto-
cols, or adjusting human resources;

Interpreting black-box dialogue systems i.e.,
the discovery of flows in human-machine dialogues
adds an interpretability layer that increases under-
standing of the agent and promotes the identifica-
tion of issues. Potential strategies for addressing
such issues may include retraining the agent or
implementing additional rules;

Planning and developing dialogue systems i.e.,
the analysis of human-human dialogues towards
the identification of potential dialogue states and
representative words or sentences, valuable to the
agent’s development process.

In any scenario, the dialogue collection should
be as comprehensive as possible and, ideally, cover
all relevant intents. The set of applications attests
to the versatility of the approach. Still, in this pa-
per, we focus on the interaction between a customer
and an agent, where the ability to understand and
efficiently manage interactions is essential for im-
proving the quality of service and, consequently,
customer satisfaction.

4 Experimentation

In order to confirm the applicability of the
sentiment-aware dialogue flows, extensive experi-
mentation was conducted. This involved the imple-
mentation of each step of the proposed approach,
introduced in Figure 1, with adequate tools, as well
as the application to a range of dialogue datasets.
This section details the implementation of the un-
derlying processes but, before delving into the pre-
vious steps, we provide some clarifications on the
visual notation used throughout the paper, aided by
the illustrative diagram in Figure 2.

The diagram (G) showcases the ideal scenario,
in which an agent successfully manages to switch
the customer’s sentiment from negative, at the Start
Of the Dialogue (SOD), to positive, by the End
Of the Dialogue (EOD). SOD and EOD are rep-
resented by specific nodes, which can be seen as
states, represented as yellow boxes. The others
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SOD

user→ bad internet area

sys→ protocol fix sorry

user→ thank solved problem

sys→ bye thank contact

EOD

’Hi, I’m having internet problems in
my area’
’Bad internet connection’
’There is no internet in my area, bad
service’
...

’Thank you for contacting us’
’Bye, please contact us whenever you
need’
’Bye, thank you for choosing our
service’
...

0.44

0.71

0.58

0.76

0.93

Figure 2: Example of a sentiment-aware dialogue flow
showcasing an ideal scenario.

correspond to the discovered clusters (C) and are
represented by ellipses labelled with representative
words in their utterances. States representing clus-
ters by different speakers are also differentiated.
In G, user clusters are coloured in light blue and
agent clusters in dark blue. The diagram is comple-
mented with examples of clustered utterances, on
the right-hand side.

Edges represent transitions (T ) between clusters
and have an associated weight, corresponding to
their probability. For instance, G shows a 58%
probability of moving from sys→protocol fix
sorry to user→thank solved problem. The
sum of all probabilities of T originating from the
same cluster is 1. Nevertheless, in order to simplify
the flow, a threshold can be applied for ignoring
low-probability transitions, as carried out in this
example. The colour of each transition represents
the average sentiment within the destination clus-
ter. Red corresponds to a more negative sentiment,
green to a positive, and yellow to a neutral sen-
timent. For EOD, however, transitions represent
the sentiment of the origin cluster, thus making
the sentiment in the final interactions clearer and
contributing to more immediate conclusions.

4.1 Datasets

The proposed approach was applied to five different
dialogue datasets, covering different channels (so-
cial media, chat, telephone), types of dialogue (task-
oriented, open) and agent (human, machine), do-
mains (tourism, telecommunications, retail, open)
and languages (English and Portuguese). Specifi-
cally, the following datasets were used:

EmoWOZ (Feng et al., 2022) a public dataset
of task-oriented dialogues that extends Multi-
WOZ (Budzianowski et al., 2018), thus covering

multi-domains related to tourism. EmoWOZ’s ad-
ditionally has emotions assigned to utterances, in-
cluding valence, translatable to a polarity (positive,
neutral, negative).

TwitterDialogueSAPT (TDSAPT) (Carvalho
et al., 2023) a public dataset of customer-support
dialogues in Portuguese, extracted from Twit-
ter, with entities (i.e., accounts) in the domains
of Telecommunications, Television, Healthcare,
eCommerce, and Finance, where utterances have
manually-annotated sentiment. We adopted the
original approach for extending this dataset with
more dialogues from the same entities in the same
timeline (April–May, November–December 2022).

TelecomSAPT transcriptions of customer-
support dialogues, sampled from two months in the
call center of a Portuguese Telecommunications
company, with manually-labelled sentiment.

RetailPT a collection of customer-support di-
alogues of a Portuguese retail company, col-
lected during a seasonal campaign that lasted 2.5
months (July–September 2023). Dialogues are
between human customers and a proprietary Re-
trieval Augmented Generation system based on
fine-tuning an optimised version of Quokka56.

Mastodon (Cerisara et al., 2018) a public
dataset of dialogues extracted from the Mastodon
social network, particularly from the octodon.social
instance, with manually-annotated sentiment.
These are open-domain conversations between two
users and, as such, do not involve a service.

For some datasets, we could get the polarity of
the utterances from available annotations. This
was, however, not the case of RetailPT and the
extension of TDSAPT, which employed a classifier
fine-tuned in similar data (see Section 4.2).

Since the labels in TDSAPT were binary (nega-
tive and non-negative), we binarised the labels of
all datasets, which still enabled the identification
of negative transitions, the most problematic.

Table 1 describes the datasets according to chan-
nel (Chat, Phone, Social Media - SM) type of dia-
logue (Task Oriented - TO; Open) type of agents,
domain, language (English - EN; Portuguese - PT),
and number of dialogues.

5hf.co/automaise/quokka-7b
6Both TelecomSAPT and RetailPT were gently transferred

to our team in the scope of projects with the industry, but are
proprietary and cannot be publicly released.
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Dataset Channel Type Agent Domain Lang #Dialogs
EmoWOZ Chat TO Human Tourism EN 10,253
RetailPT Chat TO Machine Retail PT 3,317
TelecomSAPT Phone TO Machine Telecom PT 1,000
TDSAPT SM TO Human Several PT 2,575
Mastodon SM Open Human Open EN 535

Table 1: Brief description of each dataset, including
channel, type of dialogue, type of agents, domain, lan-
guage, and number of dialogues.

Table 2 presents the number of utterances in each
dataset, the sentiment distribution (negative and
non-negative) and informs on how the sentiment
labels were obtained: in the data (D), automatic (A)
by a supervised model, converted (C).

Dataset # Utterances % Neg % Non-Neg Source
EmoWOZ 140,801 1.57 98.43 C
RetailPT 19,098 28.79 71.21 A
TelecomSAPT 5,312 18.39 81.61 D
TDSAPT 5,966 36.15 63.85 D+A
Mastodon 2,205 31.61 68.39 D

Table 2: Analysis of the sentiment distribution in each
dataset, including the source of sentiment labelling.

Tables 1 and 2 confirm the diversity of covered
scenarios. They encompass various channels, dia-
logue types, agents, domains, and languages, attest-
ing to the generalisation potential of the proposed
approach. Datasets differ in size and prevalence of
negative sentiment, spanning from as low as 1.6%
of utterances in EmoWOZ to 36% in TDSAPT.

4.2 Implementation
Utterance embeddings were obtained from sen-
tence transformers available in the HuggingFace
Hub. Different models were used for English7 and
Portuguese8, both representing textual sequences
in 384-dimension vectors.

Clustering was performed with the K-means
method, as available in scikit-learn9. For each
dataset, the number of clusters was optimised
for maximizing the Silhouette score (Rousseeuw,
1987), which evaluates the cohesion and separation
of formed groups. This relied on Optuna10, consid-
ering a range of 3–10 clusters for each speaker.

For the textual labels of the clusters, a document
is created for each cluster, with its concatenated
utterances. Using the same models as in the clus-
tering step, the label resulted from the most fre-
quent keyword for each cluster, obtained with Key-
BERT (Grootendorst, 2020), considering a range

7hf.co/sentence-transformers/all-MiniLM-L6-v2
8https://tinyurl.com/2fcwpuz7
9https://tinyurl.com/4ymet8ff

10optuna.org/

of [1–3]-grams, and after removing stopwords in
the NLTK (Bird and Loper, 2004) lists.

The sentiment of unlabeled utterances in TD-
SAPT and RetailPT was classified with a BERT
model pretrained for Portuguese (Souza et al.,
2020), fine-tuned for identifying negative and non-
negative sentiments in Portuguese dialogues, in
a similar fashion to the best model in related
work (Carvalho et al., 2023). The main difference
was the fine-tuning datasets, selected for sharing
more similarities with the data to classify: in the
extension of TDSAPT, the model was fine-tuned in
the original dialogues of TDSAPT, with a 75% F1-
score on it, whereas in RetailPT it was fine-tuned in
TelecomSAPT, with a 74% F1-score on the former.

Finally, for representing the sentiment in each
cluster, we compute the average sentiment in all its
utterances. If the average sentiment is low (<0.4),
high (>0.6), or in-between, we colour the incom-
ing transitions in red, green or yellow, respectively.
As the range of values associated with green and
red is larger, we further define colour gradients: if
the average sentiment is closer to 0.0 or 1.0, the cor-
responding colour gets darker. We recall that, as an
average, this value may not represent the sentiment
of all the utterances in each cluster. Hence, we pro-
pose a second, more in-depth analysis that includes
the standard deviation (STD) of the sentiment in
each cluster. Specifically, we compute: (i) the av-
erage sentiment (AVG); (ii) the sentiment at the
highest deviation point (AVG+STD and assigning
the corresponding colour); and (iii) the sentiment
at the lowest deviation point (AVG-STD). This is
considered in the graphical visualisation by adding
a three-layered box to each cluster, with a larger
middle layer coloured with the average sentiment,
and the others with the sentiment at the lowest (left)
and highest (right) deviation points. Some resulting
dialogue flows are presented in Section 5.

4.3 Flow metrics
The discovered flows contribute to faster analysis
of trends in the underlying dialogue datasets, but
comparing flows from different datasets can still be
subjective. To complement the analysis and make
the comparison more straightforward, we designed
objective metrics, computed directly from the flows.
They capture the following aspects: (i) the agents’
performance based on the sentiment throughout the
dialogue flow; (ii) how well the clusters represent
the dataset based on the proportion of dismissed
utterances; (iii) the flow’s cohesion regarding sen-
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timent and its clusters. The computed metrics are
described ahead, with customer support in mind.

EOD−: proportion of utterances that reach EOD
with a negative sentiment. This can be applied to
other sentiment levels but negativity is the one that
should be mitigated;

∆Sentiment: difference between the sentiment
of the utterances at the end of the dialogue and of
those at the start.

SOD ↛ EOD: proportion of utterances from
all speakers that were dismissed in the flow, i.e.,
those that took paths with a probability lower than
the set threshold, ending up not represented;

Flow Cluster Cohesion (FCC): average Silhou-
ette score of the clusters;

Flow Sentiment Cohesion (FSC): average stan-
dard deviation of the sentiment at each cluster;

Average Initial Sentiment (AIS): average sen-
timent of each cluster with an incoming transition
from SOD. As opposed to the values considered
in ∆Sentiment, this is calculated by cluster (i.e.,
each contains the average sentiment of the utter-
ances within) and not by utterance.

Average Final Sentiment (AFS): average senti-
ment of each cluster with outgoing transitions to
EOD. As opposed to ∆Sentiment, this is com-
puted by cluster, not by utterance.

An analysis of these metrics should be enough
to get insights on the performance of the agent(s).
Ideally, it would present (i) a low EOD−, i.e., man-
aged to avoid negative sentiment, (ii) a positive
∆Sentiment, i.e., sentiment improved throughout
the flow, (iii) a low SOD ↛ EOD, i.e., most utter-
ances were represented, (iv) a high FCC, i.e., data
fits the clusters well, and (v) a low FSC, i.e., senti-
ment at each cluster does not deviate much. Finally,
AIS and AFS should be analysed together as the lat-
ter should be higher than the former, i.e., sentiment
at the cluster level should improve throughout the
flow. The next section reports on applying these
metrics to the considered datasets.

5 Results and Discussion

Flows were discovered from every considered
dataset and the designed metrics were computed
as well. Together, they provide insights into inter-
pretability, communication trends, and limitations

of the agents, among others. This section discusses
some of the discovered flows and reports on the
metrics computed for all. Due to lack of space, we
do not present the flows for all datasets, but include
them in the Appendix A.

The dialogue flow for RetailPT data is presented
in Figure 311. Various interactions between the
user and the (artificial) agent can be observed. We
immediately note that the first interaction of the
agent (SOD’s outgoing transition), is always the
same, with probability 1.0. The label of the initial
cluster suggests an offer of assistance, which is
confirmed by the data: in fact, all dialogues start
with the How can I help? utterance.

SOD

sys -> can help how

1.0

user -> webform thanks order

0.19

user -> expected arrival books

0.4

user -> order shipment delayed

0.36

0.13

sys -> rephrase question ask

0.3

sys -> message please rephrase

0.13

sys -> vouchers should contact

0.11

sys -> can help questions

0.15

sys -> deadline delivery books

0.22

sys -> scholar books can

0.23

0.27 0.16

0.23 0.2

sys -> cancellation order voucher

0.24

0.17

0.12

EOD

0.63

0.36

0.17

0.16

0.31

0.27

0.23

0.2

0.31

0.41

0.18

0.19

0.22

0.19

0.67

0.36

0.13

0.11

0.4

0.31

0.24

0.37

Figure 3: Sentiment-aware dialogue flow discovered for
RetailPT.

With the help of the labels, we see that this inter-
action is followed by a user message: thanking for
the order; querying about the arrival of the books;
or informing on a shipment delay. As the proba-
bilities of each transition from the can help how
state do not sum up to 1.0, there is at least one
low-probability transition (i.e., p < 0.1) not repre-
sented. Afterwards, the agent replies and, in some
cases, asks the user to rephrase the question. Inter-
actions continue until the EOD, which marks the
end of the conversation.

In this case, non-negative sentiments (i.e., shades
of green) predominate. Additionally, there are
edges with neutral colours leading to the can help
questions state and red edges associated with neg-
ative sentiments in the rephrase question ask
and message please rephrase states. We may
deduce that the agent is failing to process the re-
quests, which could potentially increase the user’s
frustration as some end the conversation afterwards.

11RetailPT data is in Portuguese. For an easier interpreta-
tion by the readers, cluster labels were translated to English.
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This negative sentiment could potentially be miti-
gated by retraining the agent to better handle the
queries that lead to those clusters.

It is important to note that the colour of the edges
represents the average sentiment of utterances in
each cluster, which may not fully capture the sen-
timent of the entire cluster. Hence, we created an
advanced analysis layer, shown in Figure 4, which
considers the sentiment’s standard deviation for
each cluster via a three-layered cluster.

In the can help questions state, the average
sentiment is represented by the colour yellow (i.e.,
neutral). Its left layer (red) represents the sen-
timent at its lower deviation value and its right
layer (green) represents the sentiment at its highest
deviation value. In this case, the average does not
accurately represent the sentiment within that clus-
ter as it also includes strong negative and positive
values (i.e., deep shades of red and green).

In states such as scholar book can or
vouchers should contact, there is minimal sen-
timent deviation, as each layer of the node ap-
pears uniformly green, suggesting that the senti-
ment within the utterances of underlying clusters
is accurately represented by their average.

Table 3 reports on metrics computed for the ut-
terances’ transitions and their sentiment. We recall
that these can be used to evaluate an agent’s per-
formance and how well the flow captures common
states, i.e., represents most utterances.

EmoWOZ has EOD− = 0, meaning no dia-
logue ends with negative sentiment. Moreover, it
has the highest SOD ↛ EOD, meaning that, with
the applied threshold (0.1), most utterances are lost
along the way. As this is the largest dataset (seven
times larger than RetailPT) it makes sense that it
would be challenging to represent each utterance in
it. Sentiment variation is the lowest for this dataset.

TelecomSAPT has the highest EOD−, meaning
it is the dataset that mostly finished with negative
sentiment, followed by RetailPT. This means that
the involved (artificial) agents could benefit from
an in-depth analysis, possibly culminating in re-
viewing and/or retraining. These are also the only
datasets with a negative sentiment variation, i.e., by
the end of the dialogue, sentiment gets lower. They
also show high SOD ↛ EOD, as does Mastodon,
meaning these three datasets lose over half of their
utterances throughout the flow.

Mastodon and TDSAPT show intermediate val-
ues overall and the latter has the lowest SOD ↛
EOD, meaning that more than half the utterances

are represented in the flow. Both datasets have
a positive sentiment variation, suggesting an im-
provement by the end of the conversation.

In both cases, it is not easy to speculate more.
Mastodon has social media dialogues, where senti-
ment can flow, without clear negative consequences
as in customer-support. Moreover, TDSAPT in-
cludes dialogues with a broad range of entities, and
would benefit from a future analysis of the flows
for each, independently.

Dataset EOD− ∆Sentiment SOD ↛ EOD

EmoWOZ 0.0 0.02 0.83
RetailPT 0.25 -0.28 0.63
TelecomSAPT 0.34 -0.06 0.55
Mastodon 0.08 0.18 0.65
TDSAPT 0.12 0.06 0.43

Table 3: Evaluation metrics for assessing agents’ perfor-
mance and flow’s ability to capture common states.

Table 4 presents metrics for assessing the cohe-
sion of flows regarding sentiment and clusters. In
EmoWOZ no dialogue ends with a negative senti-
ment (1.00 AFS). It has also the lowest FSC,i.e.,
sentiment does not vary much within each cluster.

RetailPT has the highest AIS, however, AFS
suggests that sentiment gets worse by the end of
the dialogues. It has also the highest FCC, meaning
that the data is well-fitted to the clusters.

Mastodon has the highest FSC, meaning that,
contrary to EmoWOZ, sentiment diverges consid-
erably within each cluster. However, AIS and AFS
suggest that it increases by the end of the dialogue.
It also presents the lowest FCC, meaning that data
may not be well-fitted to the clusters, which aligns
with the high divergence of sentiment within them.

TelecomSAPT and TDSAPT display intermedi-
ate results in flow cohesion and variation of sen-
timent within clusters. However, whereas the for-
mer’s AIS and AFS suggest sentiment across the
dialogues is predominantly positive, for the latter,
AIS and AFS have the lowest values, suggesting
a more neutral sentiment. For TDSAPT, the dif-
ference between AIS and AFS is low, as is the
∆Sentiment, but in different directions. The for-
mer value should be more accurate as it computes
the variation by utterance instead of cluster.

Dataset FCC AIS AFS FSC
EmoWOZ 0.11 0.96 1.00 0.12
RetailPT 0.46 1.00 0.67 0.29
TelecomSAPT 0.26 0.82 0.71 0.26
Mastodon 0.04 0.68 0.71 0.41
TDSAPT 0.14 0.57 0.55 0.31

Table 4: Flow cohesion metrics for considered datasets.
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SOD

sys -> can help how

1.0

EOD

user -> webform thanks order

0.19

user -> expected arrival books

0.4

user -> order shipment delayed

0.360.13

sys -> message please rephrase

0.13

sys -> vouchers should contact

0.11

sys -> can help questions

0.15

sys -> rephrase question ask

0.3 0.27

sys -> deadline delivery books

0.22

sys -> scholar books can

0.230.2 0.23 0.16

sys -> cancellation order voucher

0.24

0.22

0.41 0.18 0.19

0.67

0.19

0.4

0.36 0.13 0.11

0.31

0.27 0.23 0.2

0.63

0.17 0.12

0.31

0.36 0.17 0.16

0.37

0.31 0.24

Figure 4: Sentiment-aware dialogue flow with standard deviation discovered for RetailPT data.

Finally, two factors could impact the discovery
of sentiment-aware dialogue flows and, thus, their
analyses: (i) the sentiment classifier, and (ii) the
flow discovery process, including the clustering
and labelling methods. The low performance of any
of these can cause a chain reaction, decreasing the
quality of the final analysis. As such, performance
at each level should always be considered.

6 Conclusion

Technological advances have increased reliance
on Artificial Intelligence, including for customer-
support services. While efficient cost-wise, cus-
tomers can tell they are interacting with an artificial
agent or a human following a mechanical protocol,
and this degrades their interaction and deteriorates
the customers’ loyalty. Our goal is to mitigate that
by providing additional interpretability, also con-
tributing to increased trustworthiness.

We proposed a novel approach for automatically
discovering the most common flows in a history of
dialogues, while considering the sentiment. These
are useful for various applications, from identifying
communication trends to interpreting black-box
dialogue systems, and contribute to uncovering the
triggers of problematic situations.

Our solution is independent of domain and lan-
guage, and does not require dialogues labelled
with intents or acts. Its implementation enabled
the discovery of flows from a diverse set of dia-
logue datasets, out of which interesting insights
were gathered, also with the help of computed
metrics. For instance, in dialogues with artificial
agents (RetailPT, TelecomSAPT), sentiment gets
worse throughout the flow. The automation of such
agents results in more mechanical answers and,
thus, more cohesive clusters (FCC), when com-
pared to other datasets. Mastodon and TDSAPT
were collected from social media and cover multi-

ple domains, which contributes to a higher variation
of sentiment (FSC). Metrics also reveal that, with
the parameters set (i.e., probability threshold of 0.1
and maximum 10 clusters for speaker), a large por-
tion of utterances is lost in the flow discovery pro-
cess. These regard low-probability transitions, but
may degenerate interpretation, especially for large
datasets as EmoWOZ. Yet, the alternative would
be either to: reduce the number of clusters, with an
impact on cohesion; or increase both the number of
clusters and the threshold, with a negative impact
in interpretability. Therefore, we plan to test alter-
native implementations and analyze their impact
on the previous, including clustering and labelling
methods, and sentiment classification, where new
trends (Zhang et al., 2023) can be explored. The
computation of more metrics should also be consid-
ered, e.g., for assessing the coverage of discovered
flows in unseen dialogues from the same domain.
Finally, towards stronger conclusions, flows should
be discovered from additional datasets.

Another focus will be on flow visualization.
While moving away from a graph-based model
is unlikely, we consider integrating additional ele-
ments (e.g., reflecting the number of utterances in
the node’s size) and interactivity, towards improved
interpretability (e.g., selecting the best threshold;
highlighting the path taken in a specific dialogue).
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A Application to diverse data

In the following sections, we showcase the applica-
tion of our approach on the five datasets presented:
EmoWOZ, RetailPT, TelecomSAPT, TwitterDia-
logueSAPT, and Mastodon.

A.1 EmoWOZ
EmoWOZ (Feng et al., 2022) is a public dataset
of task-oriented dialogues that extends Multi-
WOZ (Budzianowski et al., 2018), thus covering
multi-domains related to tourism. It is the largest
dataset covered in this work but also the one with
the lowest percentage of negative utterances. It
is also the only dataset where sentiment was con-
verted as it is labelled for emotion. Figures 5 and 6

present the two sentiment-aware dialogue flows dis-
covered for this dataset, with the latter presenting
the sentiment standard deviation.

A.2 RetailPT

RetailPT is a collection of customer-support dia-
logues of a Portuguese retail company. Dialogues
are between human customers and a proprietary
Retrieval Augmented Generation system. It is the
second largest dataset covered in this work and the
only one in which sentiment analysis was fully au-
tomatic, by a supervised model. Figures 7 and 8
present the two sentiment-aware dialogue flows dis-
covered for this dataset, with the latter presenting
the sentiment standard deviation.

A.3 TelecomSAPT

TelecomSAPT contains transcriptions of
customer-support dialogues, sampled from the
call center of a Portuguese Telecommunications
company, with manually-labelled sentiment. It is
one of the smallest datasets covered in this work
and the only one with a voice channel. Figures 9
and 10 present the two sentiment-aware dialogue
flows discovered for this dataset, with the latter
presenting the sentiment standard deviation.

A.4 TwitterDialogueSAPT

TwitterDialogueSAPT (TDSAPT) (Carvalho
et al., 2023) is a public dataset of customer-
support dialogues in Portuguese, extracted from
the social network Twitter, covering accounts in
multiple domains, where utterances have manually-
annotated sentiment. This dataset was extended for
this work, and sentiment analysis was performed
automatically by a supervised model for the new
utterances. Figures 11 and 12 present the two
sentiment-aware dialogue flows discovered for this
dataset, with the latter presenting the sentiment
standard deviation.

A.5 Mastodon

Mastodon (Cerisara et al., 2018) is a pub-
lic dataset of dialogues extracted from the
Mastodon social network, particularly from the
octodon.social instance, with manually-annotated
sentiment. These are open-domain conversations
between two users and, as such, do not involve a
service. This is the smallest dataset covered by our
work and the only one with a fully open domain
and type of dialogue. Figures 13 and 14 present the
two sentiment-aware dialogue flows discovered for
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Figure 5: Sentiment-aware dialogue flow discovered for EmoWOZ data

this dataset, with the latter presenting the sentiment
standard deviation.
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Figure 6: Sentiment-aware dialogue flow with standard deviation discovered for EmoWOZ data
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Figure 9: Sentiment-aware dialogue flow discovered for TelecomSAPT data
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Figure 13: Sentiment-aware dialogue flow discovered for Mastodon data
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Abstract

When customers present ambiguous references,
service staff typically need to clarify the cus-
tomers’ specific intentions. To advance re-
search in this area, we collected 1,000 real-
world consumer dialogues with ambiguous ref-
erences. This dataset will be used for subse-
quent studies to identify ambiguous references
and generate responses. Our analysis of the
dataset revealed common strategies employed
by service staff, including directly asking clar-
ification questions (CQ) and listing possible
options before asking a clarification question
(LCQ). However, we found that merely using
CQ often fails to fully satisfy customers. In
contrast, using LCQ, as well as recommend-
ing specific products after listing possible op-
tions, proved more effective in resolving am-
biguous references and enhancing customer sat-
isfaction.1

1 Introduction

Clarification questions (CQ) have long been a fo-
cal point in dialogue research due to their various
functions, with resolving ambiguities being one of
the most crucial (Purver, 2004a; Boni and Man-
andhar, 2005; Ginzburg, 2012; Liu et al., 2014;
Dhole, 2020; Lautraite et al., 2021; Testoni and
Fernández, 2024). Previous studies have primarily
examined whether models are capable of generat-
ing suitable clarification requests in response to
ambiguities (Purver et al., 2001; Zhang and Choi,
2023; Deng et al., 2023). However, little attention
has been paid to determining the most effective
type of clarification request (Liu et al., 2014; Zhang
and Choi, 2023). This gap in research prompts a
significant question: What type of clarification re-
quest should intelligent customer service systems
generate when addressing ambiguous references?

*These two authors contributed equally to this work.
1You can find our data here.

Dialogue 1:
A: I want the same pizza as last night.
B: What type of pizza would you like?
A: I want a Hawaiian pizza.
Dialogue 2:
A: I want a pizza.
C: What type of pizza would you like?
A: I want a Hawaiian pizza.

Table 1: Questions for general and specific references.

Before addressing this issue, it is necessary to
clarify the definition of a CQ. Purver (2004b) de-
fines a ‘clarification question/request’ in dialogue
systems as a type of communicative action where
one participant asks another to provide more infor-
mation or to make their previous statement clearer.
This typically occurs when the listener does not
fully understand the speaker’s message due to am-
biguity, vagueness, or missing information. In Di-
alogue 1 of Table 1, B provides an example of a
CQ. However, Purver (2004b) believes that C in
Dialogue 2 of Table 1 does not qualify as a CQ, but
is merely an information request. This is because in
Dialogue 2, C understands A’s message (a general,
existentially quantified reference) but needs further
information to clarify A’s needs. In Dialogue 1,
B does not fully understand A’s message (a spe-
cific, definite reference), indicating ambiguity in
A’s statement, and thus needs additional informa-
tion to clarify. Unlike Purver (2004b), Rodríguez
and Schlangen (2004) and Rieser and Moore (2005)
consider both B and C to be CQs. Given that the
subsequent dialogue content of B and C is similar,
this paper adopts the same taxonomy and definition
as Rodríguez and Schlangen (2004) and Rieser and
Moore (2005).

Besides, we must define what an ambiguous ref-
erence is. An “ambiguous reference” in communi-
cation refers to a statement, word, or phrase whose
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To order a Bacon Pizza

Restaurant Introduction

Customer’s Intention

I want a pizza.

Which type of pizza would you like? 

We have a great selection of pizzas like Hawaiian, Meatball, and 
Bacon. I recommend our best-selling Hawaiian.

This is a restaurant specializing in a variety of pizzas. The menu includes: 1. 
Hawaiian Pizza, 2. Meatball Pizza, 3. Black Pepper Beef Pizza, 4. Bacon and 
Onion Pizza, 5. Tomato Meat Sauce Pizza, 6. Charred Shrimp Pizza, and 7. 
Charred Crabmeat Pizza, among others. In addition, the restaurant offers soft 
drinks such as sodas and juices. The restaurant provides menus for customers 
to place their orders.

We offer a variety of pizzas, including Hawaiian, Meatball, Black 
Pepper Beef, Bacon, and more. Which one would you like?

I want a pizza.

I want a pizza.

A

B

C

Figure 1: An example of a dialogue background with
three different responses to an ambiguous reference.
The girl represents the customer, and the boy represents
the service staff.

meaning is not clear due to multiple possible in-
terpretations (Eckert et al., 2003). In consumer
service settings, an ambiguous reference can lead
to confusion about product specifications, pricing,
or customer intentions, which may hinder effective
communication between the service staffs and cus-
tomers. Effective clarification questions are essen-
tial in these scenarios to resolve ambiguities (Ma-
jumder et al., 2021).

Figure 1 illustrates an example of an ambiguous
reference: a customer at a restaurant that serves
various types of pizza orders a pizza but does not
specify which kind. The figure also demonstrates
several potential responses that the server might
use to clarify this ambiguity. It is important to
identify which response methods are commonly
used by service staff and are favored by customers
in practical scenarios. Addressing these questions
is vital for the development of intelligent customer
service systems.

To answer these questions, we collected 1,000
Chinese conversations from real-world consumer
environments. Nearly every customer in these dia-
logues initiated at least one ambiguous reference.
After organizing the data, we annotated each sen-
tence to prepare the dataset for several uses: (1)
training or evaluating a model’s capability to iden-
tify ambiguous references in conversations; (2)
training or evaluating a model’s ability to resolve
ambiguous references effectively through dialogue;
(3) analyzing real-world service staff approaches to
ambiguous references. Our analysis revealed that
service staffs often use direct clarification questions

or list potential options before asking a clarification
question to clear up any ambiguity, as demonstrated
in responses A and C in Figure 1.

Our dataset highlights the response strategies
typically used by service staff, yet these may not
always align with what customers consider optimal.
To gain deeper insights into customer preferences,
we developed a questionnaire based on three re-
sponse methods illustrated in Figure 1 and surveyed
customers on their satisfaction with each response.
The findings show that customers’ satisfaction lev-
els with responses B and C are comparable and
notably higher than with response A. This indi-
cates that direct clarification questions are not the
sole effective approach for addressing ambiguous
references.

2 Dataset Construction

We gathered dialogue data from actual online and
offline consumer interactions to explore how ser-
vice staff addresses ambiguous references in cus-
tomer inquiries. We compiled a dataset of 1,000
Chinese conversations, which were collected by
four undergraduates over a period of three months,
drawing on their personal shopping experiences
and those of their peers.

2.1 Construction Principles

The dialogue dataset was constructed adhering to
strict principles:
Authenticity: Every dialogue was directly drawn
from actual consumer experiences, covering both
successful and unsuccessful transactions.
Completeness: We ensured every conversation
collected comprehensively included queries about
products/services and responses from service staff.
Diversity: Dialogues span a range of online and
offline scenarios, with offline scenarios includ-
ing shops, restaurants, clothing stores, and other
venues.
Privacy Protection: We rigorously anonymized
all dialogues, removing or modifying any identi-
fiable details, such as shop and brand names or
personal identifiers.

2.2 Methodology for Dialogue Data Collection

Before we began data collection, we trained four
data collectors to present requests with ambigu-
ous references to service staff during their regular
consumer activities, and to observe the responses.
Once the transactions were complete—or if they
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were terminated because the product or service was
unavailable—the collectors exited the venues or
ended the online sessions and reconstructed the dia-
logues from memory. It’s important to note that all
dialogues recorded are reconstructions based on ac-
tual conversations, and any personally identifiable
information has been removed.

2.3 Pre-Analysis of Dialogues and Consumer
Scenario Classification

After gathering approximately 300 dialogue sam-
ples, we performed an initial manual summary
analysis. This analysis showed that service staff
respond to customers’ ambiguous requests using
four main strategies: clarification questions, listing,
listing followed by clarification questions, and in-
formation gathering, or they may choose to ignore
the ambiguous reference. Specifically, clarification
questions (CQ) directly address the ambiguity, as il-
lustrated in response A of Figure 1. Listing (LIST)
involves detailing potential options, as depicted in
response B of Figure 1. Listing followed by clari-
fication questions (LCQ) combines listing options
with clarification questions, as seen in response C
of Figure 1. Information gathering (IG) involves
asking questions that do not directly relate to the
ambiguity, such as inquiring about the customer’s
preference for spicy or sweet flavors within the con-
text of the ambiguous reference shown in Figure 1.
Ignoring the ambiguous reference (IAR), like IG,
overlooks the need for clarification; however, un-
like IG, responses here are declarative rather than
interrogative.

Additionally, we observed that different con-
sumer environments may influence the responses.
From the analysis of dialogue samples, we clas-
sified the consumer environments into five main
categories: those with only a menu, only prod-
uct displays, both a menu and product displays,
neither menus nor product displays, and online
shopping. The first category, labeled as ‘MENU’,
includes scenarios found typically in restaurants
where customers can see the menu but not the ac-
tual food. The second, ‘PROD’, refers to envi-
ronments like supermarkets where only product
displays are available. The third category, ‘M&P’,
applies to fast food outlets where both menus and
food are visible in display counters. The fourth,
‘NO-M&P’, includes service-oriented settings such
as barber shops and mobile repair stores, where
neither menus nor products are displayed. Lastly,
the ‘OL’ category encompasses purely online shop-

ping. These first four categories are associated with
offline consumer settings, while the last category
specifically pertains to online shopping.

2.4 Dataset Annotation Steps

Documenting consumer dialogues is merely the
initial step; they also require detailed annotation.
This involves categorizing responses from service
staff, briefly describing the consumer scenario as
illustrated by the restaurant example in Figure 1,
and identifying the type of consumer scenario. The
steps for organizing and annotating this data are as
follows. Step 1: Load the dialogue into a data an-
notation platform and record the time, city location,
and specific consumer scenario, along with a con-
cise description of it. Step 2: Meticulously annotate
each sentence in the dialogue by category, includ-
ing ‘CQ’, ‘LIST’, ‘LCQ’, ‘IG’, ‘IAR’, ‘ambiguity’
(if the customer raises an ambiguous reference),
and ‘none’ (if it doesn’t fit into any of the previous
categories), resulting in a total of seven categories.
Step 3: Perform internal cross-validation within
the team. Discuss any discrepancies in annotations
during team meetings and make final decisions col-
laboratively.

3 What type of clarification question do
service staff prefer to use?

Table 2 illustrates how service staff respond to re-
quests with ambiguous references across various
scenarios based on the dataset introduced in Sec-
tion 2. The reason the total responses exceed the
number of dialogues in the dataset is that an am-
biguous reference can include multiple elements
needing clarification. In most instances, service
staff predominantly rely on clarification questions,
including both CQ and LCQ, which constitute
approximately 90% of all responses. Except in
the PROD scenario, the frequency of using either
CQ or LCQ is similar, indicating no clear prefer-
ence among service staff. However, in locations
where only products are displayed (PROD), it ap-
pears that service staff more frequently opt for
LCQ. This approach may be necessary because sim-
ilar items are not always on adjacent shelves, thus
listing items from various locations helps staff bet-
ter understand customer needs and guide them ac-
curately. Furthermore, since customers lack menus
and neither party may directly see the required
items, LCQ could also improve the customer’s sen-
sory experience.

Among the remaining response types—LIST,

291



Scenario Total CQ LIST LCQ IG IAR

Offline
MENU 485 0.449 0.049 0.476 0.021 0.004
PROD 624 0.405 0.050 0.514 0.027 0.003
M&P 404 0.505 0.010 0.483 0.002 0
NO-M&P 58 0.483 0.017 0.448 0.051 0
Online
OL 828 0.430 0.087 0.448 0.023 0.012

Table 2: Response Strategies by Service Staff Across
Different Scenarios: Row headers distinguish online
and offline scenarios as detailed in Section 2.3. The
‘Total’ column sums counts from five response strate-
gies, each defined in the remaining column headers with
explanations also in Section 2.3.

IG, and IAR—none directly involve clarification
questions. LIST is the predominant method within
these, and while it does not directly seek clarifi-
cations, it demonstrates that service staff have de-
tected the ambiguous references in customer com-
munications and are attempting to resolve the am-
biguity in a non-questioning manner. Conversely,
IG and IAR indicate a failure by service staff to ac-
curately identify the ambiguity. Fortunately, occur-
rences of these latter two responses are infrequent
in real-world scenarios.

4 What type of clarification questions do
consumers prefer to receive?

In the last section, we explored the preferred re-
sponse types to ambiguous references from the per-
spective of service staff. This section shifts focus
to customer preferences regarding the responses
they receive from service staff. We conducted a
hybrid online and offline survey to analyze these
preferences, utilizing the Tencent Questionnaire
mini-app for creation and distribution. The survey
was primarily distributed in the Guangxi region of
China. A total of 413 questionnaires were issued,
and all were returned with valid responses.

4.1 Questionnaire Design

The survey encompasses gathering basic informa-
tion from participants and assessing their satisfac-
tion with responses provided by service staff across
various consumer settings. We designed 10 scenar-
ios for this purpose, split evenly between online
and offline, each offering three distinct responses
from service staff for evaluation. This diverse sce-
nario approach helps mitigate potential biases in
ratings due to specific environmental or stylistic
responses. The three response types assessed in-

LIST CQ LCQ

Mean Std Mean Std Mean Std

Both 4.048 0.94 3.492 1.04 4.059 0.93
Online 4.077 0.93 3.458 1.05 3.992 0.91
Offline 4.019 0.95 3.526 1.04 4.123 0.94

Table 3: Mean and Standard Deviation for Three Re-
sponse Strategies: Detailed explanations of the strate-
gies are provided in Section 2.3. ‘Both’ represent both
online and offline.

clude CQ, LIST, and LCQ. While LIST is less
frequently used, assessing LIST helps determine
which aspects of the LCQ are most valuable to
customers. Satisfaction ratings are captured on a
5-point Likert scale, ranging from 1 (strongly dis-
like) to 5 (strongly like), ensuring that preferences
are accurately quantified. For detailed content of
the questionnaire, see Appendix C.

4.2 Questionnaire Data Analysis

Table 3 shows customer satisfaction rating with
three distinct response types from service staff
across various scenarios. A key takeaway from
Table 3 is that satisfaction with mere clarification
questions is the lowest, even less than the satis-
faction with listing potential options, which are
infrequently used by service staff. Furthermore,
satisfaction levels for LIST and LCQ are similar,
both substantially higher than for mere clarifica-
tion. This suggests that in responses incorporating
both listing and clarification, the listing aspect is
deemed more crucial than clarification. Additional
evidence comes from online scenarios, where sat-
isfaction with listing alone marginally surpasses
that with LCQ. Consequently, it is apparent that
consumers prefer service staff to explicitly and ex-
haustively outline all options.

We next performed a one-way analysis of vari-
ance (ANOVA) on the data from Table 3 to delve
deeper into the satisfaction differences across vari-
ous response types in different scenarios. Initially,
we analyzed dialogues from both online and of-
fline. The analysis revealed that for comparisons
between LIST versus CQ and LCQ versus CQ, the
resulting p-values were nearly zero. This led us to
reject the null hypothesis of no significant differ-
ences, demonstrating notable satisfaction dispari-
ties among these response types. In contrast, the
p-value between LIST and LCQ was 0.85, which
did not warrant rejecting the null hypothesis, in-
dicating no significant satisfaction differences be-
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tween these two types of responses. Moreover,
when comparing online to offline data, the p-values
for LIST, CQ, and LCQ were 0.03, 0.05, and 0,
respectively. These findings highlight significant
variations in satisfaction rating between online and
offline, emphasizing the necessity for tailored cus-
tomer service dialogue designs for each scenario.
This implies that strategies effective in offline set-
tings may not necessarily translate well to online
interactions, and vice versa. For a more detailed
analysis, Appendix B categorizes the data by age
and educational level.

4.3 Key Takeaways

Building on the analysis, we offer the following
three key insights:

• While simple clarification questions can re-
solve ambiguous references, they are not the
most effective approach.

• Listing combined with clarification stands out
as the best strategy for dealing with ambigu-
ous references.

• Businesses can effectively resolve customer
ambiguities by combining the listing of poten-
tial choices with actions like suggesting new
releases, which typically maintains high levels
of customer satisfaction.

5 Conclusion

This study analyzed service staff responses to am-
biguous references using data from 1,000 customer
interactions and feedback from 413 customer ques-
tionnaires. The results show that while simple clar-
ification questions resolve ambiguities, they do not
achieve high customer satisfaction. In contrast,
strategies combining listing with clarification ques-
tions or others increase customer satisfaction. Fu-
ture research should continue to analyze our dataset
to develop more sophisticated responses that could
outperform those by human service staff.

6 Limitation

This research is confined to a Chinese-language
dialogue dataset, with the analysis restricted to sur-
veys conducted within China. Consequently, the
findings may not be directly applicable to other
linguistic contexts. Furthermore, the relatively
small sample of participants over the age of 65
in our questionnaire might not accurately reflect
the broader opinions of this demographic.
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A Relate Work

A.1 Ambiguous Reference
Researchers are interested in conversational agents
facing the challenge of ambiguous reference (Eck-
ert et al., 2003). For instance, Wyatt (2005) aims to
design robots capable of engaging in task-directed
conversations with humans about ambiguous ref-
erences in tabletop scenes. Marge and Rudnicky
(2019) presents a method for robustly handling mis-
communication between people and robots in task-
oriented dialogues, supporting the detection and

recovery from situated grounding problems related
to referential ambiguity and impossible actions.
Williams et al. (2019) initially provides recommen-
dations for designers of robots that need to gener-
ate such requests and further demonstrates that a
Dempster-Shafer reasoning component, when com-
bined with probabilistic reference resolution, can
address both pragmatic and referential uncertain-
ties.

A.2 Clarification Questions in Dialogues

The generation of clarification questions is vital in
dialogue system research, enhancing system accu-
racy and user experience. Literature in this area
covers various aspects: optimal timing for posing
questions, task-oriented models for different sce-
narios, and ethical frameworks for clarification.

Arabzadeh et al. (2022) introduced an unsu-
pervised learning method for predicting when to
pose clarification questions based on retrieval item
consistency and contextual similarity, showing su-
perior generalization over neural network meth-
ods. Feng et al. (2023) developed a multi-attention
sequence-to-sequence model that integrates contex-
tual information and task knowledge to improve
the specificity and accuracy of clarification ques-
tions in task-oriented dialogue systems. Further,
Amiri et al. (2019) combined semantic parsing
with probabilistic dialogue management to enhance
knowledge base quality and human-robot interac-
tion by generating goal-oriented clarification ques-
tions. Meanwhile, Jackson and Williams (2020) in-
troduced a moral reasoning strategy in robots to en-
sure ethical responses when initiating clarification
questions, integrating a moral assessment module
into the robot architecture. In large language model
applications, Deng et al. (2023) implemented the
Proactive Chain-of-Thought (ProCoT) scheme to
augment goal planning in reasoning chains, signifi-
cantly improving the handling of clarification and
goal-oriented questions.

B Further Analyzing Questionnaire Data

In addition to overall lower satisfaction with
CQ than with LIST and LCQ, CQ consistently
ranks below both in satisfaction across all ten con-
sumer scenarios in the questionnaire. Satisfaction
levels between LIST and LCQ fluctuate. LIST oc-
casionally achieves slightly higher satisfaction than
LCQ, particularly in online scenarios, similar to the
general trend in Table 3.
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Figure 2: Age Distribution of Questionnaire Respon-
dents

Figure 2 displays the age distribution of survey
participants, predominantly ranging from 18 to 24
years old. Upon segmenting participants by age, it
becomes apparent that all groups express the low-
est satisfaction with CQ. Older participants increas-
ingly favor LCQ, with satisfaction for LIST nearly
as high. Distinctly, those aged 65 and above, while
also least satisfied with CQ, perceive less differ-
ence between CQ and LIST responses compared
to other age groups, showing almost no preference
between these response types.

We performed analogous analyses based on gen-
der and educational levels, revealing that irrespec-
tive of gender or educational classification, respon-
dents showed a marked preference for LIST and
LCQ, consistently CQ the lowest. Besides, females
tended to rate responses higher than males across
the board. Furthermore, there was a clear trend of
increasing satisfaction with all three response types
as educational attainment rose.

C Questionaire
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Questionnaire

01 Required Your age: (single choice
Under 18, 18-24, 25-34, 35-44, 45-54, 55-64, 65 and above

02 Required Your gender: (single choice) Male,Female

03 Required Your education level: (single choice)
Middle school and below, High school or vocational school, Associate degree and undergraduate, Master's degree and above

04 Required Your occupation: (single choice)
Student, Educator, IT Industry, Healthcare, Government Agency, Freelancer, Retired, Farmer, Public Institution, Enterprise, Other

Score 1 to 5: 1 - Very dissatisfied, 2 - Dissatisfied, 3 - Neutral, 4 - Satisfied, 5 - Very satisfied

05 Required: Assume you are at a breakfast shop and want to buy a char siu bao.
You say, "I want to buy a bun." Please rate the following responses from different salespeople:
A: "What kind of bun would you like?"
B: "We have meat bun, char siu bao, red bean paste bun, and three delicacies bun. Which one would you like?"
C: "We currently have meat bun, char siu bao, red bean paste bun, and three delicacies bun."

06 Required: Assume you are at a cake shop and want to buy a cheese cake.
You say, "I want to buy a cake." Please rate the following responses from different salespeople:
A: "Hello, we have three flavors: original, cheese, and taro. You can choose any."
B: "Hello, what kind of cake would you like?"
C: "Hello, we currently offer signature original cake, cheese cake, and taro cake. Which one would you like?"

07 Required: Assume you are at a department store and want to buy an oil-control shampoo.
You say, "I want to buy shampoo." Please rate the following responses from different salespeople:
A: "Hello, what effect do you need from the shampoo?"
B: "Hello, we currently have shampoos with oil control, smoothing, and color protection effects. These three are very popular."
C: "Hello, we have shampoos mainly for oil control, smoothing, and color protection. Which one would you like?"

08 Required: Assume you are at a yogurt drink shop and want to buy a strawberry yogurt.
You say, "I want to buy a cup of yogurt." Please rate the following responses from different salespeople:
A: "Our peach, strawberry, and avocado flavored yogurts are very popular. You can choose any."
B: "Our signature flavors are peach yogurt, strawberry yogurt, and avocado yogurt. Which flavor would you like?"
C: "What kind of yogurt would you like?"

The questions 9 and 10 are omitted here...

11 Required: Assume you are consulting an online customer service representative and want to buy a 20-inch suitcase.
You say, "I want to buy a suitcase." Rate the responses from different CSRs:
A: "We have suitcases in various sizes: [18-inch Link] [20-inch Link] [22-inch Link] [24-inch Link].
Which one would you like?"
B: "Our store has 18-inch, 20-inch, 22-inch, and 24-inch suitcases.
For more details and to order, please click: [18-inch Link] [20-inch Link] [22-inch Link] [24-inch Link]."
C: "What size of suitcase would you like?"

12 Required: Assume you are consulting an online customer service representative and want to buy a double-door refrigerator.
You say, "I want to buy a refrigerator." Rate the responses from different CSRs:
A: "Hello, we have French four-door, double-door, and T-type three-door refrigerators.
For more details and to order, please click: [French Four-door Link] [Double-door Link] [T-type Three-door Link]."
B: "Hello, we have these three types of refrigerators: [French Four-door Link] [Double-door Link] [T-type Three-door Link].
Which one would you like?"
Customer Service C: "Hello, what type of refrigerator would you like?"

13 Required: Assume you are consulting an online customer service representative and want to buy a Y brand facial cleanser.
You say, "I want to buy a facial cleanser." Rate the responses from different CSRs:
A: "Hello, what brand of facial cleanser would you like?"
B: "Hello, our store has R brand, T brand, and Y brand facial cleansers.
For more details and to order, please click: [R Brand Link] [T Brand Link] [Y Brand Link]."
C: "Hello, our store has [R Brand Link] [T Brand Link] [Y Brand Link] facial cleansers.
Which one would you like?"

14 Required: Assume you are consulting an online customer service representative and want to buy an M brand hair dryer.
You say, "I want to buy a hair dryer." Rate the responses from different CSRs:
A: "Hello, our store has [M Brand Link] [H Brand Link] [P Brand Link] hair dryers.
Which one would you like?"
B: "Hello, what brand of hair dryer would you like?"
C: "Hello, our store offers M brand, H brand, and P brand hair dryers.
For more details and to order, please click: [M Brand Link] [H Brand Link] [P Brand Link]."

Figure 3: Survey Questionnaire on Customer Preferences for Response Styles.
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Abstract

Despite the challenges posed by data sparsity in
discourse parsing for dialogues, unsupervised
methods have been underexplored. Leverag-
ing recent advances in Large Language Models
(LLMs), in this paper we investigate an unsu-
pervised coherence-based method to build dis-
course structures for multi-party dialogues us-
ing open-source LLMs fine-tuned on conversa-
tional data. Specifically, we propose two algo-
rithms that extract dialogue structures by iden-
tifying their most coherent sub-dialogues: DS-
DP employs a dynamic programming strategy,
while DS-FLOW applies a greedy approach.
Evaluation on the STAC corpus demonstrates a
micro-F1 score of 58.1%, surpassing prior un-
supervised methods. Furthermore, on a cleaned
subset of the Molweni corpus, the proposed
method achieves a micro-F1 score of 74.7%,
highlighting its effectiveness across different
corpora.

1 Introduction

Understanding multi-party dialogue structure is
crucial for various natural language tasks like di-
alogue comprehension, summarization, and senti-
ment analysis (Joty et al., 2019; Li et al., 2019;
He et al., 2021; Feng et al., 2022). The goal is
to extract a coherent discourse structure from a
dialogue transcript, wherein pairs of clause-like
texts are linked through rhetorical relations. To
obtain a good understanding of the coherent dis-
course structures in dialogues, the Segmented Dis-
course Representation Theory (SDRT) (Asher and
Lascarides, 2003) framework proposes to annotate
dialogues with dependency graphs, where edges
link text spans labeled with semantic-pragmatic re-
lations. An example dialogue derived from the
Strategic Conversations corpus (STAC) (Asher
et al., 2016) corpus is shown in Figure 1, with

* This work was done during a visit to the University of
British Columbia.

(1) A: Would either of you trade
ore for wheat and/or wood

(2) B: Nope

(3) C: I could give you a sheep
for it?

(4) A: Need wood/wheat

(5) A: Sheep I can get

(6) C: Sorry can't do that

1

2

3

4

5

6

QAP

Contrast

Result

Q-Elab

QAP

Figure 1: A dialogue instance from the STAC corpus (id
pilot04_6), illustrating user utterances on the left and
the corresponding ground-truth dialogue structure and
relations on the right. The graph reveals three distinct
sub-dialogues: (1, 2), (1, 3, 4, 5), and (1, 3, 4, 6).

nodes denoting discourse units and edges relation
types (i.e., Question-Answer Pair (QAP), Question-
Elaboration (Q-Elab), Contrast, and Result).

Multi-party dialogues pose greater challenges
compared to two-party dialogues, due to the in-
volvement of numerous speakers, each contribut-
ing uniquely with more speech turn interactions
and structural particularities (Asher et al., 2016).
Nevertheless, this complexity allows for the seg-
mentation of dialogues into independent conversa-
tional flows that share a common overarching topic.
These conversational flows exhibit distinct inter-
nal progression and structure, thereby permitting
them to be regarded as sub-dialogues (Fernández
et al., 2008; Frampton et al., 2009; Sun et al., 2016).
As a result, the discourse structure of multi-party
dialogues can be predicted by decomposing dia-
logues into coherent sub-dialogues, where each
sub-dialogue reflects the flow of conversation, start-
ing with an initial utterance and concluding when
no further elaboration occurs. For instance, the di-
alogue in Figure 1 comprises three sub-dialogues:
(1, 2), (1, 3, 4, 5), and (1, 3, 4, 6). However, ex-
ploring all possible sub-dialogues to identify the
coherent ones is unrealistic because it involves ana-
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lyzing all possible ordered sequences of utterances
within a dialogue, leading to exponential growth
that makes exhaustive analysis impractical.

Supervised evaluation of dialogues is challeng-
ing due to data sparsity (Li et al., 2022). To address
this issue, some studies have proposed unsuper-
vised (Li et al., 2023) and semi-supervised (Badene
et al., 2019b,a; Nishida and Matsumoto, 2022; Li
et al., 2024a) methods. These methods typically
predict the best discourse pair given a discourse
unit, while overlooking the previous context. How-
ever, we advocate that identifying sub-dialogues
can offer a broader context to better understand the
thematic coherence within a dialogue, thus building
a more accurate discourse structure.

In this paper, we propose an unsupervised, sub-
dialogue-oriented method for extracting “naked”
discourse structures without discourse relations in
multi-party dialogues. Although without relations,
discourse structures alone have been shown to be
crucial features for tasks such as content selection
(Louis et al., 2010) and summarization (Xiao et al.,
2020; Xu et al., 2020). Precisely, we introduce
two algorithms: Multi-Party Dialogue Structure
Extraction based on Dynamic Programming (DS-
DP) and Multi-Party Dialogue Structure Extraction
based on Flow Conversation Analysis (DS-FLOW),
designed to decompose dialogues into coherent
sub-dialogues. DS-DP identifies the most coherent
(partial) sub-dialogues ending in each discourse
unit by applying a dynamic programming strategy.
In contrast, DS-FLOW greedily predicts for each
discourse unit the most likely coherent subsequent
utterances, followed by a process that ensures the
completeness of the resulting discourse structure.
In both algorithms, we use perplexity as a metric to
evaluate sub-dialogue coherence. To compute per-
plexity scores, we draw inspiration from work on
Pre-trained Language Models (PLMs) and Large
Language Models (LLMs) fine-tuned on conver-
sational data implicitly capturing dialogue quality
(Mehri and Eskénazi, 2020; Bruyn et al., 2022).

We utilize open-source models, as proprietary
models are limited to text-based prompts and do not
permit analysis of output probabilities. In practice,
we compare the performance of two open-source
LLMs: a chatbot trained by fine-tuning LLaMA
on user-shared conversations Vicuna-13B (Chiang
et al., 2023) and a general-purpose model Mistral-
7B (Jiang et al., 2023). We evaluate our method on
the STAC corpus (Asher et al., 2016) and a revised
subset of the Molweni corpus (Li et al., 2020). The

results demonstrate the effectiveness of our solu-
tion, as it outperforms prior unsupervised methods.
Specifically, we achieve a micro-F1 score of 58.1%
on STAC and 74.7% on Molweni, demonstrating
its robustness across different corpora.

The contributions of this paper are twofold. First,
we propose a fully unsupervised method for ex-
tracting graph structures of multi-party dialogues,
which is the first of its kind to the best of our knowl-
edge. Second, we introduce and evaluate two novel
algorithms that leverage open-source LLMs to de-
compose dialogues into coherent sub-dialogues,
enabling a more fine-grained analysis of discourse
structures.

2 Related Work

Multi-Party Dialogue Discourse Parsing Vari-
ous methodologies have been proposed for parsing
multi-party dialogues. Perret et al. (2016) devel-
oped an Integer Linear Programming approach pre-
dicting non-tree structures by encoding linguistic
principles as constraints. Wang et al. (2021) pre-
sented the Structure Self-Aware model, using an
edge-centric graph neural network to learn repre-
sentations of discourse unit pairs directly. Bennis
et al. (2023) introduced BERTLine, a discourse
parsing model leveraging a multi-task setup to
jointly predict discourse attachments and relation
labels, achieving state-of-the-art performance. Mao
et al. (2024) proposed the Hierarchical Graph Fu-
sion Network, using hierarchical graph neural net-
works to encode contextual levels like utterances,
dialogue topics, and user preferences. While ef-
fective, these approaches rely on annotated data,
posing challenges due to limited resources. To ad-
dress data sparsity, recent studies have explored
unsupervised and semi-supervised strategies using
PLMs and LLMs. For instance, Li et al. (2023)
proposed extracting dependency trees from PLM
attention matrices using unsupervised metrics or
semi-supervised strategies with small validation
sets. Instead, Li et al. (2024a) designed a semi-
supervised pipeline to predict structures and re-
lations sequentially via self-training. In another
study, Chan et al. (2023) used zero- and few-shot
prompting techniques to assess ChatGPT on dis-
course parsing, but achieved abysmal results. In
contrast, the method proposed in this paper requires
no annotation, using fully unsupervised approaches
to extract discourse structures in multi-party dia-
logues. Furthermore, unlike the unsupervised ap-
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proach proposed by Li et al. (2023), our solution
can also extract graph structures rather than being
limited to dependency trees.

LLMs for Dialogue Evaluation Prior research
has highlighted the inherent ability of PLMs and
LLMs to implicitly capture dialogue quality, mak-
ing them suitable for evaluating dialogues. Mehri
and Eskénazi (2020) and Bruyn et al. (2022) in-
troduced the FED and FULL metrics, respectively,
to assess open-domain dialogue systems utilizing
PLMs and LLMs without requiring ground-truth re-
sponses or supervised training data. These metrics
evaluate dialogue quality by estimating the likeli-
hood of a model generating follow-up utterances
aligned with different dimensions of dialogue qual-
ity after a given system response. The strong corre-
lation observed between metric scores and human
judgments suggests that PLMs and LLMs have
acquired meaningful representations of dialogue
quality aligned with human perceptions. Similarly,
Zhang et al. (2024) analyzed LLMs as automatic
dialogue evaluators, inspired by the remarkable per-
formance of LLMs fine-tuned using the instruction-
tuning approach (Zhang et al., 2023). Their study
involved multidimensional evaluation of propri-
etary and open-source LLMs for assessing dialogue
quality across various dimensions. Results indicate
that appropriately aligned and utilized LLMs can
effectively serve as generalized automatic dialogue
evaluators, complementing human judgments. Mo-
tivated by these findings, in this paper we evaluate
sub-dialogues by leveraging LLMs’ capabilities
in generating coherent dialogues and adhering to
relevant instructions.

Sub-Dialogue Detection Sub-dialogues are ex-
tensively studied in computational tasks, notably
within Dialogue State Tracking (DST) (Sun et al.,
2016; Lee et al., 2021), aiming to understand deci-
sions in multi-party conversations. In this frame-
work, a dialogue session is deconstructed into a
series of sub-dialogues, each consisting of consecu-
tive multi-turn exchanges focused on a shared topic.
Departing from conventional DST approaches, in
this paper we adopt sub-dialogue delineation to
extract the underlying structure of multi-party dia-
logues. Specifically, our method involves unsuper-
vised evaluation of multi-party dialogue discourse
units, leveraging insights from LLMs fine-tuned on
conversational data.

3 Method

In this section, we first formally describe the di-
alogue parsing task. We then describe two algo-
rithms for sub-dialogue extraction. The first relies
on a dynamic programming strategy and is for-
mally denoted as Multi-Party Dialogue Structure
Extraction based on Dynamic Programming (DS-
DP). Conversely, the second algorithm, grounded
in the analysis of conversation flows, is formally
named Multi-Party Dialogue Structure Extraction
based on Flow Conversation Analysis (DS-FLOW).

3.1 Problem Formulation

Let D = (e1, e2, . . . , en) be a dialogue consisting
of n Elementary Discourse Units (EDUs), each
representing the smallest unit of discourse. In the
SDRT framework, a dialogue D can be represented
as a Directed Acyclic Graph (DAG), denoted as
DAG(D), wherein EDUs are connected with di-
rected edges. Dialogue discourse parsing aims to
automatically derive a DAG that best represent the
SDRT structure of a dialogue. In our proposal,
the construction of DAG(D) involves creating
m sub-dialogues Sub1(D), . . . , Subm(D), where
each sub-dialogue possesses an intrinsic structure
SSubj(D) ⊆ DAG(D). Thus, discourse structure
extraction can be reframed as linking EDUs within
D to form the most coherent sub-dialogues, such
that DAG(D) =

⋃m
j=1 SSubj(D). Note that the

following properties hold:

• We assume the absence of backward links in the
final DAG as an utterance cannot depend, either
anaphorically or rhetorically, on subsequent ut-
terances within a dialogue, as they are previously
unknown (Afantenos et al., 2012; Li et al., 2023).

• Each sub-dialogue must include an edge originat-
ing from the initial EDU e1. This means that:

∀j ∈ {1, . . . ,m} ∃(e1, ek) ∈ SSubj(D)

This constraint is justified by the fact that all
EDUs, except e1, must have at least one incom-
ing edge from a previous node, and recursively
following these edges backward leads to e1. In
SDRT, the DAGs have unique roots, so that every
single EDU is reachable from the first EDU, i.e.,
the axiom (Perret et al., 2016).

• Sub-dialogues can overlap, allowing certain
edges to be part of multiple sub-dialogues, jus-
tified by the fact that speaker interventions may
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contribute to different themes within one dia-
logue. For instance, the edge (e3, e4) in Figure
1 appears in two sub-dialogues. In sub-dialogue
(e1, e3, e4, e5), this edge leads to speaker A’s
elaboration in e5 on their inquiry in e4, which
was prompted by speaker C’s question in e3.
In sub-dialogue (e1, e3, e4, e6), the edge (e3, e4)
leads to speaker C’s declination in e6 of speaker
A’s inquiry in e4.

3.2 DS-DP Algorithm

This algorithm uses dynamic programming to ef-
ficiently explore the space of all possible sub-
dialogues within a dialogue. As a first step, given
a dialogue D as input, the algorithm maps it into
a fully-connected graph with only forward links
G = (V,E). In this graph, V represents the set
of EDUs within the dialogue, and E includes all
potential links in the dialogue’s structure. The DS-
DP algorithm aims to extract from G the paths
corresponding to the most coherent (partial) sub-
dialogues starting from the initial EDU and ending
in each subsequent EDU, based on a coherence met-
ric denoted as eval. To this end, it defines two ma-
trices of size (|V|−1)×(|V|−1)×(|V|−2), which
we call M co and Mpred. Here, M co[i][j][k] denotes
the maximum coherence of a sub-dialogue passing
through node i, ending in node j, with k preced-
ing nodes before node i. Similarly, Mpred[i][j][k]
stores the previous node to achieve the maximum
coherence value of the sub-dialogue ending in
node j, passing through node i, and considering
k preceding nodes before node i. Taking the uni-
direction property into account, only the upper right
half of the matrices contain valid values; no values
are stored in the lower left part of the matrices. For
initialization, the assignment

∀j M co[0][j][0] = eval(e1, ej)

is set, rooted in the recognition that the only sub-
dialogues without preceding nodes are those pro-
gressing from the initial node to any subsequent
node. As a result, for each EDU ei (i > 1), the al-
gorithm computes the most coherent sub-dialogues
starting from e1 and ending in ei, with k intermedi-
ate nodes (k ∈ [1, i− 1]). Specifically, each EDU
ei may either directly connect to e1 or include up to
i− 1 edges within its most coherent sub-dialogue.

The pseudo-code of the DS-DP algorithm for ma-
trix construction is presented in Algorithm 1. It iter-
ates through each k value within the range from 1 to
|V|−2. For each k, it systematically traverses each

Algorithm 1 DS-DP - Matrix Construction
Input: G = (V,E)
Output: Updated M co matrix and M pred matrix
1: for k ← 1 to |V | − 2 do
2: for i in V do
3: for j in V do
4: if j > i then
5: for each node u with an edge into i do
6: if M co[u][i][k − 1] ̸= NULL then
7: val← eval(k − 1 EDUs, u, i, j)
8: if val better than M co[i][j][k] then
9: M co[i][j][k]← val

10: M pred[i][j][k]← u
11: end of all loops and conditions

node i according to the topological order defined
on G. Subsequently, for each node i, it explores all
possible successor nodes j. During this traversal, it
examines each node u that has an edge directed to-
wards i. The condition M co[u][i][k−1] ̸= NULL
indicates that node u has been previously visited,
implying the feasibility of reaching node i from u
by considering k − 1 preceding nodes along the
path. This condition ensures the consideration of
only those nodes u that are accessible from i and
can therefore serve as intermediary nodes to reach
j with k − 1 previous nodes. Upon satisfying this
condition, the algorithm evaluates the coherence of
the sub-dialogue ending at j, including k − 1 pre-
ceding nodes, u, and i. If this assessment yields a
coherence value superior to the one currently stored
in M co[i][j][k], the matrix is updated with the new
coherence value, and the predecessor information
is recorded in Mpred[i][j][k]. To identify a sub-
dialogue starting from the initial node and ending
in a specified node ej , it is sufficient to examine all
non-null entries in the M co matrix while keeping j
constant. Subsequently, the sub-dialogue character-
ized by the highest coherence value is considered.
The final DAG is then constructed by combining
the identified sub-dialogues. An illustration of the
application of DS-DP to the dialogue depicted in
Figure 1 is provided in Appendix E.

From a complexity analysis perspective, the DS-
DP algorithm comprises four nested loops for ma-
trix construction and two nested loops for structure
prediction. The first three outermost loops in Al-
gorithm 1 iterate O(|V |) times each, resulting in
a time complexity of O(|V |3). The last innermost
loop processes all incoming edges of the current
node, which has a time complexity of O(|V |). For
structure prediction, each node j requires iteration
over j− 1 values (since each path ending in node j
can have a maximum length of j − 1), resulting in
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a time complexity of O(|V |2). Consequently, the
overall time complexity of DS-DP is dominated
by the matrix construction process, which has a
worst-case time complexity of O(|V |4).

Coherence Evaluation Coherence, defined by
the seamless flow and logical progression inherent
in conversational interactions, stands as a pivotal
criterion for assessing dialogues. Within the text
analysis context, perplexity emerges as a valuable
metric for evaluating the coherence of textual con-
structs (Colla et al., 2022). Consequently, we adopt
perplexity as the eval metric to quantitatively mea-
sure how effectively a sub-dialogue maintains its
logical structure and natural progression. Drawing
from earlier studies indicating that LLMs capture
elements of dialogue quality (Mehri and Eskénazi,
2020; Bruyn et al., 2022), we employ them to es-
timate the joint probability of each sub-dialogue
SubD = (e1, . . . , el) of a dialogue D. The per-
plexity score is calculated as

Pe(SubD) = exp

(
−1

l

l∑

i=1

logP (ei|e<i)

)

and provides insights into the model’s level of cer-
tainty or uncertainty in predicting the unfolding
discourse. Lower perplexity scores indicate higher
coherence, demonstrating the model’s proficiency
in comprehending the logical flow of conversation.

3.3 DS-FLOW Algorithm

While DS-DP constructs sub-dialogues by identi-
fying the most likely antecedents of a given EDU,
DS-FLOW mainly focuses on capturing the most
fluent successive utterances of a given EDU. Specif-
ically, it consists of three steps: (i) In the first step,
for each EDU excluding the final one, the algo-
rithm predicts the most probable subsequent EDU
that elaborates upon it. Notably, previous incoming
links to EDUs are utilized to inform these predic-
tions. We evaluate sub-dialogue coherence using
the perplexity metric, as discussed in DS-DP. (ii)
In the second step, a filtering mechanism is applied
to recognize the conclusion of conversational seg-
ments. This step addresses the issue that not all
utterances are elaborated upon further, resulting
in certain nodes lacking outgoing links. (iii) The
third step involves a backward analysis to address
potential orphan EDUs (i.e., EDUs without incom-
ing edges) due to the filtering process or the lack
of links predicted in the first step. For each orphan
EDU ei, the analysis selects a parent out of all

sub-dialogues ending in an EDU ej where i > j.
An illustration of the application of DS-FLOW

to the dialogue depicted in Figure 1 is provided
in Figure 2. It elucidates the following steps: the
initial identification of an outgoing link for each
EDU, the subsequent filtration of links (e2, e4) and
(e5, e6), and the selection of sub-dialogues (e1, e3)
and (e1, e3, e4, e5) in the backward analysis due to
the absence of incoming links for e3 and e5 in the
first two steps, thereby augmenting the final DAG
with edges (e1, e3) and (e4, e5).

From a complexity analysis perspective, the DS-
FLOW algorithm constructs a DAG with |V | = n
nodes from a dialogue containing n EDUs through
three sequential steps. Initially, it predicts the sub-
sequent EDU for each dialogue segment by lever-
aging prior connections, achieving a linear time
complexity of O(|V |). Following this, it filters seg-
ments that terminate without additional elaboration,
also operating in linear time O(|V |). Subsequently,
in its third step, DS-FLOW undertakes a backward
analysis to assign appropriate parents to orphan
EDUs from previously identified sub-dialogues. In
the worst-case scenario, this involves evaluating
each orphan against all preceding EDUs, resulting
in a time complexity of O(|V |2). Consequently, the
overall time complexity of DS-FLOW is O(|V |2).

1 2 3 4 5 6

1 2 3 4 5 6

1 2 3 4 5 6

STEP 1

STEP 2

STEP 3

Figure 2: An example of DS-FLOW execution.

Filtering Mechanism An approach to imple-
menting the filtering mechanism entails employ-
ing instruction-tuned LLMs as automatic dialogue
evaluators (Zhang et al., 2024), prompting these
models to generate responses for potential dialogue
continuations. Specifically, given a pair of EDUs,
the LLM is tasked with evaluating whether the sec-
ond EDU (i.e., the next sequential EDU in the dia-
logue) builds upon the first one. However, as noted
by Zhang et al. (2024) and confirmed through our
own experimentation, the text generated by open-
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source LLMs can become problematic, featuring
content that is nonsensical or inaccurate (Rawte
et al., 2023). Consequently, we follow the method
outlined by Gupta et al. (2022), employing an im-
plicit scoring mechanism. Specifically, when pre-
sented with an instruction prompt input1, we fo-
cus on the output probabilities associated with the
words “Yes” and “No” as generated by the LLM. In
this context, we compute the probability

P (ei → ej) =
P (Finaltoken=“Y es”)

P (Finaltoken=“Y es”)+P (Finaltoken=“No”)

where we evaluate the likelihood of having an EDU
ej as a subsequent utterance following the EDU ei.
In the DS-FLOW algorithm, we discard outgoing
links with a probability lower than 0.5. The eval-
uation of the filtering mechanism’s performance
revealed that it filters a limited number of links
with commendable reliability. Additional details
are provided in Appendix C.

3.4 Additional Constraints

The proposed approaches for analyzing sub-
dialogues within a dialogue face a challenge of
preserving semantic coherence. Specifically, cer-
tain sub-dialogues may lack coherence, such as
examining the link between the first and last EDUs
in a long dialogue, which is unlikely to constitute a
valid connection. To illustrate this challenge, con-
sider the following dialogue excerpt:

(e1) A: Did you enjoy the movie last night?

(e2) B: Yeah, the plot twist was unexpected.
. . .

(ep−1) A: What did you think about the ending?

(ep) B: Oh, it was great!

where p is a large number. In this scenario, a valid
link exists between e1 and e2. However, when
examining individual pairs of EDUs, ep may erro-
neously be deemed as coherent with e2 in relation
to e1, despite their temporal separation and seman-
tic incongruity within the ongoing conversation. To
mitigate the issue of incoherent sub-dialogues, we
advocate for including a hard constraint on the dis-
tance between two EDUs under scrutiny. As done
by Bennis et al. (2023), when assessing the poten-
tial linkage between an EDU ej and one of its pre-
ceding ei, we impose the condition j > i ≥ j− 10.
By analyzing the development sets from the STAC
and Molweni corpora, we observed that fewer than

1The prompt is detailed in Appendix B.

1.9% of the links fail to meet the specified con-
dition. By limiting the distance between EDUs,
we reduce computational complexity and enhance
the likelihood of extracting relevant information
from nearby EDUs, thereby improving the coher-
ence of sub-dialogues. Additionally, we propose
integrating a penalization factor Pdist(d), where d
represents the number of intervening speech turns
between two EDUs. This factor increases the per-
plexity associated with a sub-dialogue as the tempo-
ral distance between the two EDUs to be linked in-
creases. By prioritizing proximity between EDUs,
the incorporation of the penalization factor aims to
account for the potential degradation of coherence
over time. Specifically, we adopt

√
d as the penal-

ization factor for perplexity scores. This penalty
is applied by multiplying the perplexity score of a
sub-dialogue by the output of Pdist(d).

4 Experimental Setup

Corpora We conduct experiments on two com-
monly used SDRT-annotated dialogue corpora: (i)
STAC (Asher et al., 2016). This corpus contains
1161 multi-party dialogues arising from interac-
tions within an online version of the game “The
Settlers of Catan”. Given the unsupervised na-
ture of our method, we evaluate it on the test set,
which consists of 109 documents, amounting to
1129 EDU pairs. (ii) Molweni (Li et al., 2020).
Derived from the Ubuntu Chat Corpus (Lowe et al.,
2015), this corpus centers around technical discus-
sions concerning the Ubuntu system. Due to quality
issues with the original annotations (Li et al., 2023),
we employ the “Molweni-clean” version proposed
by Li et al. (2024a), which consists of 50 docu-
ments, encompassing 373 EDU pairs. Detailed
corpus statistics are presented in Table 1.

Evaluation Metrics To assess the performance
of the proposed approaches, we report the micro-F1,
recall, and precision for the generated structures.

Compared Methods We contrast our method
with the straightforward yet strong unsupervised
LAST baseline (Schegloff, 2007), which links each
EDU with the preceding one. Moreover, we com-
pare it with the method proposed by Li et al. (2023),
currently the only known unsupervised approach
in the literature proficient at predicting discourse
structure, albeit without explicitly extracting DAGs.
Finally, to draw insights from modern LLMs, we
present results from ChatGPT (gpt-3.5-turbo ver-
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Corpus #Doc #Turn/doc #Tok/doc #Spk/doc

STAC 109 10.6 42.5 3.0
Molweni-clean 50 8.5 91.1 3.2

Table 1: Key statistics of corpora: number of documents
(#Doc), averaged speech turns, tokens, and speakers per
document (#Turn/doc, #Tok/doc, #Spk/doc).

sion), Vicuna, and Mistral in a zero-shot setting.

Implementation Details We use the Vicuna-13b
and Mistral-7b models from the Hugging-Face
library (Wolf et al., 2020). We employ the lm-
evaluation-harness2 framework for computing per-
plexity scores. We replace speaker names with
markers (e.g., John→ “spk1”) to match the infer-
ence setup in the employed models.

5 Results and Analysis

5.1 DS-DP and DS-FLOW Performance
Table 2 shows the performance of the DS-DP and
DS-FLOW algorithms on the STAC and Molweni-
clean corpora. Precisely, the results for each model
include the vanilla version, as well as versions in-
corporating the penalization factor (Pdist(d)) and
the speech turn limitation (STL). Generally, algo-
rithms utilizing vanilla models perform worse com-
pared to those with constraints; however, they show
potential in predicting distant links, as discussed in
the following Section 5.3. Applying the STL con-
straint consistently enhances performance across
all metrics. For instance, DS-FLOW on STAC
shows an increase in the micro-F1 score for Vicuna
(from 47.2% to 47.7%) and Mistral (from 46.2% to
46.7%). Similarly, DS-DP on STAC improves for
Vicuna (from 54.3% to 54.4%) and Mistral (from
53.8% to 54.8%). Comparable improvements are
observed on Molweni-clean. These findings sug-
gest that while the STL constraint yields marginal
improvements, it reduces complexity by limiting
the analysis to fewer sub-dialogues, facilitating a
cohesive sub-dialogue examination. Despite pre-
dicting complex links with vanilla LLMs and the
STL constraint, temporal disparity lowers preci-
sion scores (see Section 3.4). When applying the
penalization factor Pdist(d), significant improve-
ments are noted, as shown in the third row of each
group in Table 2. The factor Pdist(d) improves
results by discouraging longer-distance links and
favoring shorter ones, which are more prevalent, as
discussed in Section 5.3. Consequently, the best

2https://github.com/EleutherAI/lm-evaluation-harness

performance on STAC is achieved with the DS-
FLOW algorithm using STL and Pdist(d). Simi-
larly, the optimal performance on Molweni-clean
is obtained with the DS-DP algorithm using STL
and Pdist(d).

Leveraging the dynamic programming strategy,
DS-DP analyzes a larger number of sub-dialogues
compared to the greedy approach employed by DS-
FLOW, tending to select more short links. This is
highlighted by the best performance on Molweni-
clean, which involves fewer long-distance links
compared to STAC. Conversely, DS-FLOW better
predicts longer-distance links, achieving the best
performance on the STAC corpus. Overall, when
comparing average micro-F1 scores of DS-DP and
DS-FLOW under optimal settings across both cor-
pora, DS-DP slightly outperforms DS-FLOW with
scores of 66% versus 65.5%, respectively3.

Regarding backbone LLMs, Vicuna consistently
outperforms Mistral across all settings, highlight-
ing the advantage of models fine-tuned on conver-
sational data for dialogue analysis tasks. However,
Mistral demonstrates satisfactory performance, val-
idating the efficacy of the proposed algorithms.

5.2 Unsupervised Method Comparison

We compare our top-performing DS-DP and DS-
FLOW settings with other unsupervised methods.
Precisely, we consider the following benchmarks4:
(i) LAST baseline predicts local attachments be-
tween adjacent EDUs. Despite its high perfor-
mance on STAC and Molweni (Muller et al., 2012),
it can only extract a single sub-dialogue and can-
not detect sub-dialogue structures like our method.
(ii) The unsupervised method by Li et al. (2023),
which extracts dependency trees from BART model
attention matrices (Lewis et al., 2020), fine-tuned
through the Sentence Ordering (SO) task. (iii)
ChatGPT in a zero-shot setting with a novel prompt
for multi-party dialogue discourse parsing, achiev-
ing a micro-F1 score of 52% on STAC, significantly
improving over the 20.5% reported by Chan et al.
(2023). The prompt is detailed in Appendix H.
(iv) Vicuna-13b and Mistral-7b models, prompted
identically to ChatGPT in a zero-shot setting.

Table 3 shows the comparison results. Using
Vicuna-13b, the DS-DP and DS-FLOW algorithms
excel on the STAC corpus, achieving micro-F1

3Qualitative analysis of generated structures is presented
in Appendix G.

4See Appendix D for additional results pertaining to a
smaller Vicuna model.
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STAC Molweni-clean
Model Algorithm F1 P R F1 P R

Vicuna-13b

DS-DP 54.3 52.9 55.8 71.5 68.0 75.3
DS-DP + STL 54.4 53.3 55.7 72.0 68.9 75.3
DS-DP + STL + Pdist(d) 57.3 55.1 59.7 74.7 70.1 79.9
DS-FLOW 47.2 40.0 57.4 58.1 48.1 73.2
DS-FLOW + STL 47.7 40.0 59.0 59.3 49.3 74.5
DS-FLOW + STL + Pdist(d) 58.1 57.1 59.2 72.9 69.1 77.2

Mistral-7b

DS-DP 53.8 52.2 55.5 71.1 68.8 73.7
DS-DP + STL 54.8 53.0 56.6 71.5 68.6 74.5
DS-DP + STL + Pdist(d) 56.7 53.4 60.4 74.1 69.1 79.9
DS-FLOW 46.2 39.3 55.9 57.0 49.0 68.1
DS-FLOW + STL 46.7 39.5 57.3 57.3 49.5 68.1
DS-FLOW + STL + Pdist(d) 57.0 56.5 57.4 71.0 66.5 76.1

Table 2: Experiment results of proposed approaches on STAC and Molweni-clean corpora. STL: Speech turn
limitation. Pdist(d): Penalization factor. F1: Micro-F1. P: Precision. R: Recall.

Corpus
Baseline PLM ChatGPT Vicuna-13b Mistral-7b

LAST BART-SO ZS ZS DS-DP DS-FLOW ZS DS-DP DS-FLOW

STAC 56.8 57.2 52.0 22.8 57.3 58.1 30.2 56.7 57.0
Molweni-clean 76.9 - 65.6 35.2 74.7 72.9 36.7 74.1 71.0

Table 3: Micro-F1 scores on STAC and Molweni-clean for the LAST baseline, unsupervised PLM, LLMs within a
zero-shot (ZS) setting, and proposed approaches.

scores of 57.3% and 58.1%, respectively, surpass-
ing LAST baseline and BART-SO model. It is note-
worthy that the BART-SO model is previously fine-
tuned with the SO task on STAC. When employing
a vanilla BART model, the performance decreases
to 56.6%, representing a 2.6% lower result com-
pared to our method. In comparison, our solution
does not require domain-specific data or a fine-
tuning process, rendering it easily adaptable to any
scenarios. Using Mistral-7b, DS-FLOW outper-
forms LAST but not BART-SO. On the Molweni-
clean corpus, DS-DP and DS-FLOW algorithms
lag behind LAST, which achieves 76.9% due to
a larger amount of adjacent links in the corpus.
Even the strategy proposed by Li et al. (2024a),
involving cross-domain training on STAC, only
attains a micro-F1 score of 75.6% on the Molweni-
clean corpus, thus trailing behind the LAST base-
line. Consequently, a micro-F1 score of 74.7%
(for the DS-DP algorithm incorporating the Vicuna
model) may be deemed satisfactory in a fully un-
supervised setting. Owing to reproducibility chal-
lenges encountered with the BART-SO model on
the Molweni-clean corpus, a comparative analy-
sis with our algorithms is not feasible. Finally,
in zero-shot settings, Vicuna and Mistral perform
abysmally (from −47% to −61% compared to DS-
DP and DS-FLOW). ChatGPT outperforms both
open-source models, while still falling behind our

proposed unsupervised algorithms. Mistral excels
at generating structured responses, while Vicuna
struggles with lengthy dialogues but outperforms
Mistral in our algorithms on both corpora.

5.3 Link Length Analysis

The LAST baseline’s limitation is its inability to
predict indirect links. To assess the accuracy of
our algorithms in predicting distant links, we in-
vestigate the performance concerning different link
lengths. Figure 3 shows recall scores for differ-
ent link lengths for DS-FLOW and DS-DP using
Vicuna on STAC and Molweni-clean, respectively.
We test different settings, including vanilla Vicuna
and STL individually for both algorithms. For
DS-FLOW on STAC, using vanilla Vicuna accu-
rately predicts long-distance links up to distances
of 12 and 13 but increases false positives, as dis-
cussed in Section 5.1, affecting precision. Adding
STL (DS-FLOW+STL) improves performance for
shorter links (distances 1, 2, and 3) and predicts
long-distance links up to distance 10. Incorpo-
rating Pdist(d) with STL (DS-FLOW+STL+PF)
achieves over 90% recall for direct links and main-
tains some ability to predict long-distance links,
though performance drops for links over distance
6. Long-distance links (≥ 6) are rare in STAC,
under 5% of all links. For DS-DP on Molweni-
clean, like DS-FLOW on STAC, both vanilla Vi-

304



cuna and STL (DS-DP+STL) predict indirect links
but not those longer than 4. Including Pdist(d)
(DS-DP+STL+PF) achieves nearly perfect recall
for direct links, with slight performance drops for
links at distances 2 and 3 compared to DS-DP+STL.
Long-distance links (≥ 4) are rare in Molweni-
clean, under 3% of all links. The LAST baseline
achieves perfect recall for direct links but fails on
long-distance links. In terms of precision and F1

scores, the STL+PF setting demonstrates higher
precision for short-distance links but somewhat
lower precision for direct links. All settings experi-
ence a decline in F1 scores as link length increases.
An exception is observed for DS-FLOW using the
vanilla Vicuna on STAC, which maintains relatively
high F1 scores for links at distances of 12 and 13.
Further evaluation results are in Appendix A.
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Figure 3: Recall scores for different link lengths. The
left plot shows three settings with DS-FLOW on STAC;
the right plot depicts the same settings for DS-DP on
Molweni-clean. Both algorithms use Vicuna as LLM.
STL: Speech turn limitation. STL+PF: Speech turn
limitation in combination with penalization factor.

6 Discussion

Despite its significantly lower parameter count
compared to the Vicuna-13b model, we used the
Mistral-7b model for our algorithms’ assessment
owing to its superior performance relative to larger
models like LLaMa 2-13b (Touvron et al., 2023b)
and LLaMa 1-34b (Touvron et al., 2023a) across
multiple benchmarks.

Although our algorithms exhibit polynomial
complexity, employing exceedingly large models
increases the computational time required for calcu-
lating perplexity in extended dialogues5. Presently,
the state-of-the-art lacks alternative unsupervised
metrics with efficient time complexity for evaluat-
ing dialogue quality. Metrics such as FED (Mehri
and Eskénazi, 2020) and FULL (Bruyn et al., 2022)
entail computing multiple log-likelihood values for

5Detailed insights into the algorithm execution times are
provided in Appendix F.

dialogue assessment, contrasting with perplexity,
which mandates the computation of a singular log-
likelihood value6. We leave the comparison among
these metrics for future investigations.

7 Conclusion and Future Work

In this paper, we introduce an innovative, fully un-
supervised method for extracting discourse struc-
tures in multi-party dialogues. To this end, we
leverage open-source LLMs and introduce two al-
gorithms, DS-DP and DS-FLOW, to detect coher-
ent sub-dialogues within a dialogue. On the STAC
and Molweni-clean corpora, we achieve micro-F1

scores of 58.1% and 74.7%, respectively, demon-
strating the efficacy of our solution in constructing
dialogue structures without the need for labeled
data. In the future, we intend to enhance the co-
herence evaluation metric, particularly addressing
cognitive aspects as in Li et al. (2024b), and ex-
plore applying LLMs for unsupervised prediction
of rhetorical relation types to deduce full discourse
structures. Furthermore, we aim to improve al-
gorithm link selection by incorporating linguisti-
cally motivated constraints as in Perret et al. (2016).
Lastly, we plan to evaluate our architectural choices
across diverse corpora and discourse parsing tasks
to further validate their efficacy in assessing dia-
logues in real-world scenarios.
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A Further Evaluation Results for Link
Length Analysis

To further evaluate our approaches, we analyze the
precision and F1 scores for link lengths using DS-
FLOW and DS-DP with Vicuna on the STAC and
Molweni-clean corpora. As in Section 5.3, we ex-
plore different settings. Figure 4 shows that the
STL+PF setting, which includes both the STL con-
straint and the penalization factor, provides the best
precision scores for links with distances ranging
from 2 to 5 in STAC and from 2 to 3 in Molweni-
clean. This setting improves the evaluation of short-
distance links, resulting in fewer false positives, but
slightly lower precision (∼ 3%) for direct links due
to the penalization factor. Additionally, although
STL and vanilla settings predict long-distance links,
they introduce several false positives. For instance,
DS-FLOW with vanilla Vicuna on STAC predicted
incorrect links with distances ranging from 14 to
31. Figure 5 highlights that in both corpora, all
settings show decreasing F1 scores as link lengths
increase, except for DS-FLOW with vanilla Vicuna
on STAC, which achieves an F1 score of 40% for
links of length 13 and 13% for links of length 12.
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Figure 4: Precision scores for different link lengths. The
left plot shows three settings with DS-FLOW on STAC;
the right plot depicts the same settings for DS-DP on
Molweni-clean. Both algorithms use Vicuna as LLM.
STL: Speech turn limitation. STL+PF: Speech turn
limitation in combination with penalization factor.

B Filtering Mechanism Prompt Template

Drawing inspiration from the prompt utilized by
Zhang et al. (2024) for evaluating dialogue quali-
ties, we devise a new prompt specifically tailored
to the task of predicting potential dialogue con-
tinuations, as depicted in Figure 6. We adapt the
instruction template to align with the format used
by Vicuna and Mistral in their instruction-tuning
process.
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Figure 5: F1 scores for different link lengths. The left
plot shows three settings with DS-FLOW on STAC;
the right plot depicts the same settings for DS-DP on
Molweni-clean. Both algorithms use Vicuna as LLM.
STL: Speech turn limitation. STL+PF: Speech turn
limitation in combination with penalization factor.

### Context:
[Here is a dialogue utterance]
### Response:
[Here is the potential continuation]
### Instruction:
Please evaluate whether the response is a plausible 
continuation of the given utterance within a dialogue 
context and provide a definitive answer Yes or No.
### Your Answer:
[Here is LLM's output in terms of "Yes" or "No"]

Figure 6: An example of how open-source LLMs can be
prompted to determine if an utterance could potentially
follow a preceding one.

C Filtering Mechanism Evaluation

We assessed the performance of the filtering mecha-
nism under the optimal setting for the DS-FLOW al-
gorithm, specifically leveraging the STL constraint,
the penalization factor, and the Vicuna-13b model
as the backbone on the STAC corpus. The follow-
ing scenarios were considered:

• True Positives: Links that should be filtered
and are correctly identified as such by the
LLM (112 instances).

• False Positives: Links that should not be fil-
tered but are incorrectly identified as filtered
by the LLM (52 instances).

• True Negatives: Links that should not be fil-
tered and are correctly identified as such by
the LLM (698 instances).

• False Negatives: Links that should be filtered
but are incorrectly identified as not filtered by
the LLM (604 instances).
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STAC Molweni-clean
Model Algorithm F1 P R F1 P R

Vicuna-7b

DS-DP 53.8 51.7 56.0 69.6 66.4 73.2
DS-DP + STL 54.4 52.3 56.6 69.9 66.7 73.5
DS-DP + STL + Pdist(d) 56.9 53.2 61.3 73.2 67.6 79.9

DS-FLOW 46.0 38.6 56.9 57.6 47.7 72.7
DS-FLOW + STL 46.4 39.3 56.6 58.5 48.7 73.2
DS-FLOW + STL + Pdist(d) 56.3 55.1 57.5 72.8 68.4 77.7

Table 4: Experiment results of proposed approaches on STAC and Molweni-clean corpora for Vicuna-7b. STL:
Speech turn limitation. Pdist(d): Penalization factor. F1: Micro-F1. P: Precision. R: Recall.

Based on these outcomes, we calculated the Ac-
curacy, Precision, Recall, and F1 scores, as detailed
in Table 5. The filtering mechanism exhibits good
reliability, demonstrated by a Precision score of
68.2%. However, it only filters out a small number
of incorrect potential continuations, resulting in a
Recall score of 15.6%, which in turn affects the
F1 score. The overall Accuracy score of 55.3% is
consistent with the algorithm’s performance on the
STAC corpus. Enhancing the filtering mechanism
is expected to improve the algorithm’s performance,
a subject we plan to address in future work.

Metric Value (%)

Precision 68.2
Recall 15.6
Accuracy 55.3
F1 25.1

Table 5: Performance metrics of the filtering mechanism
under the optimal setting for the DS-FLOW algorithm,
leveraging the STL constraint, the penalization factor,
and the Vicuna-13b model on the STAC corpus.

D Experimental Analysis with Smaller
Vicuna Model

To analyze how performance changes with LLM
model size, we conduct supplementary analyses
using a smaller version of Vicuna, comprising 7b
parameters. As shown in Table 4, akin to Vicuna-
13b (see Table 2), both algorithms exhibit optimal
performance when incorporating both the STL con-
straint and the penalization factor, with a slight
improvement observed when integrating the STL
constraint compared to the vanilla version. Re-
garding the best settings, the results indicate that
with the downsized LLM, the micro-F1 scores are
slightly lower, with DS-FLOW achieving 56.3%
and DS-DP achieving 73.2%, compared to Vicuna-
13b, which achieved 58.1% on STAC and 74.7%

on Molweni-clean, respectively. This suggests that
employing a larger LLM could potentially yield
superior outcomes.

E An Example of DS-DP Algorithm
Execution

Figure 7 illustrates the application of DS-DP to
the dialogue depicted in Figure 1. The algorithm
begins by calculating perplexity scores for sub-
dialogues of length 2 during the initialization phase.
It then progresses to compute the perplexity scores
for sub-dialogues of length 3. Specifically, when
k = 1, the algorithm analyzes all pairs of EDUs
(ei, ej) with i > 1 and j > i. Given the constraint
that sub-dialogues must start from the initial EDU
(see Section 3.1), every pair of sequential EDUs
has the initial EDU as the preceding one.

For k = 2, the algorithm computes sub-
dialogues of length 4. For the cells M co[3][4][2],
M co[3][5][2], and M co[3][6][2], there is only one
possible sub-dialogue, and the algorithm computes
their perplexity scores. When evaluating the sub-
dialogue passing through e4 and ending in e5, the
algorithm analyzes the incoming links in e4. Ac-
cording to the input graph, e4 has incoming links
from e1, e2, and e3. Since there is no sub-dialogue
passing through e1, ending in e4, and involving
k − 1 = 1 EDU, e1 is disregarded. Instead, the al-
gorithm considers e2 and e3 as intermediary EDUs
to conclude in e5 through e4. Thus, it analyzes two
sub-dialogues (A): (e1, e2, e4, e5) and (e1, e3, e4,
e5). The algorithm computes the perplexity scores
for both sub-dialogues and retains the one with the
lowest perplexity, e.g., (e1, e3, e4, e5). The same
method applies to sub-dialogues passing through
e4 and ending in e6 (B), and those passing through
e5 and ending in e6 (C). Consider the selection of
sub-dialogues (e1, e3, e4, e6) and (e1, e2, e5, e6).

For k = 3, the algorithm examines pairs of
EDUs that can involve three preceding EDUs, such
as (e4, e5), (e4, e6), and (e5, e6). The first two pairs
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Figure 7: An example of DS-DP execution. For brevity, we use the notation Pe(list of indexes) instead of
Perplexity(list of EDUs) within the cells. Underlined texts denote selected sub-dialogues during the algorithm’s
execution.
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are constrained by preceding EDUs e1, e2, and e3.
For the pair (e5, e6), multiple triples can serve as
the preceding three EDUs. Here, the algorithm
considers EDUs with outgoing links towards e5,
namely e1, e2, e3, and e4. Only two EDUs, e3 and
e4, can reach e5 and involve two preceding EDUs.
Since the algorithm selected the sub-dialogue (e1,
e3, e4, e5) as the best option for passing through e4
and ending in e5 with two preceding EDUs, it does
not analyze the sub-dialogue (e1, e2, e4, e5, e6) and
just considers (e1, e3, e4, e5, e6). Conversely, the
only sub-dialogue passing through e3 and ending
in e5 with two preceding EDUs is (e1, e2, e3, e5),
leading the algorithm to analyze (e1, e2, e3, e5, e6).
Consider the selection of (e1, e3, e4, e5, e6).

For k = 4, the only pair of EDUs that can have
four preceding EDUs is (e5, e6), resulting in the
sub-dialogue (e1, e2, e3, e4, e5, e6). With this, the
algorithm completes the computation of the most
coherent sub-dialogues with lengths ranging from
2 to 6. Then, it iterates over the k value for each
EDU ei and selects the sub-dialogue ending in ei
with the minimum perplexity, examining only the
column i for each k. For example, to find the most
coherent sub-dialogue ending in e4, it evaluates the
perplexity scores of the following sub-dialogues:
(e1, e4), (e1, e2, e4), (e1, e3, e4), and (e1, e2, e3,
e4). In the context of the dialogue in Figure 1,
the algorithm selects (e1, e2) for e2, (e1, e3) for
e3, (e1, e3, e4) for e4, (e1, e3, e4, e5) for e5, and
(e1, e3, e4, e6) for e6, resulting in the final DAG:
{(e1, e2), (e1, e3), (e3, e4), (e4, e5), (e4, e6)}.

From the matrices, it is evident that there is a
significant number of empty cells (indicated in light
blue). For each k value, the algorithm only needs
to examine rows with indices greater than k, and
for each row i, only columns with indices greater
than i. This is justified by the assumption of not
having backward links within the final DAG to be
computed.

F Algorithm Execution Time Analysis

We assessed the execution times of the proposed
algorithms using the STAC and Molweni-clean cor-
pora. Although the DS-FLOW algorithm exhibits
a time complexity of O(|V |2), which is more fa-
vorable compared to the O(|V |4) complexity of the
DS-DP algorithm, our empirical analysis revealed
that the DS-DP algorithm computes discourse struc-
tures more efficiently, with execution times some-
times reduced by up to half. This discrepancy oc-

curs because, even though the DS-DP algorithm
has a O(|V |4) time complexity, it processes fewer
values than expected in the worst-case scenario
(as detailed in Appendix E). Furthermore, the DS-
FLOW algorithm requires LLM computation for
both filtering and perplexity calculations, while the
DS-DP algorithm uses an LLM solely for evaluat-
ing sub-dialogue coherence.

G Qualitative Analysis in STAC and
Molweni-clean

In Figures 8-19, we present several concrete exam-
ples generated by the optimal approaches for STAC
(utilizing DS-FLOW with the STL constraint and
penalization factor, and Vicuna-13b as the back-
bone) and Molweni-clean (employing DS-DP with
identical settings). Specifically, we show three
well-predicted examples (depicted in Figures 8, 9,
and, 10 for STAC, and Figures 14, 15, and 16 for
Molweni-clean) and three badly predicted exam-
ples (depicted in Figures 11, 12, and 13 for STAC,
and Figures 17, 18, and 19 for Molweni-clean).
Some patterns observed in predicted structures in-
clude: (i) the algorithms struggle to predict very
long-distance links, favoring shorter links with dis-
tances of 2, 3, and 4; (ii) direct links are often
predicted even when the appropriate indirect in-
coming links for EDUs are accurately identified.

Our qualitative analysis has identified multiple
instances wherein the application of perplexity
for dialogue evaluation presents limitations. To
exemplify this issue, consider the following dia-
logue excerpt from the STAC corpus (id s1-league3-
game3_16):

(e1) A: can anyone trade ore? I have more wood
to trade

(e2) B: do you have clay, by any chance?
(e3) A: sorry, no
(e4) C: i can do that kieran
(e5) A: how many can you trade?
(e6) A: 2 for 2?
(e7) C: just got one, sorry
(e8) A: ok cool

In this instance, our algorithms evaluated the
links (e5, e7) as more likely than (e5, e6), despite
both links being valid: (e5, e7) with a QAP relation
and (e5, e6) with a Continuation relation. This dis-
crepancy is likely because a direct answer like e7
seems more contextually relevant as a response to
e5, thus overshadowing the Continuation link to e6.
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The perplexity metric tends to favor more imme-
diate and clear connections, which can sometimes
misrepresent the actual flow of dialogue. This lim-
itation indicates that relying solely on perplexity
for dialogue evaluation may overlook nuanced con-
versational dynamics, underscoring the need for
supplementary metrics to fully capture dialogue
coherence and relevance.

H Dialogue Parsing Task Prompt
Template

To enhance the competitive performance of Chat-
GPT in the multi-party dialogue discourse parsing
task, we undertake manual design efforts to refine
the prompt. This refinement, illustrated in Figure
20, builds upon the prompt proposed by Chan et al.
(2023). Specifically, we provide a more explicit
delineation of the task requirements by specifying
the extraction of a DAG, in contrast to the broader
objective pursued by Chan et al. (2023), which in-
volved predicting all potential discourse relations
between utterances. Furthermore, drawing on in-
sights from the findings of Chan et al. (2023), who
demonstrated improved performance with the in-
clusion of descriptions for discourse relations, we
develop more comprehensive descriptions within
the prompt. This refined prompt has been con-
sistently used in zero-shot experiments conducted
with the Vicuna and Mistral models.
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Prediction = Ground truth

e1 e2 e3 e4 e5 e6 e7

Figure 8: STAC - DS-FLOW - Well predicted example: pilot02_12. #EDUs : 7.

Prediction

e1 e2 e3 e4 e5 e6 e7 e8

Ground truth

e1 e2 e3 e4 e5 e6 e7 e8

Figure 9: STAC - DS-FLOW - Well predicted example: pilot02_21. #EDUs : 8. In red: False positive edges; in
light blue: False negative edges.

Prediction

e1 e2 e3 e4 e5 e6 e7 e8 e9 e10 e11 e12 e13 e14 e15 e16 e17 e18 e19

Ground truth

e1 e2 e3 e4 e5 e6 e7 e8 e9 e10 e11 e12 e13 e14 e15 e16 e17 e18 e19

Figure 10: STAC - DS-FLOW - Well predicted example: pilot02_13. #EDUs : 19. In red: False positive edges; in
light blue: False negative edges.

Prediction

e1 e2 e3 e4 e5 e6 e7 e8 e9

Ground truth

e1 e2 e3 e4 e5 e6 e7 e8 e9

Figure 11: STAC - DS-FLOW - Badly predicted example: s2-league4-game2_6. #EDUs : 9. In red: False positive
edges; in light blue: False negative edges.

Prediction

e1 e2 e3 e4 e5 e6 e7 e8 e9 e10

Ground truth

e1 e2 e3 e4 e5 e6 e7 e8 e9 e10

Figure 12: STAC - DS-FLOW - Badly predicted example: pilot02_6. #EDUs : 10. In red: False positive edges; in
light blue: False negative edges.
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Prediction

Ground truth

e1 e2 e3 e4 e5 e6 e7 e8 e9 e10 e11 e12 e13 e14

e1 e2 e3 e4 e5 e6 e7 e8 e9 e10 e11 e12 e13 e14

Figure 13: STAC - DS-FLOW - Badly predicted example: s2-league4-game2_31. #EDUs : 14. In red: False
positive edges; in light blue: False negative edges.

Prediction = Ground truth

e1 e2 e3 e4 e5 e6 e7

Figure 14: Molweni-clean - DS-DP - Well predicted example: 8031. #EDUs : 7.

Prediction

Ground truth

e1 e2 e3 e4 e5 e6 e7

e1 e2 e3 e4 e5 e6 e7

Figure 15: Molweni-clean - DS-DP - Well predicted example: 6037. #EDUs : 7. In red: False positive edges; in
light blue: False negative edges.

Prediction

Ground truth

e1 e2 e3 e4 e5 e6 e7 e8 e9 e10 e11 e12

e8 e9 e10 e11 e12e1 e2 e3 e4 e5 e6 e7

Figure 16: Molweni-clean - DS-DP - Well predicted example: 8026. #EDUs : 12. In red: False positive edges; in
light blue: False negative edges.

Prediction

Ground truth

e1 e2 e3 e4 e5 e6 e7

e1 e2 e3 e4 e5 e6 e7

Figure 17: Molweni-clean - DS-DP - Badly predicted example: 5033. #EDUs : 7. In red: False positive edges; in
light blue: False negative edges.
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Prediction

e1 e2 e3 e4 e5 e6 e7 e8 e9

Ground truth

e1 e2 e3 e4 e5 e6 e7 e8 e9

Figure 18: Molweni-clean - DS-DP - Badly predicted example: 8039. #EDUs : 9. In red: False positive edges; in
light blue: False negative edges.

Prediction

Ground truth

e1 e2 e3 e4 e5 e6 e7 e8 e9 e10 e11 e12

e8 e9 e10 e11 e12e1 e2 e3 e4 e5 e6 e7

Figure 19: Molweni-clean - DS-DP - Badly predicted example: 8018. #EDUs : 12. In red: False positive edges;
in light blue: False negative edges.

Here is a multi-party dialogue: 
[Multi-party dialogue]
Assume that each utterance represents a node within a graph. Your task is to predict the relations between these
utterances based on a provided list of relations. The resulting graph should adhere to the structure of a Directed Acyclic
Graph (DAG), wherein edges have a direction, meaning they go from one node to another. A key characteristic of a DAG is
that it does not contain cycles, i.e., there are no sequences of edges that form a closed loop. This implies that it is not
possible to start from a node, follow the edges, and return to the starting node. It is crucial to emphasize that each node
representing an utterance must have at least one incoming edge to ensure that the resulting graph maintains coherence
and fosters a connected discourse.

Relations:
1) Comment: This relation type typically indicates that one utterance provides a comment or opinion on the content of
another utterance. It shows a speaker's perspective or evaluation of the preceding statement.
2) Clarification Question: In this relation, one utterance poses a question seeking clarification or additional information about
the content of another utterance. It implies a request for further explanation.
3) Elaboration: Elaboration signifies that one utterance expands upon or provides more details about the content of another
utterance. It is used to enhance understanding by offering additional information or context.
4) Continuation: This relation suggests that one utterance continues the topic or discussion from a previous utterance. It
signifies a logical progression in the conversation. 
5) Explanation: Explanation pertains to one utterance offering an explanation or clarification in response to a question or
confusion expressed in another utterance. It aids in providing clarity.
6) Conditional: A conditional relation implies that one utterance presents a condition or hypothetical scenario related to the
content of another utterance. It often involves "if-then" statements.
7) Question-Answer Pair: This relation indicates that one utterance contains a question, and another utterance follows with
an answer to that question. It demonstrates a direct question-and-answer interaction.
8) Alternation: Alternation shows that two utterances present alternative options or choices. It is used when discussing
multiple possibilities or courses of action.
9) Q-Elab: Q-Elab signifies that one utterance asks a question, and another utterance follows with an elaboration or further
explanation of the question or its context.
10) Result: Result indicates that one utterance discusses the outcome or consequence of the content presented in another
utterance. It shows a cause-and-effect relation.
11) Background: In this relation, one utterance provides background information or context that is relevant to the content of
another utterance. It helps set the stage for the discussion.
12) Narration: Narration signifies that one utterance presents a narrative or storytelling element, often in response to a
question or to share an anecdote.
13) Correction: Correction shows that one utterance corrects or revises the content of another utterance. It is used to rectify
errors or inaccuracies.
14) Parallel: Parallel relations occur when two or more utterances share similar or related content, often in a parallel or
analogous manner. It emphasizes similarities or comparisons.
15) Contrast: Contrast signifies that one utterance presents content that is in contrast or opposition to the content of another
utterance. It highlights differences or contradictions in the conversation.

Figure 20: Prompt template employed for LLMs in a zero-shot setting for the multi-party dialogue discourse parsing
task on the STAC and Molweni-clean corpora.
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Abstract

The challenge of defining a slot schema to rep-
resent the state of a task-oriented dialogue sys-
tem is addressed by Slot Schema Induction
(SSI), which aims to automatically induce slots
from unlabeled dialogue data. Whereas previ-
ous approaches induce slots by clustering value
spans extracted directly from the dialogue text,
we demonstrate the power of discovering slots
using a generative approach. By training a
model to generate slot names and values that
summarize key dialogue information with no
prior task knowledge, our SSI method discov-
ers high-quality candidate information for rep-
resenting dialogue state. These discovered slot-
value candidates can be easily clustered into
unified slot schemas that align well with human-
authored schemas. Experimental comparisons
on the MultiWOZ and SGD datasets demon-
strate that Generative Dialogue State Inference
(GenDSI) outperforms the previous state-of-the-
art on multiple aspects of the SSI task.

1 Introduction

Developing Task-Oriented Dialogue (TOD) sys-
tems presents the significant challenge of creat-
ing and maintaining a slot schema, where each
slot defines a type of information that is criti-
cal for successfully completing the dialogue task
(Budzianowski et al., 2018). Traditionally slot
schemas are handcrafted, but manually defining
each slot is time-consuming, especially when task
domains are complicated or the functionality of the
dialogue system is frequently updated. To address
this, Slot Schema Induction (SSI) has been pro-
posed to automatically generate slot schemas from
unlabeled dialogue data (Chen et al., 2013; Min
et al., 2020). This task facilitates the automatic
analysis of dialogue structure (Qiu et al., 2022)
and identifies key types of information that should
be included in dialogue state representations (Min
et al., 2020). By reducing the need for manual

schema creation, SSI expedites developing TOD
systems for new application domains, and enables
continual discovery of new slot types to improve
the coverage of existing slot schemata.

The core challenge of SSI is identifying which
information presented in unlabeled dialogue data
is important for the task domain and should be in-
cluded in the dialogue state. Once the important
information values are identified, a second chal-
lenge is defining a minimal set of slots that cap-
tures the different types of information the values
represent. All previous work on SSI tackles these
challenges in an explicit two-step process involving
(1) candidate value identification and (2) inducing
a slot schema by clustering candidate values into
a set of slot clusters. Identifying value candidates
has been explored using tagging models trained on
other tasks such as NER or SRL (Min et al., 2020;
Hudeček et al., 2021; Qiu et al., 2022; Wu et al.,
2022), or using token attention distributions pro-
duced by a PLM to extract syntactic constituents
(Yu et al., 2022). Inducing slots from value candi-
dates has been explored using out-of-the-box clus-
tering algorithms (Qiu et al., 2022), multi-stage
clustering pipelines specific to SSI (Hudeček et al.,
2021; Wu et al., 2022; Yu et al., 2022), or a neural
latent variable model (Min et al., 2020).

Unlike all previous approaches to SSI, we are the
first to take a generative approach to value candi-
date identification.1 Candidates are identified using
a dialogue state generator model, which is trained
to summarize the key task-related information in
a given dialogue context as a set of state values.
Crucially, this state generator also creates a slot
name for each value, which serves as a candidate
prediction of the name of the slot the value fills.
Value candidates are then clustered in conjunction
with these predicted slot names to induce a uni-

1The code, models, and data for our approach is publicly
available at https://github.com/emorynlp/GenDSI.
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I’m looking for a cheap 
Italian restaurant.

I found a couple cheaper 
options on the west side.

cuisine Italian

price range cheap

Unlabeled Dialogues Discovered Values

Are there any in 
the city centre?

restaurant 
price range cheap

restaurant 
area west

area 
preference centre

restaurant
pricerange

cuisine

restaurant
area

Encodings Slot Clusters

Figure 1: Overview of the GenDSI approach.

fied set of slots. The advantage of this approach is
that the type semantics of each value candidate are
concretely represented using slot name predictions,
whereas previous approaches rely on the similar-
ity of value encodings alone to cluster values into
slot types. Predicting slot names has the additional
benefit of enabling automatic naming of each slot
cluster in the induced schema. We demonstrate
the impact of these benefits by evaluating our ap-
proach on the MultiWOZ (Eric et al., 2020) and
SGD (Rastogi et al., 2020) datasets. Our SSI ap-
proach produces slot schemas that better match
gold reference schemas when compared to the pre-
vious state-of-the-art (SoTA) approaches.

2 Approach

Our SSI approach, Generative Dialogue State In-
ference (GenDSI), induces a slot schema consisting
of a set of slot clusters from an unlabeled set of
dialogues. The induction procedure is performed in
three stages (Fig. 1). First, a dialogue state genera-
tor discovers value candidates for each turn in the
dialogue data and jointly predicts a slot name with
each value. Second, an encoding model produces
a dense vector representation for each slot-value
candidate. Finally, a clustering algorithm uses the
encodings to filter and group candidates into a uni-
fied set of slot clusters.

Dialogue State Generator Our approach formu-
lates the discovery of value candidates from unla-
beled dialogue data as a sequence-to-sequence gen-
eration task. The input is a dialogue context D∗..t,
and the output is a list of slot-value candidates
[(s1, v1), ..., (sk, vk)] represented by the sequence
format s1:v1; s2:v2; ...sk:vk[eos]. Each candidate
includes a value vi that is inferred to belong to the
dialogue state and a slot name prediction si to repre-
sent the type of vi. To enable the model to generate
slot-value pairs that discover important dialogue

state information without any prior knowledge of
the task domain, we fine-tune a pretrained encoder-
decoder transformer on TOD data that covers a
large variety of domains. Section 3 presents an
evaluation of the dialogue state generator in which
two different training datasets are compared.

Value Candidate Encoding Each slot-value can-
didate (si, vi) produced by the dialogue state gen-
erator is encoded into a single dense vector repre-
sentation ei. To do this, we concatenate the slot
name and value candidate with a separator to form
a single token sequence si:vi. We then use the
SBERT encoder (Reimers and Gurevych, 2019) to
independently encode each candidate sequence.

Slot Clustering Given a complete list of all slot-
value candidates [(s1, v1), ..., (sn, vn)] produced
by the dialogue state generator across all turns
of the dialogue dataset, slot-value candidates are
jointly filtered and grouped by applying the HDB-
SCAN algorithm (McInnes et al., 2017) to the can-
didate encodings [e1, e2, ..., en]. As demonstrated
in previous work (Yu et al., 2022), HDBSCAN is a
suitable clustering algorithm because (1) it automat-
ically discovers an appropriate number of slot clus-
ters and (2) it filters out examples in low-density
regions of the encoding space, which are likely to
represent noisy candidates. The result is a set of
slot clusters [S1, S2, ..., Sk] where each cluster Si

is a list of values that fill the slot it represents.

3 State Generator Evaluation

Since our SSI approach relies mainly on the di-
alogue state generator component to infer high-
quality value candidates with appropriate slot
names, we first conduct an evaluation of the per-
formance of this component when discovering slot-
values from dialogues in unseen task domains.
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Metrics The dialogue state generator is evalu-
ated by human judges, since discovered slot-value
candidates are generated and many surface forms
can be equally correct. We recruit three university
students as volunteers to evaluate two key aspects
of slot value candidate inferences. (1) Complete-
ness measures the proportion of dialogue turns for
which all key information has been captured as
slot-value candidates. (2) Correctness measures
the proportion of slot-value candidates that accu-
rately represent specific information in their corre-
sponding turns. Details of metrics are presented
in Appx. A. This evaluation is performed using a
custom annotation software, which was developed
to optimize the efficiency of the annotation work.
The interface is shown in Appx. C.

To validate our human evaluation metrics, inter-
annotator agreement was calculated between the
three human judges at 0.43 and 0.27 Krippendorff’s
Alpha for Correctness and Completeness respec-
tively. Based on a manual review of the annotation
disagreements for Completeness items, we believe
the lower agreement occurs because judges are re-
quired to consider more information across an en-
tire state update compared to judging the correct-
ness of a single slot-value pair, leading to higher
annotation difficulty and thus some noisy judge-
ments.

Data Since our goal is to train a dialogue state
generator to discover slot-value candidates for un-
seen domains, we experiment with two domain-
diverse datasets for training: SGD (Rastogi et al.,
2020) and D0T (Finch and Choi, 2024). SGD is a
popular TOD dataset that contains 20 domains and
16, 142 dialogues, with gold dialogue state labels.
D0T is a recent dataset that was created using a
fully automatic data generation method based on
GPT-3.5 and GPT-4. It covers a large 1, 003 do-
mains across 5, 015 dialogues, but it contains some
noisy labels from automatic annotation.

We adapt these datasets for slot-value candidate
discovery by simply training on dialogue state up-
dates instead of full dialogue states, which repre-
sent only the slots that are filled by new values.
This avoids training the dialogue state generator to
predict empty slots, which are not useful for can-
didate discovery. Additionally, the special request
value "?" is removed from D0T state updates. We
also replace each slot name in the SGD training
split with a random synonymous name from SGD-
X (Lee et al., 2022), as we found this augmentation

to improve performance.
Both SGD and D0T are also used as evaluation

data by randomly sampling 60 turns from their test
splits, each from a unique dialogue. Crucially, we
only sample turns from domains not included in the
training split. Since the D0T dataset has no native
splits for training and testing, we randomly sample
100 domains out of the total 1, 003 to be held-out
for evaluation. The D0T training split thus includes
only the remaining 4, 515 dialogues.

Models We train two models using T5-3B (Raffel
et al., 2020) as a base model: T5-D0T trained on
D0T and T5-SGD trained on SGD. We also compare
against the GPT-based automatic annotator used to
create silver D0T state update labels (GPT-D0T).
Implementation details presented in Appx. D.

D0T SGD

Model CP CR HM CP CR HM

T5-SGD 32.3 72.6 44.7 69.3 90.8* 78.6
GPT-D0T 93.3* 82.0* 87.3 90.0* 84.7 87.3
T5-D0T 95.7* 81.2* 87.9 94.7† 81.7 87.7

Table 1: Human evaluation of completeness (CP), cor-
rectness (CR), and their harmonic mean (HM) for each
dialogue state generator. */† denote statistical signifi-
cance against unstarred/all results in the same column
(Agresti-Caffo, p < 0.05).

Results As shown in Table 1, T5-D0T exhibits
the best overall performance, achieving approxi-
mately 81% correct slot-value inferences and com-
pletely covering all key information in 95% of
turns. The fact that there was nearly zero per-
formance drop-off on the out-of-distribution SGD
evaluation demonstrates its robustness in discov-
ering useful slot-values for new domains. As ex-
pected, GPT-D0T exhibits similar performance, as it
generated the labels used to train T5-D0T; however,
GPT-D0T is much costlier due to multiple API calls
to GPT3.5 and GPT4. T5-SGD achieves the highest
correctness score when evaluated on held-out SGD
domains, but its completeness score of only 70%
demonstrates it is incapable of fully adapting to
unseen domains. On the out-of-distribution D0T
evaluation, the performance of T5-SGD heavily suf-
fers, achieving only 32% completeness and 73%
correctness. This result demonstrates the difficulty
of discovering state information in unseen domains,
and indicates that SGD is insufficiently diverse as
a training resource for this purpose.
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MultiWOZ SGD
Slot Value Slot Value

Model C P R F1 P R F1 C P R F1 P R F1

DSI 522 96.2 80.7 87.7 41.5 57.4 37.2 11992 - - 92.2 - - 46.2
USI 290 100.0 93.6 96.7 61.3 67.3 58.7 806 - - 77.0 - - 47.5
GenDSI 180 85.6 96.8 90.9 81.4 70.2 70.5 746 92.4 77.9 84.5 65.4 50.0 48.8
- slot names 157 73.9 90.3 81.3 85.2 47.7 55.3 467 76.4 75.6 76.0 70.6 36.3 37.9
+ all domains 161 85.1 96.8 90.6 87.9 68.1 71.0 737 90.8 79.1 84.5 68.0 47.2 47.7

Table 2: Schema induction results showing Precision/Recall/F1 (P/R/F1) for both induced slots and discovered
values, as well as the induced Slot Count (C). Note that the optimal Slot Count would equal the gold slot counts of
31 and 82 for MultiWOZ and SGD respectively. DSI and USI results taken from Yu et al. (2022).

4 Schema Induction Evaluation

To evaluate our SSI approach, we use the bench-
mark defined by Yu et al. (2022) on the validation
splits of MultiWOZ 2.1 (Eric et al., 2020) and SGD
(Rastogi et al., 2020) datasets. This evaluation
method measures the quality of an induced set of
slot clusters by matching it against a gold reference
slot schema.

Matching is performed automatically by com-
puting the centroid of each induced and gold ref-
erence slot cluster using BERT encodings (Devlin
et al., 2019) of their values. Each induced cluster
is mapped to the gold slot whose cluster centroid
is nearest by cosine similarity, or to no cluster if
there is no match of 80% similarity or higher. Sim-
ilarly, in order to evaluate the purity and coverage
of clustered values, discovered values are matched
against the gold value labels that fill each slot. This
value matching is performed between the values
that fill each gold slot and the discovered values of
all induced clusters mapped to that slot using fuzzy
string matching.

Metrics Given the mapping of induced clusters
to gold slots, Slot Precision measures the pro-
portion of induced clusters that were able to be
matched to a gold slot, Slot Recall is the propor-
tion of gold slots that were matched with at least
one induced cluster, and Slot F1 is their harmonic
mean. Since multiple induced slots are allowed to
map to a single gold slot, the induced Slot Count is
also reported to measure redundancy. Value Preci-
sion is the average proportion of discovered values
that matched to gold values, averaged across all
gold slots. Similarly, Value Recall is the average
proportion of gold values that were matched to a
discovered value, and Value F1 is the average F1
score across all gold slots. Equations defining these
metrics are presented in Appx. B.

Models Our SSI approach, GenDSI, uses a T5-3B
model trained on the D0T dataset. Since D0T con-
tains some task domains that are related to travel
domains appearing in MultiWOZ and SGD, we
manually review and filter out 34 domains with
overlap and train our dialogue state generator on all
D0T dialogues in remaining domains. We also eval-
uate the performance when using a model trained
with all D0T domains (GenDSI +all domains),
which simulates extending our approach using the
D0T data generation method to create synthetic
training resources for target domains. Additionally,
we evaluate a version of our approach where value
candidates are encoded without their predicted slot
names (GenDSI -slot names) to measure the ben-
efit of concretely representing value type informa-
tion. Implementation details provided are in Appx.
D. Finally, we compare to two strong baselines
from previous work:

• DSI (Min et al., 2020), which leverages a Part-
of-Speech (POS) tagger, Named Entity Recog-
nition (NER) tagger, and coreference resolu-
tion model to extract value candidate spans
using a set of heuristic rules. Slot clusters
are then assigned to value candidates using a
neural latent variable model.

• USI (Yu et al., 2022), which is the SoTA SSI
approach. It is a fully unsupervised SSI ap-
proach that leverages attention scores between
token spans estimated using a pretrained lan-
guage model to extract value candidates. A
three-step hierarchical clustering procedure is
then used that aims to cluster value types, then
domains, then slots, using HDBSCAN.

Results As shown in Table 2, GenDSI outper-
forms the previous SoTA USI on almost every as-
pect of the SSI task. It contains fewer redundant
slot clusters, superior recall of gold slots, higher

320



cluster purity as measured by value precision, and
better coverage of gold slot values. The only met-
ric on which GenDSI did not outperform USI is slot
precision on the MultiWOZ evaluation. This is be-
cause the state generator model learned to predict
boolean slot values from the D0T dataset that repre-
sent intent types, such as greeting and requesting in-
formation, which are considered as precision errors
under this evaluation since gold slots do not encode
intent classes. The performance of GenDSI -slot
names dropped considerably on all metrics other
than slot count, indicating the utility of inferring
concrete slot names when discovering value can-
didates. Surprisingly, GenDSI +all domains did
not afford any meaningful benefit, which may indi-
cate that our approach generalizes to new domains
without the need to generate in-domain resources.

Slot Name Evaluation Our SSI approach is the
first to enable automatic naming of slot clusters.
Simply labeling each cluster with the most fre-
quent candidate slot name achieves 93.5% correctly
named clusters by human evaluation.

5 Conclusion

This work presents a new SoTA for SSI, demon-
strating the power of a generative approach to value
candidate discovery. Our dialogue state generator
model shows excellent performance for discover-
ing key dialogue state information from unlabeled
dialogues without any prior knowledge of the task
domain. Its ability to label discovered values with
appropriate slot names provides rich type informa-
tion, allowing a simple clustering method to induce
a quality slot schema for unseen domains. Despite
this advancement, there is still room to improve
SSI. In particular, current SSI methods produce a
far greater number of induced slots compared to
human-defined schemas. Although our approach
reduces the number of induced slots somewhat,
future work should aim for SSI with minimal re-
dundancies in induced slots to further improve the
utility of SSI in practical settings.
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Vojtěch Hudeček, Ondřej Dušek, and Zhou Yu. 2021.
Discovering Dialogue Slots with Weak Supervision.
In Proceedings of the 59th Annual Meeting of the
Association for Computational Linguistics and the
11th International Joint Conference on Natural Lan-
guage Processing (Volume 1: Long Papers), pages
2430–2442, Online. Association for Computational
Linguistics.

Harrison Lee, Raghav Gupta, Abhinav Rastogi, Yuan
Cao, Bin Zhang, and Yonghui Wu. 2022. SGD-X:
A Benchmark for Robust Generalization in Schema-
Guided Dialogue Systems. Proceedings of the AAAI
Conference on Artificial Intelligence, 36(10):10938–
10946. Number: 10.

Leland McInnes, John Healy, and Steve Astels. 2017.
hdbscan: Hierarchical density based clustering. Jour-
nal of Open Source Software, 2(11):205.

Qingkai Min, Libo Qin, Zhiyang Teng, Xiao Liu, and
Yue Zhang. 2020. Dialogue state induction using

321



neural latent variable models. In Proceedings of
the Twenty-Ninth International Joint Conference on
Artificial Intelligence, IJCAI’20, pages 3845–3852,
Yokohama, Yokohama, Japan.

Liang Qiu, Chien-Sheng Wu, Wenhao Liu, and Caiming
Xiong. 2022. Structure Extraction in Task-Oriented
Dialogues with Slot Clustering. arXiv preprint.
ArXiv:2203.00073 [cs].

Colin Raffel, Noam Shazeer, Adam Roberts, Kather-
ine Lee, Sharan Narang, Michael Matena, Yanqi
Zhou, Wei Li, and Peter J. Liu. 2020. Exploring the
limits of transfer learning with a unified text-to-text
transformer. Journal of Machine Learning Research,
21(140):1–67.

Abhinav Rastogi, Xiaoxue Zang, Srinivas Sunkara,
Raghav Gupta, and Pranav Khaitan. 2020. Towards
Scalable Multi-Domain Conversational Agents: The
Schema-Guided Dialogue Dataset. Proceedings
of the AAAI Conference on Artificial Intelligence,
34(05):8689–8696. Number: 05.

Nils Reimers and Iryna Gurevych. 2019. Sentence-
BERT: Sentence Embeddings using Siamese BERT-
Networks. In Proceedings of the 2019 Conference on
Empirical Methods in Natural Language Processing
and the 9th International Joint Conference on Natu-
ral Language Processing (EMNLP-IJCNLP), pages
3982–3992, Hong Kong, China. Association for Com-
putational Linguistics.

Yuxia Wu, Lizi Liao, Xueming Qian, and Tat-Seng
Chua. 2022. Semi-supervised New Slot Discovery
with Incremental Clustering. In Findings of the Asso-
ciation for Computational Linguistics: EMNLP 2022,
pages 6207–6218, Abu Dhabi, United Arab Emirates.
Association for Computational Linguistics.

Dian Yu, Mingqiu Wang, Yuan Cao, Izhak Shafran, Lau-
rent Shafey, and Hagen Soltau. 2022. Unsupervised
Slot Schema Induction for Task-oriented Dialog. In
Proceedings of the 2022 Conference of the North
American Chapter of the Association for Computa-
tional Linguistics: Human Language Technologies,
pages 1174–1193, Seattle, United States. Association
for Computational Linguistics.

A State Generator Evaluation Details

To facilitate a thorough evaluation of dialogue state
generators, a human evaluation measures the fol-
lowing two key aspects:

State Update Completeness measures the pro-
portion of predicted state updates that humans have
judged to fully capture the key information in their
associated turns. Human judges are asked to read
each turn within its context and make a binary de-
cision on whether or not any essential information
is missing in the state update such that:

CP =
1

|U|
∑

∀U∈ U
I(complete(U))

U is a list of all state updates across dialogues to
be evaluated and I(x) is 1 if x is true; otherwise, 0.
Note that the judges are not responsible for finding
all missing information but identifying at least one
to assess completeness for efficient evaluation.

Slot Value Correctness measures the proportion
of slot-value pairs that humans have judged to ac-
curately represent specific information in their cor-
responding turns. Judges are asked to mark each
slot-value pair as correct if it makes sense and is
entirely faithful to the content of the associated turn
s.t.:

CR =
1∑

∀U∈ U |U |
∑

∀U∈ U

∑

∀(s,v)∈U
I(correct(s, v))

Note that both the slot name s and value v must be
accurate for I(correct(s, v)) to be 1.

B SSI Evaluation Metrics

An SSI model produces a list of slot clusters Ŝ =
[ŝ1, ŝ2, ..., ŝn] where each slot ŝi is a cluster of
values ŝi = [v̂1, v̂2, ..., v̂|ŝi|]. The quality of these
slot clusters is measured by matching them against
a list of gold reference slots S = [s1, s2, ..., sm],
each of which can be similarly represented as a list
of the gold value labels that fill each slot such that
si = [v1, v2, ..., v|si|].

Matching is performed by assigning each in-
duced slot ŝi to one or zero gold slots, creating
a mapping M : Ŝ → S ⊕ [none]. This matching is
performed automatically. First, a centroid represen-
tation ci is computed for each induced slot cluster
and each gold slot cluster using the average BERT
(Devlin et al., 2019) encoding of each value:
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ci =

∑
vj∈si BERT(vj)

|si|
Each induced cluster is mapped to the gold clus-

ter whose centroid is closest by cosine distance, or
to none if no gold centroid is within ≥ 0.8 cosine
similarity.

Given the mapping M from predicted to gold
slots, the evaluation metrics are calculated follows:

Slot Precision is the proportion of predicted slots
that were able to be mapped to a gold slot:

SP =

∑
ŝi∈Ŝ 1S(M(ŝi))

|Ŝ|

Slot Recall is the proportion of gold slots for
which there is at least one corresponding predicted
slot:

SR =
|{M(ŝi) : ŝi ∈ Ŝ} − {none}|

|S|

Slot F1 is calculated normally as the harmonic
mean of precision and recall:

S-F1 = 2× precision× recall
precision + recall

Slot Count In the above Slot Precision calcu-
lation, multiple predicted clusters are allowed to
be mapped to a single gold slot. This choice of
formulation was made by previous work to avoid
punishing the schema induction approach for in-
ducing a finer-grained schema than what the gold
schema provides, but fails to reflect the number of
redundant clusters that are induced. To mitigate
this, the number of induced slots is reported as an
additional evaluation metric, where a lower number
of induced slots is considered preferable.

Value Precision is meant to measure the purity of
predicted slot clusters. It is calculated only between
matched predicted clusters Ŝmatched and matched
gold clusters Smatched. For each gold slot with
at least one match si ∈ Smatched, the proportion
of predicted values in the mapped predicted slots
that have a fuzzy match to some gold slot value is
measured using fuzzy match boolean function f :

VPsi =
|{v̂kl:v̂kl∈v̂k,M(ŝk)=si,vij∈si,f(vij ,v̂kl)}|

|{v̂kl:v̂kl∈v̂k,M(ŝk)=si}|

The final Value Precision score is an average across
matched gold slots calculated in this way:

VP =

∑
si∈Smatched

VPsi

|Smatched|
Value Recall is calculated similarly to Value Pre-
cision. For each gold slot with a mapping to one or
more predicted clusters, recall is measured as the
proportion of gold values that have a fuzzy match to
some value in the corresponding predicted clusters:

VRsi =
|{vij :v̂kl∈v̂k,M(ŝk)=si,vij∈si,f(vij ,v̂kl)}|

|si|

The final Value Recall is also averaged across
matched gold slots:

VR =

∑
si∈Smatched

VRsi

|Smatched|

C State Generator Evaluation Interface

Figure 2 shows a screenshot of the interface when
performing completeness annotations, and Figure
3 shows a screenshot of the interface when per-
forming correctness annotations. Note that the ap-
plication interface relies on custom keybindings
(e.g. pressing the y or n keys to indicate “yes"
or “no") for annotators to record their evaluation
judgements.

D Implementation Details

Dialogue State Generator All dialogue state
generator models were trained using the original
version of T5-3B using the huggingface transform-
ers library2. All training was performed using a
learning rate of 1e − 4, weight decay of 5e − 3,
batch size 128, and for exactly 1 epoch, using the
Adam optimizer.

Slot Schema Induction All SSI models used
a T5-3B dialogue state generator model trained
with the configuration presented above. The
all-MiniLM-L6-v2 model from SentenceTrans-
formers3 was used for slot-value encoding. All
HDBSCAN runs used the CUML4 library with a
a min. samples of 5, minimum cluster size 25, and
cluster merge epsilon 0.3.

2https://huggingface.co/docs/transformers
3https://www.sbert.net
4https://docs.rapids.ai/api/cuml/stable/
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Figure 2: Annotation interface with instructions for human evaluation of Completeness of predicted state updates.

Figure 3: Annotation interface with instructions for human evaluation of Correctness of predicted slot-value pairs.
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Abstract

This paper presents the development and ca-
pabilities of a spoken dialogue robot that uses
respiration to enhance human-robot dialogue.
By employing a respiratory estimation tech-
nique that uses video input, the dialogue robot
captures user respiratory information during
dialogue. This information is then used to pre-
vent speech collisions between the user and
the robot and to present synchronized pseudo-
respiration with the user, thereby enhancing the
smoothness and engagement of human-robot
dialogue.

1 Introduction

For spoken dialogue robots to be effectively used
in various scenarios, it is crucial for human-robot
dialogue to be as natural as human-human dialogue.
In human-human dialogue, communication occurs
not only through verbal language but also through
non-verbal cues. Thus, incorporating non-verbal
information is essential for enhancing the natural-
ness of human-robot dialogue. Previous research
has shown that integrating non-verbal cues such
as nodding and body movements into robots can
improve dialogue fluency (Watanabe et al., 2002),
confirming the benefits of including non-verbal in-
formation in dialogue robots.

Our focus is on a specific type of non-verbal in-
formation: respiration. We believe that integrating
respiratory information can significantly enhance
human-robot dialogue, as respiration is intimately
connected to speech. Our research has demon-
strated that respiratory information is effective in
predicting user speech onset (Obi and Funakoshi,
2023). Based on this finding, we developed a spo-
ken dialogue system that uses user respiratory in-
formation to predict user speech onset, helping
to prevent speech collisions in human-robot dia-
logue (Obi and Funakoshi, 2024). Furthermore, to
ensure accurate capture of user respiratory informa-

tion in real-world dialogue settings, we have imple-
mented a respiratory estimation method that uses
video input. This method employs the first-ever
deep learning model to provide a robust estimation
of the respiratory waveform, even in the presence of
speech movements, marking an improvement over
an existing method (Obi and Funakoshi, 2023).

Building on these developments, we created a
spoken dialogue robot that uses respiration. The
dialogue robot estimates user respiratory waveform
values and uses them for enhancing human-robot
dialogue. Initially, the dialogue robot predicts user
speech onset and initiates dialogue responses only
when user utterances are not predicted, thereby
preventing speech collisions. This approach is de-
signed to facilitate smoother human-robot dialogue
by ensuring that the conversation flows without in-
terruptions. A previous study in human-robot dia-
logue has confirmed that avoiding speech collisions
contributes to smoother turn-taking (Funakoshi
et al., 2008). Secondly, the dialogue robot presents
synchronized pseudo-respiration with user respi-
ration. This approach is designed to enhance the
dialogue robot’s impression. Research in robots has
shown that the presentation of pseudo-respiration
can enhance the robot’s impression (Terzioğlu et al.,
2020). Furthermore, a study in human-human di-
alogue has demonstrated that synchronized respi-
ration during turn-taking leads to smoother tran-
sitions between speakers (Rochet-Capellan and
Fuchs, 2014).

To confirm the impact of these approaches on
human-robot dialogue, we conducted a dialogue
experiment in which 50 participants each interacted
individually with the dialogue robot. We used ac-
tual respiratory waveform values obtained from
a respiratory measurement device as user respira-
tion (Obi and Funakoshi, 2024). Preliminary analy-
sis, conducted after the initial report, indicates that
adjusting the timing of robot speech onset using
user speech prediction effectively reduces speech
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Figure 1: Overview of spoken dialogue robot using
respiration

collisions. Additionally, initial user impression
evaluations suggest that both the robot speech ad-
justment and synchronized pseudo-respiration pre-
sentation make users feel that their speech is less
likely to overlap with the robot’s responses. These
findings suggest that when the respiratory wave-
form estimation operates ideally, it can facilitate
smooth human-robot dialogue.

2 System Overview

Our dialogue robot comprises a respiratory wave-
form estimator, a voice activity predictor, a com-
munication robot, and a spoken dialogue system.
Figure 1 provides an overview of these components
and their arrangement.
Respiratory Waveform Estimator: We developed
a respiratory waveform estimator using a deep-
learning model comprising 3DCNN-ConvLSTM,
which is robust against speaker motion (Obi and
Funakoshi, 2023). This estimator uses RGB video
frames of a user as input to estimate the user’s res-
piratory waveform amplitude and gradient at the
time of the final frame. The model was trained
using VRWiDataset 1. The estimated values are
then transmitted to both the voice activity predictor
and the communication robot.
Voice Activity Predictor: We developed a voice
activity predictor using a single-layer Long Short-
Term Memory (LSTM) network that processes es-

1https://github.com/fnkslab/VRWiDataset

timated respiratory waveform values as input. This
model predicts whether user speech will occur
within the next 200 ms during non-speaking pe-
riods. It was trained on a dataset created using
the VRWiDataset, which extracts data from user
non-speaking intervals. This dataset pairs the respi-
ratory waveform values over a specific period with
the user’s voice activity occurring 200 ms later.
The prediction results are then transmitted to the
spoken dialogue system.

Communication Robot: We use an open-source
robot named stack-chan2 for the communication
robot. The communication robot performs a
pseudo-respiratory movement, represented by its
vertical motion. The movement is based on the
user’s respiratory waveform amplitude values ob-
tained from the respiratory waveform estimator.
The communication robot uses these values to syn-
chronize the timing of its inspiration and expiration
with the user. Additionally, the communication
robot’s inspiration/expiration phase information is
transmitted to the spoken dialogue system to deter-
mine the speech timing.

Spoken Dialogue System: We developed a spo-
ken dialogue system facilitating dialogues on arbi-
trary topics. This system uses GPT-4 Turbo3 for
the generation of dialogue responses. For speech
processing, it employs both Google Cloud speech-
to-text4 and say command in macOS. The system
initiates responses when the voice activity predic-
tor confirms no imminent user speech onset, and
only during the communication robot’s expiration
phases. Additionally, it is designed not to respond
during user speaking, ensuring that there are no re-
sponse overlaps between the user and the dialogue
robot in dialogue. If no user speech is detected, it
will autonomously initiate responses continuously
to maintain dialogue. The intervals between the
continuous responses are set randomly between 0.5
and 3.5 seconds to simulate a realistic dialogue
pace.

3 Use Case

Our dialogue robot is designed to demonstrate the
effectiveness of integrating respiratory information
into human-robot dialogue.

2https://github.com/meganetaaan/stack-chan
3https://openai.com/gpt-4
4https://cloud.google.com/speech-to-text
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Speech segment

Figure 2: Example of real-time respiratory waveform
comparison’s window with added speech segment

3.1 Scenario

Initially, a user sits in a chair positioned so that the
upper body is visible to the camera, which captures
the movements of the chest and abdomen associ-
ated with respiration. The respiratory waveform
estimator continuously uses the captured video
frames to estimate the user’s respiratory waveform
values. As each estimation completes, the esti-
mated values are immediately and continuously
transmitted in real-time to both the voice activity
predictor and the communication robot. During
this process, the estimated waveform can be plot-
ted and visually verified, enabling real-time confir-
mation of the accuracy of the estimations. Once
the estimator begins transmitting the estimated val-
ues, both the voice activity predictor’s prediction
and the communication robot’s pseudo-respiration
presentation are initiated. These components start
sending data to the spoken dialogue system simulta-
neously with their activation. Upon receiving these
values, the system initiates a greeting, beginning
the dialogue with the user. The system engages
in dialogues on a variety of topics, capturing user
speech through a microphone and considering it to
generate contextually relevant responses.

3.2 Advanced Validation Features

The dialogue robot is equipped with various fea-
tures to explore the effectiveness of using respira-
tory information.
Real-time Waveform Comparison: A user can
attach a respiratory measurement device to their
upper body, enabling real-time comparisons of ac-
tual waveform amplitudes with the estimated ones
(Figure 2). Since the estimated waveforms and the
actual waveforms have different ranges, they are
displayed overlaid in a manner that aligns them to
the same scale for comparison. This feature en-
ables the user to directly observe the accuracy with
which the respiratory waveform estimator is able
to capture the user’s respiratory waveform. This
real-time feedback is crucial for validating the per-
formance of the respiratory waveform estimator.

Using Actual Respiratory Waveform: The respi-
ratory waveform estimator can also transmit actual
respiratory waveform values obtained from a respi-
ratory measurement device instead of the estimated
ones. When the actual waveform values are trans-
mitted, they are normalized to align with the scale
of the estimated waveforms before transmission.
Using these actual waveform values, we can ver-
ify the effectiveness of the dialogue robot in using
the user respiratory information for human-robot
dialogue, assuming that the waveform estimation
is accurate.
Customizing Pseudo-Respiration Modes: The
communication robot’s pseudo-respiration presen-
tation features three distinct modes: synchronized,
steady, and no-presentation. In the steady mode,
the communication robot follows a consistent, in-
ternally generated waveform, presenting pseudo-
respiration independent of the user respiration.
In the no-presentation mode, the communication
robot does not move, and the spoken dialogue sys-
tem responds based solely on the input from the
voice activity predictor and the current absence of
user speech, without considering the communica-
tion robot’s respiratory phase. These options allow
for a comprehensive evaluation of how respiratory
synchronization and pseudo-respiration presenta-
tion affect human-robot dialogue.
Options for Voice Activity Predictor: The voice
activity predictor offers a choice between using
amplitude or gradient values as inputs. This feature
enables to verify which input is more effective in
real-world dialogue settings. In our experimental
environment, using the estimated gradient values
as inputs resulted in higher prediction accuracy
than using the estimated amplitude ones (Obi and
Funakoshi, 2023). Additionally, the predictor can
be turned off, allowing one to observe the impact of
its presence or absence on human-robot dialogue.

4 Conclusion and Future Work

In pursuit of facilitating smooth and engaging
human-robot dialogue, we have developed a spoken
dialogue robot that uses respiration. This dialogue
robot employs a respiratory estimation method us-
ing video input to capture user respiratory informa-
tion, which serves two primary purposes: predict-
ing user speech onset to prevent speech collisions in
dialogues, and presenting pseudo-respiration syn-
chronized with the user’s respiration. These ap-
proaches are expected to enhance the smoothness
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and engagement of human-robot dialogue.
While adjusting speech timing contributes to

smoother human-robot dialogue, reducing the num-
ber of robot utterances could detract the natural-
ness of the dialogue. To address this concern, fu-
ture work will focus on incorporating non-verbal
cues such as gaze into the voice activity predic-
tion model, aiming to enhance its accuracy and
ensure the dialogue robot does not unnecessarily
remain silent. Additionally, accurate capture of
user respiration is essential for the prediction in
natural dialogue, so we will also work on develop-
ing a more robust respiratory waveform estimation
method. Furthermore, we aim to develop a pseudo-
respiration presentation that considers robot utter-
ances, preventing a decrease in robot utterances
while maintaining pseudo-respiration. Through
these enhancements, we aim to use respiratory in-
formation more effectively, achieving more natural
human-robot dialogue.
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Abstract

We developed an interface to explain news arti-
cles through dialogue by considering the user’s
comprehension level. The interface generates
several pertinent questions based on the ongo-
ing dialogue and news article, and users ad-
vance the conversation by selecting a question.
Based on the user’s selected questions, the in-
terface estimates their comprehension level of
the news article and adjusts the difficulty of
the generated questions accordingly. This en-
ables a personalized dialogue tailored to each
user’s comprehension needs. The results of the
baseline comparison experiments confirmed the
usefulness of the interface.

1 Introduction

Organization for Economic Co-operation and De-
velopment reported that 21% of individuals in the
United States aged 16 years and over have low En-
glish literacy. This limitation results in them having
difficulty reading longer texts such as news articles
(Desjardins et al., 2013). In this paper, we construct
an interactive news commentary dialogue interface
that considers the user’s comprehension level to
increase the understandability of news articles.

We constructed an interface, shown in Figure 1,
that interactively explains news articles. The inter-
face generates several pertinent questions based on
the ongoing dialogue and news article, and users
advance the conversation by selecting a question.
This interactive approach is expected to provide
users the opportunity to organize information and
deepen their understanding. When users select a
question, the system predicts their comprehension
level of the news article based on the selected ques-
tion and adjusts the difficulty of the next question
accordingly. This feature allows the dialogue to be
tailored to each user’s knowledge level.

Title : Brightest-ever cosmic explosion solved 
but new mysteries sparked

System

User

System

Candidate questions
Level 1
question

Level 2
question

Level 2
question

Figure 1: Proposed Dialogue Interface. The dialogue
history, which includes the user-selected questions and
the system’s answers, is displayed at the top. The user
selects a question from the candidate questions at the
bottom. The difficulty level of the displayed question
candidates varies from turn to turn based on the esti-
mated user comprehension level.

2 Related Works

Media often use question-and-answer series about
news stories because of their clarity, but reporters
manually create them; thus, the process is inef-
ficient due to high costs and time requirements.
Laban et al. (2020) proposed a method to automat-
ically build chatbots from news articles. In these
chatbots, the system presents the user with candi-
date questions. Podcasts with automatic construc-
tion containing QA sessions on news were also
analyzed, confirming the effectiveness of a con-
versational format (Laban et al., 2022). However,
these questions are not customized to individual
user characteristics, and the tailored dialogues are
not generated for individual users. User character-
istics, including their social group, influence the
types of questions asked. Stewart and Mihalcea
(2022) introduced a method for producing ques-
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tions that consider these characteristics, training
a text generation model on social media data that
accounts for social groups and their expertise in
specific domains. An et al. (2021) developed a
conversational agent prototype that incorporates a
strategy to account for the user’s knowledge and
ignorance regarding speech, validating the impor-
tance of considering user knowledge. Drawing
inspiration from these methodologies, we generate
questions that incorporate the user’s comprehen-
sion level of the news story.

3 System Overview

We constructed an interactive interface to explain
the contents of news articles, illustrated in Figure
1. The interface first presents the user with a brief
introduction to the news article and three candidate
questions. The user then selects one of these ques-
tions, and the system explains the article’s content
by answering the selected question. This approach
reduces the user’s burden by eliminating the need
to think about questions independently. The pur-
pose of this interface is to facilitate understanding
by providing explanations tailored to individual
users. Candidate questions should reflect those
the user might want to ask, considering the user’s
comprehension level. Therefore, we generate and
present candidate questions, considering the user’s
comprehension level. The system comprises three
modules, as shown in Figure 2: an introduction
generation module, a candidate question genera-
tion module, and an answer generation module.
Each module uses GPT-4 (OpenAI et al., 2024) as
the large language model.

3.1 Introduction Generation
The introduction generation module create an intro-
ductory summary of the news article intended for
the user. This process involves utilizing the news
article’s content and providing guidelines within
the prompt to craft a concise introduction in one
sentence. GPT-4 generates this introduction in a
zero-shot.

3.2 Question Candidate Generation
The question candidate generation module creates
a set of questions to present to the user. A dialogue
tailored to individual users must pose questions
that match the user’s comprehension level. Addi-
tionally, the questions should follow the dialogue
naturally and be answerable based on the news. We
use GPT-4 to overgenerate candidate questions that

GPT-4

Dialogue 
history
🤖--------
😃--------
🤖--------

Candidate questions

Question

GPT-4

Answer & 
Additional 

Information
User selects 
from candidates

candidate1
candidate2
candidate3

Candidate questions generation
User’s 

comprehension 
level

Introduction 
generation

News article

GPT-4

Introduction GPT-4

Six questions
・ーーー
・ーーー

…

Filtering
&

Regeneration

Answer generation

News article

Generating 
questions News article

Dialogue 
history
🤖--------
😃--------
🤖--------

Figure 2: Architecture of Proposed system. The system
comprises three modules: an introduction generation
module that creates an introduction to the news article,
a candidate question generation module that generates
three candidate questions to present to the user, and an
answer generation module that generates answers to the
user’s chosen questions.

Table 1: The user’s comprehension level x and the num-
ber of candidate questions to present for each level

x level 1 level 2 level 3
x < 1.5 1 2 0

1.5 ≤ x < 2 1 1 1
2 ≤ x < 2.5 0 2 1
2.5 ≤ x 0 1 2

consider the user’s comprehension level from the
dialogue history, filter them based on their answer-
ability from the articles, and regenerate them if the
required number is not fulfilled, and present three
to the user.

3.2.1 Candidate Question Generation
We categorize the levels of difficulty for the ques-
tions as 1, 2, and 3. Level 1 pertains to queries
regarding the interpretation of terms, tailored for
novices in the field; level 2 contains general in-
quiries about the article’s content; and level 3 com-
prises more intricate questions designed for field
experts. The quantity of questions presented to
the user for each difficulty level is modified based
on Table 1, according to the user’s comprehension
level estimated for each turn.

The average difficulty level of questions selected
by the user up to the current turn is used to estimate
the user’s comprehension level. Because the user’s
comprehension level cannot be estimated in the
first turn, candidate questions are presented to the
user at difficulty levels 1, 2, and 3.
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The difficulty level of the candidate questions is
determined by referring to Table 1. The dialogue
history and the difficulty condition of the candidate
question are input into GPT-4, which generates a
total of six candidate questions at difficulty levels
1-3, two for each level, that naturally follow the
dialogue. Generating questions at levels 1 to 3 in
every turn increases the likelihood that questions
appropriate to each level are generated.

3.2.2 Filtering & Regeneration
When GPT-4 generated questions with a news arti-
cle as input, the questions often anticipate informa-
tion from the article not included in the dialogue
history. This can prevent users from organizing in-
formation. Therefore, candidate questions are first
overgenerated solely from the dialogue history, and
only those questions that can be answered using
the content of the news article are selected through
filtering. If the number of candidate questions after
filtering is less than required, the candidate ques-
tions are regenerated.

Of the six candidate questions generated, level
2 and level 3 candidate questions and the text of
the news article are input into GPT-4, which de-
termines whether they can be answered from the
article’s content and filters them accordingly. No
filtering for level 1 questions because they are de-
signed to help users obtain prerequisite knowledge
not in the content of the news article.

If the number of questions that can be answered
from the content of a news article at each difficulty
level is less than the number specified based on
Table 1, GPT-4 generates the missing candidate
questions by using the text of the news article and
the dialogue history as input.

3.3 Answer Generation
The answer generation module generates responses
to user-selected questions from candidates pro-
duced by the question candidate generation module.
Inputs include the news article text, dialogue his-
tory, and questions, with GPT-4 generating answers
and supplementary information to transition to the
next topic in one shot. This approach helps pre-
vent subsequent question candidates from focusing
solely on one topic by providing context beyond
just the answers.

4 Experiment

To evaluate the usefulness of this interface in read-
ing news articles, we conducted a subject exper-

iment to compare it with three different baseline
settings. Crowdworker read a randomly assigned
article in a randomly assigned setting and com-
pleted a comprehension test and questionnaire.

4.1 Comparative Methods
As comparison methods, we conducted experi-
ments using the following three settings:

1. Reading news article
We adopted this baseline to compare interac-
tive and non-interactive formats. The user
reads a news article using a web browser.

2. Microsoft Copilot 1

We adopted this baseline to examine the ef-
fectiveness of presenting users with candidate
questions. The user opens the news article
in Microsoft Edge2 and asks the Copilot a
question without reading the body of the news
article.

3. W/o comprehension level
This baseline is compared with the proposed
method to investigate the effectiveness of pre-
senting comprehension-aware candidate ques-
tions. In this baseline interface, the system
presents candidate questions at a single dif-
ficulty level to the user without considering
their comprehension level. The difficulty
level of the candidate questions corresponds
to Level 2 in the proposed method.

4.2 Experimental Setup
We recruited 80 crowdworkers using Amazon Me-
chanical Turk3 and conducted a subject experiment.
Four news articles were selected from BBC news,
one each from the fields of natural science4, tech-
nology5, international6, and finance/economics7.
Each article was chosen based on the criteria that
it was at least 500 words long and contained spe-
cialized content. Each crowdworker was randomly
assigned one of four settings and one of the four
news articles. After reading the article, the crowd-
workers took a comprehension test on the content
of the news article and completed a questionnaire.

1https://www.microsoft.com/ja-jp/microsoft-copilot
2https://www.microsoft.com/ja-jp/edge?form=MA13FJ
3https://www.mturk.com/
4https://www.bbc.com/news/science-environment-

68787534
5https://www.bbc.com/news/business-68225115
6https://www.bbc.com/news/world-us-canada-68883659
7https://www.bbc.com/news/world-europe-68761491

331



5.79 ± 2.61 5.43 ± 2.73
6.50 ± 2.55

7.14 ± 2.48

news article
Microsoft Copilot w/o

comprehension level
propo

sed

10

8

6

4

2

Figure 3: Boxplot of comprehension test scores. △ is
the average score.

The comprehension test consisted of 10 four-choice
questions, with one point per question. We col-
lected a total of 80 data, five for each combination
of setting and article.

4.3 Result
Figure 3 shows the aggregate results of the com-
prehension test. The average score was highest
for the proposed interface. We can conclude that
the proposed method, which presents candidate
questions considering the comprehension level, is
useful for reading comprehension. There are sta-
tistically significant differences in average compre-
hension test scores between the proposed interface
and Microsoft Copilot (p < 0.05) and no significant
differences in the other combinations. Figure 3
shows that in the proposed interface, few people
scored low on the comprehension test. This finding
indicates that candidate questions considering the
user’s comprehension level are effective for users
with low comprehension.

According to the open-ended questionnaire, par-
ticipants found w/o comprehension level interface
and proposed interface to be fun and easy (e.g.,
"Fun to read, easy to use"). In the proposed in-
terface, participants expressed favorable opinions
about the candidate questions that considered com-
prehension level (e.g., "Great range of follow-up
questions," "This will be sufficient for first-time
readers"). However, some participants complained
about the response time (e.g., "Was a bit slow to
generate responses.")

5 Conclusion

We developed a news commentary dialogue inter-
face that considers the user’s comprehension level.
The interface alleviates the user’s burden by pre-

senting multiple automatically generated question
candidates and having the system answer the se-
lected questions. It aims to tailor the dialogue to
each user by predicting their comprehension level
of the news content on the basis of the selected
questions and presenting question candidates that
account for this level of understanding. In our ex-
periment, we implemented the proposed interface
and quantitatively evaluated its effectiveness by
using crowd-sourcing. Comparison experiments
between the proposed interface and baselines con-
firmed that the proposed interface enhances users’
reading comprehension.

In the open-ended responses to the questionnaire
during the experiment, one participant said, “Con-
veying the content of news solely through text is
difficult.” Based on this feedback, our further re-
search will consider incorporating images along
with text.

References
Sungeun An, Robert Moore, Eric Young Liu, and

Guang-Jie Ren. 2021. Recipient design for conver-
sational agents: Tailoring agent’s utterance to user’s
knowledge. In Proceedings of the 3rd Conference on
Conversational User Interfaces, CUI ’21.

Richard Desjardins, William Thorn, Andreas Schleicher,
Glenda Quintini, Michele Pellizzari, Viktoria Kis,
and Ji Eun Chung. 2013. Oecd skills outlook 2013:
First results from the survey of adult skills.

Philippe Laban, John Canny, and Marti A. Hearst. 2020.
What’s the latest? a question-driven news chatbot.
In Proceedings of the 58th Annual Meeting of the
Association for Computational Linguistics: System
Demonstrations, pages 380–387.

Philippe Laban, Elicia Ye, Srujay Korlakunta, John
Canny, and Marti Hearst. 2022. Newspod: Auto-
matic and interactive news podcasts. In Proceedings
of the 27th International Conference on Intelligent
User Interfaces, IUI ’22, page 691–706.

OpenAI, Josh Achiam, Steven Adler, Sandhini Agarwal,
Lama Ahmad, Ilge Akkaya, Florencia Leoni Aleman,
Diogo Almeida, Janko Altenschmidt, Sam Altman,
and Shyamal Anadkat. et al. 2024. Gpt-4 technical
report. Preprint, arXiv:2303.08774.

Ian Stewart and Rada Mihalcea. 2022. How well do you
know your audience? toward socially-aware question
generation. In Proceedings of the 23rd Annual Meet-
ing of the Special Interest Group on Discourse and
Dialogue, pages 255–269.

332



Proceedings of the 25th Annual Meeting of the Special Interest Group on Discourse and Dialogue, pages 333–343
September 18–20, 2024. ©2024 Association for Computational Linguistics

Enhancing Dialogue Speech Recognition with
Robust Contextual Awareness via Noise Representation Learning

Wonjun Lee ∗1, San Kim ∗2 and Gary Geunbae Lee 1,2

1 Department of Computer Science and Engineering, POSTECH, Republic of Korea
2 Graduate School of Artificial Intelligence, POSTECH, Republic of Korea

{lee1jun, sankm, gblee}@postech.ac.kr

Abstract

Recent dialogue systems rely on turn-based
spoken interactions, requiring accurate Auto-
matic Speech Recognition (ASR). Errors in
ASR can significantly impact downstream di-
alogue tasks. To address this, using dialogue
context from user and agent interactions for
transcribing subsequent utterances has been
proposed. This method incorporates the tran-
scription of the user’s speech and the agent’s
response as model input, using the accumu-
lated context generated by each turn. However,
this context is susceptible to ASR errors be-
cause it is generated by the ASR model in an
auto-regressive fashion. Such noisy context can
further degrade the benefits of context input, re-
sulting in suboptimal ASR performance. In this
paper, we introduce Context Noise Representa-
tion Learning (CNRL) to enhance robustness
against noisy context, ultimately improving di-
alogue speech recognition accuracy. To maxi-
mize the advantage of context awareness, our
approach includes decoder pre-training using
text-based dialogue data and noise representa-
tion learning for a context encoder. Based on
the evaluation of speech dialogues, our method
shows superior results compared to baselines.
Furthermore, the strength of our approach is
highlighted in noisy environments where user
speech is barely audible due to real-world noise,
relying on contextual information to transcribe
the input accurately.

1 Introduction

Automatic Speech Recognition (ASR) is central in
accurately interpreting human speech, serving as
a fundamental resource for numerous subsequent
downstream tasks. The advent of robust ASR mod-
ules, such as wav2vec2.0 (Baevski et al., 2020)
and Whisper (Radford et al., 2023), has signifi-
cantly enhanced the capabilities of ASR systems,
facilitating their integration into a wide array of

*Equally contributed

research and application domains. The integration
of ASR modules into various works highlights the
pivotal role of ASR in enhancing human-computer
interaction, signifying a notable development in
interactive technologies.

Despite the successful advancement of the ASR
system, its inaccuracy poses significant risks to the
efficacy of downstream tasks, such as speech-to-
text translation (Liu et al., 2020; Le et al., 2024;
Tang et al., 2021) and spoken language understand-
ing (Serdyuk et al., 2018; Arora et al., 2022; Huang
and Chen, 2020). These tasks predominantly rely
on the textual output generated by ASR systems,
highlighting the importance of accuracy in the ini-
tial speech recognition process. Especially for the
dialogue system, the quality of the ASR system is
paramount to ensure seamless interaction between
user and dialogue agent, as models trained on writ-
ten conversations perform poorly on spoken data
(Kim et al., 2021). To minimize the impact of
ASR error on the dialogue model, various endeav-
ors have been made. Jiang et al. (2023) used an
ASR correction module which employs multiple
ASR models, while others focused on augmenting
data with plausible ASR errors (Park et al., 2023;
Wang et al., 2020; Tian et al., 2021). However the
limitation is evident as they primarily focus on the
robustness of dialogue models, which may not ad-
dress the core issue compared to directly rectifying
ASR models.

Conversely, incorporating a context encoder for
dialogue history to improve the ASR model has
been proposed, resulting in notable performance en-
hancements (Ortiz and Burud, 2021; Shenoy et al.,
2021; Hou et al., 2022; Hori et al., 2020). Neverthe-
less, since the context is transcribed at each turn by
the ASR model, it may contain errors, potentially
disrupting the use of contextual information.

In this work, we present a novel Context Noise
Representation Learning (CNRL) method to en-
code accurate contextual information, even from
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noisy ASR transcriptions. This approach aims to
improve the performance of speech recognition
in Task Oriented Dialogue (TOD) by minimizing
the impact of ASR errors in dialogue history as
context. Furthermore, we explore the advantages
of decoder pre-training in context-aware ASR sys-
tems, emphasizing their improved robustness in
noisy environments. The overall training pipeline
can be decomposed by three steps: 1) Decoder pre-
training on text-based dialogue data between user
and agent. 2) ASR fine-tuning with speech encoder
and context encoder jointly. 3) CNRL on context
encoder to minimize the impact of ASR-noise con-
text. Our contributions are as follows:

• We propose a novel training pipeline for di-
alogue speech recognition that leverages the
dialogue history between user and agent.

• We demonstrate the effectiveness of CNRL
by comparing it to various baseline models,
showing a relative 13% reduction in Word
Error Rate (WER) compared to the current
state-of-the-art ASR model (Radford et al.,
2023).

• In evaluations conducted in highly noisy en-
vironments, our model exhibits robust tran-
scription accuracy, achieving up to a 31.4%
reduction in WER compared to the baseline.

2 Related work

2.1 Context-aware speech recognition
Several studies have shown that leveraging contex-
tual information in dialogue scenarios can enhance
ASR performance. Shenoy et al. (2021) used a
context carry-over mechanism to enhance the re-
current model’s accuracy. Hou et al. (2022) pro-
posed utilizing a context encoder in RNN-T ar-
chitecture, adopting the semantic embedding of
dialogue context from BERT (Devlin et al., 2019).
Hori et al. (2020) targeted considering long-context
by sliding-window fashion. Wang et al. (2023) and
Wang et al. (2024) proposed an audio-augmented
retriever to directly transcribe and track the dia-
logue state. These Context-Aware ASR(CA-ASR)
models have a potential drawback: the context gen-
erated for each turn is based on ASR transcriptions,
which inevitably contain errors, potentially degrad-
ing context-awareness. In this paper, we introduce
the CNRL method, which trains only the context
encoder independently. The goal is to enable the

context encoder to produce similar encoding for
noisy (ASR output) contexts to match clean con-
text.

2.2 Decoder pre-training

Compared to pre-training encoder layers (Baevski
et al., 2020; Hsu et al., 2021; Chen et al., 2022), pre-
training the decoder for ASR has received compar-
atively less attention. Notably, in scenarios where
input speech is flawed or incomplete, the decoder
can still play a crucial role in transcribing user utter-
ances by leveraging contextual language modeling.
To harness the decoder’s capabilities, the use of
external datasets like phoneme-to-grapheme paired
data (Masumura et al., 2020) or text data (Gao et al.,
2021) has been suggested. This approach enables
the model to benefit from numerous external, non-
paired data sources. Tsunoo et al. (2023) trained
decoder for both ASR task and language modeling
task, enabling improved linguistic understanding
and leading to better ASR performance. Follow-
ing these works, we pre-trained the decoder for a
context-aware ASR model using voluminous text-
only data. Specifically, we focus on turn-based
dialogue data between user and agent, where each
utterance is highly related to each other.

2.3 Noise Representation Learning

Noise in input data is inevitable in various forms
across many datasets. Training models with such
data negatively impacts their generalization per-
formance. To address this challenge, numerous
studies have adopted contrastive learning to en-
hance model robustness. Ma et al. (2023) improved
named entity recognition performance by employ-
ing a token-level dynamic loss function and con-
trastive learning, leveraging noisy data and account-
ing for noise-distribution changes during training.
Xu et al. (2023) enhanced contrastive learning
through a dimension-wise method to mitigate fea-
ture corruption in sentence embeddings. Sun et al.
(2023) used a K-NN graph to identify confident
samples and applied mixup supervised contrastive
learning to create robust representations, leading to
improved relation extraction performance. Zheng
et al. (2023) utilized both class-wise and instance-
wise contrastive learning in their novel represen-
tation learning module. In this work, we adopt
representation learning to enhance context aware-
ness when noisy ASR transcriptions are used for
context. The proposed CNRL is integrated solely
with the context encoder in the CA-ASR model to
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Figure 1: The architecture of a Context-Aware ASR(CA-ASR), featuring separate speech and context encoders to
process the user’s current speech sit and dialogue history Ci

t , respectively. These representations are concatenated
and fused using a modality fusion layer and transcribed to the predicted user utterance pit by the transformer decoder.
The predicted user utterance will be added to context (pit −→ ui

t) for the next turn (t + 1). After the training, the
context encoder can improve itself by our CNRL method, detailed in Figure 2 and Section 3.3.

minimize training costs.

3 Methodology

3.1 Preliminary

We define Di
t as the turn-based dialogue dataset

for turn t in the i-th dialogue, which in-
cludes the speech input sit, the correspond-
ing text labels uit (transcriptions) of user utter-
ances, and the turn-based dialogue history Ci

t =
(ui1, r

i
1, ..., u

i
t−1, r

i
t−1), accumulating up to turn

t − 1, where rit represents the agent’s response
at turn t. Each dialogue instance at the k-th turn,
denoted as (uik, rik), comprises a single-turn con-
versation consisting of both a user utterance and
an agent response. During inference, the predicted
utterance (transcription) from model pit is used in-
stead of uit for user utterance to form context Ci

t .
The CA-ASR model integrates the user’s speech

and dialogue history. For each turn t, the model pre-
dicts the current user utterance uit from the speech
input sit and the context Ci

t . The dialogue history
comprises text logs from both the user and the
agent, where the user’s speech is transcribed in
real-time, while the agent’s responses are given in

text format. To transcribe the user’s speech at turn
t, the model draws upon past conversations from
turn 1 to t− 1. Utilizing an encoder-decoder archi-
tecture for the CA-ASR model, dedicated encoders
initially process each input type—speech and text.
These encodings are then concatenated and fused
through a modality fusion layer, yielding a fused
representation. Subsequently, the fused representa-
tion is passed through a decoder layer to transcribe
the user utterance. Figure 1 illustrates the CA-ASR
architecture, highlighting the interaction between
user utterances and agent responses.

3.2 Decoder pre-training for Dialogue

We adopt a pre-training method specifically target-
ing decoders in the CA-ASR model. This method
employs an encoder-decoder architecture, where
the model takes the text-form dialogue history Ci

t

as input. For the output, since the decoder is eventu-
ally used for transcribing user utterances, it aims to
predict the next user utterance uit. Additionally, the
utilization of text data as input enables the training
process to use external text datasets, further enhanc-
ing the decoder’s performance. We demonstrate
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Figure 2: Context Noise Representation Learning:
The noisy context including user utterances generated
by the CA-ASR model during inference (pit), and the
ground truth context with clean user utterances (ui

t), are
encoded by the context encoder. The noisy encoding is
adjusted to closely match the ground truth encoding in
the context encoding vector space.

this efficacy in Section 5.2 . This approach enables
the decoder to anticipate the subsequent user utter-
ance based on contextual information derived from
the dialogue history. This training method is partic-
ularly effective because dialogues in TOD are more
predictable from the dialogue history than other
types of conversations. In typical user-agent inter-
actions, the agent often asks specific questions, and
the user responds with relevant answers, making
the dialogue structure more consistent and easier
to predict.

When integrated into the CA-ASR model and
fine-tuned for ASR tasks, the pre-trained de-
coder can significantly enhance transcription per-
formance. By leveraging its ability to anticipate
user responses from the agent’s response (or the
entire dialogue history), the decoder contributes to
more accurate and robust transcription results, even
with imperfect input speech, such as noisy audio
signals.

3.3 Context Noise Representation Learning

During inference, the CA-ASR model uses con-
text from previous transcriptions of user utterances
and agent responses. However, inaccuracies in the
ASR-generated transcriptions can degrade the ad-
vantage of using context, as training typically uses
only ground truth context for each turn. To address
this, we introduce CNRL. This method involves
an additional training step where the model tran-

scribes and utilizes noisy transcriptions to train the
context encoder in a representation learning man-
ner, as illustrated in Figure 2. The context encoder
is fine-tuned to generate similar encoding for noisy
input context as it does for the ground truth con-
text. This method focuses solely on enhancing the
context encoder, maintaining training efficiency.

To create the training set for CNRL, we first
generate noisy transcriptions using the CA-ASR
model with the ASR training set (See Section 4.1)
divided into 10 folds. In each fold, 90% of the
training set is used to train the CA-ASR model,
and the remaining 10% is used to generate noisy
ASR transcriptions. By iterating through all 10
folds, we obtain a complete noisy context training
set. The dataset for CNRL comprises pairs of noisy
and ground truth contexts, each containing multiple
conversation turns. Each turn pairs a user utterance
with an agent response, except for the initial turn,
which consists only of the user’s utterance.

We trained context encoder with cosine embed-
ding loss:

loss(x, y) =

{
1− cos(x1, x2), if y = 1

max(0, cos(x1, x2)−margin), if y = −1
(1)

Where x1 is the encoding vector from the context
encoder within the ASR-generated context and x2
is the encoding from ground truth context. y is the
label that indicates these two (x1 and x2) are of
the same class(y = 1) or not(y = −1). Since we
trained the context encoder to generate a similar
output encoding for the noisy input (x1) to match
the clean ground truth (x2), we set y = 1 for train-
ing. During training, x1 gets close to x2 on context
encoding vector space, ensuring the context en-
coder produces similar encoding for a given noisy
context. By using CNRL, the context encoder can
maintain accurate context information, leading to
improved speech recognition accuracy.

4 Experimental setup

4.1 Datasets

The DSTC11 Challenge Dataset The DSTC11
(Soltau et al., 2022) dataset is derived from the
MultiWoZ 2.1 (Eric et al., 2020) by adding speech
recordings and synthesized voices generated by
a TTS model. The training set is built using the
TTS model, while the evaluation sets are recorded
by human volunteers. Each dialogue consists of
audio files of user utterances paired with corre-
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sponding agent responses. In every dialogue, the
user initiates the conversation, making the first user
utterance has no preceding context.

Since the official transcription for the DSTC11
test split (test-dstc11.human-verbatim) is not pub-
licly available, we evaluate our experiments on the
DSTC11 development split with human recording
(dev-dstc11.human-verbatim)1 as test set. Addi-
tionally we randomly sampled 3000 audios from
the training set and used them as our development
set during training.

The DSTC11 training set consists of 8,434 dia-
logues comprising 56,750 user utterances synthe-
sized by four TTS voices, generating a total of
227,000 audio files. Our development set, ran-
domly sampled from the training set, contains 3000
user utterances and is excluded from the training
data. The test set includes human recordings of
7,374 user utterances from 1,000 dialogues. The
average audio duration is 3.31 seconds for the train-
ing and development sets and 5.35 seconds for the
test set.
Evaluation in Noisy Environments Environmen-
tal noise is a significant challenge for ASR systems
in real-world scenarios. However, contextual in-
formation can mitigate this issue. To test our ASR
system’s resilience to real-world noises, we use the
ESC-50 dataset (Piczak, 2015), which includes 50
classes of common urban noises, such as drilling
and sirens. Noise samples are randomly selected
from 2000 audio files and injected into our test
set at Signal-to-Noise Ratios (SNR) of 20dB and
0dB, representing soft and hard noise conditions,
respectively. This evaluation replicates challenging
acoustic environments to test the ASR system’s ro-
bustness rigorously. Note that the noisy audio is
used exclusively for evaluation, not training. Our
goal is to show that contextual information can
be helpful in noisy environments where the audio
signal is significantly degraded.
Decoder pre-training To facilitate the use of con-
text information, we first trained CA-ASR’s de-
coder using exclusively text-based data before ASR
fine-tuning. For this purpose, we employ large
datasets of turn-based dialogue text, combining the
Schema-Guided Dialogue (SGD) (Rastogi et al.,
2020) dataset with the DSTC11 text dataset to pre-
train the decoder. SGD consists of over 20,000
task-oriented conversations between human and

1https://storage.googleapis.com/gresearch/
dstc11/dstc11_20221102a.html

virtual assistant. From 8434 English dialogues
from DSTC11 and approximately 16,000 English
dialogues from the SGD training dataset, we use
about 260,000 turn conversations. To evaluate the
effect of decoder pre-training, we varied the vol-
ume of text data used for this process. The effects
of these variations are detailed in Table 2.

4.2 Model configuration
Baselines We compare our CA-ASR model against
several baselines, including those reported in
DSTC11 (Soltau et al., 2022) and the current state-
of-the-art ASR model Whisper (Radford et al.,
2023). Additionally, we present a model that uses
wav2vec2.0 (Baevski et al., 2020) as the encoder
and BART (Lewis et al., 2019) as the decoder.
This model shares the same architecture as the CA-
ASR model, except for removing the context en-
coder and modality fusion. For transcription post-
processing, we normalize common English patterns
(e.g., "I’ve" to "I have"), remove punctuation, and
normalize digits to ensure a fair comparison be-
tween models.
Context-Aware ASR Compared to the baselines,
the CA-ASR model leverages previous user utter-
ances and agent responses as textual input to en-
hance transcription accuracy. To encode this con-
textual information, CA-ASR uses the BART en-
coder as the context encoder. The speech encoder
is wav2vec2.0 with the checkpoint wav2vec2-large-
960h2, and the pretrained BART encoder and de-
coder with the checkpoint bart-large3 are utilized
as the context encoder and the CA-ASR decoder,
respectively. Given that the maximum token length
for BART-large is limited to 1024, we truncate the
context to the last 1024 tokens if necessary.

For modality fusion, the wav2vec2.0 speech en-
coder and the BART context encoder each pro-
duce hidden representations with dimensions of
token×1024. Since the BART decoder requires an
encoder hidden state with a dimension of 1024, we
concatenate these hidden representations along the
1024 dimension. This concatenated representation
is then passed through a linear layer (1024, 1024)
with ReLU activation to create a fused represen-
tation. This fused representation is subsequently
fed into the BART decoder to transcribe the user
utterance.

Total parameter size of our model is 774M, con-
sisting of 315M for the speech encoder, 203M for

2https://huggingface.co/facebook/wav2vec2-large-960h
3https://huggingface.co/facebook/bart-large
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the BART context encoder, 254M for the BART
decoder, and 1M for the linear fusion layer.

4.3 Training configuration
Our training pipeline consists of three sequential
steps: decoder pretraining, ASR fine-tuning with
audio masking, and CNRL. We evaluate the effect
of each step in the subsequent Result & Analysis
section.
Decoder pre-training We initially adopt the BART
encoder-decoder model to pre-train the decoder,
which is subsequently used for ASR fine-tuning.
The optimization is performed using the AdamW
algorithm (Loshchilov and Hutter, 2017) with
(β1, β2) = (0.9, 0.999), learning rate of 5e-5,
weight decay of 1e-5, and a batch size of 32. We
select the best model based on the lowest valida-
tion loss over 10 epochs of training, spanning 50
hours. The encoder functions as the context en-
coder, while the decoder serves as the transformer
decoder in the CA-ASR model. Utilizing Cross-
Entropy loss, we aim to input the dialogue history
with the agent’s response, which is the last turn,
into the encoder and generate the user’s response
as the output from the decoder.
ASR fine-tuning In ASR fine-tuning stage, a
speech encoder (wav2vec2.0) is attached to the pre-
trained BART decoder from decoder pre-training.
We adopt a batch size of 64 and an Adam optimizer
with a learning rate of 2e-5. Across 10 epochs
of training for 20 hours, the model with the low-
est WER on development set at the end of each
epoch was chosen as the best model for the speech
encoder.
Audio masking Motivated by other multi-modal
ASR study (Shi et al., 2022), a small portion of
the speech data is obscured by masking to reduce
the model’s reliance on speech input. Specifically,
10% of speech data are randomly chosen for mask-
ing, and each selected data is masked for 20% of
its total duration. Note that this configuration of
masking probability and duration was empirically
determined to yield optimal results in our exper-
iments, with the proportion of masked data and
masking length varied between 10% to 30% and
10% to 50%, respectively. To implement the mask-
ing process, we segment each audio into discrete
chunks of 1-second duration. These chunks serve
as the minimum unit for the masking, e.g. in an
audio input with a duration of 10 seconds, two
randomly chosen chunks would be masked. Un-
less otherwise specified, all results of the CA-ASR

model include audio masking during training.
CNRL Setup We utilized the noisy context train-
ing set from the 10-folds described in Section 3.3.
The average WER for the noisy context was 6.53%
across the 10 folds. We filtered out transcriptions
with a WER exceeding 20% to prevent interference
with CNRL, resulting in the exclusion of 8.2% of
the noisy context training set. We evaluated the
effect of CNRL noisy context data by modifying
the dialogue turns and introducing arbitrary word
drops. For arbitrary word drop, we remove words
for user utterances from golden context by 10% of
change for each word and iterate it until we match
the WER for each dialogue up to 6.5%, which is
similar to WER with 10-folds. The training data
setups are listed below:

• S1: Arbitrarily remove words from the golden
context (user utterance only) to match an av-
erage WER of 6.5%.

• S2: Using the 10-fold training set, only the
last user utterance contains noisy text.

• S3: Using the 10-fold training set, all user
utterances may contain noisy text.

• S4: Combining S1 with S3. If a user utterance
for each turn does not contain noisy text, ar-
bitrary word drops are applied to increase the
noise.

Unless otherwise specified, subsequent experimen-
tal results with CNRL use the S4 setup. We use
a batch size of 128 and the Adam optimizer with
a learning rate of 5e-4. Training is conducted for
up to 5 epochs, selecting the epoch with the lowest
cosine embedding loss on our development set.

All experiments are conducted using 4 NVIDIA
A6000 GPUs.

5 Result & Analysis

5.1 Context Aware-ASR
Table 1 illustrates the WER across various models
and noise levels. The CA-ASR model significantly
improves performance on our test set, reducing
relative WER by 33.4% compared to the RNN-T
(Soltau et al., 2022) baseline (7.92% vs. 11.90%)
and by 14.2% compared to the wav2vec2.0 with
BART baseline, even without additional methods
like CNRL or decoder pre-training. This highlights
the advantage of using multi-modality with a con-
text encoder for dialogue speech recognition.
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Configurations Audio Noise Level

Model Modality Parameter size No Noise SNR:20dB SNR:0dB

DSTC11 RNN-T (Soltau et al., 2022) Speech 220M 11.90% - -
DSTC11 Whisper (Soltau et al., 2022)* Speech 1550M 8.50% - -
Whisper-large-v2 (Radford et al., 2023)** Speech 1550M 8.10% 8.45% 14.82%

Wav2Vec2.0+BART (baseline) Speech 569M 9.23% 11.89% 18.45%

CA-ASR (Ours) Speech+Text 774M 7.92% 8.23% 15.65%
+CNRL Speech+Text 774M 7.66% 8.10% 15.03%
+Decoder Ptr. Speech+Text 774M 7.39% 7.51% 13.33%
+Decoder Ptr. & CNRL Speech+Text 774M 7.04% 7.24% 12.65%

Table 1: WER comparison of various baselines and CA-ASR settings under different noise conditions. Our proposed
CA-ASR model is evaluated with and without Context Noise Representation Learning (CNRL) and Decoder
Pretraining (Decoder Ptr.) enhancements. * : reported. **: re-evaluated with our post-processing.

Decoder pre-training further enhances the perfor-
mance of the CA-ASR model, significantly reduc-
ing relative WER by 6.7%, especially under severe
noise conditions (SNR:0dB) where the voice is
barely audible. This is expected since the decoder
is initially tuned to the dialogue domain, enabling it
to predict the user’s subsequent probable response
from the context even with incomplete speech in-
put.

The benefits are maximized when CNRL is ap-
plied, resulting in a relative WER reduction of
11.1% in clean conditions and 19.1% in noisy en-
vironments compared to the basic CA-ASR model.
Since CNRL is designed to make the context en-
coder resilient to context errors, it significantly en-
hances the model’s robustness against strong noise.

Under the noisy audio test set (refer to Sec-
tion 4.1), each model’s performance declines as
the noise level increases (SNR:20dB to SNR:0dB).
However, incorporating decoder pre-training and
CNRL significantly mitigates this performance
drop compared to the basic CA-ASR model
(12.65% vs. 15.65%).

While the Whisper model shows robust perfor-
mance under severe noise conditions (SNR:0dB),
our CA-ASR model with CNRL and decoder
pre-training demonstrates even greater robustness
(12.65% vs. 14.82%).

5.2 Decoder Pre-training for Dialogue

Table 2 demonstrates the effectiveness of pre-
training the decoder with varying the number of
turns and pre-training dataset sizes. Note that the
baseline model is the same as in Table 1, consisting
only of a speech encoder (wav2vec2.0) and a BART
decoder. As illustrated, pre-training the decoder on

Model Input Dialogue Decoder Pre-traing WER

baseline - BART(Lewis et al., 2019) 9.23%
baseline - + MultiWoZ 2.1 8.95%
baseline - + SGD 8.88%

CA-ASR single-turn BART 8.14%
CA-ASR single-turn + MultiWoZ 2.1 7.98%
CA-ASR single-turn + SGD 7.64%

CA-ASR multi-turn BART 7.92%
CA-ASR multi-turn + MultiWoZ 2.1 7.45%
CA-ASR multi-turn + SGD 7.39%

Table 2: WER across various accumulated datasets and
a number of turn-takings. Note that CNRL and noise
evaluation are not applied in this result to focus on the
efficacy of decoder pre-training.

the dialogue domain benefits both the speech-only
model (baseline) and the speech-text multimodal
model (CA-ASR). Compared to the best result of
baseline, the inclusion of the context encoder leads
to significant improvements, resulting in a relative
WER reduction of approximately 16.7% at best in
CA-ASR with multi-turn (8.88% vs. 7.39%). This
finding suggests that the efficacy of pre-training
the decoder is maximized when the model incor-
porates information from previous dialogues. Ad-
ditionally, the WER of CA-ASR with multi-turn
improves relatively by up to 6.7% as the dataset
size increases (adding SGD), indicating the utility
of incorporating external datasets as long as they
involve user-agent conversations. Moreover, mod-
els considering multiple turns of dialogue exhibit a
relatively 3.2% better WER compared to those con-
sidering a single turn, as shown in the comparison
of best results (7.64% vs 7.39%). This highlights
the importance of considering a longer context.
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Model (Modality) Audio Masking No Noise SNR:20db SNR:0db

baseline (Speech) No 8.94% 11.20% 18.02%
baseline (Speech) Yes 8.88% 10.58% 17.61%

CA-ASR (Speech + Text) No 7.45% 7.88% 14.28%
CA-ASR (Speech + Text) Yes 7.04% 7.24% 12.65%

Table 3: WER comparison between madality and audio
masking in clean and noisy samples. Each model’s
decoder is pre-trained with Multio-WoZ 2.1 and SGD,
and CNRL is additionally applied to CA-ASR.

5.3 Effect of Audio masking

Since audio masking can serve as data augmenta-
tion, we conducted additional experiments to com-
pare the performance improvement between the
baseline (speech-only) model and the CA-ASR
(multimodal) model. As shown in Table 3, au-
dio masking enhances ASR performance in both
the baseline and CA-ASR models. While the base-
line models exhibit marginal performance improve-
ments of about 0.6% in clean sample evaluations,
CA-ASR benefits from audio masking with a 5.5%
relative WER reduction. The improvement in CA-
ASR becomes more pronounced in noisy environ-
ments as noise levels increase. Although the WER
is highest at SNR:0dB, indicating the strongest
noise, the relative WER reduction is 11.4%, com-
pared to 8.12% at SNR:20dB. These results suggest
that while audio masking is beneficial in both clean
and noisy environments, its effect is maximized
when the model can utilize contextual information.

5.4 Context Noise Representation Learning

To investigate the impact of noise data on CNRL,
we conducted experiments using different types of
noise (S1-S4) as described in the CNRL setup in
Section 4.3. In Table 4, compared to the model
without CNRL, S1 (which arbitrarily removes
words) degraded performance, indicating that us-
ing only artificial noise is not beneficial for CNRL.
S2 and S3, which use real ASR noise from 10-
fold data generation, showed better performance,
with multi-turn noise (S3) outperforming single-
turn noise (S2).

In our evaluation, we found that S4, which
combines S1 with S3, performed the best, with
WERs of 7.04%, 7.24%, and 12.65% for No-
Noise, SNR:20dB, and SNR:0dB conditions, re-
spectively. For comparison, we evaluated our
model with ground truth context during inference
without CNRL, serving as the upper bound of our
experiment. As expected, using ground truth con-
text showed robust results across noise levels, while

CNRL. No Noise SNR:20db SNR:0db
No 7.39% 7.51% 13.33%
S1 7.53% 7.45% 13.45%
S2 7.30% 7.41% 12.94%
S3 7.22% 7.29% 12.83%
S4 7.04% 7.24% 12.65%
Ground Truth Context* 7.01% 7.25% 12.28%
full fine-tune w/ S4 7.24% 7.63% 13.50%

Table 4: CNRL result on different training data settings
(S1, S2, S3 and S4) including evaluation result with
ground truth context (*) and full fine-tuning result.

CNRL with S4 produced similar results with a
small margin. This demonstrates that CNRL en-
ables the context encoder to handle noisy contexts
effectively, generating representations close to the
ground truth.

We also experimented with training the full CA-
ASR model, not just the context encoder, using
S4 with corresponding audio for ASR fine-tuning.
Training the full model showed lower performance
gains than CNRL (7.04% vs. 7.24%) and required
much larger training costs. We believe this is be-
cause training all components with noisy data can
disrupt optimization. CNRL allows us to main-
tain ASR performance against noisy contexts while
keeping training efficient.

6 Conclusion

This study introduced Context Noise Representa-
tion Learning (CNRL) to improve context-aware
ASR systems, especially in noisy environments.
By integrating decoder pre-training with dialogue
data, ASR fine-tuning, and CNRL, we signifi-
cantly reduced transcription errors. Our training
pipeline demonstrated significant improvements in
dialogue speech recognition, even in noisy envi-
ronments where speech input is defective. Exper-
iments showed CNRL’s efficacy, reducing Word
Error Rate (WER) by up to 11.1% in clean con-
ditions and 19.1% in noisy settings. By making
the model more robust against noisy context, our
approach consistently outperformed baselines in
various settings.
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Limitations

Due to the scarcity of spoken turn-based dialogue
datasets, we could only validate our method on a
single dataset DSTC11. However validating on the
various test datasets would improve its credibility
if applicable.

Our primary goal is to enhance ASR perfor-
mance. However, these enhancements could be
even more valuable for downstream Dialogue State
Tracking (DST) tasks. Future work could explore
optimizing ASR specifically for DST applications
to further increase the impact and value of our con-
tributions.
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Abstract

A common approach for sequence tagging
tasks based on contextual word representations
is to train a machine learning classifier directly
on these embedding vectors. This approach
has two shortcomings. First, such methods con-
sider single input sequences in isolation and are
unable to put an individual embedding vector
in relation to vectors outside the current local
context of use. Second, the high performance
of these models relies on fine-tuning the embed-
ding model in conjunction with the classifier,
which may not always be feasible due to the
size or inaccessibility of the underlying feature-
generation model.
It is thus desirable, given a collection of embed-
ding vectors of a corpus, i.e. a datastore, to find
features of each vector that describe its relation
to other, similar vectors in the datastore. With
this in mind, we introduce complexity measures
of the local topology of the latent space of a
contextual language model with respect to a
given datastore.
The effectiveness of our features is demon-
strated through their application to dialogue
term extraction. Our work continues a line of
research that explores the manifold hypothesis
for word embeddings, demonstrating that lo-
cal structure in the space carved out by word
embeddings can be exploited to infer semantic
properties.

1 Introduction

The prevailing approach to sequence tagging tasks
such as named entity recognition or dialogue term
extraction involves a two-step process: start with
a general contextual vector representation for text
sequences, for instance the embedding vectors cre-
ated by a pretrained language model, then train a
separate tagging model on top of the vector repre-
sentations (Lample et al., 2016; Ramshaw and Mar-
cus, 1995). Optionally, assuming differentiability
of the model and target function, one can fine-tune

the representation model such that its embeddings
are more suitable for the tagging task (Panchen-
drarajan and Amaresan, 2018). While highly effec-
tive, the representations may be expensive to com-
pute, and fine-tuning a language model is not al-
ways feasible, for instance if the underlying model
is hidden behind an application programming inter-
face (API). Thus, it is desirable to develop tagging
methods which achieve the best performance on the
given representations. In fact, the performance of
prompting-based approaches with large language
models (LLMs) on named entity recognition tasks
has lagged behind that of supervised sequence tag-
ging approaches (Wang et al., 2023). Additionally,
this leads to problems such as hallucinations and
potential dataset contamination, which prevent a
fair evaluation.

A more fundamental limitation of the prevailing
paradigm is that the relation of a single input se-
quence to other sequences in the dataset cannot be
taken into account. Both the representation module
and the tagging module commonly have a limited
maximum context length. They cannot process
the entire dataset at once, but rather need to be
provided with single sentences or paragraphs at a
time. The limited context can lead to suboptimal
performance (Amalvy et al., 2023). For example,
consider named entity recognition for an isolated
sentence such as Prince was prominently featured
at the event. The word Prince is ambiguous. In a
corpus containing news articles, Prince or Prince
Harry likely appear in many articles related to the
British royal family. In a different corpus, the term
Curry Prince might appear frequently in the con-
text of restaurant reviews. So only with regard to
the entire corpus under consideration, an informed
choice on how to tag Prince in the example sen-
tence could be made.

In this work, we show that the relation between
the representation of a single token and its contain-
ing corpus can be captured by studying the latent
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space – the collection of the language model’s hid-
den states – surrounding the corresponding embed-
ding vector. The geometry of these hidden states
is known to capture both syntactic and semantic
properties of the underlying text. For instance, Co-
enen et al. (2019) find that distances between the
contextual vectors of bidirectional encoder repre-
sentations from transformers (BERT) (Devlin et al.,
2019) correspond to parse tree embeddings based
on the grammatical structure of the input phrases.
Here, we study neighborhoods of embedding vec-
tors from a topological viewpoint, and introduce
descriptors of the shapes of these neighborhoods
that are stable under symmetries such as permuta-
tions, translations, and rotations. In particular, we
define descriptors based on persistent homology, a
well-established tool of topological data analysis
(Carlsson and Vejdemo-Johansson, 2021).

1.1 Contribution
Consider the latent space of a language model in
the neighborhood of a given contextual embedding
vector. For instance, the neighborhood of an em-
bedding of the word cheap in the context I am
looking for options for cheap dinner contains other
occurrences of the word cheap in different contexts,
but also different words expressing a similar mean-
ing (inexpensive, good-value) and words connected
to the center word, such as restaurant. In this work,
we show that:

(a) this neighborhood contains information that is
not present in the language model next-token
prediction distribution, and that cannot be ‘dis-
tilled’ into the language model via naive fine-
tuning,

(b) this additional information can be used to im-
prove the performance of sequence tagging
tasks, and

(c) this information can be efficiently summa-
rized using low-dimensional topological fea-
ture descriptors.

Our topological descriptors are codensity at mul-
tiple scales (Carlsson et al., 2008; Carlsson, 2014),
topological singularity measures based on Wasser-
stein norms (Cohen-Steiner et al., 2010), and vec-
torized persistence modules. Towards (a), we
show that several of our one-dimensional numer-
ical measures show minimal correlation with lan-
guage model perplexity, indicating that they con-
tain independent information. Towards (b) and

(c), we empirically demonstrate improvements on
the natural language processing task of variants
of term extraction. In each case, we build the la-
tent space through a masked language model from
a dialogue corpus. As a baseline, we employ a
tagging model trained directly on the original lan-
guage model vectors, and compare with models
that take as input a combination of the language
model vectors with our topological descriptors of
the neighborhood within the latent space of a con-
textual language model. Furthermore, we compare
with models trained on features from Vukovic et al.
(2022), which are based on neighborhoods in a
static word embedding space. We show that uti-
lizing the contextually augmented vectors yields
statistically significant improvements.

Observation (a) is not completely new. For ex-
ample, it is present in the idea of k-nearest neigh-
bor language models (Khandelwal et al., 2020;
Xu et al., 2023), where the current hidden state
is augmented by the nearest neighbors from a data-
store. Our low-dimensional descriptors, on the
other hand, have not been deployed before, and
our experiments for (b) provide the first application
of contextual topological features to token level
sequence tagging tasks. Note with reference to
point (c) that summarizing a collection of vectors
in a permutation-invariant way is a challenging
problem in representation learning (Zaheer et al.,
2017), which we tackle in this work via tools from
persistent homology.

Our work is complementary to other recent appli-
cations of topological methods to the study of con-
textual embedding spaces. Tulchinskii et al. (2023)
demonstrate that the topology of a point cloud de-
rived from a text paragraph can be utilized in a
sequence classification task, namely to differenti-
ate human-written from artificially generated para-
graphs. Their approach takes into account solely
the given paragraph’s embedding vectors, and does
not explore how these reside within the larger la-
tent space. Another approach involves constructing
filtered graphs from the attention scores in a trans-
former model, followed by sequence-level classifi-
cation based on persistent homology (Kushnareva
et al., 2021; Perez and Reinauer, 2022). However,
this approach only applies to supervised sequence
classification tasks, and does not yield local fea-
tures required for tagging. In a more qualitative
direction, Valeriani et al. (2023) investigate the in-
trinsic dimension of the latent space through the
different layers of a transformer, and Ethayarajh
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(2019) and Cai et al. (2021) identify isolated clus-
ters and low dimensional manifolds in the latent
spaces of various language models. However, they
do not apply their quantitative local analysis to a
practical task.

2 Background and Methods

2.1 Latent Spaces of Contextual Language
Models

We consider the encoder part of a contextual lan-
guage model, which can be thought of as a map

e : (Rd)×N → (Rh)×N .

Here, d is the dimension of the input layer, h is the
hidden dimension (h≪ d), and N is the maximum
sequence length, after which sequences will be trun-
cated. This maximum length is usually fixed and
finite. The input of the encoder is a sequence of vec-
tors X ∈ (Rd)×N representing a tokenized context.
Tokenization describes the process in which an in-
put string is decomposed into a sequence of vectors.
In our setting, tokenization can be thought of as a
lookup layer converting short text segments to vec-
tors (together with position information). Typically,
longer words are split into several token vectors in
this process.

The output of the encoder is a sequence of so-
called hidden states. Commonly, these hidden
states are inputs to the “prediction head” of the
language model, which produces a probability dis-
tribution over the token space for the corresponding
token location.

We think of a language corpus C as a collec-
tion of tokenized portions of text. From the point
of view of a language model, each instance i of a
particular token appears in a specific context X(i).
These contexts are filled with padding tokens so
that they always have length N , permitting con-
struction of the embedding sets e(X(i)).

Definition 2.1 Given an encoder e derived from
a pretrained language model, the ambient corpus
datastore with respect to a corpus C is the multi-
set1/point cloud of all the embeddings e(X(i)) of
all instances i of all tokens in C.

Note that we cannot explore the entire latent
space of the language model, but only the subspace
“carved out” by the datastore under consideration,

1We write multi-set to allow for repetitions/multiplicities.
This is relevant in our setting, because strings might appear
multiple times in the corpus.

as in Definition 2.1. In other words, by selecting
the task-dependent ambient corpus for sampling
the language model hidden states, we are making
a choice of how we explore the hidden state space.
This choice of ambient corpus may have a big im-
pact on the derived features.

2.2 Local Topological Measures
All our topological measures are based on neigh-
borhoods of a given contextual embedding vector
v with respect to a collection of contextual em-
bedding vectors coming from an ambient corpus
datastore. Given an integer n ≥ 1, we define the
neighborhood Nn(v) as the multi-set consisting
of v and its (n − 1) nearest neighbors. To avoid
adding another copy of the query center vector v
when building the neighborhood from the datastore,
we first check for similarity to existing vectors in
the datastore with a Euclidean distance threshold
of 10−4, and take a possible match as center vec-
tor if applicable. For a schematic illustration of
the neighborhood extraction process and the fea-
ture computation, see Figure 1. We consider the
following local features:

Persistence Images For a positive integer d, per-
sistent homology of degree d associates with
a point cloud a multi-set that encodes “d-
dimensional topological features” of the cloud.
We refer to Edelsbrunner and Harer (2010) or
Otter et al. (2017) for introductions. Various
vectorizations of this multi-set have been de-
veloped for subsequent use in machine learn-
ing. Persistence images are introduced in
Adams et al. (2017) as a refined, higher-
dimensional vectorization of persistent homol-
ogy. We define PId(v) ∈ R100 as a persistent
image vector of the degree d persistent ho-
mology of Nn(v), scaled by a factor of 1

n·100 .
The parameter n is not included in this no-
tation, as it will be fixed to 128 throughout
all experiments. For detailed definitions, see
Appendix A.1. The factor 1

n·100 appearing in
our definition of the persistence image is not
important at this point. It is included to avoid
instabilities in the training of the BIO-tagger
discussed in Section 3, which may otherwise
arise from the vastly different scales of the
coordinates of the language model embedding
vectors and these additional coordinates.

Wasserstein Measure A simple one-dimensional
vectorization is the Wasserstein norm. We
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Topological Feature Extraction

AmericanTake me to the Au try Museum of the West

Contextual
vectors in corpus
Latent Space in

here 

Persistent homology

Persistence ImageEmbeddingPI
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EncodingPIEncodingLMEEEEEEEE

BIO-Tagger
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Figure 1: Schematic illustration of the local topological feature extraction and of our topological deep learning
pipeline: The blue box illustrates the extraction of neighborhoods Nn(v) in the contextualized embedding space,
followed by the computation of each neighborhood’s topological features, resulting in a contextualized persistence
image vector. Note the color coding of the different occurrences of the token ’the’; contextuality leads to different
language model embedding vectors and persistence images depending on whether it is part of the term ’Autry
Museum of the American West’ or used as a non-content word. For each token, the language model embedding
(Emb) and persistence image vectors (PI) are encoded (E), combined (

∑
), and then serve as input to our BIO-tagging

transformer (green), which is trained on the token-level term labels (B-TERM (begin), I-TERM (inside), O (outside)).

define Wd
n(v) ∈ R as the Wasserstein norm

of the degree d persistent homology ofNn(v).

Codensity We define the n-th codensity
codenn(v) ∈ R as the radius of Nn+1(v).
Higher codensity corresponds to regions
where the vectors are farther spread apart.

There are several reasons why we fix the car-
dinality n of the neighborhoods rather than, say,
their radius. Firstly, fixing the cardinality takes
into account sample density of the ambient cor-
pus from the latent space of the language model.
If we took a fixed radius, sparse regions of the
ambient corpus space would be underrepresented.
Secondly, some of the topological features we con-
sider are more readily comparable when computed
on fixed cardinalities. Indeed, a reasonable com-
parison of Wasserstein norms of neighborhoods
of different cardinalities seems difficult, and our
multiscale definition of (co)density could also not

easily be emulated for neighborhoods of fixed ra-
dius. Finally, computational complexity limits the
feasibility of approaches that allow for unlimited
cardinalities of neighborhoods. For instance, in
Von Rohrscheidt and Rieck (2023), where neigh-
borhoods of fixed radii are employed, an additional
sampling step is necessary. More on this is dis-
cussed in Appendix A.1.

3 Application of Local Topology
Measures to Token Level Tagging Task

We perform a correlation analysis of local features
and conduct a case study to explore the efficacy
of local topology measures. Specifically, we apply
our proposed topological feature augmentations to
the task of dialogue term extraction.

3.1 Set-Up
Data For the term extraction case study, we re-
sort to the MultiWOZ2.1 (Budzianowski et al.,
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2018; Eric et al., 2020) and schema-guided dia-
logue (SGD) (Rastogi et al., 2020) task-oriented di-
alogue datasets. Here, the ambient reference corpus
C is built solely from the language model hidden
states for the training corpus of MultiWOZ2.1, so
that the local measurements are comparable across
both datasets.

BIO-Tagging For the sequence tagging tasks, we
employ a beginning (B), inside (I), outside (O) la-
beling schema, as in Qiu et al. (2022). To keep
the comparison between our different models fair
and to obtain statements about the quality of the
underlying features, we choose the architectures so
that the trainable BIO-tagging components have a
similar number of adjustable parameters. In this
way, we can safely attribute any increase in perfor-
mance to our topological augmentation of the input
features rather than a stronger tagging component.

In all cases, the BIO-tagging transformer fol-
lows the RoBERTa architecture (Liu et al., 2019)
and uses 8 attention heads, 2 hidden layers, and
512 maximum position embeddings. The language
model vectors and augmenting feature vectors are
fed into the BIO-tagging component through sepa-
rate two-layer fully connected encoding networks
with subsequent individual layer normalization,
whose purpose is down- or up-scaling the feature di-
mension (768 for the language model vectors, 100
for persistence images) to the hidden size (512) of
the tagging transformer. For a schematic of our
BIO-tagging setup, see Figure 1.

Features For creating the language model em-
beddings, we use the second to last hidden states
(at layer 11) of the pretrained RoBERTa base model
(Liu et al., 2019), which returns 768-dimensional
vectors, with L2-normalization. Note that on unit
vectors, the cosine distance is proportional to the
square of the Euclidean distances, thus for the rela-
tive order in which the nearest neighbors occur, it
does not matter whether we search with respect to
the cosine or the Euclidean distance.

We decide on the second-to-last hidden state of
the language model, as opposed to another inter-
mediate layer, for two reasons: Cai et al. (2021)
show that the local intrinsic dimension tends to in-
crease with the depths in the transformer, thus the
resulting neighborhoods should be more expressive.
Moreover, Peters et al. (2018) and Tenney et al.
(2019) find that deeper layers in language models
tend to capture more of the semantic properties,
while earlier layers tend to capture the syntax. For

feature based learning, Devlin et al. (2019) report
that among single-layer features, the second-to-last
layer leads to the highest performance. Note that
our setup is not specific to the RoBERTa model or
tokenizer. Our contextualized topological features
can be computed for any (masked or causal) embed-
ding model, extraction layer, datastore produced by
the model, and query dataset.

As a baseline in our term extraction experiments,
we use the language model hidden state vectors
described in Section 3 as input for the BIO-tagging
model. We test these against augmentation of the
hidden states with our local persistence image de-
scriptors introduced in Section 2.2.

3.2 Correlation Analysis of Local Features
We begin by collecting statistical observations on
the correlation between the different local topolog-
ical feature types, as well as their correlation with
pseudo-perplexity, on the example of the Multi-
WOZ2.1 and SGD datasets. The perplexity of a
causal language model is a model intrinsic mea-
surement of the surprise of seeing the next token,
defined as the exponentiation of the cross-entropy
between the model prediction and the corpus data.
While causal perplexity is not available here, in
our the masked language model setting, we apply
a pseudo-likelihood score by masking tokens one
by one, and computing the prediction loss of the
masked out token following Salazar et al. (2020).

In addition to the non fine-tuned version of the
language model, here we also include the perplexity
of the fine-tuned version for comparison, which
uses the MultiWOZ2.1 training portion (fine-tuning
for 5 epochs, 0.15 masking proportion, selecting
the best model on MultiWOZ2.1 validation loss).
All local features are based a non fine-tuned version
of the language model.

Note that we cannot directly compute correla-
tions between the vector-valued persistence images
and the perplexity measures. For this reason, we
are relying on selected codensities codenn(v) with
values n ∈ [1; 127; 511] and Wasserstein norms as
numerical proxy estimates of the neighborhoods’
topological complexity. Our term extraction mod-
els will take only the persistence images as input, as
they provide the most powerful and comprehensive
representation of the local topology. The neural
network feature extraction model can learn directly
from the persistence images to estimate complex-
ity measures approximating the Wasserstein norms,
which avoids manual feature engineering.
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Figure 2: Kendall’s rank correlation coefficients be-
tween various local estimates and language model (LM)
perplexity for the SGD test dataset. FT stands for LM
fine-tuned on the MultiWOZ2.1 training split. All cor-
relations have p < 10−6.

The results of Kendall’s rank correlation are
given in Figure 2. The Wasserstein measures are
strongly positively correlated with the codensities.
More importantly, the codensities and Wasserstein
norms are only weakly correlated with the perplex-
ity, indicating that these topological measures (and
thus persistence images) capture information that
is not present in the language model masked-token
prediction distribution, and that cannot be ‘distilled’
into the language model via naive fine-tuning.

3.3 Case Study: Term Extraction in
Task-Oriented Dialogue Data

3.3.1 Task Definition
We approach dialogue term extraction as a transfer
learning problem. Here, MultiWOZ2.1 serves as
our source dataset used for training a term extrac-
tor. The trained model is then applied to the SGD
dataset, necessitating sufficient transfer learning ca-
pabilities to properly handle the distributional shift
in the data. We label all phrases in all utterances
that match an entry in the respective dataset’s on-
tology, i.e., that match a value in a non-categorical
slot of the current turn’s dialogue state or a value
in the current turn’s dialogue act. The dataset on-
tology entities are normalized and matched to the
occurrences in the respective utterances by apply-
ing the TripPy-R label map (Heck et al., 2022) and
the SGD canonical value mapping. The ontology
comprises names of entities, their domains, prop-
erties (slots), and values of these slots. We refer to
these labelled phrases as dialogue terms.

These tagged spans for the dialogue datasets are
encoded for the BIO-tagger, resulting in the three

labels: O (outside), B-TERM, I-TERM (begin and
inside a term). Since our BIO-tagging model oper-
ates on the token-level of the underlying language
model, we re-align the tags with the tokenization
using the IOB2 schema: for a word with B-tag, the
first subtoken is tagged with B, its remaining subto-
kens with I. For a word with I-tag, all its subtokens
are tagged with I; and analogously for the O-tag.

While we employ token-level cross-entropy loss
as the differentiable target function in the model
training, the objective of term extraction within
the context of this work is to retrieve each unique
target dialogue term at least once. That is, we
do not require the tagger to find all occurrences:
We normalize the predicted phrases and ground
truth by lower-casing, and deduplicate the resulting
collections. A term is considered a true positive if
it is identical to exactly one ground truth term. If a
term cannot be assigned to any ground truth term,
e.g., comprises several ground truth terms or is an
incomplete substring of a ground truth term, it is
considered a false positive. The left-over ground
truth terms without a matched prediction are the
false negatives. We call the resulting prediction,
recall and F1-scores the phrasal results.

We train the BIO-tagger for 10 epochs, using the
AdamW optimizer (Loshchilov and Hutter, 2019)
with learning rate 5 ·10−5, linear warm-up for 10%
of training steps and batch size of 48. The model
predictions on the held-out MultiWOZ2.1 valida-
tion set are evaluated every 100 batches for the
first 3 000 global steps, and the model checkpoint
with the best phrasal results on the validation set is
selected as the final model.

Our goal is to show that injecting our local
topological features into the model yields statis-
tically significant improvements over the original
language model embeddings. We run statistical
tests over multiple different random seeds for ini-
tialization and check for significant changes in eval-
uation scores on the transfer set, which we take as
the full collection of 463 284 utterances from the
SGD dataset comprising 20 domains.

Training Data In the full data setting, we train on
all 113 556 utterances of the MultiWOZ2.1 training
split, the results are included in Table 1.

To demonstrate that the contextual topological
features are useful in settings with reduced data
and might help in mitigating overfitting, we create
a variation of the transfer task by restricting train-
ing to subsets of the MultiWOZ2.1 dataset. This is
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a more realistic transfer setting, since a good model
checkpoint needs to demonstrate that it can gener-
alize to the unseen left-out domain which it encoun-
ters in the MultiWOZ2.1 validation split for the first
time. Given one of the five major domains D ∈
[attraction; hotel; restaurant; taxi; train] in the train-
ing split, we exclude those utterances contained in
dialogues from D in the tagger training, which
leaves [71 768; 59 222; 58 156; 86 568; 66 736] ut-
terances respectively. Model selection is performed
based on phrasal F1-score on the 14 748 validation
utterances, which span over all five domains. We re-
port results of this cross-validation setup by macro
averaging the phrasal scores on the SGD dataset
over 10 seeds for each of the five left out data folds
in Table 2.

Static Topological Features Baseline We eval-
uate term extraction performance on the level of
phrase predictions. The phrase-level evaluation al-
lows a comparison with Vukovic et al. (2022), who
present a method that employs static topological
descriptors in sequence tagging tasks. The main
differences to our approach with contextual topo-
logical features are as follows:

• Our local persistent homology descriptors are
defined on token level with respect to the to-
kenization of the language model. This is
essential for combining our new features with
the language model embeddings to create fu-
sion models which can provide predictions on
token-level. The static topological features of
Vukovic et al. (2022) operate on word level,
and they only gained contextuality in the BIO-
tagging component of the model. Note that
in this and our work, the context of an input
sequence is a single dialogue utterance.

• Vukovic et al. (2022)’s features were based
on neighborhoods in an ambient static word
space composed of the 100 000 most common
words in the English language. Thus, their
method depends both on having a word-level
separation of the input data, and on a given
dictionary. Our contextualized features on
the other hand can be defined without any
additional external data.

For a comparison between static and contex-
tual features, we align the static topological fea-
tures with the roberta-base tokenization in our
BIO-tagging setup, and train BIO-taggers with the

Input features Precision ↑ Recall ↑ F1 ↑
LM roberta-base 48.89 56.61 52.39

LM roberta-base
⊕static PI0

49.33 58.82 53.62

LM roberta-base
⊕contextual PI0 50.26⋆ 58.44 53.97⋆

Table 1: Phrasal-level performance comparison for
term extractors trained on the MultiWOZ2.1 training
split and evaluated on the full SGD dataset. Results are
averages over 15 seeds. ⋆ indicates statistically signifi-
cant differences (one-sided independent t-test) w.r.t. the
baseline LM roberta-base with p < 0.05.

Input features Precision ↑ Recall ↑ F1 ↑
LM roberta-base 47.97 56.07 51.67

LM roberta-base
⊕static PI0

47.92 56.85 51.94

LM roberta-base
⊕contextual PI0 48.92⋆LM

⋆stat 56.23 52.24

Table 2: Cross-validated phrasal-level performance
on SGD for term extractors trained on Multi-
WOZ2.1 training split without selected domain in
[attraction; hotel; restaurant; taxi; train] averaged over
10 seeds for each of the five folds. ⋆ indicates statis-
tically significant difference with p < 0.05, w.r.t. the
baseline LM roberta-base (LM) and augmentation
with static persistence images (stat).

same architecture and data as in the contextual
topological feature setting. To that end, the first
constituent subtoken of each word is augmented
with the word’s corresponding 100-dimensional
H0-persistence image feature vector of Vukovic
et al. (2022).

3.3.2 Results
Quantitative Analysis Table 1 lists the term ex-
traction performance for the pure language model
baseline, our proposed method of augmenting with
contextual topological features, and the alternative
approach by augmenting with the static topological
features from Vukovic et al. (2022). The main ob-
jective of said work was the maximization of recall,
and to that end they proposed separate language
model and topological feature taggers, with a sub-
sequent union of predictions. In contrast, we show
that our unified model augmented with contextual
topological features can increase precision, recall,
and F1 over the language model baseline.

Table 2 presents averaged results for the models
trained on a reduced dataset constructed by omit-
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Ground Truth Terms LM roberta-base
(our baseline)

LM roberta-base
⊕static PI0

LM roberta-base
⊕contextual PI0

“cafe jolie” “cafe jolie” “cafe jolie” “cafe jolie”

“angelina jolie” – “angelina jolie” “angelina jolie”

“yellow chilli”
“the yellow chilli by chef sanjeev kapoor”

“yellow chilli”
“the yellow chilli”

“the yellow chilli by”
“sanjeev kapoor”

“yellow chilli”
“the yellow chilli”

“the yellow chilli by chef”
“sanjeev kapoor”

“yellow chilli”
“the yellow chilli”

“the yellow chilli by chef sanjeev kapoor”

“water seed”
“water seed concert”

“water seed”
“the water seed”

“water seed event”
“water seed” “water seed”

“water seed concert”

“be alright” – “alright”
“be alright” “alright economy”

Table 3: Representative examples of predictions where the baseline model fails to retrieve the correct term, while a
local topology feature augmented model succeeds. We indicate true positives and false positives by color.

ting a given domain in the MultiWOZ2.1 training
set. Here, on average, the augmentation with the
contextual persistence images is again better than
the language model vector baseline.

Qualitative Analysis To obtain explicit exam-
ples, we select a model checkpoint for each feature
type after 1 100 global steps, and inspect the differ-
ences between predicted normalized phrase sets. In
Table 3 we see examples where the topologically
augmented model succeeds in finding complete
multi-word terms, whereas the baseline model cuts
off before the end of a term or misses proper names
that should follow a preposition. Such informa-
tion is highly dependent on the context of a term,
and the contextual topological model is able to find
long terms more consistently. All models identify
the restaurant name “Cafe Jolie” correctly, but only
the topological models recognize the actress “An-
gelina Jolie”. Similarly, the song title “Be alright”
containing the frequent word “alright” is not rec-
ognized by the language model alone, but can be
detected by a topological model.

3.4 Relation to the Manifold Hypothesis

At first glance, our results may appear to be at
odds with the manifold hypothesis, a common as-
sumption underlying many representation learning
paradigms. While this hypothesis has been ques-
tioned for static word embeddings (Jakubowski
et al., 2020), it remains uncontested for contextual
embeddings. It posits that the latent space of a
trained machine learning model is clustered around
a disjoint union of lower-dimensional manifolds
(Bengio et al., 2013; Brown et al., 2023). This im-
plies that, from a purely topological perspective,
the local structure of the latent space is constant,

at least along connected components – every point
should have a neighborhood topologically identi-
cal to an open ball in some Euclidean space. How
then is it possible that we can extract meaningful
information from variations of the local topology?

There are at least two answers to this. First, all
our measures depend on the way data is sampled.
There is no reason to assume that the embeddings
drawn from a given corpus provide a uniform sam-
ple of the latent space. On the contrary, the dis-
tribution of these samples will depend heavily on
the corpus. And within a given corpus, we might
expect the neighborhoods of latent vectors of con-
tent words to be “more spread-out” and of higher
dimension than those of non-content words, since
there are more plausible possibilities for filling in
content words in a text than for non-content words.
Second, our measures are based on persistent ho-
mology, which is known to detect not only topolog-
ical properties but also differentiable structure such
as curvature (Bubenik et al., 2020). Thus, even on
a uniformly sampled manifold, these measures are
expected to vary.

3.5 Computational Complexity

In this section, we address the computational over-
head coming from our proposed method of aug-
menting a sequence tagger with contextual topo-
logical information of a given corpus. The one-off
computational costs for the datastore, in our study
derived from the MultiWOZ2.1 training dataset,
and the query datasets (MultiWOZ2.1 training &
validation dataset, and SGD dataset) involve a sin-
gle embedding model forward pass for each input
sequence.

For each query dataset relative to the datas-
tore, assuming a constant and small neighborhood
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size n, the asymptotic complexity of the neigh-
borhood search depends on the tokenized cardi-
nality of the query dataset |Q|, the tokenized car-
dinality of the datastore |C|, and the embedding
dimension d. The runtime complexity using the
exact search implementation from (Johnson et al.,
2021) is O(|Q||C|d), and the storage complexity
for neighborhood indices is O(|Q|n).

The persistent homology computation in dimen-
sion 0 for each query vector depends on the neigh-
borhood size n as well. For degree 0, the number
of simplices in the Vietoris-Rips complex can be
upper-bounded by n2. Thus, the persistence di-
agram for each neighborhood can be computed
in O(n2ω), where ω < 2.4 is the matrix mul-
tiplication exponent (Milosavljević et al., 2011).
There are at most n generators in the 0-dimensional
persistence diagrams, so the computation of the
Wasserstein norms can be achieved in O(n3) (La-
combe et al., 2018). Empirically, the computation
of the persistence images is observed to be very
quick compared to the computation of the persis-
tence diagrams.

Once computed and cached, these topological
features can be reused for different training objec-
tives on the given query dataset. The only overhead
in transitioning from the baseline tagger (approxi-
mately 35.65 million parameters) to the tagger with
input LM roberta-base⊕contextual PI0 involves
a few additional parameters (roughly 60 000) for
the encoding module of the 100-dimensional con-
textual persistence image. Consequently, once the
topological features have been cached, the training
and inference of the topologically augmented BIO-
tagger are only negligibly slower than the baseline
BIO-tagger. Appendix A.1 discusses the software
packages used in the implementation and how we
handle caching of the precomputed neighborhoods
and resulting contextual topological features.

4 Conclusion

In this work, we introduce a topological deep learn-
ing approach to enrich feature learning-based se-
quence tagging methods with contextual topolog-
ical data. Our methods do not depend on access
to the underlying feature creation method, nor on
external knowledge bases. Once these local topo-
logical descriptors are computed, they offer the po-
tential for reuse across different tasks, thereby mit-
igating the initial computational investment. One
limitation lies in our method still requiring labels

on the seed dataset. Though our results in the case
study hint at a correlation between dialogue terms
and higher Wasserstein norms, we have yet to es-
tablish a clear-cut purely feature based criterion for
distinguishing terms from non-terms in dialogue
data.

Looking ahead, we conjecture that the utility of
our approach extends beyond the term extraction
task investigated in this study. Given its generic
design and challenge, it is plausible that it is ap-
plicable to other language models and modalities.
Although our empirical evaluations have been con-
fined to masked language models, the difficulty of
the term extraction task provides optimism that our
method could be advantageous in other scenarios
where understanding the relation between individ-
ual data points and a datastore is critical.

Reproducibility Statement The MultiWOZ2.1
and SGD datasets are publicly available through the
ConvLab-3 unified data format (Zhu et al., 2023),
and we release our preprocessing, local topological
feature computation and tagging model training
code.2

5 Limitations

The experiments have been confined to a small
masked language model (RoBERTa base model).
Our proposed method can be applied to embedding
spaces derived from causal LLMs (BehnamGhader
et al., 2024), but current state-of-the-art models
typically produce latent spaces with significantly
larger embedding dimension. This has great influ-
ence on the computational complexity required to
generate the contextual topological features. While
our BIO-tagger can be trained on a single V100
GPU with 16 GB of VRAM in 2 hours, one should
note that for efficiently precomputing the nearest
neighbors in the contextual topological feature ex-
traction, the embedded datastore needs to fit into
the graphic card memory. This one-off neighbor-
hood computation is not an issue for the Multi-
WOZ2.1 training set datastore, but might limit ap-
plications to larger corpus sizes. One possible rem-
edy could be given by applying embedding space
dimension reduction techniques such as (Kusupati
et al., 2024) to the datastore before computing our
topological features.

2https://gitlab.cs.uni-duesseldorf.de/general/
dsml/tda4contextualembeddings-public

352



Acknowledgments
BMR and RV are supported by funds from the
European Research Council (ERC) provided un-
der the Horizon 2020 research and innovation pro-
gramme (Grant agreement No. STG2018 804636)
as part of the DYMO project. CVN and HL are
supported by the Ministry of Culture and Science
of North Rhine-Westphalia within the framework
of the Lamarr Fellow Network. MH and SF are
supported by funding provided by the Alexander
von Humboldt Foundation in the framework of the
Sofja Kovalevskaja Award endowed by the Federal
Ministry of Education and Research. Computa-
tional infrastructure and support were provided by
Google Cloud. We want to thank the anonymous
reviewers whose comments improved the quality
of our paper.

References
Henry Adams, Tegan Emerson, Michael Kirby, Rachel

Neville, Chris Peterson, Patrick Shipman, Sofya Che-
pushtanova, Eric Hanson, Francis Motta, and Lori
Ziegelmeier. 2017. Persistence Images: A Stable
Vector Representation of Persistent Homology. Jour-
nal of Machine Learning Research, 18(8):1–35.

Arthur Amalvy, Vincent Labatut, and Richard Dufour.
2023. The Role of Global and Local Context in
Named Entity Recognition. In Proceedings of the
61st Annual Meeting of the Association for Compu-
tational Linguistics (Volume 2: Short Papers), pages
714–722, Toronto, Canada. Association for Compu-
tational Linguistics.

Ulrich Bauer. 2021. Ripser: efficient computation of
Vietoris-Rips persistence barcodes. J. Appl. Comput.
Topol., 5(3):391–423.

Parishad BehnamGhader, Vaibhav Adlakha, Marius
Mosbach, Dzmitry Bahdanau, Nicolas Chapados, and
Siva Reddy. 2024. LLM2Vec: Large Language Mod-
els Are Secretly Powerful Text Encoders. Preprint,
arXiv:2404.05961.

Yoshua Bengio, Aaron Courville, and Pascal Vincent.
2013. Representation Learning: A Review and New
Perspectives. IEEE Trans. Pattern Anal. Mach. In-
tell., 35(8):1798–1828.

Bradley CA Brown, Anthony L. Caterini, Bren-
dan Leigh Ross, Jesse C Cresswell, and Gabriel
Loaiza-Ganem. 2023. Verifying the Union of Man-
ifolds Hypothesis for Image Data. In The Eleventh
International Conference on Learning Representa-
tions.

Peter Bubenik, Michael Hull, Dhruv Patel, and Ben-
jamin Whittle. 2020. Persistent homology detects
curvature. Inverse Problems, 36(2):025008, 23.

Paweł Budzianowski, Tsung-Hsien Wen, Bo-Hsiang
Tseng, Iñigo Casanueva, Stefan Ultes, Osman Ra-
madan, and Milica Gašić. 2018. MultiWOZ - A
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A Appendix

A.1 Implementation Details

In our term extraction applications, the ambient
vector datastore comprises a collection of vectors
with cardinality in the millions, making the com-
putation of neighborhoods a major computational
bottleneck. To alleviate this issue, we employ the
Facebook AI Similarity Search (faiss) module
(Johnson et al., 2021) to precompute neighborhood
indices using GPU acceleration. These indices can
be reused in subsequent computations of our lo-
cal measurements at varying scales. We obtain the
neighborhood indices and distances for 1 024 neigh-
bors using the faiss.IndexFlatL2 build from
the MultiWOZ2.1 training datastore. This neigh-
borhood cache allows extraction of the codensity
measurements and the vectors required to subse-
quently compute persistence images for neighbor-
hood size n = 128. Loading the 2 739 744 many
768-dimensional vectors from the roberta-base
MultiWOZ2.1 training datastore into the faiss in-
dex requires approximately 8 GB of GPU memory.

The faiss library does not currently offer GPU
support for range-based nearest neighbor search.
This makes it infeasible to compute range-based
neighborhoods at the scale of our dataset for the
methods described in Von Rohrscheidt and Rieck
(2023). This limitation is especially critical be-
cause our BIO-tagger requires topological features
for each input token in each context.

Another computational challenge lies in the local
persistent homology computations, which become
a bottleneck when the goal is training a BIO-tagger
based on the resulting features. To address this,
we precompute and store the topological features
and their vectorizations, including both persistence
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images and Wasserstein norms. We use the Ripser
library (Bauer, 2021) for computing the persistence
modules for H0 and H1 with F2-coefficients w.r.t.
cosine distance from the precomputed neighbor-
hoods, and GUDHI (The GUDHI Project, 2015;
Dlotko, 2017) for the vectorization and persistence
representation. The Wasserstein norms, i.e., the
order-1 Wasserstein distances between the neigh-
borhood persistence diagrams and the empty dia-
gram with Euclidean ground metric, are computed
separately for the H0 and H1 persistence diagrams
using the GUDHI library.

For the persistence image vectorization of the
H0-persistence module, we decide on a bandwidth
of 0.01, image range on the y-axis of [0.0, 1.0],
resolution of 1 × 100 and weight each persis-
tence homology generator by its y-value. We re-
strict our computations to 0-dimensional and 1-
dimensional persistent homology. This is not only
due to Ripser’s optimizations, which result in a
faster runtime, but also to circumvent the potential
exponential increase in the number of simplices
in the filtered complex when considering higher
dimensional Vietoris-Rips complexes on a point
cloud.
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Abstract

The advancements in time-efficient data collec-
tion techniques such as active learning (AL)
have become salient for user intent classifica-
tion performance in task-oriented dialog sys-
tems (TODS). In realistic settings, however,
traditional AL techniques often fail to effi-
ciently select targeted in-distribution (IND)
data when encountering newly acquired out-of-
distribution (OOD) user intents in the unlabeled
pool. In this paper, we introduce a novel adap-
tive open-set AL framework viz., “AOSAL” for
TODS that combines a distance-based OOD
detector using an adaptive false positive rate
threshold along with an informativeness mea-
sure (e.g., entropy) to strategically select infor-
mative IND data points in the unlabeled pool.
Specifically, we utilize the adaptive OOD de-
tector to classify and filter out OOD samples
from the unlabeled pool, then prioritize the ac-
quisition of classified IND instances based on
their informativeness scores. To validate our
approach, we conduct experiments that display
our framework’s flexibility and performance
over multiple distance-based approaches and in-
formativeness measures against deep AL base-
lines on benchmark text datasets. The results
show that our AOSAL consistently outperforms
the baselines on IND classification and percent-
age of acquired IND samples, demonstrating its
ability to improve robustness of task-oriented
dialog systems.

1 Introduction

Recent advances in time-efficient data collection
techniques such active learning (AL) (Settles, 2009;
Ren et al., 2021) show the promise of significantly
improving the performance of task-oriented dia-
log system (TODS) for tasks related to user intent
classification (Zhang and Zhang, 2019; Wu et al.,
2024). The time-efficient AL techniques not only
improve the model accuracy of the TODS, but also
help reduce the annotation budget of human anno-

Figure 1: The challenges of traditional AL methods
when encountering OOD instances from newly collected
user intents in the unlabeled pool which includes low
classification score and wasted annotation budget.

tators when querying the most informative samples
that accelerate training performance.

In real-world applications, however, existing
AL methods often struggle to select in-distribution
(IND) data from unlabeled pools containing out-
of-distribution (OOD) user intents, leading to in-
efficiencies in the learning process. Figure 1 il-
lustrates the challenge of employing standard AL
frameworks in a TODS application, where an un-
labeled dataset of collected user intents are noisy
due to instances that are OOD. Typical queries
using e.g., uncertainty (Lewis, 1995) and diversity-
based methods (Nguyen and Smeulders, 2004) are
prone to selecting a high number of OOD instances,
which in turn can waste the annotation budget of
the human annotator. Consequently, this can lead
to low classification performance, and more con-
cretely, incorrect dialog responses if there are insuf-
ficient amount of IND samples selected for training,
as shown in the example scenario in Figure 2.

Previous works have investigated robust AL
frameworks in the context of open-set recogni-
tion (Scheirer et al., 2012). The work in (Yang
et al., 2024) develops a progressive active learn-
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Help me book a table for two at Joe’s 
Diner for 7:00pm.

TODS

Intent Classification (IND) Intent Classification (OOD) Sentiment Analysis (OOD)

Hello! How can I assist you today?

I would like to buy two tickets for the 
Harry Potter movie at 7 pm tonight.

I’ve heard great things about Joe’s 
Diner. I can’t wait to try their food!

User User User

TODS

Sure thing! I have reserved a table 
for two at Joe’s Diner for 7:00 PM. 

You got it! I booked two tickets for 
the Harry Potter movie at 7:00 PM.

TODS

Sure thing! I have reserved a table 
for you at Joe’s Diner.

TODS

Restaurant Booking Domain

Figure 2: Example scenarios of task-oriented dialog systems (TODS) handling user intents in a restaurant booking
domain. TODS can provide incorrect and unwarranted responses when encountering OOD intents.

ing framework that implements an OOD detector
for filtering OOD instances in the unlabeled pool.
Although other works have proposed similar meth-
ods related to open-set active learning (Du et al.,
2021; Park et al., 2022; Ning et al., 2022), these
works are mainly applied in the computer vision
space, and are unsuited for NLP tasks in TODS. In
addition, while AL frameworks in the NLP space
such as CAL (Margatina et al., 2021) and Coun-
terAL (Deng et al., 2023) address OOD generaliza-
tion challenges, they are not practical to open-set
AL where the unlabeled dataset contains a mixture
of IND and OOD samples. Given the emergence
and applicability of TODS in various application
domains e.g., healthcare, banking, there presents
a need to develop robust AL strategies that avoid
OOD instances while also acquiring informative
IND instances that improve model training.

In this paper, we present a novel adaptive open-
set AL framework viz., “AOSAL” for TODS that
combines an adaptive distance-based OOD detector
with informative sampling measures (e.g., uncer-
tainty, diversity) to effectively acquire IND samples
in the unlabeled pool. Our OOD detector features a
normalized score function that classifies unlabeled
samples based on their distance to each class in the
IND labeled space. We enable our OOD detector
to be sensitive to distribution shifts by employing
an adaptive threshold that is controlled by using
a predetermined false positive rate (FPR) over the
OOD detection performance. Based on the prioriti-
zation of classified pseudo-IND samples, we then
leverage sampling measures for selecting the most
informative instances for annotation. In addition,
we demonstrate the flexibility of our AOSAL ap-
proach to multiple distance-based functions (Podol-
skiy et al., 2021; Frogner et al., 2015) and informa-
tive measures (Lewis, 1995).

We perform experiments to validate our AOSAL
framework over four NLP benchmark related to in-
tent classification (Larson et al., 2019; Gangal et al.,

2020), and sentiment analysis (Maas et al., 2011;
Aslam et al., 2020), comparing its performance
against several deep AL baselines that are based on
uncertainty, diversity, and hybrid-based approaches.
Experimental results suggest that our AOSAL ap-
proach consistently outperforms the baselines on
metrics such IND classification accuracy, and per-
centage of acquired IND/OOD samples.

The remainder of the paper is organized as fol-
lows: Section 2 describes related work. In Sec-
tion 3, we detail the AOSAL methodology. In Sec-
tion 4, we detail the experimental setup and provide
the main results against AL baselines. An analysis
to test the robustness of AOSAL is presented in
Section 5. Section 6 discusses the limitations of
our approach, and finally, Section 7 concludes our
work.

2 Related Work

2.1 Active Learning

Recent advancements in active learning have lever-
aged pool-based sampling (Settles, 2009), where an
agent can select and query a large set of instances
to the oracle (i.e., human annotator) from the un-
labeled pool. Common methods on the selection
process, or query strategy, based on how informa-
tive a given sample is, include uncertainty (Lewis,
1995; Settles, 2009) and diversity (Nguyen and
Smeulders, 2004; Sener and Savarese, 2018) meth-
ods. Uncertainty strategies such as Entropy (Settles,
2009) and Least Confidence (Lewis, 1995) aim to
select a set of instances from the unlabeled pool
in cases where the model is least confident in its
prediction. While uncertainty can maintain low
computational complexity, diversity-based meth-
ods such as Coreset (Sener and Savarese, 2018)
and clustering-based methods (Nguyen and Smeul-
ders, 2004) select samples that better represent the
distribution of the unlabeled pool.

The advent of deep learning in AL has en-
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abled batch-mode active learning (Kirsch et al.,
2019), where the sampling of unlabeled instances
in batches are sent to the oracle for labeling. Au-
thors in (Kirsch et al., 2019) extend Bayesian Ac-
tive Learning by Disagreement (BALD) (Houlsby
et al., 2011), by presenting BatchBALD, which alle-
viates the time complexity of calculating the mutual
information between an individual sample and the
model parameters. Batch-model AL has also engen-
dered recent work in hybrid-based approaches (Yin
et al., 2017; Zhdanov, 2019; Ash et al., 2020; Shui
et al., 2020). The work in (Ash et al., 2020) devel-
ops BADGE, a hybrid query strategy that robustly
selects samples by leveraging both the prediction
uncertainty and diverse samples from the halluci-
nated gradient space of the model. Despite such
advancements, these methods often fail to improve
IND classification performance and limit the ora-
cle’s annotation budget when there is a distribution
mismatch between the labeled and the unlabeled
set. Thus, traditional active learning methods are
not feasible for training agents within TODS sys-
tems used in real-world applications.

2.2 Open-Set Active Learning
Previous works have aimed to develop AL meth-
ods in the context of open-set recognition (Scheirer
et al., 2012) that is more suitable for realistic sce-
narios where there presents a distribution mismatch
in the unlabeled pool (Kothawade et al., 2021; Du
et al., 2021; Ning et al., 2022; Park et al., 2022;
Safaei et al., 2024; Yang et al., 2024). The work
in (Du et al., 2021) develops CCAL, which uti-
lizes contrastive learning to extract semantic and
distinctive features in the unlabeled pool. The au-
thors propose an AL error when selecting invalid
(OOD) samples, which are segmented between
valid and invalid query errors. Other works such
as in (Kothawade et al., 2021) develop a unified
AL framework that addresses OOD samples in the
unlabeled pool by utilizing submodular conditional
mutual information that jointly models the similar-
ity between the query set and batch of unlabeled
samples and their dissimilarity between a condi-
tioning set.

More recent work on open-set AL further ad-
dresses distribution mismatches by utilizing OOD
samples for training in the unlabeled pool. For
instance, progressive active learning (PAL) (Yang
et al., 2024) samples both pseudo-IND and pseudo-
OOD samples to simultaneously train the ID clas-
sifier and a proposed OOD detector using a one-

vs-all classifier. Authors in (Park et al., 2022)
demonstrate that balancing between purity (i.e.,
distinguishing between collected IND and OOD
instances), and informativeness (i.e., uncertainty,
diversity) consistently improves the classifier ac-
curacy under various noise (OOD) ratio in the
unlabeled pool. Similarly, other works such as
LfOSA (Ning et al., 2022) and EOAL (Safaei et al.,
2024) leverage both known (IND) and unknown
(OOD) data instances to effectively informative
IND samples while avoid OOD samples during AL
rounds. Despite these advancements, the majority
of methods from existing work in open-set AL are
mainly tailored to the computer vision domain.

Our AOSAL framework for robust TODS is
novel because it: (i) detects OOD instances (e.g.,
user intents) using distance-based approaches cou-
pled with an adaptive threshold to maintain a low
false positive rate in text-based datasets, and (ii) uti-
lizes measures over unlabeled instances classified
as IND for improving IND accuracy on the labeled
set. In addition, we demonstrate that our AL frame-
work can be extended to multiple distance-based
approaches and informative measures.

3 Methodology

In this section, we describe the problem formula-
tion for open-set AL and then detail the overview
and components of our proposed AOSAL frame-
work.

3.1 Problem Formulation

We define a TODS problem for identifying user
intents as a K-class classification task. An IND
labeled dataset DL has an input space X and a
corresponding output label space Y ∈ {1, . . . ,K}
of K IND classes, which are independently and
identically distributed (i.i.d.) from DL. The full
dataset is defined as DL = {(xi, yi)}NL

i=1, where
NL is the length of the initial labeled training set.

We denote an unlabeled dataset as DU for the
purposes of re-training the TODS over newly col-
lected user intents. Formally, the unlabeled dataset
is defined as DU = {(xj)}NU

j=1, where NU is
the length of the unlabeled set. We also denote
NL << NU , highlighting the substantially larger
pool of unlabeled dataset DU compared to DL. In
real-world AL scenarios, there often presents a dis-
tribution mismatch in the unlabeled pool due noisy,
OOD class samples. Thus, we define our problem
to an open-set AL in a pool-based setting, where
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Figure 3: Main Architecture of our AOSAL framework. A pre-trained BERT model encodes samples unlabeled
from the unlabeled pool and classifies them using the OOD detector. Classified IND samples are queried using an
informative measure and fed to the annotator for updating the labeled set and updating the FPR-controlled threshold.

the unlabeled pool contains a both IND and OOD
input samples (i.e., DU = X IND ∪ XOOD) with
a label space YIND and YOOD, respectively, and
YIND ∩ YOOD = ∅. In simple terms, a sample
xj ∈ DU may belong to an IND or OOD class in
the unlabeled dataset.

Within the AL loop, an AL strategy queries a
batch of samples of size b from DU to form into a
query set Q, which can consist a mixture of IND
and OOD samples (i.e., Q = DIND

U ∪ DOOD
U ).

This query set is then fed to the human annotator
(i.e., oracle) for labeling and updating the initial
training set DL.

3.2 Adaptive Open-Set Active Learning

We present our novel adaptive open-set AL
(AOSAL) framework that couples an adaptive
distance-based OOD detector with informativeness
measures for efficiently managing OOD instances
in the unlabeled pool. We display the main ar-
chitecture of our AOSAL approach in Figure 3.
Unlike previous AL frameworks for NLP (Mar-
gatina et al., 2021; Deng et al., 2023), we utilize
the unlabeled OOD instances that are queried to the
oracle for annotation to improve our distance-based
OOD detector with an adaptive threshold controlled
by a pre-defined false positive rate (FPR). In the
following, we formalize the main components of
AOSAL and detail the full sampling procedure in
the AOSAL cycle.

3.2.1 Distance-based OOD Detector
To address the challenge of efficiently utilizing an-
notation resources in AL contexts, we have de-
veloped a distance-based OOD detector. This de-
tector classifies an unlabeled sample xj as either
in-distribution (IND) or out-of-distribution (OOD)
based on an adaptive threshold. The classification

decision is made according to the following rule:

Classify(xj) =

{
accept, if S(xj) ≤ λ,

reject, if S(xj) > λ
(1)

where, λ is the threshold in the range [0, 1] and
xj denotes the j-th unlabeled sample in DU . The
threshold separates IND samples, which score at
or below the threshold, from OOD samples, which
score above it. The scoring function S(xj) is de-
signed to measure the proximity of xj to the nearest
class in the labeled dataset DL.

The scoring function S(xj) is conceptualized
to enhance the selection of IND samples from the
unlabeled dataset DU by calculating the minimal
distances between xj and each class represented in
DL. It is defined as:

S(xj) = min
k∈K

d(xj , µxk
), (2)

where, µxk
represents the mean feature vector

of class k from the set of classes K in DL. This
approach ensures that the scoring function remains
adaptable across various distance metrics, each po-
tentially having different mathematical properties
and score ranges.

To facilitate uniformity in classification regard-
less of the absolute scale of distance values, we
normalize the scores to a [0, 1] range:

S(xj) =
S(xj)

maxxj∈DU
(S(xj))

. (3)

This normalization not only standardizes the
score across various distance metrics but also aligns
with the thresholding approach to identify between
IND and OOD samples. In our experiments, we
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utilize the Mahalanobis distance (Podolskiy et al.,
2021) and Wasserstein distance (Frogner et al.,
2015) to compute S(xj), which are chosen for their
robustness in capturing the geometric nuances of
data distributions. The specific formulas and their
application are detailed further in the Appendix
A.1, ensuring a comprehensive exposition of our
distance-based OOD detection methodology.

3.2.2 Adaptive Threshold
Classifying OOD instances using a constant thresh-
old value creates significant challenges in main-
taining high OOD accuracy in real-world settings.
This is particularly evident in newly collected unla-
beled data in TODS applications, where IND and
potential OOD samples can cause a distribution
shift. Consequently, this can lead to high false pos-
itives (i.e., detecting OOD samples as IND) and
ultimately negatively impact the annotation budget
as more OOD samples are naturally acquired.

To address this, we implement an adaptive
threshold mechanism controlled by a pre-defined
false positive rate (FPR), which is essential for
maintaining classification integrity under varying
data conditions. The FPR is defined as the ratio
of IND instances mistakenly classified as OOD to
the total number of true negative instances. It is
calculated as:

FPR =
FP

FP + TN
(4)

where, FP is the number of false positives, (i.e.,
IND samples incorrectly classified as OOD), and
TN is the number of true negatives, IND (i.e., sam-
ples correctly classified as IND).

To maintain system accuracy and adapt to new
data, the adaptive threshold λ is adjusted based on
the FPR, which is calculated as:

λ = FPR(Dval, α) (5)

where, Dval the validation set with a mixture of la-
beled IND and OOD samples (i.e.,Dval = DIND

L ∪
DOOD

L ), and α is the predetermined FPR rate. The
benefit of ensuring an adaptive threshold is consis-
tent with the pre-defined FPR that mitigates the
risk of the OOD detector from producing high
false positives on the unlabeled dataset during AL
acquisition. Furthermore, λ is dynamically cali-
brated to ensure that the proportion of false posi-
tives does not exceed α. This dynamic adjustment
is conducted through a meticulous analysis of the

model’s scoring outputs on each validation sample
xval ∈ Dval. The threshold λ is then set such that:

α =
|{xval ∈ DL : S(xval) > λ and yval = 0}|

|{xval ∈ DL : yval = 0}|
(6)

where, S(xval) is the score function applied to each
validation sample, and yval indicates the sample’s
label, with a label of 0 signifying an IND sample.

The validation set plays a crucial role in accu-
rately updating the adaptive threshold for effective
OOD detection in TODS. The informativeness met-
ric derived from calculating uncertainty or diver-
sity on the validation set is utilized to fine-tune the
model and threshold. Furthermore, the validation
set is continuously updated with newly annotated
OOD samples, ensuring that the OOD detector re-
mains up-to-date and capable of handling evolving
data patterns. This mechanism enhances the ro-
bustness and reliability of TODS, enabling them
to maintain high accuracy in OOD detection under
varying situations and adapt to dynamic data shifts.

3.3 AOSAL Sampling Procedure

The overall AL sampling process for our proposed
AOSAL framework is shown in Algorithm 1. We
start by training a deep learning model Mθ onDL at
the initial iteration t = 0 to obtain Mθt . During the
validation, we leverage our distance-based OOD
detector that computes a score from Equation 3
over samples on the validation set. The normalized
scores from the OOD detector are then used to set
the initial threshold λt based on a pre-defined FPR
α over the validation set Dval.

Within our AL loop, we extract the features for
each unlabeled sample in DU computed by Mθt

as input to our OOD detector using a normalized
distance-based function from Equation 3 that com-
putes the distance based scores for classification.
After classifying the samples based on Equation 1,
we ignore the classified OOD samples and focus
on acquiring IND samples using informative mea-
sures (e.g., uncertainty, diversity). Following this,
human annotators refine these classifications, and
the resulting samples consisting of both IND and
potential OOD are updated in either the IND train
set or the OOD validation set.

The iteration of the model is updated at t = t+1,
and the threshold is adjusted using the OOD detec-
tor with a controlled false positive rate (FPR) at α.
This process is repeated until the annotation budget
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Algorithm 1 Adaptive Open-Set Active Learning
with Distance-Based OOD Detection
Require: Labeled IND dataset DIND

L , labeled
OOD dataset DOOD

L , unlabeled pool DU , val-
idation set Dval, model Mθ, encoder function
Φ, acquisition size b, labeling budget B, total
query set Q, threshold function FPR, infor-
mativeness measure U , current iteration t.

1: Train Mθt=0 on DIND
L for multi-classification

2: λt=0 ← FPR(Dval, α) ▷ Set initial threshold
(Eq. 5)

3: while |Q| < B do
4: for each xj in DU do
5: µxk

← Φ(xk), k = {1, ...,K}
6: sxj ← S(Φ(xj), µxk

) ▷ From Eq. 3
7: if sxj ≤ λ then ▷ IND label
8: A← {(xIND

j , ŷIND
j )}

9: end if
10: end for
11: for each xj in A do
12: Q← argmax

xj∈U
U(xj), |Q| = b ▷ Select

b instances with highest informative scores.
13: end for
14: DIND

L ← DIND
L ∪ {QIND \DU} ▷

Update train set with acquired IND samples
15: DOOD

val ← DOOD
val ∪{QOOD\DU} ▷ Update

validation set with acquired OOD samples
16: Train the model Mθt+1 on DIND

L

17: Update λ using Eq. 5 on updated Dval
18: t← t+ 1
19: end while
20: return Mθt , λt ▷ Return updated model and

threshold

B is exhausted, ensuring continuous refinement of
the model’s performance and the threshold.

4 Experiments and Results

In this section, we provide our experimental setup
for open-set AL on benchmark NLP datasets and
provide the main results of our AOSAL approach
against baseline AL datasets.

4.1 Datasets

We validated our AOSAL framework over NLP
datasets related to topic classification and senti-
ment analysis. These datasets are integral for vali-
dating the model’s efficacy in handling both IND
and OOD samples within varied textual contexts.
For topic classification, we test over the CLINC-

Full (Larson et al., 2019) dataset with 150 classes
and Real Out-of-distribution Sentences From Task-
Oriented Dialog (ROSTD) (Gangal et al., 2020)
dataset with 12 classes, which both include OOD
samples. For sentiment analysis, we utilize the
Stanford Sentiment Treebank (SST)-2 (Aslam et al.,
2020) dataset with only 2 classes each for the posi-
tive and negative sentiments. In our experiments,
we set one dataset to the IND class and the other
dataset to the OOD class. For instances where
CLINC-Full and ROSTD are assigned to the IND
class, we join the remaining OOD samples along
with the assigned OOD dataset. We provide the full
dataset description and partitions in Appendix A.2.

4.2 Baselines and Implementation Details
We compare our approach against five AL baselines
that include state-of-the-art approaches for differ-
ent query strategies. Specifically, we test an uncer-
tainty sampling method, namely Entropy (Joshi
et al., 2009), for which samples with the lowest
confidence in the model’s predictive probability
are selected. For diversity sampling, we test our
approach against BERT−KM from the works
of (Yuan et al., 2020), where they performs k-
means clustering over the L2-normalized BERT
embeddings to select diverse samples in the un-
labeled feature space. For hybrid sampling, we
compare our approach against BADGE (Ash et al.,
2020), which is known to be an AL state-of-the-art
method. In addition to state-of-the-art AL meth-
ods, we include CAL (Margatina et al., 2021) that
selects “contrastive” unlabeled samples based on
their feature similarity and divergent predictive
probability. Lastly, we include Random sampling
as a baseline for randomly acquiring instances in
the unlabeled pool.

We implement our approach using a pre-trained
BERT model (Devlin et al., 2019) from the Hug-
gingFace library 1 as the backbone model for each
approach in our experiments. While we opted to
use BERT due to its reliable performance on nat-
ural language understanding tasks, our AOSAL
framework can be extended to multiple model ar-
chitectures for intent classification (Liu et al., 2019;
Lan et al., 2019; He et al., 2021).

For each dataset, we use 10% of the train set as
our initial labeled setDL and use 10% of OOD sam-
ples and label them in the validation set for OOD
detection. In addition, we set the noise ratio (i.e.,

1HuggingFace BERT model available at: https://
huggingface.co/bert-base-uncased
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percentage of OOD samples in the unlabeled pool)
to 30%. This noise ratio presents a realistic consid-
eration of the amount of noise that can be present
in the unlabeled pool. During each AL iteration,
we fine-tune DL with newly acquired IND samples
from the unlabeled pool DU . We set the oracle
labeling budget B to 25% percent of DU for a total
number of 5 AL rounds. We pre-trained the base
model over 5 epochs on CLINC-Full for training.
We run experiments for each AL method 5 times
over each dataset and report the average IND accu-
racy and the percentage of IND/OOD samples in
the acquisition size |Q| for each AL iteration. We
provide additional detail on the model implementa-
tion using BERT and relevant hyperparameters in
Appendix A.3.

4.3 Main Results
The main results over the CLINC-Full (IND) and
the SST-2 (OOD) dataset are shown in Figure 4.
Figures 4a and 4b show the average test accuracy
(90.1% (±0.01)) and the average acquired IND
(661.38 (±6.66)) of our AOSAL approach across
all AL iterations compared to the baselines, re-
spectively. When averaging across all AL budgets,
our approach shows significant improvement in ac-
quiring IND samples compared to Entropy (57.82
(±6.11)). The relatively low test accuracy perfor-
mance for uncertainty methods such as Entropy
(87.3% (±0.004)) may be the result of selecting in-
stances in the unlabeled pool that are least confident
in its prediction, which causes Entropy to acquire
more OOD instances, thus wasting the annotation
budget.

In the scope of diversity- and hybrid-based meth-
ods, AOSAL shows comparable test accuracy per-
formance to BADGE (90% (±0.00)) and BERT-
KM (91.1% (±0.01)). While our AOSAL ap-
proach significantly shows higher acquired IND
compared to BADGE (388.40 (±3.94)) and BERT-
KM (462.96 (±8.62)), the high test accuracy re-
sults may indicate the benefit of acquiring a diverse
set of samples in the unlabeled pool for improv-
ing model performance. In addition, CAL shows
surprisingly low performance in both IND test ac-
curacy (87.8% (±0.01)) and average acquired IND
(76.56 (±10.65)) when handling OOD instances
from the SST-2 dataset.

Furthermore, AOSAL shows comparable results
in acquired IND to Random sampling (676.71
(±2.32)) and an improvement in IND test accu-
racy performance (89.8% (±0.01)). Since Random

AL sampling follows a uniform distribution, it out-
performs all baseline approaches when the amount
of OOD instances in the unlabeled pool is consid-
erably low (i.e., noise ratio at 30%). Despite this,
the acquired IND performance does not always
translate to high IND test accuracy, as indicated
in Figure 4a (89.8% (±0.01)). This is because the
samples acquired may not always be informative
in terms of uncertainty and diversity for effectively
improving model performance.

Similar results on the consistency of AOSAL
are shown in Figure 5. AOSAL shows compara-
ble average performance to the baselines across all
AL iterations in terms of IND test accuracy (91.2%
(±0.01)) in Figure 5a and acquired IND (681.20
(±4.90)) in Figure 5b. Compared to the base-
lines such as Entropy (470.13 (±61.09)), Random
(678.52 (±2.28)), and CAL (426.217 (±35.91)),
our AOSAL approach shows a higher amount of
acquired IND averaged across all AL iterations.
This in turn translates to comparable or higher ac-
curacy on the IND test set. While the IND test
accuracy results are comparable to other baselines
such as BADGE (91.8% (±0.01)) and BERT-KM
(91.8% (±0.00)), our AOSAL approach maintains
a comparable accuracy as well as average acquired
IND performance to BADGE (662.683 (±10.31))
and BERT-KM (702.122 (±4.98)) when encoun-
tering a variety of OOD instances in the unlabeled
pool.

5 Analysis

5.1 Ablation Study

We conduct an ablation study to check the AOSAL
framework under varying budgets, analyzing how
different distance metrics and OOD detection can
influence IND accuracy. We compare six configura-
tions of our framework, including AOSAL-CONST,
which uses a constant threshold, and others such as
AOSAL-NO-OOD, AOSAL-MAH-DIV, AOSAL-
WAS-DIV, AOSAL-MAH-UNC, and AOSAL-
WAS-UNC that use an adaptive FPR threshold,
but differ in their application of Mahalanobis or
Wasserstein distances and the incorporation of un-
certainty and diversity metrics. To ensure fair and
meaningful comparisons across all experimental
settings, we utilize CLINC-Full as the IND data
and SST-2 as the OOD data, with a fixed false
positive rate (FPR) of 95%. This standardization
helps maintain consistent experimental conditions
throughout the study. Figure 6 shows that the con-
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(a) CLINC (IND) and SST-2 (OOD) on IND test accuracy. (b) CLINC (IND) and SST-2 (OOD) on acquired IND.

Figure 4: Test accuracy results and averaged acquired IND on the each AL method over the CLINC-Full (IND) and
SST-2 (OOD) dataset. Each method was ran 5 times with different seeds and the average accuracies were reported.

(a) CLINC (IND) and ROSTD (OOD) IND test accuracy. (b) CLINC (IND) and ROSTD (OOD) on acquired IND.

Figure 5: Test accuracy results and averaged acquired IND on the each AL method over the CLINC-Full (IND) and
ROSTD (OOD) dataset. Each method was ran 5 times with different seeds and the average accuracies were reported.

figurations lacking OOD detection i.e., AOSAL-
NO-OOD demonstrates a significant drop in the
model’s performance, highlighting the crucial role
of effective OOD detection mechanisms in enhanc-
ing the overall accuracy of the system. This anal-
ysis confirms the robustness and versatility of our
AOSAL framework in adapting to different oper-
ational constraints and validates the utility of ad-
vanced distance measures for OOD detection in the
AL environment.

5.2 Threshold Analysis

We conducted a detailed threshold analysis to eval-
uate the impact of various FPR thresholds on IND
accuracy. Our study systematically explored the
performance implications of different FPR levels
including 90%, 95%, and 97% across multiple
datasets. The dataset configurations, detailed in
Table 1, included CLINC-Full as the IND dataset
paired with ROSTD and SST-2 as OOD datasets.
These combinations were selected to rigorously

Figure 6: Ablation study on the IND test accuracy over
the CLINC-Full (IND) and SST-2 (OOD) dataset using
different AOSAL variants.

evaluate the robustness of our AOSAL approach
across diverse scenarios. The results clearly indi-
cate that the IND accuracy is sensitive to the FPR
threshold set. For the CLINC-Full and ROSTD
dataset configuration, the IND accuracy peaks at a
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IND ACC (%)

FPR (%) CLINC (IND)
ROSTD (OOD)

CLINC (IND)
SST-2 (OOD)

90 95.71 (±0.00) 95.28 (±0.01)
95 95.93 (±0.01) 96.14 (±0.01)
97 96.15 (±0.00) 95.31 (±0.00)

Table 1: IND accuracy at different FPR thresholds for
CLINC-Full (IND), ROSTD (OOD), and SST-2 (OOD).

97% FPR setting, suggesting a balanced threshold
that avoids excessive false positives while main-
taining a high detection rate of in-domain samples.
Conversely, tightening the FPR to 95% shows a
slight dip in accuracy, which could imply an over-
restriction misses some IND instances. A similar
trend is observed in the CLINC-Full and SST-2
dataset configuration, reinforcing the importance of
carefully calibrating the FPR threshold according
to specific dataset characteristics and operational
requirements. This analysis underscores the sig-
nificance of the AOSAL’s adaptability to different
operational scenarios. By systematically evaluating
various FPR thresholds, we can identify the optimal
setting that balances the trade-off between main-
taining high in-domain accuracy and minimizing
false positives.

6 Limitations

Sensitivity to Hyperparameters. One of the key
challenges of our AOSAL framework is its de-
pendence on hyperparameter settings. The choice
of hyperparameters such as adaptive threshold
for FPR and informative parameters is critical for
achieving maximal learning efficiency. However,
reaching this balance is by nature difficult since
this directly affects the framework’s performance
in correctly distinguishing OOD samples. Getting
the wrong values for hyperparameters leads to
either underconfidence or overconfidence in
OOD instances and hence the model’s overall
performance. Future works can be directed
towards implementing more intelligent adaptive
hyper-parameter tuning methods that are sensitive
to changes in the data environment.

Model Performance with Sparse Data. Another
critical limitation arises when there is a lack of
data availability. With few input data points, our
framework cannot generate and calibrate the right
distance metrics for OOD detection. This can

hinder the accurate classification and enhancement
of OOD detection, especially in the initial stages
of training the model. There are potential ways to
tackle these challenges, such as improving data
augmentation methods and the use of synthetic
data generation to help improve the model’s
performance despite starting with minimal initial
data.

Scalability in Human-in-the-loop Setting. While
oracles enable AI models of TODS to train more
efficiently with fewer samples via annotations, this
process is not always scalable for annotators. This
challenge in a human-in-the-loop setting is partic-
ularly evident when oracles provide a significant
number of annotations for OOD samples within
each AL round due to large unlabeled pools. Al-
ternatively, previous works have created modeling
approaches in other domains such as computer vi-
sion (Ning et al., 2022; Yang et al., 2024; Safaei
et al., 2024) that train over both IND/OOD samples
and AL sampling techniques for automatically ex-
tracting OOD samples in the unlabeled pool. Con-
sequently, this effectively reduces the number of
annotations the oracle provides.

7 Conclusion

In this paper, we presented AOSAL which is an
AL framework that aims to improve the efficiency
and effectiveness of TODS. AOSAL combines a
distance-based OOD technique with an adaptive
FPR threshold and an informativeness measure
based on uncertainty and diversity. This integra-
tion enables AOSAL to improve the classification
of IND and OOD samples and thus focuses pri-
marily on the most useful IND examples from an
unlabeled data pool for training. The experimental
analysis we have conducted shows that AOSAL is
highly effective for dealing with complex datasets
in comparison to traditional active learning tech-
niques. These real-world applications have demon-
strated the practical usefulness and effectiveness
of the framework in enhancing not only the robust-
ness but also the accuracy of intent classification in
TODS by the AOSAL framework’s ability to selec-
tively acquire high-value IND training samples.

In future work, one can investigate advanced
data augmentation and synthetic data approaches
to facilitate training in data-deficient scenarios and
design adaptive hyperparameter optimization of the
system’s responsiveness to data variability.
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A Appendix

A.1 Generalization of Distance-based OOD
Detection Method

As introduced in Section 3.2.1, the distance score
function S(xj) is designed to be adaptable to
various distance metrics, accommodating different
mathematical properties and score ranges. Specif-
ically, for a K-class classification problem, we
maximize the selection of IND samples from DU

by computing the minimum distance between an
unlabeled sample xj and each class in the labeled
dataset DL. Herein, we demonstrate applicability
of our generalized distance-based OOD detector to
the Mahalanobis distance (Podolskiy et al., 2021)
and Wasserstein distance (Frogner et al., 2015).

Mahalanobis Distance. We utilize the Maha-
lanobis distance has shown to be useful for classi-
fying detecting OOD instances without the reliance
accessing OOD instances for training (Podolskiy
et al., 2021). This distance method is a way to de-
termine the closeness of an data sample to a set of
data samples that belongs to a class k.

Given an unlabeled sample xj from DU , the Ma-
halanobis distance can be calculated as:

d(xj) = min
k∈K

(Φ(xj)− µxk
)⊤Σ−1(Φ(xj)− µxk

),

(7)

where Φ(xj) is the embedding of the unlabeled
sample xj , µxk

is the mean of the multivariate
Gaussian distribution of class k ∈ {1, ...,K}, and
Σ represents the covariance matrix. The calcula-
tions of µk and Σ are computed as:

µxk
=

1

Nk

∑

k

Φ(x), (8)

Σ =
1

NL

∑

k

∑

i∈k
(Φ(xi)− µxk

)(Φ(xi)− µxk
)⊤,

(9)

where Nk is the number of training samples the
class k and NL is the total number of training
samples in the labeled set. While the range of
distances of the Mahalanobis distance is [0, ∞],
we transform the ranges Equation 7 to [0, 1] using
Equation 3.

Wasserstein Distance. Similarly, the Wasserstein
distance calculates the minimal cost of transporting

mass from the distribution of xj to that of each
class distribution k where the cost is defined by the
ground distance between the distributions (Frogner
et al., 2015). Given an unlabeled sample xj from
DU , the Wasserstein distance can be calculated as:

S(xj) = argmin
k∈K

W (Φ(xj), µxk
) (10)

W (Φ(xj), µk) = inf
γ∈Γ(PΦ(xj)

,Pµxk
)

(11)

∫
∥Φ(xj)− µk∥2 dγ(Φ(xj), µxk

)

Here, Φ(xj) is the feature vector of xj , PΦ(xj)

and Pµk
represent the empirical distributions of

xj and class k, respectively, and Γ(PΦ(xj), Pµk
)

contains all feasible joint distributions γ where
the marginals are Pϕ(xj) and Pµk

. Waterstein dis-
tances have a non-negative range [0,∞], where 0
represents perfect similarity between distributions.
These distances can be normalized to the range [0,
1], using a transformation similar to Equation 3.

A.2 Dataset Details
In this section, we provide the dataset statistics of
each NLP benchmark dataset shown in Table 2.
In the following, we provide a brief description
for each of the dataset as it related to intent
classification.

CLINC-Full. The CLINC-Full dataset was
introduced by (Larson et al., 2019) which is
designed for intent classification across multiple
domains such as banking, home, travel, and
business. It contains a total of 23,700 queries, out
of which 22,500 are in-distribution (IND) queries
spanning 150 classes for intent classification tasks,
and 1,200 are out-of-distribution (OOD) samples
for out-of-scope prediction. This dataset is crucial
for assessing the model’s capability to classify
complex, real-world user intents and includes
numerous OOD scenarios to evaluate robustness in
model performance.

ROSTD. The Real Out-of-domain Sentences
From Task-Oriented Dialog (ROSTD) dataset,
proposed by (Gangal et al., 2020), is designed for
training and evaluating intent classification models
in task-oriented dialog systems with a focus on
out-of-distribution robustness. It contains 34,059

368



Statistic CLINC-Full ROSTD SST-2
Train 16950 25218 54577
Valid 2700 3537 6822
Test 4050 5304 6822
OOD
samples

1200 4590 0

% of OOD samples
in unlabeled pool

7.87% 20.22% 0%

IND
classes

150 12 2

Table 2: Dataset statistics for CLINC-Full, ROSTD and SST-2.

queries across 12 classes, including in-distribution
queries and an additional 4,590 out-of-distribution
samples curated with human annotations. The
dataset aims to facilitate the development of
more robust dialog systems capable of handling
out-of-distribution utterances effectively.

SST-2. The Stanford Sentiment Treebank (SST-
2) (Aslam et al., 2020) is another well-established
benchmark for sentiment analysis, particularly for
tasks that involve considering sentence structure
and sentiment polarity. It consists of 67,314 sen-
tences for training, 855 for validation, and 1,821
for testing, all derived from movie review sentences
on Rotten Tomatoes. Each sentence is labeled as
positive, negative, or neutral.

A.3 Model Implementation &
Hyperparameters

In this section, we provide details of the model im-
plementation and hyperparameters used in our ex-
periments. We use a pre-trained BERT model (De-
vlin et al., 2019) from the HuggingFace li-
brary (Wolf et al., 2020) and integrated it in our
Python environment using PyTorch 2.0 and Py-
Torch Lightning. We train BERT using a batch size
of 32, learning rate of 5e−5, AdamW optimizer ep-
silon 1e−6 and weight decay of 0.001, and embed-
ding dimension of 768. For all datasets, we used a
maximum sequence length of 256. We pre-trained
the base model over 5 epochs on CLINC-Full and
1 epoch on ROSTD and SST-2. In the AL cycle,
we use the newly acquired samples from DU to
fine-tune BERT over the updated labeled set DL.
We ensure fair comparison among each AL method
by evaluating them 5 times using a different ran-
dom seed. Each experiment is run on an Nvidia
A100 80GB GPU. We use the open source materi-

als from (Huang, 2021; Ash et al., 2020; Margatina
et al., 2021) to implement the baseline AL meth-
ods from their respective source code repository on
GitHub.
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Abstract

State-of-the-art task-oriented dialogue systems
typically rely on task-specific ontologies for
fulfilling user queries. The majority of task-
oriented dialogue data, such as customer ser-
vice recordings, comes without ontology and
annotation. Such ontologies are normally
built manually, limiting the application of spe-
cialised systems. Dialogue ontology construc-
tion is an approach for automating that process
and typically consists of two steps: term ex-
traction and relation extraction. In this work,
we focus on relation extraction in a transfer
learning set-up. To improve the generalisation,
we propose an extension to the decoding mech-
anism of large language models. We adapt
Chain-of-Thought (CoT) decoding, recently de-
veloped for reasoning problems, to generative
relation extraction. Here, we generate multi-
ple branches in the decoding space and select
the relations based on a confidence threshold.
By constraining the decoding to ontology terms
and relations, we aim to decrease the risk of hal-
lucination. We conduct extensive experimenta-
tion on two widely used datasets and find im-
provements in performance on target ontology
for source fine-tuned and one-shot prompted
large language models.1

1 Introduction

State-of-the-art task-oriented dialogue (TOD) sys-
tems still rely on a fixed ontology to model their
scope (Nguyen et al., 2023; Hudeček and Dusek,
2023). A TOD ontology comprises three levels of
hierarchy: domains, slots and values. Domains
are general topics of interest, slots are types of in-
formation about entities in a domain, and values
are concrete instantiations of slots. Ontology thus
forms a hierarchy: it is a directed graph where slots
belong to domains and values in turn belong to
slots. Note that slots can be shared across domains,

1The code is avaibable under https://gitlab.cs.uni-duesseldorf.d
e/general/dsml/dialogue-ontology-relation-extraction-via-con
strained-chain-of-thought-decoding

and so can values. An ontology is typically a pre-
requisite for generating API calls that access the
underlying databases for entity retrieval. Further,
the ontology defines the dialogue state, which is
tracked by the system to determine the next actions
given the evolving discourse.

The dependency on an ontology poses a signif-
icant challenge in transferring existing TOD sys-
tems to new domains and use cases. Although
ontology-agnostic approaches do exist, their trans-
fer capabilities are limited and their performance
remains sub-par on novel data (Heck et al., 2022).

Large quantities of domain-specific TOD data,
e.g. customer service recordings, are frequently
available, but tend to come without annotation,
rendering direct use for system development diffi-
cult (Brusco and Gravano, 2023). Manual labelling
is error-prone, does not scale well and quickly be-
comes prohibitively expensive (Eric et al., 2020;
Rosenbaum et al., 2022; Gung et al., 2023). De-
spite topical or domain mismatch, existing anno-
tated datasets may provide information about TOD
that can be leveraged to harness new data. For this
reason, we are interested in utilising existing la-
belled TOD datasets to automatically generate a
full ontology for new, yet-unlabelled, data.

Automatic dialogue ontology construction typ-
ically consists of two steps, dialogue term extrac-
tion (Vukovic et al., 2022) and hierarchy establish-
ment. Although hierarchy establishment is often
done via clustering (Hudeček et al., 2021; Yu et al.,
2022) we approach it via relation extraction (RE),
which is more similar to common information ex-
traction pipelines (Genest et al., 2022; Xu et al.,
2023). We call this task dialogue ontology relation
extraction (DORE). A hierarchy is established by
inferring in which level extracted terms lie, and by
connecting terms across levels.

Although large language models (LLMs) have
demonstrated considerable task transfer abili-
ties (Brown et al., 2020; Ouyang et al., 2022),
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Dialogue Input:
"user": "am looking for a place to to stay that has cheap price 
range it should be in a type of hotel" 
"system": "okay , do you have a specific area you want to stay in 
?" 
"user": "no , i just need to make sure it ' s cheap . oh , and i
need parking" 
"system": "i found 1 cheap hotel for you that includes parking . 
do you like me to book it ?" 
"user": "yes , please . 6 people 3 nights starting on tuesday ." 
"system": "i am sorry but i wasn ' t able to book that for you for 
tuesday . is there another day you would like to stay or perhaps 
a shorter stay ?" 
"user": "how about only 2 nights ." 
"system": "booking was successful . reference number is : 
7gawk763 . anything else i can do for you ?" 
"user": "no , that will be all . good bye .”
"system": "thank you for using our services ."

Prompt: For the listed terms in the dialogue predict
the “has value” relation between slots and values in 
the format [slot, has value, value].

LLM Output:
Branch 0: 
[hotel, has value, price range]
...

Branch 1: 
Here are the relations between slots and values: 
[price range, has value, cheap]
...

Branch 2: 
[system, is serving, user] constrain to given terms
and relations à [nights, has value, 3]
...

low confidence high confidence

Prompt LLM

Generate completions
for top-! most likely
first tokens of the
generation

Figure 1: Example of constrained CoT-decoding for dialogue ontology extraction for a dialogue from MultiWOZ
2.1 (Eric et al., 2020). Domains are highlighted in green, slots in yellow and values in red. Branch 0 predicts an
incorrect relation (hotel misclassified as slot) with lower confidence. Branch 1 has the highest confidence in the
relation prediction, which is why it is selected as the final response. Also, it contains a form of reasoning that
stresses the type of terms that are part of the relations to be predicted, i.e., slots and values. Branch 2 visualises
constrained decoding, where the prediction of terms and relations is not possible if they are not present in the input.

they still lack behind specialised systems in TOD
modelling when appropriate training data is avail-
able (Heck et al., 2023; Hudeček and Dusek, 2023).

In this work, we assume that some labelled out-
of-domain source dialogue data is available to fa-
cilitate transfer learning. We examine two strate-
gies of providing source data to an instruction-
tuned LLM; 1) as one-shot examples in the prompt,
and 2) as data for an additional round of super-
vised fine-tuning. We establish a challenging trans-
fer setup by conducting experiments on two well-
established medium to large scale multi-domain
task-oriented dialogue benchmark datasets: Mul-
tiWOZ 2.1 (Budzianowski et al., 2018; Eric et al.,
2020) and the Schema-Guided Dialogue (SGD;
Rastogi et al., 2020) dataset. Since our focus is
solely on DORE, we assume that the results of the
first step of ontology construction, namely term
extraction, are provided.

We propose to improve the decoding mechanism
of an LLM in order to better leverage task-specific
knowledge. Concretely, we constrain the genera-
tion to terms and relation types given in the model
input to force the model to consider terms from the
target data and output the desired format. We fur-
ther adapt chain-of-thought (CoT) decoding (Wang
and Zhou, 2024), which was recently proposed for
logical reasoning, for DORE. Traditionally, CoT
methods prompt or train the model to generate rea-
soning paths before giving the final answer (Wei

et al., 2022; Kim et al., 2023). CoT-decoding on
the other hand exploits the observation that the
presence of CoT-paths is correlated with higher
confidence in the predicted answer in logical rea-
soning. We extend CoT-decoding to DORE by
selecting the final answer based on the confidence
of predicted relations in multiple generated model
answer branches. Our final proposal, constrained
CoT-decoding for dialogue ontology extraction, is
the combination of our CoT-decoding approach to
RE with constrained decoding, see Fig. 1. Empiri-
cally, this new decoding mechanism significantly
outperforms both source one-shot and source fine-
tuned baselines on the target data. Our contribu-
tions are as follows:

• We propose to induce an ontological hierarchy
by accumulating ontology relation predictions
from the dialogues in a TOD dataset.

• To the best of our knowledge, we are the first
to apply CoT-decoding to dialogue ontology
relation extraction.

• We develop an extension, called constrained
CoT-decoding, for multi-relation extraction
from task-oriented dialogues.

• Constrained CoT-decoding significantly im-
proves the quality of relation predictions on
the target dataset for both source one-shot and
source fine-tuned baselines.
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2 Related Work

Dialogue Ontology Construction We divide di-
alogue ontology construction into term extraction
and relation extraction. Vukovic et al. (2022) im-
prove out-of-domain generalisation of a dialogue
term extraction model by making use of topological
properties of the language model embedding space.
Nguyen et al. (2023) improve phrasal segmenta-
tion of ontology terms via language model probing
and contrastive learning. Since we evaluate the
hierarchy on a global level based on relations, our
approach is not directly comparable to clustering-
based approaches such as Hudeček et al. (2021); Yu
et al. (2022). In contrast to these methods, we view
hierarchy establishment in isolation as a relation
extraction task.

Yu et al. (2020) present DialogRE, a popular
dataset for RE in short chit-chat dialogues. Closest
to our approach, Albalak et al. (2022) jointly op-
timise RE and explanation generation to improve
performance with a model-agnostic framework. Xu
and Chen (2023) propose a zero-shot approach for
extracting trigger words for dialogue relation ex-
traction on DialogRE. However, these works focus
on chit-chat dialogues, which do not include ontol-
ogy relations.

Relation Extraction with LLMs LLMs
show promising transfer capabilities out of the
box (Laskar et al., 2023). Direct application to our
task however is not promising, as it has been shown
that aligned LLMs such as ChatGPT (OpenAI,
2022) do not perform well on extracting multiple
relations at once (Lilong et al., 2024). This
shortcoming has been linked to the influence
of pre-training data distribution on downstream
task performance (McCoy et al., 2023). RE
data in particular amounts to a mere 0.5% of
instruction-tuning datasets, and is hardly utilised
for model selection (Wang et al., 2022; Zhang
et al., 2023).

Traditionally, RE is performed in a pairwise man-
ner (Zhang et al., 2023), resulting in quadratic com-
plexity given the number of terms. This becomes
intractable for generative LLMs when querying
the LLM separately for each pair of terms. Alter-
natively, one may extract all relations present in a
given input with a single LLM query, as is common
in multi-relation extraction tasks such as document-
level RE. For example, Lilong et al. (2024) extract
relations by either predicting relations directly, or
first predicting possible head entities in a docu-

ment. Zhang et al. (2023) align LLMs for zero-
shot RE by transforming RE into a question an-
swering (QA) task, which is more frequent in the
instruction-tuning data.

Constrained Decoding Constrained decoding
limits the tokens that can be generated. It is typi-
cally applied to LLMs to improve downstream task
performance, reduce hallucination and ensure cer-
tain output formats. Bogoychev and Chen (2023)
constrain decoding for translation to ensure that
certain terminology is used. Roy et al. (2024) use
constrained decoding with a lookahead heuristic to
speed up adaptation of LLMs to plan generation
according to a given API in TOD. We want to force
the model to use its inherent task knowledge while
transferring abilities to new data.

Chain-of-Thought Reasoning LLM perfor-
mance on complex reasoning tasks improves when
the model generates a chain of thought (CoT). Wei
et al. (2022) include examples of multi-step reason-
ing in the prompt, and Kojima et al. (2022) prompt
the model in a zero-shot fashion to “think step by
step”. Reasoning capabilities can be further en-
hanced via specific training on CoT-data (Chung
et al., 2024), or via teaching the model to rea-
son (Zelikman et al., 2022). In contrast to this,
we focus on eliciting model-inherent reasoning ca-
pabilities, without the need for specific prompts or
training. As described in Sec. 3.2, we leverage the
fact that a top-k decoding beam usually contains a
CoT (Wang and Zhou, 2024).

3 Constrained Chain-of-Thought
Decoding for Ontology Relation
Extraction

3.1 Problem Definition

Dialogue ontology relation extraction (DORE)
aims at extracting all relations between different
terms in a TOD dataset. As seen in Figure 1, for
each dialogue paired with a list of ontology terms,
the output is a set of relations similar to document-
level relation extraction (Tan et al., 2022). How-
ever, we consider the joint relation prediction set
accumulated from all dialogue-level predictions,
rather than the dialogue-level performance. In the
DORE task, the model receives as input a task-
oriented dialogue D annotated with a list of on-
tology terms T present in this dialogue. The out-
put are valid ontology relations RD,T between the
terms, which includes predicting whether a term
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Relation Verbaliser Example

Domain-Slot [Domain, has slot, Slot] [hotel, has slot, price range]
Slot-Value [Slot, has value, Value] [price range, has value, cheap]

Value-Domain [Value, has domain, Domain] [cheap, has domain, hotel]
Equivalence [Term1, refers to same concept as, Term2] [cheap, refers to same concept as, low budget]

Table 1: Hierarchical dialogue ontology relation task definition with examples.

is a domain, slot, or value. A relation is denoted
by a relational triplet with a head term, the relation
and a tail term. Finally, the predicted relations for
each dialogue are unified to form the final ontology
relation set.

We consider 4 types of relation between ontol-
ogy terms: domain-slot, slot-value, value-domain
and equivalent term relations (see Table 1 for ex-
amples). Here, all relations except the equivalence
relation are directed relations with a head and a tail
term. Domains are general topics, such as hotel or
restaurant, slots are types of information for enti-
ties in a domain, such as price range or area and
values are concrete instantiations of slots, such as
“cheap” or “west”. The equivalence relation con-
nects terms from the same hierarchy level that point
to the same ontological concept, e.g. “expensive”
and “high-end” both represent a high price. In the
prompt and labels, we denote the relation types
through different verbalisers, shown in Table 1.
Verbalisers are descriptions of task-specific labels
in natural language. They align the task closer with
the pre-training distribution of the LLM (Schick
and Schütze, 2021; Mosbach et al., 2023).

Our hypothesis is that the general definitions of
the ontology hierarchy relations enable seamless
transfer to new data in order to construct a simi-
larly structured ontology on the new data. Based on
these relations, we focus on transferring the struc-
tural information about ontologies from a source
dataset to a target dataset. Here, we consider a
one-shot and a fine-tuning approach.

3.2 Chain-of-Thought Decoding

CoT reasoning in LLMs has demonstrated im-
proved performance in various complex reason-
ing tasks (Sec. 2). The results of Wang and Zhou
(2024) show that LLMs inherently possess reason-
ing capabilities, which can be elicited without ex-
plicit prompting through Chain-of-Thought decod-
ing. Concretely, they experiment on pre-trained
and instruction-tuned versions of PaLM 2 (Anil
et al., 2023) and Mistral-7B (Jiang et al., 2023).
They observe that although the greedily decoded

response might not always exhibit reasoning, one of
the top-k beams usually contains a CoT. This CoT
not only shows higher confidence in the answer,
but also exhibits greater accuracy. They propose to
consider the top-k probability tokens at the start of
the predicted response. From there, k completions,
called branches, are generated, resulting in k-times
computational complexity during inference. The
final response is chosen based on the confidence of
the tokens that belong to the answer in each branch,
i.e., the average confidence of the answer tokens.
In logical reasoning, there is only one answer in
each branch, which is a number. In that case, they
identify the answer by prompting the model with
“So the answer is:” at the end and match the fol-
lowing number to one in the preceding response.
In our case, there are multiple answers per branch,
which we identify based on the fact that relations
are supposed to be predicted between brackets.

CoT-Decoding for DORE In this paper, we ex-
tend CoT decoding to handle the multi-answer sce-
nario in the DORE task. We compute the confi-
dence of answer tokens by utilising their structure,
which, in our case, involves predicting relational
triplets in the format [headterm, relation, tailterm]
and the notion of disparity. The disparity of a prob-
ability distribution is the difference between the
probability of the most likely outcome and the next
most likely outcome. The confidence for each an-
swer token for a given branch is measured by the
average disparity of its tokens. Formally this is
given by

∆i,a =
1

n

∑

xt∈a

p(x
top
t | x<t)− p(xnext

t | x<t), (1)

where a is an answer (in our case the triplet), i is a
branch, xt are the answer tokens belonging to the
answer in branch i, xtop

t is the most likely token
on position t and xnext

t the next most likely token
on position t. x<t are the tokens in branch i on
positions preceding t, i.e. the context so far.

In DORE, answer tokens are those that form
terms and relations in the predicted relational

373



triplets, which means there are three disparities per
relation. This approach relies on detecting answer
tokens in a generated response for confidence esti-
mation, and we leave an extension to arbitrary an-
swer structures to future work. The resulting triplet
disparities are denoted as ∆a = [∆h,∆r,∆t]. We
explored mean, median, maximum, and minimum
as aggregation strategies for relational triplet men-
tions, finding that all of them lead to similar results.
For simplicity, we choose the mean to aggregate
the disparity for a relational triplet in branch i, i.e.
∆i,a = 1

3(∆h,i +∆r,i +∆t,i).
We select the branch with the highest average

disparity over the relations predicted in each branch
to get the final set of relation predictions for a dia-
logue. The average disparity for branch i is given
by

∆i =
1

na,i

∑

a∈Ri

∆i,a (2)

where a is a relational triplet, Ri is the set of rela-
tions and na,i is the number of relations in branch
i. The final set of predicted relations is then given
by

R∆max
= {Ri | i = argmax{∆0, . . . ,∆k}} (3)

We also experiment with a confidence threshold
based approach for relation selection. Here, the
average disparity of a relation is computed across
occurrences in different branches:

∆̃a =
1

na

∑

i∈{1,...,k}
∆i,a, (4)

where ∆i,a is the disparity of the answer a in the
i-th branch and na is the number of occurrences
of a across the different branches. The final set of
predicted relations R∆>∆threshold is then

R∆>∆threshold = {a | ∆̃a > ∆threshold} (5)

3.3 Constrained Decoding
We constrain the generation of the relation terms
and relation types if the beginning of a relational
triplet is predicted to ensure the structure and miti-
gate term and relation hallucination (see Figure 1).
This means for a relational triplet, [h, r, t], we en-
sure that h, t ∈ T and r ∈ R, where T is the set
of terms for the current dialogue and R is the set
of relation types given in the prompt. Note that
we only constrain the generation when an open-
ing bracket is predicted by the model, and resume
to non-constrained generation after the generated
relational triplet.

4 Experiments

4.1 Experimental Setup
We utilise the open-source Gemma 2B (Mesnard
et al., 2024) instruction-tuned model with context
size of 4096 for all experiments. In CoT-decoding
we set k = 5. For a more thorough analysis of
the impact of k in CoT decoding, resort to Wang
and Zhou (2024). We always branch at the first
token; branching at later tokens did not show im-
provements. For all CoT-decoding experiments,
we select the relations from the branch with the
highest disparity, as the threshold based method
works worse and also adds a new hyperparameter.
In the one-shot prompts, we use a combination of
an instruction with simple natural language with
a preceding example (Brown et al., 2020; Sahoo
et al., 2024). For fine-tuning, we remove the exam-
ple from the prompt.

Datasets For the source dataset, we employ the
MultiWOZ 2.1 dataset (Eric et al., 2020). It has
7 domains and over 10,000 dialogues. We use the
training set for training and select from it one ran-
dom dialogue with relation annotation as one-shot
exemplar. The target dataset is the schema-guided
dialogue (SGD) dataset (Rastogi et al., 2020). It
comprises more than 20,000 dialogues and 20 do-
mains. We use the SGD test split for evaluation in
the main results, which contains 4,201 dialogues
and 18 domains. In the test set, there are 134
domain-slot relations, 6,162 slot-value relations,
8,233 value-domain relations and 330 equivalence
relations. It is worth noting the SGD test set con-
tains dialogues from different domains than the
SGD training set, as well as a significant amount of
unseen ontology relations. We use ConvLab-3 (Zhu
et al., 2023b) for loading all the datasets.

Training For both fine-tuning and one-shot
prompting, we utilise the original Gemma prompt
template (Mesnard et al., 2024). For training, we
utilise Low-rank adaptation (LoRA, Hu et al., 2022)
with the default parameters in the peft library (Man-
grulkar et al., 2022). We train the model on a single
NVIDIA RTX8000 GPU and do inference with all
models on one NVIDIA RTX6000 GPU.

We only consider a one-shot approach due to
context size constraints, as the relational triplets in
the exemplars contain brackets. Brackets are con-
sidered individual tokens, increasing the number
of tokens significantly. Because of this a maxi-
mum of three exemplars fits in the context size,
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Approach F1-Score Precision Recall

One-shot example from MultiWOZ

Baseline: Separate relation prediction 7.4 8.8 6.4
+ constrained decoding 8.5* 5.7 17.3*‡
+ CoT decoding 9.2* 8.8 9.6*
+ constrained CoT decoding 9.2* 6.4 15.9*

Fine-tuning on MultiWOZ

Baseline: Fine-tuning on MultiWOZ 10.9 6.8 28.8
+ constrained decoding 12.0† 7.4 32.3‡
+ CoT decoding 10.6 7.6 17.6
+ constrained CoT decoding 13.7†‡ 9.8† 23.0 ‡

Upper Bounds using SGD Data

One-shot example from SGD + separate relation prediction 12.9 10.7 16.4
Fine-tuning on SGD 37.3 27.9 57.2

Table 2: Ontology Relation Prediction Results on the SGD test set. Results that are statistically significant over the
baseline are highlighted in bold. Additionally, significant results based on dialogue-level evaluation for one-shot
prompts are marked with *. Significant results for fine-tuned models, evaluated globally based on five random seeds,
are marked with †. Significant improvement over the one-shot model from the SGD upper bound on dialogue-level
is marked with ‡. All significance tests are performed at a 5% level of significance.

which do not improve performance however, while
increasing computational complexity. In the one-
shot approach, we predict each relation type sepa-
rately, since we found that the LLM struggles with
jointly predicting all relation types. We also exper-
imented with a zero-shot approach that performs
significantly worse than one-shot.

We fine-tune the LLM via pattern-based fine-
tuning (Schick and Schütze, 2021; Ma et al., 2023)
with a prompt for all relation types on the Multi-
WOZ training split. We consider two upper bounds:
an LLM trained on the SGD training split and a
model utilising a one-shot exemplar from SGD.

4.2 Evaluation

In evaluation, we only consider relations
within dialogues in the ground truth, i.e.,
both terms of a relation occur in the same
dialogue. Relations from equivalent terms to
other terms have to be found at least once.
If [term1, refers to same concept as, term2] ∈
Rgroundtruth, then [term1, r, t] = [term2, r, t], where
Rgroundtruth is the set of ground truth relations,
r ̸= ‘refers to same concept as’ is another relation
type and t ∈ T is a third related term. E.g., the
relations [price range, has value, high-end] and
[price range, has value, expensive] are equivalent,
since [expensive, refers to the same concept as,
high-end]. Thus, the prediction of the former
relation counts as a prediction for the latter and
vice versa.

To compute the global micro F1 score, we com-
pare the accumulated set of relations predicted from
all the dialogues with the ground truth ontology re-
lations. Note that we only consider exactly match-
ing terms in relations to be correct.

For significance tests on the one-shot prompted
models, we employ a pairwise t-test on dialogue
level. For fine-tuned models, we use 5 random
seeds for training and an independent t-test.

4.3 Results
Table 2 shows the full results on the target test set,
see Appendix A for results for each relation type.

Source One-Shot Approach We found that
when predicting all relations at once in a one-shot
fashion the model is completely unable to fulfil the
task, so we resort to predicting one relation at a
time. The one-shot approach is mainly improved
through constrained decoding, although the com-
bination with CoT-decoding is also significantly
better than the baseline. Note that the source one-
shot model is able to get closer to the performance
of a model with a one-shot example from the target
data with constrained CoT-decoding.

Source Fine-tuning Approach For the source
fine-tuned model, constrained CoT-decoding leads
to significant improvements over the baseline. Fur-
thermore, it significantly outperforms a model us-
ing a one-shot exemplar from the target data on
all metrics. Constraining CoT-decoding helps per-
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Figure 2: Different relation confidence thresholds
across branches compared to the highest disparity
branch approach for mean aggregation. Displayed
are recall and precision for the MWOZ fine-tuned con-
strained CoT decoding model.

formance, since the constraints mitigate overconfi-
dence on the source data after fine-tuning.

Interestingly, although the target fine-tuned
model is the best model, it is not able to find all re-
lations on the test set. As mentioned in Section 4.1,
the SGD test set contains domains different to the
SGD training set, which makes this task particu-
larly difficult. In contrast to the excellent perfor-
mance of LLMs on a variety of tasks, there is a lot
of room for improvement on this task.

4.4 Calibration Analysis

In Figure 2, we see that an absolute confidence
threshold is not as meaningful and adds the prob-
lem of choosing the correct threshold as hyper-
parameter. Moreover, a high threshold leads to
only a small increase in precision, while losing
a significant amount of recall. Our results are in
line with recent findings about instruction-tuned
LLMs (Kapoor et al., 2024) being overconfident.
We find that the model’s confidence on predicted
relations is generally on a high level, indicating
overconfidence, as the significant changes in per-
formance happen at high confidence thresholds.
For lower thresholds, the performance remains un-
changed, as most confidences are quite high and
hence the set of predicted relations stays the same.
Although this shows that the thresholds are less
meaningful, the relative confidence of the branches
is meaningful, since choosing the highest disparity
branch leads to good performance.

4.5 How useful are predictions from the
additional branches?

In line with the findings from Wang and Zhou
(2024), we find that for the instruction-tuned
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Figure 3: MWOZ fine-tuned constrained CoT decoding
model with different choices for the number of branches
k for the highest disparity branch method. Shown are
SGD test set F1 score, precision, and recall.

Gemma model, the gain in performance can be
mainly attributed to the first additional branch (see
Figure 3). While the F1 score is increased slightly
up to k = 3, the jump in recall from k = 2 to
k = 3 is more significant. This also shows that
the branches from lower ranked first tokens lead to
responses with higher total confidence across the
relation predicted in the respective branch, which is
why they are chosen in the highest disparity branch
selection method.

4.6 Qualitative Analysis
Wang and Zhou (2024) found that LLMs strug-
gle to generate CoTs for less frequent tasks in the
pre-training data. In our analysis, we found that
higher confidence completions often follow a recap
of the type of terms and relations that should be
predicted. Illustrated in Figure 4 is an example
of a response to the one-shot equivalence predic-
tion prompt with constrained CoT-decoding (see
Appendix B for completions of the other decod-
ing approaches). Here, branches 0 and 1 contain a
repetition of the information given in the prompt.
In branch 1 however, the focus on the equivalence
mentioned in the prompt is followed by a response
that does not use the proper format for the answer
to be parsed correctly. The last branch has the
highest confidence and is chosen ultimately. Here,
the focus on the task relation and the provided di-
alogue is part of the generated introduction to the
response.

As seen in Table 3, for the fine-tuned models,
there are no such reasonings observed, although the
constrained CoT decoding significantly improves
performance. We hypothesise that the additional
branches together with the constraints in decod-
ing force the model to use task knowledge from
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BRANCH 0: 
**Domain:** Hotel

**Slot:** Type of hotel
**Value:** Price range
- [price per night,refers to same concept as,135 carlingview drive 

etobicoke] 
....

BRANCH 1: 
## Synonyms/Semantically Equivalent Terms:
**Domain:** Hotel
- best western plus toronto airport carlingview hotel
- ....
BRANCH 2: 
1.**price range** [1, refers to same concept as, price]...
BRANCH 3: 
• **price range** [1, refers to same concept as, price]
• ...
BRANCH 4 (highest confidence): 
Here are the predicted synonyms or semantically equivalent terms 
from the provided dialogue:
**Price range:**
- [price per night,refers to same concept as,cost]
....
**Day:**
- [tuesday next week,refers to same concept as,check in date]

PROMPT: <EXAMPLE> Predict the relations between equivalent
terms in the form [term1, refers to same concept as, term2] as in 
the example given above.

RESPONSE:

Figure 4: Example of constrained CoT decoding for
one-shot equivalence relation prediction. Branch 4 adds
focus on the relation type. It has the highest average
confidence in the predicted relations and is chosen as
the final response. Some response parts are left out for
illustration purposes (“....”).

fine-tuning, rather than what it has learned about
the source data distribution. This can be observed
when comparing CoT-decoding with constrained
CoT-decoding, where the unconstrained version
mainly generates terms it has seen on MultiWOZ,
such as the “reference number” slot that is not
present in SGD. The constrained version on the
other hand forces the model to use task knowledge
instead of distributional knowledge, leading to a
much better coverage of the terms mentioned in
the dataset, if the correct branch is chosen based
on confidence. When observing completions to
other dialogues, we found that the qualitatively best
branches are not necessarily those with the high-
est confidence, indicating that a more sophisticated
branch selection strategy might boost performance
further. We leave such an improvement to future
work. When comparing constrained decoding with
vanilla greedy decoding, it becomes apparent that
constraining the generation greatly improves the
output structure and the utilisation of mentioned
terms in the target dataset.

5 Discussion

Although the performance of the fine-tuned model
is improved by constrained CoT-decoding, it is not
clear where the improvement comes from based on
qualitative analysis alone, as this model generates
no reasoning paths. The workings and explain-
ability of constrained CoT-decoding for fine-tuned
models have not been investigated yet, but are rele-
vant future research directions.

Our results imply that for tasks that are not fre-
quently used in instruction-tuning data, it can be
useful to utilise existing TOD data for training an
LLM rather than annotating a few examples on the
target data for the DORE task (see Section 4.3).
Due to the length of examples in the DORE task,
the amount of annotated examples that can fit in
the prompt is highly limited, aggravating the appli-
cability of few-shot approaches.

The results strengthen the finding that annotated
data should be used if available (Zhu et al., 2023a).
Constrained CoT-decoding only improves perfor-
mance on the target data, where task knowledge is
more useful than distributional knowledge about
the source data. Mahowald et al. (2024) state that
for learning tasks where language is used in a func-
tional way to accomplish certain goals, such as
DORE, self-supervised next-token prediction is not
sufficient. Instead, the model needs to learn task-
specific information via specialised fine-tuning to
solve such tasks, which are not frequently present
in pre-training data and involve task-specific rea-
soning. DORE can only be solved by knowing
the specific relationship definition provided in the
task descriptions, which the model cannot handle
if it was not trained on the task. In summary, the
presented results reinforce the observation that fine-
tuning and specialised architectures are still needed
to solve functional language-based tasks that can-
not be solved by pattern matching alone.

The computational complexity of CoT-decoding
is k times higher than regular greedy decoding,
however, decoding of the different branches can be
done in parallel. Nonetheless, one should note that
only one run of ontology construction is needed,
as the ontology can be repeatedly used for other
dialogue modelling tasks such as state tracking. It
is worth stressing that CoT-decoding only increases
inference cost, while training cost remains the same.
Compared to few-shot prompting, which also in-
creases inference cost due to longer input context,
there is no additional annotation cost.
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Approach Response

Baseline - [price per night, has domain], [best western plus toronto north york hotel & suites, has domain], ’$
63’, ’hotel’, ’has slot’, ’has domain’, ’hotel’ ] nessunize "$ 63" $ 117’ - [best western plus toronto
north york hotel & suites, has domain], ’has slot’, ’hotel’, ’has domain’, ’attraction’ ] - [hotel, has
slot],’refers to same concept as’,’stay’ ] - [hotel, has slot], ’has domain’, ’hotel’ ] ...

Constrained De-
coding

- [price per night,has value,$ 117] - [hotel,has slot,price per night] - [best western plus toronto north
york hotel, has domain, hotel] - [hotel,has slot,address] - [best western plus toronto north york hotel,
has domain, restaurant]... [hotel,has slot,date] ...

CoT-Decoding [1, has domain, hotel] [best western plus toronto north york hotel & suites, has domain, hotel] [1, has
domain, address] [best western premier toronto airport carlingview hotel, has domain, hotel] [hotel, has
slot, day] [best western plus toronto north york hotel, has domain, hotel] [hotel, has slot, name] [hotel,
has slot, room] [hotel, has slot, area] [hotel, has slot, reference number] ...

Constrained
CoT-Decoding

[1, has domain, hotel] ... [hotel,has slot,price per night] [best western plus toronto north york hotel,
has domain, restaurant] [best western plus toronto north york hotel, has domain, hotel] [hotel,has
slot,address] [hotel,has slot,check in date] [hotel,has slot,street address] [hotel,has slot,date] [hotel,has
slot,tuesday next week] [hotel,has slot,check in date] ...

Table 3: MWOZ fine-tuned model example response excerpts for the different decodings on SDG test dialogue 100.
For CoT-decoding methods, only the chosen branch is displayed.

6 Conclusion

We propose constrained chain-of-thought (CoT)-
decoding, a new decoding mechanism for dia-
logue ontology generation (DORE) in a transfer
set-up. An LLM using a one-shot example from
the source data is significantly improved using the
proposed constrained CoT-decoding mechanism.
Fine-tuning an LLM on the source data and using
constrained CoT-decoding for inference on the tar-
get data outperforms a one-shot target data model
significantly.

The results warrant further research into DORE
in particular, and into eliciting reasoning in LLMs
by adapting the decoding mechanism in general.
Moreover, we offer a method for applying LLMs
to tasks that are underrepresented in pre-training
and where the vanilla LLMs perform poorly. Our
method is appealing as it does not necessitate la-
belling new examples. Future research directions
include explainability of constrained CoT-decoding
in fine-tuned LLMs and including CoT-decoding
during fine-tuning.

7 Limitations

In this work we assume a pipeline approach, how-
ever with the raise of LLMs, end-to-end solutions
tend to be more accurate. We leave the task of
jointly extracting dialogue terms and relations for
future investigation. Due to constraints in computa-
tional infrastructure, we were not able to run open-
source LLMs with the size of ChatGPT, which
might be promising however. We abstained from
utilising proprietary models, such as ChatGPT, for

increased transparency and reduced risk of training
data contamination.

Furthermore, the need for an annotated source
dataset limits the application to low-resource lan-
guages and tasks. The reliance on a specific answer
structure for confidence estimation limits applica-
tion to less structured tasks.

Finally, what we consider the upper bound,
which was trained on the target dataset, can be
argued to be a low bar too, reaching only an F1 of
37. This warrants more research on this task also
on the same data setting.
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A Results for Different Relation Types

See Table 4 for results on the different ontology
relation types.

B Example Completions for One-shot
Equivalence Relation Prompt

See Table 5 for example completions for the one-
shot equivalence prompt.

382



Approach Relation Type F1-Score Precision Recall

One-shot example from MultiWOZ

Baseline: Separate relation prediction

all 7.4 8.8 6.4
domain-slot 3.9 2.1 41.0
slot-value 9.4 18.8 6.3

value-domain 8.0 12.7 5.9
equivalence 1.8 1.0 6.9

+ constrained decoding

all 8.5 5.7 17.3
domain-slot 1.1 0.5 50.7
slot-value 9.3 7.0 13.8

value-domain 14.4 11.5 19.5
equivalence 1.4 0.7 16.1

+ CoT decoding

all 9.2 8.8 9.6
domain-slot 2.5 1.3 50.7
slot-value 16.0 18.4 14.2

value-domain 7.7 12.7 5.5
equivalence 1.8 1.0 7.3

+ constrained CoT decoding

all 9.2 6.4 15.9
domain-slot 1.2 0.6 50.7
slot-value 13.4 10.3 19.2

value-domain 12.3 11.6 13.1
equivalence 1.2 0.7 10.3

Fine-tuning on MultiWOZ

Baseline: Fine-tuning on MultiWOZ

all 10.8 6.7 28.4
domain-slot 5.9 3.2 49.3
slot-value 6.5 3.7 25.3

value-domain 20.5 15.3 30.8
equivalence 4.3 2.5 18.8

+ constrained decoding

all 11.1 6.8 30.4
domain-slot 4.7 2.5 52.9
slot-value 6.8 3.9 25.5

value-domain 19.8 13.9 34.1
equivalence 3.9 2.1 21.5

+ CoT decoding

all 9.3 6.3 17.4
domain-slot 3.9 2.0 49.3
slot-value 5.7 3.5 15.5

value-domain 16.7 14.8 18.9
equivalence 2.3 4.4 1.5

+ constrained CoT decoding

all 14.4 10.0 25.8
domain-slot 3.2 1.6 64.9
slot-value 12.1 9.0 18.4

value-domain 19.2 13.9 30.9
equivalence 4.7 2.8 16.7

Upper Bounds using SGD Data

One-shot example from SGD + separate
relation prediction

all 12.9 10.7 16.4
domain-slot 3.4 1.8 46.3
slot-value 17.7 20.9 15.4

value-domain 13.4 11.0 17.1
equivalence 2.5 1.4 9.1

Fine-tuning on SGD

all 36.8 26.4 60.9
domain-slot 7.3 3.8 88.8
slot-value 30.6 20.7 58.9

value-domain 53.5 46.9 62.1
equivalence 12.3 6.9 57.6

Table 4: Ontology Relation Prediction Results for each relation type on the SGD test set.
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Approach Response

Baseline Greedy Decoding **Domain:** Hotel
**Slot:** Type of hotel
**Value:** Price range
- [price range, refers to same concept as, price] - [reference number, refers to same concept
as, reference]
**Domain:** Price
**Slot:** Cost per night
**Value:** $ 63
- [cost per night, refers to same concept as, price]
**Domain:** Location
**Slot:** Street address
**Value:** 135 carlingview drive etobicoke, ontario m9w 5e7, canada
- [street address, refers to same concept as, location] ...

Constrained Decoding **Domain:** Hotel
**Slot:** Type of hotel
**Value:** Price range
- [price per night,refers to same concept as,135 carlingview drive etobicoke, ontario m9w
5e7, canada]
- [best western plus toronto north york hotel,refers to same concept as,best western plus
toronto north york hotel & suites] ...

CoT-Decoding Here are the predicted synonyms or semantically equivalent terms from the provided
dialogue:
**Price range:**
- [price range, refers to same concept as, price]
**Reference number:**
- [reference number, refers to same concept as, reference]
**Hotel:**
- [hotel, refers to same concept as, best western plus toronto north york hotel & suites]
**Stay:**
- [stay, refers to same concept as, nights]
**Price:**
- [price, refers to same concept as, cost]<eos>

Constrained CoT-Decoding Here are the predicted synonyms or semantically equivalent terms from the provided
dialogue:
**Price range:**
- [price per night,refers to same concept as,cost]
**Reference number:**
- [price per night,refers to same concept as,check in date]
**Hotel:**
- [hotel,refers to same concept as,best western premier toronto airport carlingview hotel]
**Day:**
- [tuesday next week,refers to same concept as,check in date]<eos>

Table 5: MWOZ one-shot only equivalence model example response excerpts for the different encodings on SDG
test dialogue 100. For CoT-decoding methods, only the chosen branch is displayed.
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Abstract
The primary challenge in utilizing dialogue sys-
tems for reliable language assessment for inter-
actional skills lies in obtaining ratable speech
samples that demonstrate the user’s full range
of ability. We thus developed a multimodal dia-
logue system that employs adaptive sampling
strategies and enables a mixed initiative inter-
action through extended interview and roleplay
dialogues. The interview is a system-led dia-
logue aimed at evaluating the user’s overall pro-
ficiency. The system dynamically adjusts the
question difficulty based on a real-time assess-
ment to induce linguistic breakdowns, which
provides evidence of the user’s upper limits of
proficiency. The roleplay, on the other hand, is
a mixed-initiative, collaborative conversation
intended to assess interactional competence
such as turn management skills. Two exper-
iments were conducted to evaluate our system
in assessing oral proficiency. In the first exper-
iment, which involved an interview dataset of
152 speakers, our system demonstrated high
accuracy in automatically assessing overall pro-
ficiency. However, we observed that linguistic
breakdowns were less likely to occur among
high-proficiency users, indicating some room
for further enhancing the ratability of speech
samples. In the second experiment based on
a role-play dataset of 75 speakers, the speech
samples elicited by our system was found to
be as ratable for interactional competence as
those elicited by experienced teachers, demon-
strating our system’s capability in conducting
interactive conversations. Finally, we report on
the deployment of our system with over 10,000
students in two real-world testing scenarios.

1 Introduction

Language testing plays a critical role in ensuring
effective language learning, as it provides valu-
able feedback on learners’ proficiency levels and
guides instructional planning (Fulcher, 2010). As-
sessment of oral proficiency is particularly impor-
tant, as speaking and listening skills are essential

for effective communication in a second language.
Traditional methods of oral proficiency assessment,
however, face several challenges, including the sub-
jectivity of human raters and the difficulty of cre-
ating standardized, scalable testing environments
(Galaczi and Taylor, 2018).

To address these challenges, several studies have
explored automated systems for oral assessment.
For example, Ockey and Chukharev-Hudilainen
(2021) evaluated the potential of spoken dialogue
systems (SDS) for paired oral discussion tasks, con-
cluding that a standardized assessment may favor
SDS over human interlocutors due to its systematic
behavior. Recent advancements in large language
models (LLMs) have further simplified the imple-
mentation of such dialogue tasks. However, a sig-
nificant challenge remains in obtaining "ratable"
speech samples that accurately represent the full
extent of a learner’s language capabilities. Assess-
ment of oral proficiency requires not only measur-
ing linguistic competence, such as grammar and
vocabulary, but also evaluating interactional be-
haviours, including turn-taking, topic management,
and repair strategies (McNamara, 1996). Addition-
ally, to provide a reliable assessment, it is crucial
to observe the upper linguistic limits of the user
(Liskin-Gasparro, 2003). Therefore, an effective di-
alogue system must be capable of engaging users in
a manner that naturally reveals these competencies
while also being scalable as a testing tool.

To this end, we developed the Intelligent Lan-
guage Learning Assistant, InteLLA, a multimodal
dialogue system designed to elicit spontaneous
speech samples from second language learners
through a combination of a 15-minute interview
and a 10-minute roleplay session. By dynamically
adjusting the topic difficulty based on real-time as-
sessments, the system aims to provoke linguistic
breakdowns that serve as evidence of a learner’s
upper proficiency limits. Additionally, the mixed-
initiative roleplay component is designed to evalu-
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Figure 1: The InteLLA system for oral proficiency as-
sessment. The user connects to an online video call
with InteLLA from their web browser on PC, tablet or
smartphone.

ate the user’s interactional competence in a collab-
orative setting.

To ensure the functionality and potential limita-
tions of our system for large-scale real-world im-
plementation, this paper reports two experiments:
Chapter 4 evaluates how well the system can assess
oral proficiency through various experiments de-
signed to test its efficacy; Chapter 5 reports on the
field testing results of our system used in real-world
testing scenarios with university and high school
students in Japan. We also discuss our first year
operation of our system in terms of practicality and
social impacts.

2 Related Work

2.1 CEFR

The Common European Framework of Reference
for Languages (CEFR) serves as a comprehensive
foundation for the development of language syllabi
and curricula, as well as the evaluation of foreign
language proficiency (Council of Europe, 2020).
According to the CEFR, the key competencies for
effective language communication include range
(vocabulary richness), accuracy (grammatical cor-
rectness), fluency (smoothness and flow of speech),
interaction (ability to engage in conversational ex-
change), and coherence (Engaging in effective con-
versational exchange). These competencies are
defined across six proficiency levels: A1, A2, B1,
B2, C1, and C2, with A1 representing the beginner
level and C2 indicating proficient or near-native
speaker capabilities.

The CEFR outlines specific communicative ac-
tivities referred to as "Can-Do" statements, which

articulate what learners at each proficiency level
should be able to achieve. These "Can-Do" serve
as guidelines to determine the appropriate level for
a learner based on their demonstrated abilities in
a certain social situation. For instance, at the B1
level, learners should be able to handle most situa-
tions likely to arise while traveling in an area where
the language is spoken.

This standardization is particularly valuable in
the development of dialogue systems for language
testing, as it offers an established baseline for de-
signing tasks, including the interlocutor’s behav-
iors, and evaluating user performance in a reliable
and valid manner.

2.2 Oral Proficiency Interview
In many computerised speaking assessments, the
user is given a reading script or situational expla-
nation and is then required to record their speech.
Such monologue-based speaking score, however,
only have moderate correlations with those elicited
in interactive dialogue tasks (Roever and Ikeda,
2022). On the other hand, due to their dynamic and
co-constructive nature, dialogic tasks inevitably in-
troduce variability in examiner behaviours and thus
affect the learner’s performance in the test (Galaczi
and Taylor, 2018). This inherent variability poses
a challenge for maintaining consistent and reliable
assessments in dialogue-based tasks.

To draw out such interactive abilities, interview-
based assessments of speaking proficiency con-
ducted by trained professionals have long been
considered, a representative implementation be-
ing the ACTFL-OPI (Liskin-Gasparro, 2003). The
ACTFL-OPI interview consists of several phases.
It begins with a "warm-up" where the interviewer
asks questions or engages in small talk to famil-
iarize the examinee with the test. Through this
warm-up, the interviewer conducts a preliminary
evaluation to decide the difficulty level of the first
main topic. Next, the main part of the assessment,
the "iterative process" takes place. The interviewer
alternates between questions that are perceived as
comfortably easy and challengingly difficult for the
examinee to induce signs of "breakdown". Typi-
cally, breakdowns are indicated by hesitation, stum-
bling, lack of response, or rephrasing. This iterative
process continues until sufficient information is ob-
tained to assess the examinee’s proficiency accu-
rately. Automated assessment systems that mimic
this interview strategy, such as the ACTFL Oral
Proficiency Computer, exist. However, these sys-
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tems do not rely on the user’s previous responses
but rather output a predefined list of questions se-
quentially (Isbell and Winke, 2019). Although
some measures are taken such as adjusting the diffi-
culty of questions based on self-assessment before
the interview, dynamic level adjustments during
the interview, as performed by human experts, are
not conducted.

Research into systems that conduct interview
or counseling-like dialogues has been extensive in
the domains other than language testing (Morbini
et al., 2014; Inoue et al., 2020). These systems
aim to elicit user speech through natural listening
and question generation, but few explicitly evalu-
ate user performance. Additionally, there is con-
siderable research on using dialogue systems for
speaking proficiency assessment (Ramanarayanan
et al., 2019; Litman et al., 2016), but these studies
generally assign the same tasks to all users from the
perspective of test fairness and avoiding dialogue
breakdowns.

2.3 Roleplay Dialogue

While structured interaction tasks such as the
ACTFL-OPI have been used extensively to elicit
ratable samples to assess linguistic competence
(e.g., vocabulary, grammar, pronunciation), it falls
short in assessing a full range of interactional com-
petence. As such, language assessment researchers
attempt to incorporate roleplay tasks in their tests to
simulate authentic social settings for the examinees
to demonstrate their abilities to enact simulated
social roles by maintaining interpersonal relation-
ships and managing turn-taking in a collaborative
and cooperative manner (Kasper and Youn, 2018).
By design, such roleplay dialogues should involve
mixed-initiative interactions where both the system
and the user can take the lead in conversation. This
requirement is essential to making it possible to
evaluate how well the learner handles unexpected
turns and engages in collaborative communication.

2.4 System Requirements

Based on the aforementioned considerations, our
system needs to effectively assess oral proficiency
through both structured interviews and collabora-
tive roleplay interactions. To achieve this, we have
established the following requirements for the con-
versational agent being developed in this project:

1. Adaptive speech sampling strategy: The sys-
tem should ask relevant questions and provide

responses tailored to the user’s language level,
efficiently sampling ratable speech data for
assessment. Multimodal interaction, includ-
ing non-verbal gestures, is needed to elicit
authentic speech, ensuring that scores are gen-
eralizable to real-world communication.

2. Mixed-initiative interaction: The system
should enable collaborative, mixed-initiative
dialogues, wherein both the system and the
user can dynamically control the conversa-
tion. This will allow users to demonstrate their
interactional competence, including aspects
such as turn-taking and topic development.

3. Scalability: To ensure the test is accessible
and fair for a diverse user base, the system
must be usable across different locations and
operable on low-end devices.

3 System Design

The InteLLA system is a multimodal dialogue sys-
tem where the user connects to an online video call
from their personal device, as shown in Figure 1.
We adopted a modular architecture, wherein multi-
ple modules, each responsible for specific dialogue
capabilities such as ASR, operate concurrently to
enable fully-duplex communication (Figure 2). For
the ASR module, we employ the Google Text-to-
Speech service. The details of the other modules
will be discussed in subsequent sections.

3.1 Video Communication Module

To enable users to access the system via video
call directly from their web browser, the system
is hosted on a server, with agent audio and visu-
als streamed to the user through a Web Real-Time
Communication (WebRTC) solution. This setup
leverages server-side GPU resources for machine
learning and rendering, ensuring a rich conversa-
tional experience even for users with low-end de-
vices. This configuration is crucial for maintaining
equitable and consistent testing.

3.2 Dialogue Management Module

LLMs have greatly simplified the design and man-
agement of dialogues by enabling the specifica-
tion of conversation rules through prompts (Brown
et al., 2020). However, these models often struggle
to maintain coherence when the input (i.e. prompts
and dialogue history) becomes excessively long.
This poses a particular challenge in our use case,
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Figure 2: System architecture of InteLLA, comprising video communication, automatic speech recognition, dialogue
management, turn management, action generation and assessment modules.

where a single conversation may extend from 20 to
30 minutes. Additionally, altering dialogue content
based on real-time assessments for adaptive testing
remains an issue.

To address these challenges, we employed a hy-
brid approach that combines LLMs with scenario-
based dialogue management. Specifically, we seg-
mented the interviews and roleplays into multiple
topics, with each topic having a sub-goal such as
"asking about hobbies" or "conducting a roleplay
to borrow a PC from the user," designed to be com-
pleted within a 3 to 5-minute timeframe. These
topics are tailored for each CEFR level.

Following the OPI framework described in Sec-
tion 2.2, the conversation initiates with a warm-up
topic, designed to make the user comfortable with
the system. During the conversation, the assess-
ment module, explained in Section 3.5, evaluates
the user’s proficiency. Based on this assessment,
users are assigned a topic that matches or slightly
exceeds their proficiency level. This aims to induce
linguistic breakdowns, thereby efficiently observ-
ing the user’s upper proficiency limits, as shown in
Appendix A.1.

When a topic changes, the prompt for the LLM
is updated, and the dialogue history is reset. By
compartmentalizing conversations in this manner,
the LLM can adhere to strict instructions for each
individual topic, ensuring coherent and controlled
dialogue over a total duration of 20 to 30 minutes.
To maintain the memory of previous topics, we
summarize earlier dialogue segments and incorpo-
rate these summaries into the updated prompts.

To enhance the ratability of speech samples, a
panel of applied linguistics researchers and expe-
rienced teachers carefully designed and piloted
prompts. Following the literature on the correspon-
dence between representative linguistic functions
and CEFR levels (O’Sullivan et al., 2002), top-

ics were decided in terms of how likely learners
are to use target linguistic functions in response
to the system’s question. For instance, B2-level
learners are expected to have the ability to pro-
duce a longer, coherent utterance, and thus the top-
ics, for instance, should require them to compare
and contrast multiple ideas. These are combined
with generic prompts such as persona of the agent,
guideline for the interview and summarized history,
and fed to a LLM to generate the next system ut-
terance. We use OpenAI’s GPT for the utterance
generation.

3.3 Turn Management Module

In spoken dialogue systems, knowing when to
speak is as crucial as knowing what to say for main-
taining smooth interaction (Skantze, 2021). This
is particularly important in the context of oral pro-
ficiency testing, where users often produce long
pauses between sentences as they formulate their
responses, increasing the likelihood of system in-
terruptions.

During these pauses, it is often discernible
whether the user intends to continue speaking or
has finished based on grammatical completeness,
prosody, and eye gaze. To utilize such multimodal
cues, we trained an end-of-turn detection model
that incorporates text, audio, and image data to
predict whether the user has finished their turn, as
proposed by Kurata et al. (2023). However, turn
overlaps are inevitable, even in human conversation.
Not all overlaps are detrimental; for instance, the
user may simply be providing backchannel feed-
back to the system. To determine whether the sys-
tem should continue speaking or pause when turn
overlaps occur, we implemented a barge-in detec-
tion system based on the overlap resolution model
by Gervits and Scheutz (2018).

This module is also responsible for generating
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backchannels and fillers. Backchannels are neces-
sary cues to indicate the system is listening to the
user, thereby encouraging the user to speak more.
Verbal and non-verbal backchannels are generated
at the end of clauses. Fillers signify the system’s
intention to speak and avoid awkward pauses be-
tween turns, which may happen due to latency in-
troduced by utterance and action generation. A
filler utterance is generated when the user’s end-of-
turn is detected and and the system’s next utterance
does not begin immediately after.

3.4 Action Generation Module
While text-to-speech (TTS) has been extensively
studied, body and facial motion generation have re-
ceived comparatively less attention. Although early
linguistic-inspired rule-based gesture generation
approaches were proposed (Cassell et al., 2001),
few end-to-end models exist that use audio and text
input to generate body gesture data (Kucherenko
et al., 2020). However, the end-to-end models are
not fast enough for real time communication. Ad-
ditionally, while such models can create smooth
movements synchronized with speech rhythm, they
often struggle to generate semantic gestures that
are essential for making conversations engaging.

To achieve real-time generation of natural body
facial motions, we employed a database-driven ap-
proach. First, we constructed a database of ac-
tions performed by a motion actor, with each action
mapped to corresponding text descriptions. When
generating a motion, the input text is compared to
the texts in the database to calculate the cosine sim-
ilarity of embedded texts. The action most similar
to the input text is then selected. Speech is gener-
ated using a TTS model, and mouth movements are
generated based on vowel sounds estimated from
the synthesized speech.

The combined data for speech, body and facial
motions are then sent to a game engine for the agent
animation to be rendered. Specifically, we used
Sentence-BERT (Reimers and Gurevych, 2019) for
text embedding, Google Text-to-Speech for TTS,
and Unity for rendering the agent.

3.5 Assessment Module
We propose a speaking proficiency assessment
model that takes multimodal dialogue data obtained
during the conversation with the user, and simul-
taneously predicts proficiency levels across one
holistic criterion (overall) and five analytic crite-
ria: range, accuracy, fluency, phonology, and co-

herence. The model has multiple encoder mod-
ules to consider a wide range of multimodal fea-
tures theoretically important in language assess-
ment, such as vocabulary richness (Eguchi and
Kyle, 2020), grammatical accuracy (Murakami and
Ellis, 2022), fluency (Matsuura et al., 2022; Suzuki
et al., 2021), goodness of pronunciation (Saito and
Plonsky, 2019), and coherence of discourse (Qin,
2022). To capture these linguistic features, each
encoder module has a model as a feature extractor
that have been pre-trained in various natural lan-
guage processing tasks such as grammatical error
correction (Omelianchuk et al., 2020), coreference
resolution (Otmazgin et al., 2023), and pronunci-
ation scoring (Zhang et al., 2021). The inputs of
the model are the user’s audio and video, speech-
recognized text, and the system’s utterance text.
After various linguistic features are extracted from
these input data by the encoder modules, the out-
puts of each encoder module are blended by the
transformer encoder (Vaswani et al., 2017). Then,
the vector sequences, in which the influence of
the interaction of the various linguistic features is
embedded by the transformer encoder, are input
to each network specialized for proficiency assess-
ment of each CEFR category. The output layers
for each CEFR category with softmax as activation
function output the likelihood of each level. The
probabilities are converted to a continuous value
score x by the following equation: x =

∑6
c=1 c×pc

where pc represents the probability of level c (1:A1,
2:A2, .., 6:C2) in a category (

∑6
c=1 pc = 1). Af-

ter computing the discrete level boundaries of A1-
C2 so as to maximize Quadratic Weighted Kappa
(QWK) in the validation dataset based on x, a nor-
malized score x′ is fed back to the learner so that
the boundaries of each level are evenly spaced:
A1:[0, 1.0], A2:(1.0, 2.0], ..., C2:(5.0, 6.0].

The model was trained on 232 interview dia-
logues previously collected, and rated for the CEFR
score by trained raters. Figure 3 shows an example
of the assessment presented to the user. rationales
for the assessment are provided for each category
and proficiency, based on the CEFR.

4 Experiments

To evaluate the system in terms of its capability of
eliciting ratable speech samples, we conducted two
experiments. The first experiment was designed
to test the system’s adaptive speech sampling strat-
egy in system-led interview dialogues in terms of
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Figure 3: Example of assessment result, including the
six core competencies defined by CEFR and the overall
score, along with the rationale for these scores.

scoring accuracy as well as the frequency of target
phenomenon, that is, linguistic breakdown. The
second experiment was set up to gauge the qual-
ity of mixed-initiative interaction in roleplay tasks.
Given the multifaceted nature of interactional fea-
tures, the second experiment aims at holistically
evaluating the system using human experts’ ratings,
comparing the scoring reliability between human-
interlocutors and the current system.

4.1 Ethical Statement
All data collection for this study, including field
testing were reviewed and approved in advance
by the ethical review committee ("Ethics Review
Procedures concerning Research with Human Sub-
jects") of Waseda University. Prior to all experi-
ments, a consent form outlining the experimental
procedures and the use of data (specifically that
the recorded audio and video data would be used
exclusively for research purposes) was explained to
the participants. For high school participants, the
procedure was explained to both them and their par-
ents or guardians. Consent was obtained through
a detailed consent form, ensuring all parties were
fully informed before participation.

4.2 Interview Experiment
We recruited 152 university students with vary-
ing levels of oral proficiency to participate in an
interview session with our system. Among the
participants, 94 participants were female, and 58
were male, with an average age of 20. Each user
were given 4 topics, and the whole interview lasted
around 15 to 20 minutes. The recordings from
these interviews were assessed for CEFR levels by
the three trained raters, all of whom hold MA de-

True
Pred

A1 A2 B1 B2 C1 C2

A1 4 3 0 0 0 0
A2 0 25 6 0 0 0
B1 0 2 32 7 0 0
B2 0 0 3 49 1 0
C1 0 0 0 2 11 3
C2 0 0 0 0 0 4

Table 1: Confusion Matrix of automatic assessment
("Pred") and the gold standard by the trained human
raters ("True").

grees in TESOL or equivalent as well as more than
5 years of teaching experience, and completed a
rater training program conducted by researchers
in Applied Linguistics. The inter-rater reliabil-
ity for the CEFR assessment was measured using
QWK, which ranged from 0.800 to 0.835, indicat-
ing high consistency among raters. In instances
of disagreement between raters, the true label was
determined through discussion. We then compared
the final scores from the assessment module to the
human raters’ scores (gold standard). The QWK be-
tween our system and the gold standard was 0.929,
demonstrating very high reliability. The confusion
matrix, comparing the model’s predictions with hu-
man ratings, is shown in Table 1. As evident from
the confusion matrix, all model predictions were
within one level of the human scoring.

Next, recordings were evaluated for linguistic
breakdowns by the same raters. A breakdown was
defined as "failure to manage to maintain their
speech or respond to the question sufficiently,"
following the criteria established in (Isbell and
Winke, 2019). The occurrence of breakdowns ob-
served in a recording for each proficiency level was
observed as follows: A1 and A2 – 100%, B1 –
79.4%, B2 – 42.9%, C1 – 20.9%. C2 proficiency
level participants were excluded from this analysis
since, theoretically, they would not exhibit break-
downs. These results indicate that students with
higher proficiency experienced fewer breakdowns.
This trend is expected, as higher proficiency learn-
ers, particularly those at B2 or higher levels, may
employ a range of linguistic repertoires to strate-
gically navigate around breakdowns (Council of
Europe, 2020). However, such strategic behavior
can influence other aspects of utterances, includ-
ing lexical richness and circumlocution. Therefore,
the system’s adaptive sampling strategy should be
evaluated with these considerations in mind. Given
the consistency of ratings across levels, it is plau-
sible to argue that despite some room for improve-
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ment especially for advanced learners, the current
adaptive sampling strategy can elicit ratable speech
samples from learners at various proficiency levels.

4.3 Roleplay Experiment
We recruited a total of 75 university students for
the roleplay data collection. Among the partic-
ipants, 54 were female, 20 were male, and one
participant did not answer, with an average age of
20. Each participant completed two roleplay ses-
sions with a one week interval: one with a human
examiner and one with our system. The order of
interlocutor conditions was counterbalanced across
participants. Five experienced English tutors were
randomly assigned to each student to complete
the roleplay in the human session. We adapted
a roleplay task used previously in the context of
second language assessment literature (Al-Gahtani
and Roever, 2018), shown in Appendix A.2. Upon
completion of the data collection, four experienced
tutors (recruited from the same pool of the exam-
iners) rated each session recording in terms of in-
teractional competence (IC) (Galaczi and Taylor,
2018). Since there was no established rating scale
for the assessment of IC, we developed our own
CEFR-inspired IC scale. Given our focus on mixed
initiatives in interaction, we decided to include two
relevant components of IC: Turn-management
and Topic-management. Turn-management is de-
fined as the ability to sustain a cooperative and col-
laborative conversation through appropriate turn-
taking, Topic-management pertains to developing
ideas collaboratively toward the intended interac-
tional outcome. The detailed descriptors are shown
on Table 7 and 6 in Appendix B.3.

Using a spiral rating design (Eckes, 2015), stu-
dents’ performances were evaluated by alternating
pairs of two raters, and each rater assessed only
one of the student’s videos to mitigate bias such
as halo effects. This resulted in a total of 528 raw
data points in a 6-level ordinal scale from A1 to C2
(i.e., 66 students × 2 interlocutor types × 2 raters
× 2 rating criteria). IC dimensions that could not
be observed in the video were marked as unratable.

To evaluate the extent to which our system
elicited speech samples that are informative for
IC assessment (i.e., ratability), we compared the
scoring reliability of IC ratings between the inter-
locutor conditions (human tutors vs. the system).
To systematically control for the effects of rater
severity and examinees’ proficiency levels, the re-
liability index was estimated through a series of

Many-Facet Rasch Modeling (MFRM; for details,
see Appendix B) (Eckes, 2015). Results revealed
the comparable level of reliability between the in-
terlocutor conditions of human tutors (0.767) and
our system (0.771). See Appendix B.1 for details.

The infit/outfit statistics based on the Rasch
model indicates that the AI-based roleplay followed
more closely with the assumption of the Rasch
measurement model (see Table 4 in Appendix B.2).
Taken together, these findings suggest that speech
samples elicited through our system are as ratable
as human interlocutors for IC assessment, and the
system yields psychometrically more consistent
data for assessing IC components related to mixed
initiatives than human tutors.

4.4 Discussion
The interview experiment demonstrated that the
InteLLA system can elicit ratable speech samples
for oral proficiency assessment, evidenced by high
inter-rater reliability both among human raters and
between human and our system. However, we also
found the low rate of linguistic breakdowns among
high-level participants. This could be attributed
to their problem-solving strategies. This suggests
that there should be some room for enhancing the
ratability of speech samples. Future work, for in-
stance, will need to engage with the accuracy of
real-time assessment mechanisms that can operate
effectively with fewer samples.

Conversely, the roleplay experiment showed that
our system can sufficiently elicit interactional com-
petence for human ratings, specifically turn man-
agement and topic management, on par with human
interlocutors. Future work includes extending the
assessment model with the capability to automati-
cally evaluate interactional competence.

5 Field Testing

We report on the system’s performance and stake-
holders’ satisfactions in the real-world scenarios
with university and high school students in Japan.

5.1 Field Testing with University Students
Over the past year (AY2023), the InteLLA system
has been deployed to provide assessments to over
10,000 Japanese university students. The system
served as a middle-stakes test, where the results
were used to determine the appropriate English
class level for each student. Tests were adminis-
tered remotely, with students using their personal
computers from home.
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To evaluate the system’s performance, we ran-
domly selected 300 recordings for detailed anal-
ysis. These recordings were scored according to
the CEFR level by three trained raters, with the
final score determined by majority vote in cases
of disagreement. The reliability of the automatic
assessment, when compared to human ratings, was
found to be 0.869, demonstrating a high level of
reliability. However, three out of 300 recordings
were deemed unratable, indicating they could not
be scored reliably due to technical problems. The
user’s audio input was too small for ASR to recog-
nize and for the dialogue management to keep the
conversation coherently. These issues should have
caused significant delays of the system responses
due to network problems and consequently inter-
fere with ratable speech elicitation. The results of
this field test demonstrate that our system can pro-
vide accurate oral proficiency assessments even in
uncontrolled, real-world scenarios.

5.2 Field Testing with High School Students
As another field study, a total of 97 students in
Chiba prefecture in Japan, all aged 16, participated
in eight English conversation sessions over a period
of one month. The first and last sessions served
as a pretest and posttest and were conducted using
using the interview scenarios. The other sessions
in between engage them with daily conversations
similar to the roleplay format in the second exper-
iment. After each session, students completed a
brief questionnaire assessing their learning motiva-
tion.

The pretest and posttest scores were compared
using a linear mixed-effects model to estimate the
group-level improvement, including the random-
effect variable of participants to controlling for in-
dividual variability in the pretest scores. The anal-
ysis revealed a significant increase of 0.30 points
(p < 0.001) out of 6.0. Among various patterns
of score changes, we found A2-level students at
the pretest significantly improved and reached B1-
levels at the time of the posttest. Students who ex-
hibited notable improvement in this category also
showed a positive trend in survey responses over
time. These responses included "Enjoyment of the
conversations", "Feeling of being able to express
themselves", "Comfort and relaxation while speak-
ing", "Desire to speak more in English." Notably,
we adopted intact classes for this field-testing study,
meaning that these improvements may not solely
be attributed to interactions with InteLLA but also

to the students’ regular English classes during the
period of the study. these findings may indicate the
potential of using our system as learning materials
for English speaking skills. However, this study
demonstrates the potential of using multimodal di-
alogue systems such as InteLLA for developing
English speaking skills and language learning mo-
tivation.

6 Conclusions and Future Directions

In this paper, we presented InteLLA, a multimodal
dialogue system designed for the assessment of
oral proficiency. InteLLA is designed to elicit rat-
able speech samples that display the user’s full
range of interactional skills. To enhance the rata-
bility of speech elicited, the system is required to
adaptively change the difficulty levels of questions
to collect learners’ linguistic breakdowns as the
evidence of their upper limit of proficiency. To
capture learners’ ability to maintain collaborative
conversations, the system is expected to enable
mixed initiative interaction where learners need
to engage with turn-taking management and topic
development. To evaluate InteLLA’s usefulness
in oral proficiency assessment, we conducted two
experiments using interview and roleplay conversa-
tions. The results from the interview conversations
demonstrated that our system consistently elicited
ratable samples especially for lower-level learners,
and automatically estimated scores based on those
samples exhibited a high agreement with experts’
ratings. In roleplay conversations, the ratability
of the speech samples elicited through InteLLA
were comparable to experienced English teachers
in terms of scoring reliability by human raters. The
current study takes an interdisciplinary approach
to integrating research on multimodal dialogue sys-
tems into real-world problems in language learn-
ing and testing. We demonstrated that InteLLA is
suitable for middle-stake assessments, effectively
scaling to accommodate a large number of users.
The scalability and accuracy position InteLLA as
a valuable tool for oral proficiency assessment in
varied contexts.

Although our system showed the potential for re-
liable standardised assessment of oral proficiency,
several challenges should be acknowledged to min-
imize possible negative consequences of its further
real-world implementations (Dai et al., 2024). In
the large-scale deployment of InteLLA, Quality of
Service (QoS) (Aurrecoechea et al., 1998) factors,
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such as latency derived from the inference model
and communication architecture, as well as the
resolution of InteLLA’s rendering engine, are criti-
cal from the perspectives of Quality of Experience
(QoE) (Möller and Raake, 2014) and cost. Future
work is expected to evaluate how the configura-
tion of the developed large-scale dialogue system
impacts user engagement (Kurata et al., 2024), con-
sidering a dialogue quality management system
that can efficiently facilitate system improvements.
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A Dialogue Samples

A.1 Interview Example
An example of an interview dialogue is shown
below. The first to third parts of the adjacency
pairs (Schegloff and Sacks, 1973) are referred to
as 1st, 2nd, and 3rd, respectively.

Warm-up phase : First, in the warm-up phase,
relatively simple conversations such as greetings
and small talk are conducted to ease tension and get
a general sense of the user’s level. In this example,
the proficiency assessment model estimates the user
to be at the A1 level, and then it moves on to the
level-check phase to confirm this estimation.

InteLLA: What is your favorite season? (1st -
topic initiation)

User: My favorite season is winter. (2nd)

InteLLA: Are there any activities you like to do
in winter? (1st - additional question)

User: Uh ... Ski and making snowman. (2nd)

InteLLA: That sounds like a lot of fun. (3rd -
acknowledgement) Could you tell me more
about it? (1st - continuation request)

User: I like skiing with family. I go every
year. (2nd)

Level Check : In this example, the level check
was deemed successful because fluency was main-
tained during the A1 level conversation. Next, the
process moves to the "probe" phase, where it is
tested whether the user can maintain fluency with
a slightly more difficult topic.

InteLLA: Alright. What did you eat for breakfast
this morning? (1st - topic initiation)

User: I ate uh... Sandwich it is chicken and
salad it is very delicious.(2nd)

InteLLA: Do you usually eat breakfast? (1st -
additional question)

User: Uh yes I always eat breakfast. (2nd)

InteLLA: Oh, that’s a healthy diet. (3rd -
acknowledgement)

User: Yeah. (3rd)

InteLLA: I see what time do you usually eat
breakfast. (1st - additional question;
A1 level)

User: Uh seven A.M. I wake up and I go to
kitchen and I eat breakfast. (2nd)

Probe Phase : In this example, a breakdown
in fluency occurred during the A2 level conversa-
tion, indicating that the user’s English conversation
ability is estimated to be at the A1 level. In ac-
tual dialogues, this probe and level-check routine
is repeated several times. Finally, the user’s level
is confirmed, and a closing dialogue is conducted
during the cool-down phase.

InteLLA: Have you ever been to a foreign country?
(1st - topic initiation)

User: Uh no. I never go to foreign country.
(2nd)

InteLLA: Ok. which country would you like to
visit in the future? (1st - additional
question)

User: I would like visit ... Singapore. (2nd)

InteLLA: Why is that? (1st - continuation
request)

User: Because I want visit ... I like go to
nice ... ah nice ... (2nd - breakdown
detected)

InteLLA: That’s ok. Let’s move on. (1st - topic
transition)

A.2 Roleplay Example
A conversation-analytic (CA) transcription of a
roleplay dialogue from the experiment is shown
in table 2 ("Lending a computer" scenario). Table
3 shows CA notations used in the transcript. In
this scenario, InteLLA plays a role of a university
friend of the user, asking to borrow a PC from them
because hers broke down while she was working
on the term paper. This roleplay scenario is an
adapted version from previous study on second lan-
guage learning and assessment (Al-Gahtani and
Roever, 2018). This roleplay attempts to assess the
following Can-Do statements for the user role:

• (Conversation; B2+) Can indicate reserva-
tions and reluctance, state conditions when
agreeing to requests or granting permission,
and ask for understanding of their own posi-
tion.

• (Conversation; B2) Can sustain relationships
with users of the target language without un-
intentionally amusing or irritating them or re-
quiring them to behave other than they would
with another proficient language user.
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The example roleplay card based on (Al-Gahtani
and Roever, 2018) is as follows.

Roleplay card:

Read the following instructions carefully.
You have 3 mins at maximum to prepare for
this role play.

Situation You are a student. It’s 11
pm. You’re working on a term paper that
is due tomorrow morning at 8 am. You are
planning to spend all night finishing the
paper. Now, you decided to take a quick
10-min break. You opened your phone and
noticed a text message from A. Friend A lives
two floors above you, but you have only known
for a month. So you wondered what happened
to A. The text message says that he/she wants
to borrow your PC because theirs broke down.
Because you have ONLY one computer (which
you are using for writing the paper), you
think it is inconvenient for you to lend it
to another person. Now, friends A rings your
doorbell and you are answering it.

Task

• Explain your situation and first try to
decline the request.

• Then negotiate for a solution that works
for both of you.

• You can lend it to them but make sure
that you secure enough time to finish
your term paper.

• Do NOT show irritation or annoyance to
the friend A.

B Many-Facet Rasch Modeling

Many-facet Rasch Modeling is a psychometric ap-
proach often used in performance assessment (i.e.,
type of assessment involving a set of raters eval-
uating performances of the test-takers on prede-
termined criteria for their skill mastery) (Eckes,
2015). In performance assessments such as the
roleplay in Experiment 2 (Section 4.3), multiple
factors can add "noises" to the raw score, including
but not limited to choice of raters, tasks used, and
interlocutors. Many-facet Rasch Model attempts
to account for the different sources of variation in
the raw score (i.e., facets) and to transform the raw
score into a latent logit score. In so doing, it simul-
taneously computes the harshness of rater and the
difficulty of interlocutors on the same logit scale.

The design of experiment 2 yielded the following
facets:

• Examinee Interactional Competence (66 per-
sons)

• Rater severity (4 raters)

• Criteria (Turn and Topic-management)

• Interlocutor difficulty (AI and 5 human tutors)

Following Eckes (Eckes, 2015), a full MFRM
can be expressed in the following formula:

ln

[
pnlijk

pnlijk−1

]
= θn − βl − ηv − αj − τk

where

• pnijk = probability of person n receiving a
rating of k on criteria l from rater j when the
interlocutor is v,

• pnijk−1 = probability of person n receiving a
rating of k − 1 on criteria l from rater j when
the interlocutor is v,

• θn = ability (= IC) of person n,

• βl = difficulty of criteria l,

• ηv = difficulty of interlocutor v,

• αj = severity of rater j,

• τk = difficulty of receiving a rating of k rela-
tive to k − 1.

This allows the estimation of locations of each
constituent from each facet on a latent logit scale.

B.1 Person separation reliability

After fitting a Rasch model, the reliability of rat-
ings can be calculated to indicate the consistency of
person’s ability estimate (i.e., location on the latent
logit scale) that is beyond the influence of other
facets. This is calculated by dividing the amount of
variation in Expected A Posteriori (EAP) estimates
of person’s abilities based on the Rasch model af-
ter considering other facets over the total amount
of variation in persons’ abilities. This reliability
estimate ranges from 0 to 1, a high score indicating
a high level of reliability. As presented in Sec-
tion 4.3, the person separation reliability was .767
for human-based roleplays and .771 for AI-based
roleplays. For more information about person sep-
aration reliability estimate see (Eckes, 2015; Bond
and Fox, 2013).
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Table 2: Conversation-analytic transcript of a roleplay dialogue ("Lending a computer" scenario)

Speaker CA transcription
InteLLA: Ok in this roleplay, I will start talking. Are you ready?
User: Yes I am.
InteLLA: Alright three two one.

(0.6)
InteLLA: Oh hi.

(0.5)
User: [Hi:

[Sorry to bother you.
(0.3)

User: ◦Hmm◦,=
InteLLA: =Did you look at my message?
User: .hh yes, I just opened it. I was actually working on my paper and

I didn’t have time tuh check [your message.
InteLLA: [Hmm.

(2.8)
InteLLA: I see. (0.6) I’m in a bit of bind. [My computer died and I need=
User: [Hmm,
InteLLA: =to finish my paper.

(0.5)
User: Mm-huh=
InteLLA: =Could I borrow your PC?

(0.8)
User: .Hhh I really wish I could. but it’s just that I’m still working

on my term paper, a:nd [it’s due] tomorrow mornin’ at eight. a::nd
InteLLA: [hmm, ]
User: .hh I was planning to spend all day:: finishing the pa- all night

sorry (.) finishing the paper a::nd .hh I’m not really sure if
I could lend it to you before that.
(4.0)

InteLLA: Oh (.) I understand. (0.5) Your paper is important too. (0.6)
Could I borrow it after you finish?
(1.1)

User: ◦U::m,◦ we:ll I wish I could if I could finish it by eight
[.hhh] >I could lend it to you bu’< how many hours do you=

InteLLA: [Hmm,]
User: =need (.) for that.

(2.5)
InteLLA: I think need about three hours.

(0.8)
User: [three hours. ◦right◦ ]
InteLLA: [Could I have it from eight] to eleven?

(0.8)
User: Oh from eight to eleven? Sure that’s after my (.) uh: term paper

is done so::=
InteLLA: =hmm=
User: =I:::m >hoping I could finish it by the deadline,< so: I will work

on it all night, a:nd >I’ll finish it by eight< so: (0.3) is that
fine? Is your- when’s your [paper due?

InteLLA: [Hmm,
(4.2)

InteLLA: My paper is due at 9 in the morning. (0.7) But I need some time to
finish it.
(0.7)

User: Hmmm right but you’re not >goin’ tuh be able to turn it in< by
(0.9) [the deadline, right?

InteLLA: [hmm,
(4.0)

InteLLA: I understand your concern.
(0.6)

InteLLA: Could I have it a bit earlier (.) maybe at 7?
(0.4)

User: Yeah, sure I could finish- try to finish it by seven and .hhh maybe
you could work on [that] fo::r two hours and then you could=

InteLLA: [Hmm,
User: =hopefully turn it in by the deadline?

(2.5)
InteLLA: Oh wow! (0.5) That would be great. (0.6) Thank you so much.

((Roleplay continues))
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Table 3: CA notations used in the example transcript

CA notation Description
Period (.) Falling intonation
Comma (,) Slightly rising intonation
Question (?) Rising intonation
(ss.mm) Silence in seconds
(.) A brief silence (shorter than 250ms)
Colon (:) Lengthening of previous sounds
Dash (-) A cut-off of speech
Equal sign (=) Latching (i.e., transition spaces

minimized between turns)
Opening bracket ([) Overlap onset
Closing bracket (]) Overlap offset (optional)
.hh Inhalation
Hhh Exhalation
Degree sign (◦) whispering; smaller voice
>WORD< words pronounced at a faster pace
<WORD> words pronounced at a slower pace

B.2 Infit/Outfit statistics

In the context of educational measurement, a good
assessment instrument should be able to "discrim-
inate" among persons with different ability levels.
One important assumption made by Rasch-family
models is that score distributions from a good mea-
surement instrument roughly follows a logistic re-
gression with a slope of 1 (de Ayala, 2022). With
such a strong assumption on the underlying pat-
terns of data, it is impossible to obtain a perfect fit
to the empirical data (Bond and Fox, 2013). Put
differently, it is possible to obtain statistics on how
well each constituent from each facet performs in
relation to this model assumption. Two fit statistics
(Infit and Outfit statistics) are commonly used to
assess the amount of deviations of persons, raters,
interlocutors, etc.

Outfit statistics is an unweighted average of
squared standardized residuals (de Ayala, 2022;
Bond and Fox, 2013). As such, it tends to empha-
size the unexpected scoring patterns that are located
far from the person’s (or rater’s) estimated scores.
On the other hand, Infit statistics is a weighted av-
erage, which underscores misfit that are close to
the persons’ (, raters’, or interlocutors’) location
estimates.

An ideal infit and outfit statistics is considered
to be close to 1 (Bond and Fox, 2013). Infit/outfit
statistics over 1.3 may indicate underfitting, sug-
gesting some erratic scoring patterns. Infit/outfit
statistics smaller than 0.7 may indicate overfitting

Table 4: Fit statistics for roleplay interlocutors.

Interlocutor Outfit Infit
AI 0.980 0.986
Tutor A 1.253 1.327
Tutor B 1.231 1.144
Tutor C 0.823 0.813
Tutor D 0.884 0.882
Tutor E 0.762 0.774

and too deterministic pattern of rating scores. As
shown in Table 4, our system showed a good fit to
the data according to both infit and outfit statistics.
Some variations in misfit patterns were observed
for individual human tutors. Two of them (A and
B) slightly underfit (although mostly acceptable
range) while the other three tutors tended to overfit
(which was less problematic in this context).

B.3 CEFR Descriptors
In this section, we introduce the descriptors we
adopted for the rating described in Section 4. Table
5 shows the descriptors of the overall oral interac-
tion defined by (Council of Europe, 2020).

Based on the definition of the interactional com-
petence by (Galaczi and Taylor, 2018) describing
"the ability to co-construct interaction in a purpose-
ful and meaningful way, taking into account socio-
cultural and pragmatic dimensions of the speech
situation and event, " Table 6 and 7 shows our ex-
tended descriptors of turn management and topic
management respectively.
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Table 5: Overall Oral Interaction: The ability to engage in spoken communication, managing and participating in
conversations with fluency and spontaneity, while effectively responding to and understanding various contexts.

Level Descriptor

C2 - Can take part effortlessly in any conversation or discussion and have a good familiarity with idiomatic expressions and
colloquialisms.

- Can express fluently and convey finer shades of meaning precisely. If a problem arises, can backtrack and restructure
around the difficulty so smoothly that other people are hardly aware of it.

C1 - Can express fluently and spontaneously without much obvious searching for expressions.
- Can use language flexibly and effectively for social and professional purposes.
- Can formulate ideas and opinions with precision and relate contributions skilfully to those of others.

B2 - Can interact with a degree of fluency and spontaneity that makes regular interaction with users of the target language quite
possible.

- Can take an active part in discussion in familiar contexts, accounting for and sustaining views.

B1 - Can deal with most situations likely to arise while travelling in an area where the language is spoken.
- Can enter unprepared into conversation on topics that are familiar, of personal interest or pertinent to everyday life (e.g.
family, hobbies, work, travel and current events).

A2 - Can communicate in simple and routine tasks requiring a simple and direct exchange of information on familiar topics and
activities.

- Can handle very short social exchanges, even though understanding enough to keep the conversation going oneself is
not usually possible.

A1 - Can interact in a simple way provided the other person is prepared to repeat or rephrase things at a slower rate
and help formulate what is being tried to express.

- Can ask and answer simple questions in areas of immediate need or on very familiar topics.

Table 6: Turn Management: The ability to keep the conversation cooperative and collaborative, in relation
to the expected balance of contributions to the interaction among participants by means of socioculturally and
pragmatically appropriate turn-taking.

Level Descriptor

C2 - Can interact with ease by (skillfuly) interweaving his/her contributions into the conversation.

C1 - Can initiate, respond appropriately, and balance conversations, linking contributions to those of other speakers.

B2 - Can initiate discourse appropriately, actively invite the partner, take their turn when appropriate, and end conversation
when they need to, though they may not always do this elegantly.

- Can gain time and keep the turn while formulating what they want to express (e.g. “That’s a difficult question to answer”).
- Can maintain and balance a natural and colloaborative flow to the interaction (no long pauses within/between turns, no
dominating interruptions).

- Can make prompt and relevant responds appropriately, linking contributions to those of other speakers.

B1 - Can start up a conversation and help keep it going by asking people relatively spontaneous questions about a special
experience or event, expressing reactions and opinions on familiar subjects.

- Can intervene in a discussion on a familiar topic, using a suitable phrase to get the floor.

A2 - Can ask and answer questions about habits and routines, pastimes and past activities, and plans and intentions.
- Can participate in short conversations in routine contexts on topics of interest.

A1 - Can ask and answer simple questions, initiate and respond to simple statements in areas of immediate need or on very
familiar topics, including the factual information of themselves and other people (e.g. their home country, family, school).

Table 7: Topic Management: The ability to develop ideas collaboratively, as opposed to extending their own
speech, in relation to the communicative purpose and outcome and the topic of the interaction

Level Descriptor

C2 - Can advise on or discuss sensitive issues without awkwardness, understanding colloquial references, dealing diplomatically
with disagreement and criticism.
- Can link contributions skilfully to those of others, widen the scope of the interaction and help steer it towards an outcome.

C1 - Can develop others’/own ideas and relate own contribution skillfully to that of others.

B2 - Can take the initiative to introduce and contribute relevant new ideas in a discussion, extending the partner’s thoughts and
working towards joint decisions.
Can effectively summarize the discussion at key stages, evaluate the main points within their area of expertise, and propose
the next steps to advance the interaction.
Can enhance the interaction by providing comments and asking questions that deepen collective understanding.

B1 - Can ask others to explain their ideas, give or seek personal views and opinions, and summarize the opinions or the points
reached in an interaction.
- Can help focus the argument and keep the development of ideas on course.

A2 - Can exchange what to do in the evening or at the weekend / what to do, where to go and make arrangements to meet.

A1 - Can exchange likes and dislikes for sports, foods, etc., using a limited repertoire of expressions, when addressed clearly,
slowly and directly.
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Abstract

Chatbots have become popular in educational
settings, revolutionizing how students interact
with material and how teachers teach. We
present Curriculum-Driven EduBot, a frame-
work for developing a chatbot that combines
the interactive features of chatbots with the
systematic material of English textbooks to as-
sist students in enhancing their conversational
skills. We begin by extracting pertinent topics
from textbooks and using large language mod-
els to generate dialogues related to these topics.
We then fine-tune an open-source model using
our generated conversational data to create our
curriculum-driven chatbot. User studies demon-
strate that EduBot outperforms ChatGPT in
leading curriculum-based dialogues and adapt-
ing its dialogue to match the user’s English pro-
ficiency level. By combining traditional text-
book methodologies with conversational AI,
our approach offers learners an interactive tool
that aligns with their curriculum and provides
user-tailored conversation practice. This fa-
cilitates meaningful student-bot dialogues and
enriches the overall learning experience within
the curriculum’s pedagogical framework.

1 Introduction

The emergence of conversational agents has signif-
icantly impacted educational technology, changing
how students interact with material and how teach-
ers impart knowledge (Zhang and Aslan, 2021;
Okonkwo and Ade-Ibijola, 2021; Cunningham-
Nelson et al., 2019). These agents, more com-
monly known as “chatbots,” have shown useful-
ness in various educational settings, from teaching
computer programming (Chinedu and Ade-Ibijola,
2021) to strengthening conversational skills (Li
et al., 2022). However, its application comes
with inherent challenges, especially in conversa-
tional skill development. Most chatbots primar-
ily respond to user queries and follow the instruc-

* Both authors contributed equally to the work.

tions provided. This approach contrasts with tra-
ditional language learning, which commonly fol-
lows a structured, textbook-based curriculum. As
students progress through educational materials,
they expect coherent and consistent content. Un-
fortunately, conventional chatbots may engage in
generic conversations that include language or con-
tent unsuitable for a student’s level of proficiency,
potentially impeding their learning progress.

To address these challenges, we propose a frame-
work called Curriculum-Driven EduBot for devel-
oping a chatbot based on a specific curriculum. Our
chatbot will focus on predetermined topics and use
vocabulary from the curriculum to better align with
the English proficiency of the users. It will act as
a conversational practice partner, combining the
interactive features of chatbots with the organized
content of English textbooks. First, we extract rele-
vant topics from textbooks and use large language
models (LLMs) to synthesize fixed-format per-
sonas for both participants in the dialogue. Then,
we use LLMs to synthesize dialogues based on
these topics and personas, incorporating the vo-
cabulary provided in the textbook. Subsequently,
we fine-tune an open-source model with our gen-
erated conversational data to construct our chatbot.
Our chatbot is more than just a responsive tool,
it is an academic companion that guides students
through coherent and friendly dialogues tailored
to their English proficiency level. As illustrated
in Figure 1, existing chatbots, such as ChatGPT,
are not based on a curriculum. Instead of being
conversational learning partners, they mainly act
as AI-driven Q&A systems, and their content may
not align with the student’s educational objectives.
In contrast, our chatbot is constructed from synthe-
sized dialogues that include clearly defined charac-
ters, curriculum-appropriate topics, and textbook-
based vocabularies, thus providing an interactive
and user-tailored conversational experience.

We conducted a thorough user study to evaluate
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Figure 1: Comparison between ChatGPT vs. Our Curriculum-Driven Edubot. ChatGPT operates as an AI-powered
Q&A tool, delivering comprehensive responses from a broad knowledge base. The Curriculum-Driven Edubot
is fine-tuned with synthesized conversations, offering an interactive and adaptive learning experience through
conversational practice.

Curriculum-Driven EduBot, using a high-quality
college English textbook intended for English learn-
ers as a benchmark. Our findings indicate that our
chatbot outperforms ChatGPT in various metrics.
Specifically, 75% of students found EduBot to be
particularly effective in facilitating interactive con-
versations, and they believed it was better suited to
their English proficiency. The results and conversa-
tion examples from the user study clearly demon-
strate that our chatbot is more closely aligned with
the role of a language-learning companion. Fur-
thermore, 83.3% of students expressed willingness
to recommend EduBot to others, and 87.5% of stu-
dents believe that interactions with EduBot can
help students improve their conversational skills.
In summary, our main contributions are as follows:

• We introduce a novel framework for
curriculum-driven chatbots. Our approach
involves synthesizing dialogues that incorpo-
rate fixed-format personas, curriculum topics,
and relevant vocabularies. Subsequently, we
fine-tune an open-source model to develop
the chatbot, effectively integrating interactive
chatbot features with structured educational
content.

• We applied our framework to a specific cur-
riculum. User studies reveal that EduBot out-
performs ChatGPT. 87.5% of students believe
that EduBot can help them improve their con-
versational skills.

2 Related Work

Many studies have shown that Artificial Intel-
ligence (AI) can be utilized in educational set-
tings (Chen et al., 2020b; Hinojo-Lucena et al.,
2019; Chen et al., 2020a). For example, Rodrigues

and Oliveira (2014) created a formative assess-
ment system capable of creating and assessing tests
and tracking learners’ progress. Similarly, Lan
et al. (2014) proposed a machine learning-based ap-
proach to learning analytics, highlighting its poten-
tial to assess student knowledge. Recent advances
in LLMs (Komeili et al., 2022; Shuster et al., 2022;
OpenAI, 2023; Ouyang et al., 2022; et al., 2022)
have had a major impact on the use of chatbots in
educational settings (Cunningham-Nelson et al.,
2019; Okonkwo and Ade-Ibijola, 2021; Kuhail
et al., 2023). These conversational agents provide
personalized learning experiences, engage learn-
ers, and help them retain knowledge. For exam-
ple, Vasconcelos and dos Santos (2023) investi-
gated the capabilities of ChatGPT 1 and Bing Chat
2 as resources that foster critical thinking and under-
standing of concepts to improve STEM education.
Moreover, Li et al. (2022) used chatbots as conver-
sational practice partners, providing learners with
automatic grammar error feedback for language
learning. Our research builds on these advance-
ments by utilizing advanced open-source language
models, enabling students to participate in discus-
sions aligned with their curriculum.

Language learning, traditionally dependent on
static resources such as textbooks and structured
courses, has benefited greatly from curriculum-
aligned approaches that combine consistency with
adaptability. Krashen (1982) highlighted the im-
portance of customized content delivery in lan-
guage learning, suggesting that when learners en-
gage with material that aligns with a structured
curriculum, they often experience better compre-
hension and retention. Many researchers have ad-

1https://chat.openai.com
2https://www.bing.com/new
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vocated systematically integrating curriculum con-
tent into new learning platforms to provide contex-
tually relevant language exposure (Murphy et al.,
2020; Clark, 2016; Andrade, 2014). For exam-
ple, Rodríguez-Castro (2018) explored the poten-
tial of digital tools, such as virtual reality simu-
lation, that map their content to official language
learning curricula, ensuring that learners stay on
track while taking advantage of interactive digi-
tal experiences. Furthermore, Ho et al. (2011);
Holden and Sykes (2011) demonstrated the poten-
tial of curriculum-based gamification in language
learning. Connecting game elements with curricu-
lum milestones can motivate and engage learners
longer. Qian et al. (2023) applied lexically con-
strained decoding to a dialog system, encouraging
it to use curriculum-aligned words and phrases,
resulting in better understanding and increased in-
terest in practicing English. Our chatbot is the first
to generate conversations from curricula and be
trained on an open-source model.

The use of pre-trained language models
(PLMs) (Roberts et al., 2019; Wang, 2021; et al.,
2020; OpenAI, 2023; Zhang et al., 2022; Touvron
et al., 2023; et al., 2023; Penedo et al., 2023)
has enabled the generation of synthetic conver-
sational data to enrich limited datasets, particu-
larly in privacy-sensitive domains such as the med-
ical domain (Varshney et al., 2023). Previous re-
search has used PLMs to augment various conver-
sational datasets (Chen et al., 2023a; Zheng et al.,
2023a; Chen et al., 2022; Kim et al., 2022a; Chen
et al., 2023b). For example, Zheng et al. (2023a)
and Chen et al. (2022) used GPT-J (Wang, 2021)
to generate responses tailored for emotional sup-
port dialogues and comprehension tasks, respec-
tively. Kim et al. (2022b) proposed a collaborative
human-AI paradigm in which a human operator
and GPT-3 alternate in conversation. Chen et al.
(2023a) generated dyadic and multiparty dialogues
grounded on specific topic words, demonstrating
outputs comparable to human-crafted ones. Our
approach generates in-depth conversations based
on educational curricula, allowing us to shape per-
sonas, focus on specific topics, and make lexical
choices during data synthesis.

3 Method

We propose a framework for building a curriculum-
based chatbot that can converse on topics derived
from a given curriculum while aligning its re-

sponses to the user’s English proficiency level. As
shown in Figure 2, our development process is
divided into two parts. First, we use ChatGPT
to generate simulated human-to-human dialogues
based on textbook topics. Then, we fine-tune an
open-source model to create our chatbot.

3.1 Conversational Data Augmentation

The art of synthesizing human-human dialogues
relies on two main factors: the topics being dis-
cussed and the personalities of the people involved
in the conversation (Chen et al., 2023a; Kim et al.,
2022a; Chen et al., 2022). To synthesize dialogues
based on a curriculum, we propose a three-step ap-
proach. We start by extracting the main topics from
the textbook and generating associated subtopics.
Second, we develop a variety of personalities for
the participants in the synthetic dialogues. Last,
we synthesize dialogues based on the topics and
personas obtained in the previous steps.

3.1.1 Augment Topics
The range of topics covered in each curriculum unit
is often limited. To broaden our synthetic dialogues
to include a wide range of topics, we first extract
the primary topics of the curriculum and then use
ChatGPT to generate associated subtopics for each
primary topic. For example, in our application, the
primary topic of the first unit is “The True Value of
Education”. We expand it to topics such as “The
importance of education in personal and profes-
sional development” and “The role of education in
promoting social justice and equity”. This process
ensures that our dialogues are comprehensive and
varied. The prompt given to ChatGPT in the aug-
mentation process is detailed in Appendix A.1.1.
Further information on this step and sample input-
output pairs can be found in Appendix B.1.

3.1.2 Create Personas
To enrich the conversational context, we also
prompt ChatGPT to create personas for two dia-
logue participants: Person 1 and Person 2. These
personas are crafted to reflect diverse backgrounds,
including demographic characteristics (e.g., gen-
der and race), socioeconomic status, cultural back-
grounds, Myers-Briggs Type Indicator (MBTI) per-
sonality profiles, and personal experiences. Since
the dialogue occurs between our chatbot and a stu-
dent, and the model is trained to take on the role
of Person 1 in the dialogue, we specify that Person
2’s background information consistently represents
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Figure 2: The initial step of the Curriculum-Driven EduBot Development is to enhance textbook topics (Sec.3.1.1).
Following this, personas are created for synthetic conversation participants (Sec.3.1.2). Then dialogues are
constructed based on vocabulary, topics and personas (Sec. 3.1.3). After this, an open-source model Vicuna is
fine-tuned to get the EduBot ready for deployment (Sec. 3.2)

a typical student for the textbook we choose. In
contrast, we randomly generate Person 1’s back-
ground information. Adopting this ’fixed-random’
strategy offers two primary benefits: 1. It enables
our chatbot to be trained with the student persona
acting as the user and the alternate persona as the
chatbot. Thus, the chatbot is ready to anticipate that
its user is a student. 2. This encourages ChatGPT
to generate conversations about topics commonly
discussed by students, such as college life, which
increases the chatbot’s appeal to users from this
background. A detailed description of the prompts
for this step can be found in Appendix A.1.2.

3.1.3 Compose Dialogues
We now instruct ChatGPT to generate synthetic
dialogues using the generated personas and topics.
To tailor the dialogue to the user’s English profi-
ciency level and ensure that the dialogue aligns
with the vocabulary that students are familiar with,
we follow (Qian et al., 2023) and extract a subset
of words from the vocabulary list of the relevant
textbook unit to integrate into the conversation. We
instruct ChatGPT to use a pair of personas gen-
erated in Step 2, one fixed as a student and the
other with randomized characteristics. Participants
with these personas will use the words in the vo-
cabulary and converse on a topic chosen from our
extended topic list in Step 1. To engage users and
improve user experience, we also follow previous
work and instruct the chatbot to actively lead the di-
alogue (University of California, 2019). Therefore,
Person 1, representing the chatbot in the synthetic
dialogues, is prompted to guide the dialogue. This

allows our chatbot to take the conversational lead
with students, providing direction and guidance.
The prompt given to ChatGPT in this step can be
found in Appendix A.1.3.

3.2 Fine-Tuning An Open-Source Language
Model With Synthesized Conversational
Data

We use the synthesized dialogues to fine-tune an
open-source large language model. Using open-
source models offers several advantages: First, we
can customize the underlying architecture and pa-
rameters according to our needs. In addition, we
can synthesize additional data as required and im-
prove the model through successive iterations. Last,
open-source models are usually free, which signifi-
cantly reduces costs.

We choose Vicuna-13B3, a cutting-edge open-
source language model, for our specific application.
We use it to build our chatbot since it possesses im-
pressive language understanding capabilities. We
fine-tune a single Vicuna-13B model using top-
ics taken from all the units in the textbook. This
approach ensures that our chatbot has a comprehen-
sive knowledge base for all topics in the textbook.
Following (Bao et al., 2023), during training, the
chatbot takes on the role of Person 1, while the
student takes on the role of Person 2. The prompt
given to Vicuna during training can be found in
Appendix A.2.

3https://huggingface.co/lmsys/vicuna-13b-v1.3
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3.3 Deployment of the Fine-tuned EduBot

Before using EduBot, students select a unit from
the curriculum. We then assign a persona to the
chatbot and choose a topic from the selected unit’s
topic list. Next, we randomly pick a set of words
from the "New Words" vocabulary list of the unit.
Finally, we use this information to create a special-
ized prompt for the fine-tuned EduBot. The imple-
mentation details can be found in Appendix A.3.

4 Experiments

4.1 Curriculum Source

In our evaluation, we selected the widely-used
"New College English" (3rd edition) textbook,
specifically the "Audiovisual Said Tutorial" from
the third level, used in advanced English courses.
This tutorial consists of eight units, each with a
list of conversation topics. We generated ten as-
sociated topics for each main topic, as outlined in
Section 3.1.1, and included ten randomly selected
words from each unit’s word list in the dialogues
described in Section 3.1.3. This method produced
7,687 dialogues across the eight units for further
development. Detailed statistics on our synthetic
data are available in Appendix C.

4.2 Baseline

To evaluate our chatbot’s performance, we use
ChatGPT as our baseline because it generates mean-
ingful, contextually appropriate responses. It has
been trained on various datasets, allowing it to re-
spond to diverse topics. We do not employ zero-
shot prompted Vicuna as our baseline because it
often fails to follow prompts, producing lengthy,
hard-to-understand responses due to its smaller size
and weaker instruction-following capability. Our
fine-tuning process improves the Vicuna model and
resolves this issue.

We observed that the length of responses has
a significant impact on the user experience, in
that some students prefer longer responses from
the chatbot. This preference may be due to the
text-based format of our chatbot. In comparison
to speech-based chatbots, users may be more ac-
cepting of longer responses when using text-based
chatbots because the repetition of information is
less noticeable. However, long replies may hinder
the development of conversational skills, as users
might read the material and provide short responses
rather than engage actively. To ensure fair assess-
ment, we limit ChatGPT’s response length using

the following prompt:

• As a social chatbot, please engage in
a conversation about <Topic>.
Share interesting anecdotes, facts,
and experiences related to <Topic>
Each response should be either one
or two sentences. Please make
all responses short and concise.
Follow the above rules for all your
utterances.

This prompt generally ensures concise replies from
ChatGPT, though occasionally it produces lengthy
responses, especially when users request detailed
explanations.

4.3 Experimental Settings
4.3.1 Participants
For our user study, we recruited 24 students from
a renowned university in China via student discus-
sion forums and in class. All participants had taken
"College English 4," corresponding to the "New
College English (3rd edition)" textbook, within the
past year. To register, participants completed a
background survey.

A total of 48 students completed the survey,
among which 24 participated in the entire experi-
ment and provided valid results. Of these students,
19 were in their second year, 4 in their third year,
and 1 in their fourth year. Participants had an aver-
age age of 19.26 years, were from 20 majors, and
had studied English for between 8 to 15 years (aver-
aging 11.65 years). Their final grades for "College
English 4" ranged from 2.1/5.0 to 5.0/5.0, averag-
ing 4.06/5.0.

4.3.2 Procedures
We conducted experiments in which participants
were assigned either Unit 1 or Unit 2 of the text-
book. Each participant had four conversations, two
with EduBot and two with ChatGPT, each contain-
ing at least 20 utterances. To prevent bias, we
randomly labeled bots A and B for each session
and had participants converse first with Bot A and
then with Bot B.

Participants completed a questionnaire immedi-
ately after interacting with the two chatbots. They
first summarized each of their four conversations.
The main questionnaire consisted of 20 criteria di-
vided into six categories: Consistency with the Cur-
riculum, English Proficiency Level, Role Identifica-
tion, Quality of Conversation Language, Quality of
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Conversation Content, and General Usefulness. For
each criterion, participants chose whether Bot A
was better, Bot B was better, or both were the same.
All questions and instructions were in both Chinese
and English, and participants could refer to their
conversation records and textbook content. Each
study took 20-30 minutes, and participants received
$5 compensation, adhering to China’s minimum
wage standards4. We excluded one submission for
incorrect dialogue summaries and three for self-
conflicting answers. Appendix F presents the user
interface of our experiments, while the complete
background survey and questionnaire are provided
in Appendix E.1 and Appendix E.2.

5 Results and Discussion

The full results of the user study are shown in Ta-
ble 1. We show the win rates for each questionnaire
criterion. The results indicate that EduBot outper-
forms ChatGPT in several aspects.

EduBot’s language quality was on par with
ChatGPT. Similar percentages of participants
preferred EduBot (29.2%) and ChatGPT (25.0%)
regarding the coherence and fluency of the chat-
bots’ utterances. This shows that EduBot produces
responses of high language quality.

EduBot offers a diverse range of relevant dia-
logue topics. Through topic augmentation based
on the curriculum, we aim for EduBot to center
its conversations around topics that are relevant
to but not directly listed in the textbook. Signif-
icantly more participants chose EduBot (50.0%)
over ChatGPT (16.7%) when asked which chat-
bot mentioned topics and content that were not
directly covered in the textbook and course. This
shows that EduBot is capable of discussing diverse
topics, compared with ChatGPT, which was only
prompted with topics taken directly from the text-
book.

At the same time, EduBot’s conversation content
remains in line with the curriculum. When asked
which chatbot’s conversation topics were more re-
lated to the course, student opinions were almost
evenly divided. EduBot does not perform as well
as ChatGPT in bringing up anecdotes, examples,
questions, etc., related to the course. We believe
that this is because ChatGPT gives longer state-
ments that provide more material, while EduBot’s

4https://take-profit.org/en/statistics/wages/china/

answers are more concise and concentrated on in-
quiring and engaging the user. This contrast is
discussed in greater detail in Section 5.

EduBot’s conversations align better with stu-
dents’ English proficiency levels. An equal per-
centage of participants (37.5%) chose EduBot and
ChatGPT regarding which chatbot provided more
vocabulary from their English course. We believe
that this is because, without extra guidance, out-
puts produced by ChatGPT are generally close to
the textbook in language difficulty. This makes
it difficult to highlight EduBot’s alignment with
the students’ English proficiency level. However,
37.5% of students found ChatGPT used many vo-
cabulary words they did not understand, compared
to 20.8% for EduBot. This shows that ChatGPT’s
conversations were sometimes too challenging for
our target users. The varied English proficiency
levels among participants led to mixed results in
this section. We investigate the different prefer-
ences of students with varying English levels in
Appendix G.

EduBot’s conversations are more natural and
realistic. Participants found their conversations
with EduBot more natural and similar to real-life
interactions. This distinction arose because, during
the fine-tuning stage, EduBot has access to syn-
thetic dialogues that emulated real-life conversa-
tions of Chinese college students. A higher percent-
age of students thought that EduBot was concise
and accurate (50% vs. 12.5% for ChatGPT), natu-
ral and realistic (62.5% vs. 4.2% for ChatGPT). On
the other hand, most participants found ChatGPT’s
responses too long and repetitive. Furthermore, re-
sults show that EduBot was better at guiding the
conversation. 75% of students agreed that EduBot
asked questions to guide the conversation, com-
pared to only 4.2% for ChatGPT. Using EduBot,
users found it easier to follow the dialogue with-
out needing to introduce new topics to keep the
conversation going.

EduBot acknowledges the personas of both
dialogue participants. When conversing with
EduBot, a larger proportion of participants felt that
the chatbot was aware that they were Chinese col-
lege students (41.7%) compared to when they were
talking to ChatGPT (29.2%). EduBot showed its
knowledge of the user’s identity by customizing its
answers to the user’s role. When it brought up com-
mon experiences of college students, participants
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Section Question EduBot
(%)

ChatGPT
(%)

Same
(%)

Consistency With
Curriculum

1. The main topics of my conversations with the chatbot
were closely related to what I learned in English class.

41.7 50.0 8.3

2. The chatbot brought up anecdotes, examples, questions,
etc., related to what I learned in English class.

25.0 41.7 33.3

3. The chatbot mentioned topics and content that were not
directly covered in the textbook and course.

50.0 16.7 33.3

English Proficiency
Level

1. During our conversations, the chatbot mentioned some
vocabulary words that I learned in my English course.

37.5 37.5 25.0

2. The chatbot used many vocabulary words that I didn’t
understand.

20.8 37.5 41.7

3. I didn’t find the conversations too easy to be helpful. 16.7 29.2 54.2

Role Identification

1. During conversations, I felt that the chatbot recognizes
that I am a Chinese college student.

41.7 29.2 29.2

2. During the two conversations with the chatbot, I felt like I
was talking with two different people.

20.8 12.5 66.7

Language Quality

1. The utterances provided by the chatbot were coherent and
fluent.

29.2 25.0 45.8

2. The chatbot’s responses were concise and accurate. 50.0 12.5 37.5
3. Unlike in real everyday conversations, the chatbot’s re-
sponses were long and redundant at times.

8.3 66.7 25.0

4. Interactions with the bot were similar to natural, realistic
conversations and not overly formal.

62.5 4.2 33.3

Content Quality

1. The chatbot acknowledged what I said and provided rea-
sonable responses.

37.5 41.7 20.8

2. The chatbot provided unique and personal perspectives
regarding the selected topic.

45.8 37.5 16.7

3. The chatbot used personal experiences to support its
opinions.

33.3 16.7 50.0

4. The chatbot actively raised questions to guide the course
of the conversation.

75.0 4.2 20.8

5. The chatbot didn’t output offensive or hurtful responses. 0.0 8.3 91.7

General Usefulness

1. I would find it useful to use the chatbot to review what I
learned in class.

16.7 25.0 58.3

2. I would recommend the chatbot to other students. 37.5 16.7 45.8
3. I believe that continuing to use the chatbot will help me
improve my English conversation skills.

25.0 12.5 62.5

Table 1: Questionnaire Results (Percentage of Responses)

could easily build upon these topics and continue
the conversation.

EduBot was also able to showcase its assigned
personas. Slightly more participants felt like they
were talking to two different people in their two
conversations when using EduBot. EduBot per-
formed better than ChatGPT in providing unique
perspectives (45.8% compared to 37.5%) and per-
sonal experiences (33.3% compared to 16.7%).
The incorporation of diverse personas makes
EdoBot’s conversations more realistic and engag-
ing. Examples of the above two characteristics are
presented and further discussed in Section 6.

EduBot is more useful for developing English
conversation skills. EduBot outperformed Chat-
GPT in two out of three criteria for general useful-
ness. A greater proportion of participants preferred

EduBot in terms of recommending it to other stu-
dents and using it to enhance their conversational
skills. On the contrary, slightly more participants
thought that ChatGPT would be beneficial for re-
viewing what they had learned in class. As dis-
cussed in previous sections, the probable explana-
tion is that ChatGPT presents relevant information
in more length and detail.

In summary, the results show that EduBot offers
diverse conversation topics, takes on specific per-
sonas, acknowledges the persona of its target user,
and provides natural and realistic utterances. On
the other hand, the advantage of ChatGPT mainly
lies in its ability to provide elaborate content sur-
rounding the conversation topic. Generally, EduBot
is a more effective conversational partner that better
cultivates the user’s English conversation skills.
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Figure 3: Case 1

Figure 4: Case 2 from EduBot and Case 3 from
ChatGPT-Bot.

6 Case Study

We present several dialogue snippets from our user
study to illustrate the advantages and limitations of
EduBot.

EduBot recognizes the role of the user. EduBot
demonstrated the ability to recognize that the user
was a college student and introduced familiar, rel-
evant topics or questions. For instance, in Case
1 (Figure 3), EduBot asked about the user’s uni-
versity policy. By tailoring its questions to the
user’s background, EduBot created more personal-
ized and meaningful interactions, which are crucial
for maintaining engagement and ensuring effective
learning.

EduBot provides personal opinions and experi-
ences. EduBot formulated opinions and experi-
ences consistent with the persona specified in the
prompt, making conversations more realistic and
engaging. In Case 2 (Figure 4), EduBot took on the
persona of a working adult and provided personal
experience on continuing education after starting
work. In contrast, ChatGPT often did not provide
realistic answers when asked about personal expe-

Figure 5: Case 4 and Case 5.

riences, disrupting the natural flow of the conversa-
tion. For instance, in Case 3, ChatGPT struggled
to offer a suitable response regarding its opinion
on MOOC, an online learning platform.

Limitations of EduBot. We observed two phe-
nomena that limited the quality of EduBot’s conver-
sations in several user study cases. First, EduBot
occasionally included descriptions of its emotions
or actions that should not appear in everyday con-
versations, as shown in Case 4 (Figure 5). Second,
EduBot sometimes makes incorrect assumptions
about the user’s feelings or the conversation context.
For example, in Case 5, EduBot hallucinated that
the user was alone in the cafeteria. These issues
stemmed from ChatGPT generating such scenar-
ios in the data used to fine-tune EduBot. In the
future, to address these issues, we plan to refine our
data synthesis process and implement stricter post-
processing methods to filter out unnatural content.

7 Conclusion and Future Work

In this work, we present Curriculum-Driven
EduBot, a framework for developing a curriculum-
based chatbot that combines the structured nature
of English textbooks with the dynamic nature of
chatbot interactions. We extract relevant topics
from textbooks, then use LLMs to synthesize con-
versations around these topics. We fine-tune an
open source model using these conversational data.
Our user studies show that EduBot is more effective
than ChatGPT in facilitating curriculum-related dis-
cussions, and is also able to adjust the chatbot to
match the user’s English proficiency. These results
demonstrate EduBot’s ability to provide a contextu-
ally appropriate conversational platform to develop
conversation skills. In the future, there are oppor-
tunities to expand the content spectrum, incorpo-
rate multimedia elements, and introduce real-time
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feedback mechanisms. As we incorporate these
improvements, we hope to see EduBot evolve into
an indispensable learning companion.
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A Prompts

A.1 Data Augmentation Prompts

A.1.1 Augment Topics
• Given an input topic, generate a list
of <n> closely related
topics that could be explored
further.
Input topic: <Topic>

A.1.2 Create Personas
• Please provide me with one individual
Person 1 with different backgrounds,
including information about their
demographic, socio-economic status,
culture, MBTI personality type, and
personal experiences, no need to show
names. Then provide me with one
individual Person 2 who is a <student
role information> but with different
information.

We can substitute the <student role information>
with a comprehensive and detailed description of
the students who actually use the textbook we
select. More information about this step, along
with an example of input and output, can be found
in B.2.

A.1.3 Compose Dialogues
• Generate a single conversation
between these two people as Person 1
and Person 2 about the topic <Topic>.
Please take into account their
distinct personalities and their
backgrounds. Begin the conversation
with Person 1.
Please include the following keywords
in Person 1’s utterances: <Vocab>
Person 1 should guide the
conversation by asking more
questions.

More details about this step, as well as examples
of input and output, are provided in B.3.

A.2 Vicuna Prompt

We design the prompt structure for Vicuna as fol-
lows:

• As a social chatbot, please engage
in a conversation while adopting the
following personas:
<Person 1 Persona>.
Engage in a conversation about
<Topic> by showcasing your personas.
Share interesting anecdotes, facts,
and experiences related to <Topic>
The English level of the conversation
should be at CEFR <English
Proficiency Level of Textbook>.

To ensure that our bot is compatible with the En-
glish proficiency level of the textbook, we use The
Common European Framework of Reference for
Languages (CEFR) to control the difficulty level of
language in our training process. CEFR is a widely
used method to classify the difficulty level of texts.
It defines six levels that represent increasing levels
of difficulty or proficiency: A1, A2, B1, B2, C1
and C2. We include the CEFR level of the textbook
in our system prompt. More information on our
implementation can be found in Appendix D.

A.3 Fine-tuned EduBot Prompt
• As a social chatbot, please engage
in a conversation while adopting the
following personas:
<Persona>.
Engage in a conversation about
<topic> by showcasing your personas.
Share interesting anecdotes, facts,
and experiences related to <Topic>.
Include the following words in your
utterances: <Vocab>.
The English level of the conversation
should be at CEFR <Textbook English
Proficiency>.

EduBot’s deployment prompt is similar to its train-
ing prompt, except it incorporates the vocabulary
of new words. This consistency helps EduBot gen-
erate responses related to the topic, draw on the
persona’s background information, and keep the
language difficulty level consistent, similar to Per-
son 1 in the synthetic dialogues. Additionally, by
including new words, EduBot helps students revisit
terms in the corresponding material.

A.4 ChatGPT Prompt
• As a social chatbot, please engage in
a conversation about <Topic>.
Share interesting anecdotes, facts,
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and experiences related to <Topic>
Each response should be either one
or two sentences. Please make
all responses short and concise.
Follow the above rules for all your
utterances.

We use the above prompt when using ChatGPT for
our baseline model. We select a curriculum topic in
the desired conversation unit and instruct ChatGPT
to provide succinct responses. This guides Chat-
GPT’s responses to be similar in length to those of
EduBot, ensuring fair evaluation.

B Data Augmentation Examples

B.1 Example of Topic Augmentation Using
ChatGPT

An example is presented below to demonstrate how
ChatGPT is used to generate related subtopics from
a main topic in the textbook.

• Primary Topic:
The true value of education

• Prompt to ChatGPT:
Given an input topic, generate a list
of 10 closely related topics that
could be explored further.
Input topic: The true value of
education

• Generated Sub-topics:
“The importance of education
in personal and professional
development”,
“The impact of education on social
and economic mobility”,
“The relationship between education
and individual well-being”,
“The role of education in promoting
social justice and equity”,
“The benefits of a well-rounded
education that includes arts,
humanities, and social sciences”,
“The value of education in fostering
critical thinking and problem-solving
skills”,
“The potential of education
in promoting innovation and
entrepreneurship”,
“The relationship between education
and global competitiveness”,

“The significance of lifelong
learning in today’s rapidly changing
world”,
“The need for education reform to
address societal challenges and
prepare students for the future”

This example demonstrates the capability of
ChatGPT to take a given topic and generate a vari-
ety of associated sub-topics that expand the breadth
of our conversational database.

B.2 Example of Synthesizing Personas of
Participants Using ChatGPT

An example is presented below to demonstrate how
ChatGPT is used to generate personas of partici-
pants in a conversation.

• Prompt to ChatGPT:
Please provide me with one individual
Person 1 with different backgrounds,
including information about their
demographic, socio-economic status,
culture, MBTI personality type, and
personal experiences, no need to show
names. Then provide me with one
individual Person 2 who is a college
student originating from China but
with different information.

• Generated Personas:
Person 1:
Gender: Male
Demographic: African American
Socio-economic status: Working class
Culture: Baptist
MBTI personality type: ENFP
Personal experience: He grew up in a
low-income neighborhood, and as the
oldest child, he felt responsible
for taking care of his siblings. He
struggled with academics in high
school but managed to graduate. He
is now working as a bartender and
uses his outgoing personality to
make friends with his customers.

Person 2:
Gender: Female
Demographic: Chinese
Socio-economic status: Upper middle
class
Culture: Confucianism
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MBTI personality type: INTP
Personal experience: She comes from
a wealthy family and has had access
to quality education throughout her
life. She is currently studying
computer science in college and
hopes to start her own tech company
after graduation. Growing up in a
traditional Chinese household, she
feels pressure from her parents to
succeed academically and make the
family proud. She struggles with
balancing her ambitious career goals
with her desire for independence and
freedom.

This example demonstrates that ChatGPT can
generate personas in a fixed format and follows our
instructions that Person 2 is a college student with
other random personas.

B.3 Example of Synthesizing a Dialogue Using
ChatGPT

We demonstrate the use of ChatGPT in our ap-
proach by providing an example. We use the per-
sonas in Appendix B.2 and the topic augmented in
Appendix B.1 to create a dialogue. The words used
are taken from the vocabulary related to the topic
“The true value of education” in the textbook.

• Prompt to ChatGPT:
Generate a single conversation
between these two people as Person
1 and Person 2 about the topic “The
importance of education in personal
and professional development”.
Please take into account their
distinct personalities and their
backgrounds. Begin the conversation
with Person 1.
Please include the following keywords
in Person 1’s utterances: “due”, “get
down to”, “get away with”, “slam
dunk”, “the easy way out”, “hand
out”, “supposedly”, “revenue”,
“industrial”, “rustle”
Person 1 should guide the
conversation by asking more questions

• Generated Dialogue:
Person 1: Hey, have you ever
thought about the significance
of education in personal and

professional development? People
sometimes believe that they can get
away with not studying and still
become successful, but that’s not
always the case.

Person 2: Yes, I completely agree
with you on that. Education paves
the way for a successful career and
personal growth. It provides the
necessary skills and knowledge to
make informed decisions and take on
challenges in life.

Person 1: I see that you’re a
computer science major. What made
you choose this field?

Person 2: Well, I’ve always
been interested in technology
and innovation. I think computer
science is an industry that is
constantly growing and provides a
lot of opportunities for revenue and
growth.

Person 1: That’s interesting.
Do you think attending college is a
requirement for success in computer
science, or do you think there are
other routes to succeed?

Person 2: I think college is
definitely a great way to learn about
the industry and gain practical
skills. However, there might
be alternative ways of gaining
knowledge and experience in the
industry too. What do you think,
Person 1?

Person 1: I believe education
is important in any field, whether
it’s through traditional schooling or
hands-on experience. Sometimes it’s
easier to take the easy way out and
just hope someone will hand you an
opportunity, but usually, you have to
get down to work and rustle up some
opportunities yourself. Sometimes
people think there’s a magic formula
to success, but there’s not a slam
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dunk for anyone. You need to put in
the effort and invest in yourself.
What are your thoughts on that?

Person 2: I couldn’t agree more.
Education provides a solid foundation
for professional development, but
it’s also important for personal
growth. Knowing how to learn and
adapt to change is essential in
today’s fast-paced and industrial
world. Education is not just about
getting a degree or a job, it’s
about being a lifelong learner and
constantly upgrading yourself. What
do you think about that?

Person 1: I think that’s a smart
way of seeing things! Education
is supposed to be an investment in
ourselves, not just for our future
jobs or salaries. It gives us the
tools to think critically, challenge
ourselves, and grow in all areas
of life. It’s like learning a
language - just like in school, you
study grammar first before you can
speak more fluently. It’s the same
with learning about other subjects.
You’re not going to jump into the
field without basics. But once you
have a foundation, you can build up
from there.

This example illustrates how ChatGPT can gen-
erate conversations between Person 1 and Person 2
based on our instructions. We can observe that the
dialogue revolves around the topic we specify, and
most of the words we provide are used in the dia-
logue. Furthermore, both participants incorporate
their individual experiences of their personas into
the conversation.

C Conversational Data Statistics

Using our chosen curriculum as the basis, we syn-
thesized 880 to 1,210 dialogues per unit, averaging
1,058.76 dialogues for each. These dialogues com-
prise an average of 11.77 utterances, on average
containing 28.71 words each. This section analyzes
the statistical characteristics of our synthesized dia-
logues. To ensure the quality of our conversation
data and its alignment with our objectives, we em-

ployed three attributes in our data synthesis process:
curriculum topics, fixed-format personas, and rele-
vant vocabularies. We first examine our generated
personas for diversity and breadth in Sec. C.1. Then
we evaluate the distribution of target words within
dialogues in Sec. C.2. Moreover, to ascertain the
congruence of our dialogues with the English pro-
ficiency standards of the textbook, we leveraged
ChatGPT to assess word difficulty levels in both
our synthesized dialogues and the curriculum in
Sec. C.3.

C.1 Persona Trait Distribution

As elaborated in Section 3.1.2, including conver-
sation personas is important for ensuring diverse,
engaging conversation content and styles. We first
examine the range of personality traits represented
in the generated personas. We use keyword string
matching to extract the persona trait values from
the generated persona descriptions. Figures 6 and 7
show the gender and MBTI personality type dis-
tributions of the personas, respectively. Synthetic
dialogues include nearly equal proportions of both
genders. The personality type distribution is not
uniform, but all 16 types are represented in the
synthetic dataset.

In addition, we verify the nationalities in the
persona descriptions of Person 2. 8,000 of the to-
tal 8,470 persona descriptions explicitly specify
“China” or “Chinese”. This indicates that in most
cases, ChatGPT successfully followed the addi-
tional instructions regarding Person 2, mentioned
in Section 3.1.2.

C.2 Target Word Distribution

During synthetic conversation generation, we in-
cluded 10 target words in each prompt to be in-
cluded in Person 1’s utterances. Therefore, for
each synthetic dialogue created, we compute the
number of times the target words in the prompt are
used in each dialogue turn. The first graph in Fig-
ure 8 displays the distribution of dialogues based
on the total number of target words included by
Person 1 and Person 2, respectively. Most of the
words are included in Person 1’s utterances, and
in the majority of dialogues, Person 1 mentions at
least half of the 10 vocabulary words. The second
graph in Figure 8 shows the total number of vocab-
ulary words included in each dialogue turn for each
person.
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Figure 6: Distribution of gender in personas

Figure 7: Distribution of MBTI personality types in personas

C.3 English Proficiency Level
We evaluate whether the English proficiency level
of the generated dialogues is similar to that of the
curriculum. We use ChatGPT as an evaluator, as it
has demonstrated its prowess in various language
evaluation tasks Zheng et al. (2023b); Wang et al.
(2023); Chang et al. (2023). We follow Zheng
et al. (2023b) and utilize ChatGPT to automatically
classify dialogues according to the CEFR scale
using the following prompt:

• Evaluate the English proficiency of
the given conversation according to
the CEFR scale.
Provide one of the following six
answers: A1, A2, B1, B2, C1, C2.
Output the CEFR level of the following
conversation: <conversation>

<conversation> corresponds to the complete syn-
thetic dialogue to be evaluated.

We then use the same method to evaluate the
English proficiency level of “New College English”
(3rd Edition), the original textbook we choose, by
replacing the last sentence of the prompt with:

• Output the CEFR level of the following
paragraph: <paragraph>

We assess each paragraph in the sample texts from
“New College English”. The results of our evalua-
tion for Unit 1 are shown in Figure 9. We found that

synthetic dialogues are comparable to those found
in textbooks, yet they are slightly more challeng-
ing. This indicates that our method of synthesizing
dialogues effectively ensures that our dialogues
match the English proficiency level of the original
textbook.

D Implementation Details

To train a model for our application, we choose
the 13B Vicuna model5. During the training phase,
we carefully match each turn of our generated di-
alogues with the corresponding training turn in
Vicuna format. As mentioned in Section 3.1.2,
Person 1’s persona represents the chatbot’s side,
while Person 2’s persona represents the students’.
Therefore, we use utterances from Person 1 as the
system’s responses and those from Person 2 as user
requests throughout our training process. We train
the Vicuna model for 3 epochs, beginning with a
learning rate of 2e-5. We use a batch size of 1 on
each GPU and a gradient accumulation step of 16.
We utilize 8 A100 GPUs and the training process
takes three hours to complete.

5https://lmsys.org/blog/2023-03-30-vicuna/
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Figure 8: Distribution of target words

Figure 9: English proficiency levels of synthetic conversations and textbook paragraphs

E Background Survey and Questionnaire

E.1 Background Survey

Table 2 shows the full background survey we used
for recruiting participants. “College English 4”
uses the “New College English” (3rd edition) text-
book and is a mandatory course for student par-
ticipants of our user study. CET-4 and CET-6 are
standardized English proficiency exams for Chi-
nese college students.

Table 2: Background Survey for User Study Participants

Number Question

1 Student ID
2 WeChat ID
3 Gender
4 Age
5 Grade
6 Major
7 Duration of English Learning
8 Overall Grade for College English 4
9 CET-4 Total Score
10 CET-4 Examination Date
11 CET-6 Total Score
12 CET-6 Examination Date
13 Available Time Slots

E.2 Questionnaire

Table 3 presents the questionnaire we used to com-
pare the quality of EduBot and ChatGPT from var-
ious aspects.

F User Interface

We used the following user interface for both
EduBot and ChatGPT. The user first selects a unit
from the textbook (Figure 10) as the main topic of
conversation, then proceeds to chat with the bot
(Figure 11).

G Analysis of Participants’ English
Proficiency Levels

In this section, we analyze the influence of partic-
ipants’ English proficiency levels on their percep-
tion of the two chatbots. We divided the partici-
pants into the following three groups according to
their overall grade for the course “College English
4”: Group A consists of 8 students with scores be-
tween 2.1 and 3.6, Group B of 10 students with
scores between 3.9 and 4.5, and Group C of 6 stu-
dents with scores between 4.8 and 5.0. We reached
the following conclusions.
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Table 3: Questionnaire

Section Number Question

Participant Information 1 Student ID

Dialogue Summarization

2 Please summarize the main content of your first conver-
sation with chatbot A.

3 Please summarize the main content of your second con-
versation with chatbot A.

4 Please summarize the main content of your first conver-
sation with chatbot B.

5 Please summarize the main content of your second con-
versation with chatbot B.

Consistency with Curriculum

6-1 The main topics of my conversations with the chatbot
were closely related to what I learned in English class.

6-2 The chatbot brought up anecdotes, examples, questions,
etc., related to what I learned in English class.

6-3 The chatbot mentioned topics and content that were not
directly covered in the textbook and course.

English Proficiency Level

7-1 During our conversations, the chatbot mentioned some
vocabulary words that I learned in my English course.

7-2 The chatbot used many vocabulary words that I didn’t
understand.

7-3 I didn’t find the conversations too easy to be helpful.

Role Identification

8-1 During conversations, I felt that the chatbot recognizes
that I am a Chinese college student.

8-2 During the two conversations with the chatbot, I felt like
I was talking with two different people.

Conversation Language Quality

9-1 The utterances provided by the chatbot were coherent
and fluent.

9-2 The chatbot’s responses were concise and accurate.
9-3 Unlike in real everyday conversations, the chatbot’s re-

sponses were long and redundant at times.
9-4 Interactions with the bot were similar to natural, realistic

conversations and not overly formal.

Conversation Content Quality

10-1 The chatbot acknowledged what I said and provided
reasonable responses.

10-2 The chatbot provided unique and personal perspectives
regarding the selected topic.

10-3 The chatbot used personal experiences to support its
opinions.

10-4 The chatbot actively raised questions to guide the course
of the conversation.

10-5 The chatbot didn’t output offensive or hurtful responses.

General Usefulness

11-1 I would find it useful to use the chatbot to review what I
learned in class.

11-2 I would recommend the chatbot to other students.
11-3 I believe that continuing to use the chatbot will help me

improve my English conversation skills.
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Figure 10: User Interface for Selecting a Textbook Unit as the Conversation Topic

Figure 11: User Interface for Conversing with the Chatbots

Figure 12: Participants with lower English proficiency
levels found it more difficult to distinguish between the
two chatbots.

G.0.1 Participants with lower English
proficiency levels found it more difficult
to distinguish between the two chatbots.

We observed that students in Group A were more
likely to believe that the two chatbots performed
the same over multiple questions. In addition, their
responses were more often evenly split between
the two chatbots. To verify, we calculated the fol-
lowing two statistics separately for each group of
students: the average win rate of the “same” option
over all questions and the average difference be-
tween win rates of “EduBot” and “ChatGPT” over
all questions. The results are shown in Figure 12.
We believe this is because it was harder for students
in Group A to understand the chatbots and fully
engage in the conversation.
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Figure 13: Participants with high English proficiency levels were more likely to prefer EduBot.

G.0.2 Participants with high English
proficiency levels were more likely to
prefer EduBot.

In Figure 13, we present the three groups’ win rate
results for the final section of the questionnaire. For
the criteria “11-2 I would recommend the chatbot
to other students” and “11-3 I believe that con-
tinuing to use the chatbot will help me improve
my English conversation skills”, all participants in
Group C chose either “EduBot” or “Same”. For
“11-1 I would find it useful to use the chatbot to
review what I learned in class”, results from Group
C were in line with results from all the participants
combined, with ChatGPT slightly outperforming
EduBot. We believe that students in Group C more
strongly preferred EduBot as a conversational train-
ing tool because they were more inclined to ac-
tively engage in conversations and provide their
own thoughts instead of passively responding to the
chatbot’s utterances. This caused EduBot’s advan-
tages of providing natural responses and guiding
the conversation by asking questions to be under-
scored in Group C’s results.

H Analysis of User Study Conversations

We extracted all conversation histories from our
user study. In the following section, we analyze the
utterance lengths and coverage of target vocabulary
words in the user study conversations.

H.1 Utterance Lengths
As shown in Figure 14, we observe that in our
user studies, ChatGPT produced longer outputs
compared with EduBot. ChatGPT’s utterances
were on average approximately 10 words longer
than EduBot’s. In addition, ChatGPT occasionally
produced outputs that were longer than 60 words,
which rarely occurs in natural, daily conversations.

Furthermore, Figures 15 and 16 demonstrate that
user study participants generally provided longer

Figure 14: Comparison of utterance lengths in EduBot
and ChatGPT conversations in the user study

responses when conversing with EduBot compared
to ChatGPT. This indicates that EduBot’s more
interactive and realistic conversation style better
engages the users and guides them to practice their
own conversation skills.

H.2 Target Vocabulary Words
We also assess if EduBot can incorporate words
from the target vocabulary. As shown in Figure 17,
on average, conversations with EduBot included
5.55 words from the target vocabulary, while con-
versations with ChatGPT only included 0.62. This
demonstrates that EduBot, which was further re-
fined using curriculum-aligned data, is better suited
to the user’s curriculum and English level.
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Figure 15: Lengths of chatbot utterances in the user study

Figure 16: Lengths of user utterances in the user study

Figure 17: Converage of target words in user study conversations
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Abstract

Building a dialogue agent that can seamlessly
interact with humans, in multi-modal regimes,
requires two fundamental abilities: (1) under-
standing emotion and dialogue acts within sit-
uated user scenarios, and (2) grounding per-
ceived visual cues to dialogue contexts. How-
ever, recent works have uncovered shortcom-
ings of existing dialogue agents in understand-
ing emotions and dialogue acts, and in ground-
ing visual cues effectively. In this work, we
investigate whether additional dialogue data
with only visual descriptions can help dia-
logue agents effectively align visual and textual
features, and enhance the ability of dialogue
agents to ground perceived visual cues to di-
alogue contexts. To this end, in the absence
of a suitable dataset, we propose a synthetic
visual description generation pipeline, and con-
tribute a large-scale synthetic visual descrip-
tion dataset. In addition, we propose a general
training procedure for effectively leveraging
these synthetic data. We conduct comprehen-
sive analyses to evaluate the impact of synthetic
data on two benchmarks: MELD and IEMO-
CAP. Our findings suggest that synthetic visual
descriptions can serve as an effective way to
enhance a dialogue agents’ grounding ability,
and that the training scheme affects the extent
to which these descriptions improve the agent’s
performance.

1 Introduction

There have been impressive advances in large-scale
vision and language models (VLMs) in performing
multi-modal tasks, such as visual question answer-
ing (VQA) and image captioning (Guo et al., 2023;
Chen et al., 2022; Liu and Chen, 2024). While
VLMs are powerful general-purpose models for a
wide range of tasks, most state-of-the-art VLMs
still struggle with providing real-world, situated
multi-modal assistance (Wu et al., 2023, 2024).

*Work was done when Sameen was at Monash.

Frame 1

Frame 2

Ross:
   Or, we could go to the bank, close our
accounts and cut them off at the source.

Ross raises his eyebrows, leans a
little bit forward, and points to a
direction.

utterance 1:

Chandler:
   You are a genius!

utterance 2:

visual description

Chandler looks towards Ross,
speaking in an excited, approved
tone.

visual description

Figure 1: Visual descriptions can be an effective way
to help dialogue agents interpret the visual cues from
images, further enhancing the understanding ability to-
wards human emotion and dialogue acts.

Building a situated dialogue agent that can seam-
lessly interact with humans in a multi-modal sce-
nario requires two essential abilities: (1) under-
standing the interlocutor’s emotion and dialogue
acts within situated user scenarios, and (2) ground-
ing perceived visual cues to dialogue contexts.

However, recent work (Wu et al., 2023; Liu et al.,
2023; Xenos et al., 2024) has unveiled shortcom-
ings of existing VLM-based dialogue agents with
respect to these abilities. We hypothesize that cur-
rent limitations can be attributed to the gap between
different modalities, also known as the misalign-
ment between visual and textual features. We argue
that visual descriptions can serve as a potential way
to bridge this gap by interpreting visual cues from
images. To verify our hypothesis, we propose to
investigate whether additional dialogue data with
only visual descriptions can help dialogue agents
effectively align visual and textual features, and
enhance their ability to ground perceived visual
cues to dialogue contexts. For instance, looking
at the images in Figure 1, visual descriptions are
capable of conveying subtle but important visual
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Synthetic Visual Description Generation

Joey: You like it? You really
like it?
Chandler: Oh, yeah!
Joey: Which part exactly?

Preparation of Dialogues
Joey: You like it? You really like it?

In a cozy, dimly lit living room,
Joey sits on a leather sofa,
with a his hands crossed on his
lap, a casual smile towards......

Synthetic Visual Description

Figure 2: Synthetic data generation pipeline. Please note that the image on the right is provided for reference only,
to aid in understanding the generated visual description, and is not produced by ChatGPT.

cues (e.g., facial expression, human position) about
the people in these images.

Given the absence of datasets that offer anno-
tations for visual descriptions, we devise a novel
synthetic visual description generation pipeline us-
ing ChatGPT and contribute a large-scale synthetic
visual description dataset by extending existing
multi-dialogue corpora with additional visual de-
scriptions. Furthermore, to effectively utilize these
synthetic data, we explore several training schemes
based on knowledge distillation (KD) (Hinton et al.,
2015). Those training schemes aim to instruct dia-
logue agents to align the features in different modal-
ities by distilling the ability to interpret visual cues
learnt from the synthetic data.

We conduct a comprehensive analysis where
we evaluate the effectiveness of synthetic data on
two benchmarks: MELD (Poria et al., 2018) and
IEMOCAP (Busso et al., 2008). Our results show
that synthetic visual descriptions play an impor-
tant role in helping dialogue agents understand and
ground visual cues from images to dialogue con-
texts. Specifically, our method outperforms the
baseline VLMs (e.g., LLaVa-1.5) by at least 6% on
both emotion detection and dialogue act classifica-
tion tasks. Moreover, the remarkable performance
of our training framework based on knowledge dis-
tillation demonstrates that the training scheme af-
fects the extent to which these descriptions improve
a dialogue agent’s performance.

2 Synthetic Data Generation

To appropriately understand an interlocutor’s emo-
tions and dialogue acts, VLM-based dialogue
agents must ground perceived visual cues within
dialogue contexts. We hypothesize that current
VLMs are limited by a large gap between different
modalities, which affects their ability to ground vi-
sual cues to dialogue contexts. However, the anno-
tation that links visual cues and dialogue contexts
is missing from existing widely-used datasets (e.g.,

MELD (Poria et al., 2018)). In this section, we
investigate whether additional visual descriptions
can help dialogue agents, and to what extent syn-
thetic data can be used to bridge the gap between
visual cues and dialogue contexts.

We can easily have access to large amounts of
dialogue contexts, but it is hard to obtain the cor-
responding images or videos. In the absence of
suitable multimodal datasets with the grounding
annotations, we propose a visual description gener-
ation approach in the rest of this section. We then
propose a training procedure (§ 3) for leveraging
this synthetic data to improve the performance of
multi-modal dialogue agents on the tasks of dia-
logue act and emotion prediction.

Problem Formulation and Notation. Given a
multi-turn dialogue d = {u1, . . . , um} consisting
of a sequence of utterances ui in plain text, our goal
is to prompt ChatGPT to generate synthetic visual
description v

′
i for each utterance. We will get a

synthetic dataset in which each of the utterances is
paired with a synthetic visual description instead
of a image. This synthetic dataset, augmented with
the visual descriptions, will be used in training for
reducing the modality gap, as explained below; see
Figure 2 for an example.

Synthetic Visual Description Generation.
Multi-modal dialogue tasks utilize plain-text
dialogue and visual cues simultaneously. The
motivation for the synthetic visual description
generation is to explore if we can leverage it
instead of real images to improve the performance
of multi-modal dialogue agents. The idea is that
these descriptions will stimulate a VLM-based
dialogue agent to imagine potential visual scenes.
We select three main factors that can affect visual
scenes on the task of dialogue act and emotion
prediction, viz (1) facial expression, (2) human
action, and (3) human position; and incorporate
them into synthetic visual description. We then
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prompt ChatGPT via in-context learning (ICL) to
generate a potential synthetic visual description for
each utterance, as shown in Figure 2. We provide
an example in the Appendix B to better understand
the synthetic generation process.

From the MELD and IEMOCAP datasets, we
have extracted and prepared 6,357 multi-turn di-
alogues, comprising a total of 22,126 utterances.
Each utterance is associated with a synthetic visual
description that depicts the potential visual scene
associated with the dialogue context. The average
length of each synthetic visual description is 15.6
words.

3 Fine-tuning a VLM-based Agent using
Synthetic Data

In this section, we propose a methodology for lever-
aging the synthetic data produced as explained in
Section 2. One intuitive way is to combine syn-
thetic data with real data for training. However, as
there is a large gap in both modalities and patterns
between real images and synthetic visual descrip-
tions, a straightforward concatenation of real and
synthetic dataset would not be the best choice. We
therefore propose a multi-stage training framework,
which trains the dialogue agent with synthetic and
real data separately, followed by a knowledge dis-
tillation training stage (Hinton et al., 2015). Specif-
ically, we choose the state-of-the-art VLM model,
LLaVa-v1.5 (Liu et al., 2023) as the backbone of
our system, which integrates the visual encoder
of CLIP (Radford et al., 2021) with the language
decoder Vicuna (Chiang et al., 2023).

Fine-tuning with Synthetic Data. Suppose
we have a synthetic training dataset of di-
alogues Ds, where each dialogue d′ =
{(u′1, v′1, y′1), ..., (u′m, v′m, y′m)} contains m utter-
ances (u′), associated synthetic visual descriptions
(v′) and output labels (y′). We use the synthetic
training dataset to fine-tune the LLaVa-v1.5 model
with LoRA adapter (Hu et al., 2021), denoted by
θs. As the dialogues and synthetic visual descrip-
tions are both in text, instead of feeding images
to the CLIP module, we only need to use the Vi-
cuna module as the proxy to encode the synthetic
descriptions for the visual encoding.

Fine-tuning with Real Data. The goal of fine-
tuning with real data is to adapt the dialogue
model to the real multi-modal situation. We
have a real dataset Dr containing a set of multi-

modal dialogues, where each dialogue d =
{(u1, v1, y1), ..., (um, vm, ym)} has m utterances
(u), corresponding images (v) and output labels (y).
Unlike synthetic data fine-tuning, the CLIP and Vi-
cuna module within the LLaVa-v1.5 will be used
to process visual images and dialogue contexts col-
laboratively. This process will yield a fine-tuned
adapter θr for the real data.

Knowledge Distillation. The distillation train-
ing procedure aims to transfer the “imagination"
ability learnt from the synthetic data to enhance
dialogue agents in grounding visual cues to dia-
logue contexts in multi-modal settings. We con-
duct the knowledge distillation procedure on the
fine-tuned adapters θs and θr by applying the KL-
divergence (Kullback and Leibler, 1951) regular-
ization in three different settings, as follows.

• Synthetic distillation (s→ r): Knowledge is
distilled from the synthetic adapter θs to the
real adapter θr, based on the following train-
ing objective:

max
θr

∑

d∈Dr

∑

(u,v,y)∈d
logPθr(y|u, v)−

γKL(Pθr(.|v, y)||Pθs(.|v, y))

where logPθr(y|u, v) refers to log-likelihood
probability of generated label y from the
model with real adapter θr. Besides, the distil-
lation function KL(·||·) aims to measure and
minimize the difference between θr and θs. γ
is the regularisation coefficient to control the
trade-off between two objectives.

• Real distillation (r → s): Knowledge is dis-
tilledn from the real adapter θr to the synthetic
adapter θs, based on the following training ob-
jective:

max
θs

∑

d′∈Ds

∑

(u′,v′,y′)∈d′
logPθs(y

′|u′, v′)−

γKL(Pθs(.|v′, y′)||Pθr(.|v′, y′))

• Mutual distillation (s↔ r): This is a mutual
KD between two adapters,

max
θr

∑

d∈Dr

∑

(u,v,y)∈d
logPθr(y|u, v)−

γ1KL(Pθr(.|v, y)||Pθs(.|v, y))−
γ2KL(Pθs(.|v, y)||Pθr(.|v, y))
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Dataset MELD IEMOCAP
Emo. DA Emo. DA

UniVL 66.37 61.47 54.91 61.19
MiniGPT-4 78.00 70.33 69.00 68.93
Video-LLaMa 72.38 68.42 63.16 65.75
MultiModal-GPT 73.54 68.01 61.27 64.92
LLaVa-1.5 79.26 76.39 66.03 71.48
ours 87.38∗ 81.03∗ 73.89∗ 77.29∗

Table 1: Accuracy (%) of VLM-based multi-modal di-
alogue agents on the emotion (Emo.) and dialogue
act (DA) understanding tasks. "∗" indicates a signif-
icance of p-value < 0.05 in the Chi-Square test after
Benjamini-Hochberg (BH) correction for false discov-
ery rate (Benjamini and Hochberg, 1995).

where γ1 and γ2 are regularisation coefficients
to balance the effects of two types of distilla-
tion between θr and θs.

4 Experiments

In our experiments, we aim to investigate the fol-
lowing two research questions: (1) How effectively
do existing VLM-based agents comprehend emo-
tions and dialogue acts from humans?, and (2) To
what extent can synthetic visual descriptions en-
hance agents’ multi-modal capabilities in under-
standing emotions and dialogue acts.

Settings. Our experiments were conducted on
two datasets: MELD (Poria et al., 2018) and IEMO-
CAP (Busso et al., 2008), both of which are rich
in annotations of emotion and dialogue acts. We
evaluate the performance of each model by report-
ing its accuracy in predicting emotion and dia-
logue acts. In terms of VLMs, we select several
state-of-the-art baselines including UniVL (Luo
et al., 2021), MiniGPT-4 (Zhu et al., 2023),
Video-LLaMa (Zhang et al., 2023), MultiModal-
GPT (Gong et al., 2023) and LLaVa (Liu et al.,
2023). The details of each baseline can be found in
Appendix A.

Performance of Existing VLMs. Table 1
presents the accuracy (%) of existing VLM-based
agents on the emotion and dialogue act under-
standing tasks. We observe that LLaVa-1.5 outper-
forms other VLMs to a large extent in the MELD
dataset and maintains competitive performance
with MiniGPT-4 on the IEMOCAP dataset We also
note that existing VLMs mainly rely on their LLM
module (e.g., Vicuna module in the LLaVa-1.5
agent), but they struggle to merge the information
extracted from the CLIP (visual) module with the

Dataset MELD IEMOCAP
Emo. DA Emo. DA

LLaVa-1.5 (vanilla) 79.26 76.39 66.03 71.48
(1) synthetic data (s) 75.84 68.16 59.98 66.92
(2) real data (r) 82.67 78.25 69.72 72.94
(3) mixture (s then r) 84.01 79.86 71.35 74.16
(4) mixture (r then s) 76.15 71.55 62.04 68.28
(5) distillation (s→ r) 87.38∗ 81.03∗ 73.89 77.29
(6) distillation (r→ s) 80.19 77.91 65.63 71.74
(7) distillation (r↔ s) 85.43 79.59 74.52 76.13

Table 2: Ablation studies of different types of training
data and distillation settings. "∗" indicates a significance
of p-value < 0.05 in the Chi-Square test with BH correc-
tion.

LLM (textual) module, mainly due to the modality
misalignment. The results support our hypothesis
that visual descriptions can help bridge the gap by
interpreting visual cues from images. We further
provide an in-depth analysis of the impact of visual
descriptions.

The Effectiveness of Synthetic Data. We con-
ducted comprehensive ablation studies to investi-
gate the effectiveness of using synthetic data to
enhance the performance of our agent. We selected
the top-performing VLM model, LLaVa-1.5, from
Table 1 as our baseline. The results are presented in
Table 2, which outlines seven different data config-
urations, including: (1) training only on synthetic
data, (2) training only on real data, (3) mixed train-
ing involving initial training on synthetic data fol-
lowed by real data, (4) mixed training involving
the reverse sequence, and employing distillation
techniques as discussed in Section 3, viz (5) syn-
thetic distillation (synthetic→real), (6) real distil-
lation (real→synthetic) and (7) mutual distillation
(real↔synthetic).

The findings in Table 2 indicate that incorpo-
rating knowledge distillation into the training pro-
cess enables LLaVa-1.5 to surpass the performance
achieved through either naive mixed training or
training solely on synthetic data or on real data. No-
tably, among the three distillation approaches ((5)-
(7)), the strategy of distilling knowledge from syn-
thetic to real data (distillation (s→ r)) yielded the
best results overall. In contrast, the performance of
distillation from real to synthetic data was largely
equivalent to that of LLaVa-1.5. This suggests that
synthetic data must be utilized judiciously, as a
significant discrepancy between real and synthetic
data can adversely affect performance.
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5 Related Work

Visual Dialogue. The visual dialogue task was pro-
posed by Das et al. (2017). It requires an agent
to answer multi-round questions about a given
image, similarly to Visual Question Answering
(VQA) (Das et al., 2017; Jiang et al., 2020b; Hu-
ber et al., 2018). Previous work (Wu et al., 2018;
Kottur et al., 2018; Yang et al., 2019; Guo et al.,
2019; Niu et al., 2019; Kang et al., 2019; Jiang
et al., 2020a; Yang et al., 2021) focused on devel-
oping different attention mechanisms to model the
interactions among image, question and dialogue
history (Wang et al., 2020). With the rapid de-
velopment of large-scale vision-language models
(VLMs) (Chen et al., 2022; Dai et al., 2022; Wu
et al., 2023; Zhu et al., 2023; Zhang et al., 2023),
recent work focuses on building unified models that
can handle multiple tasks. However, most models
are still unable to support situated interaction with
humans in real scenarios, especially capturing hu-
man emotions and dialogue acts, and grounding to
their dialogue contexts.
Learning from synthetic data. There has been
some work on learning from synthetic data for dia-
logue systems (Dai et al., 2022; Kim et al., 2022;
Semnani et al., 2023; Bao et al., 2023; Abdullin
et al., 2024; Zhan et al., 2024). Synthetic data are
easy to generate, and are particularly useful for
providing detailed labelling to reduce human labor,
such as dialogue acts (Zhan et al., 2023), knowl-
edge injection (Bao et al., 2023) or simulating di-
alogues in new scenarios, such as the rapid gener-
ation of a sequence of QA from documents (Dai
et al., 2022). However, these works mainly focus
on plain text dialogues, rather than multi-modal di-
alogues. We propose a novel framework to utilize
synthetic data to address this gap, and thereby en-
hance the abilities of multi-modal dialogue agents
on the task of emotion and dialogue act classifica-
tion.

6 Conclusion

Our work demonstrates the potential of synthetic
visual descriptions to improve the performance of
dialogue agents, particularly in understanding emo-
tions, dialogue acts and grounding visual cues to
dialogue contexts. By introducing a novel synthetic
visual description generation pipeline and a large-
scale dataset, along with an effective training proce-
dure, we have taken a crucial step towards overcom-
ing the limitations of multi-modal dialogue agents.

The positive outcomes observed in our experiments
highlight the importance of appropriate training
schemes to fully leverage synthetic data, pointing
towards a promising direction for future research.

Limitations

As our work provides an initial step into incorporat-
ing synthetic visual descriptions into multimodal
dialogue agents, we do not offer an exhaustive anal-
ysis of the synthetic data, nor do we identify the
most suitable use cases for evaluating the effective-
ness of synthetic data in such scenarios. Besides,
we did not analyse why certain distillation schemes
do better than others. Additionally, it is promising
to conduct further evaluation to determine whether
enhancing the agents’ grounding capabilities could
also improve their response abilities.
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A Baseline Models

UniVL (Luo et al., 2021) is a unified video and
language pre-training model for multi-modal un-
derstanding and generation. UniVL model adpts
Transformer as the backbone and has individual
language and video encoder, following with a cross-
encoder and decoder module.

MiniGPT-4 (Zhu et al., 2023) contains a vi-
sion encoder with a pre-trained ViT and Q-Former
model, a single linear projection layer, and an
advanced Vicuna large language model (LLM).
MiniGPT-4 freezes the vision part and only re-
quires training the linear projection layer to align
the visual features with the Vicuna.

Video-LLaMa (Zhang et al., 2023) maintains
a similar architecture with the MiniGPT-4, includ-
ing the ViT and Q-Former for the visual and audo
encoder. On the top of the architecture, a LLM
(LLaMa or Vicuna) is followed to align multi-
modal features with contextual features.

MultiModal-GPT (Gong et al., 2023) is based
on the open-flamingo (Alayrac et al., 2022) model.
MultiModal-GPT consists of a vision encoder from
CLIP, a sampler to receive the spatial features
from the vision encoder, and a language decoder
LLaMA.

LLaVa-1.5 (Liu et al., 2023) considers the pre-
trained CLIP visual encoder ViT-L/14, then the
visual feature will be sent into a simple linear layer
to connect image features into the word embedding
space. Finally, LLaVa-1.5 choose the Vicuna as the
LLM backbone.

B An Example of Synthetic Data
Generation

We provide an example for better understanding
the synthetic data generation process. Suppose we
have prepared a dialogue shown in the Figure 2.
Then, we prompt ChatGPT to generate a synthetic
visual description. We present an example in Fig-
ure 3 to illustrate this process.

Synthetic Data Generation Prompt

Can you imagine a potential scene for the context
of the following dialogue? Try to incorporate
several elements: Facial expression, Human
Action and Human Position.

Here is an example:
<Dialogue Context>:
Ross. Or! Or, we could go to the bank, close our
accounts and cut them off at the source.

<Visual Description>:
Ross raises his eyebrows, leans forward, and
speaks with a hint of frustration and determination.

Now, please generate a reasonable visual
description for the last utterance of the following
dialogue:

<Dialogue Context>:
Joey: You like it? You really like it?
Chandler: Oh, yeah!
Joey: Which part exactly?

Please try to generate a concise description within
30 words.
———————————————————–

<Output - Synthetic Visual Description>:
In a cozy, dimly lit living room, Joey sits on a
leather sofa, with a his hands crossed on his lap,
leans forward, a casual smile towards Chandler.

Figure 3: An example of synthetic data generation.
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Abstract

User reviews on e-commerce and review sites
are crucial for making purchase decisions,
although creating detailed reviews is time-
consuming and labor-intensive. In this study,
we propose a novel use of dialogue systems
to facilitate user review creation by generat-
ing reviews from information gathered during
interview dialogues with users. To validate
our approach, we implemented our system us-
ing GPT-4 and conducted comparative exper-
iments from the perspectives of system users
and review readers. The results indicate that
participants who used our system rated their
interactions positively. Additionally, reviews
generated by our system required less editing
to achieve user satisfaction compared to those
by the baseline. We also evaluated the reviews
from the readers’ perspective and found that
our system-generated reviews are more helpful
than those written by humans. Despite chal-
lenges with the fluency of the generated re-
views, our method offers a promising new ap-
proach to review writing.

1 Introduction

User reviews posted on e-commerce and review
sites benefit both buyers and sellers. For users con-
sidering a purchase, these reviews provide prod-
uct details and insights, thereby supporting the
decision-making process of purchase. Addition-
ally, they act as feedback for sellers, enabling
product quality improvement. Reviews that con-
tain specific product details or are based on per-
sonal user experiences are especially valuable.
However, writing these insightful reviews can be
time-consuming and labor-intensive, as the task
requires careful language and proofreading for po-
tential buyers.

To reduce users’ burden of writing reviews, re-
searchers (e.g., (Dong et al., 2017; Li and Tuzhilin,
2019)) have focused on automated review genera-

(…) Could you elaborate on what specific features of the
Sony PS5 Playstation 5 Console Disc Version you found
most impressive?

I find that its loading speed, the graphics, and the
ablility to play PS4 games. I also have to say I am
very impressed buy theduel sense controller and
how it feels in the hand.

It sounds like the speed and graphics really stood out to
you. Could you tell me more about your experience with
the loading speed? How did it enhance your gaming
experience?

Loading screens in games are only a few seconds
instead of a minute or more like the older gen
consoles and the graphics really shine with colors
and detail.

(…) Now, let's talk about theDualSense controller. Could
you describe how it feels in your hand and
how it contributes to your gaming experience?

It is very comfortable in that hand and does not feel
cramped at all. It has haptic feedback that reallyhelp
with immersion in the games, and ……

Dialogue
System

The Sony PS5 Playstation 5 Console Disc Version is an impressive piece of
gaming technology that has exceeded my expectations in every way. The
loading speed is a game-changer, reducing waiting times to mere seconds,
which is a significant improvement over older generation consoles. (…)
The DualSense controller is another standout feature.It's comfortable to
hold and doesn't feel cramped, even during extended gaming sessions. (…)

Interview Dialogue

Generated Review and Rating

User

…

Figure 1: Example of review creation supported by the
proposed method. In the dialogue and review, the con-
tents of the same-colored text correspond to each other.

tion, thereby making the review creation process
more efficient.

Despite these efforts, the ability of existing re-
view generation systems to personalize for users
and products remains limited. Previous studies
have explored utilizing a wide range of informa-
tion about products and users for generating re-
views. However, available subjective information
is limited. Specifically, without direct input from
the user, incorporating the user’s actual experi-
ences with the product into the generated review
is challenging. This constraint significantly limits
the system’s ability to personalize for the user. To
overcome this problem, we focused on supporting
the creation of reviews by directly eliciting infor-
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mation about products from users.
In this study, we propose the novel utilization of

dialogue systems for creating user reviews. Figure
1 shows an example of the review creation process
supported by the dialogue system according to our
proposed method. First, the dialogue system acts
as an interviewer, eliciting user opinions on prod-
ucts through interview dialogues. Second, the re-
view text generator generates review text based on
the dialogue history. Finally, the rating predictor
predicts a rating consistent with the generated re-
view text. Our method allows users to easily cre-
ate reviews by simply interacting with the system,
thus reducing the effort involved in review cre-
ation.

To evaluate our method, we implemented a
system incorporating our approach using GPT-
4. Subsequently, we conducted experiments us-
ing our system, collecting data on dialogues be-
tween the system and users, the generated reviews,
predicted ratings, and participants’ feedback on
our system. We discuss the effectiveness of our
method after analyzing the collected data. In sum-
mary, our main contributions are as follows:

1. As a novel application of dialogue systems,
we propose a method for supporting user re-
view creation. Furthermore, we developed
a system incorporating our approach using
GPT-4.

2. We conducted a comprehensive survey from
the perspectives of system users and review
readers, showing that our method can provide
high-quality and helpful reviews for both par-
ties.

2 Related Work

2.1 Interview Dialogue System and Dataset

The interview dialogues are aimed at eliciting in-
formation from the interviewees. Prior research
suggests that surveys conducted on chatbot plat-
forms yield higher-quality responses than web sur-
vey platforms (Kim et al., 2019). This finding in-
dicates that employing dialogue systems to collect
user opinions and impressions is a promising ap-
proach.

Researchers have collected interview dialogue
data on various topics, including radio (Majumder
et al., 2020), news (Zhu et al., 2021), sports (Sun
et al., 2022), and cooking (Okahisa et al., 2022).

The objectives of these collections vary from an-
alyzing dialogue patterns (Majumder et al., 2020;
Okahisa et al., 2022) to dialogue summarization
(Zhu et al., 2021). Here, we utilize the interview
dialogue system to support the creation of helpful
reviews.

2.2 Review Generation
User reviews reflect user’s opinions and requests
regarding a product. These insights benefit buyers
and sellers. Additionally, user reviews have a wide
range of applications. Previous research has ap-
plied reviews to natural language processing tasks
such as recommendations (Qiu et al., 2021), opin-
ion summarization (Bražinskas et al., 2020), and
task-oriented dialogue (Zhao et al., 2023).

User reviews that include detailed information
about the product and user experiences are use-
ful. However, writing these reviews is a labor-
intensive task for humans. To increase the effi-
ciency of this process, researchers have proposed
automated review generation models, enhancing
their review generation capabilities by utilizing
information such as ratings (Dong et al., 2017;
Sharma et al., 2018; Li et al., 2019; Kim et al.,
2020), images (Truong and Lauw, 2019; Vu et al.,
2020), past reviews written by the user (Li and
Tuzhilin, 2019), and aspect-oriented features (Li
and Tuzhilin, 2019). Unlike these studies, we fo-
cus on the collaborative writing of user reviews
with the support of the dialogue system.

Some researchers have focused on supporting
users in creating reviews, similar to our approach
(Ni and McAuley, 2018; Bhat et al., 2023). For ex-
ample, Ni and McAuley proposed utilizing short
phrases related to products that are provided by
customers, such as review summaries and prod-
uct titles, as auxiliary data for generating reviews
(Ni and McAuley, 2018). In their system, the user
provides information in a unidirectional manner.
In contrast, we utilize an interview-specific dia-
logue system to collect information from the user
through interactive interaction. The dialogue sys-
tem can ask follow-up questions to obtain addi-
tional details regarding a product although this in-
formation may be ambiguous. This capability sup-
ports the creation of detailed reviews.

2.3 Dialogue Summarization
In our method, we proposed to convert con-
versational data (i.e., interview dialogue history)
into non-conversational data (i.e., review texts).
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Therefore, our work is closely related to dia-
logue summarization research. To build an ef-
fective model for dialogue summarization, re-
searchers have proposed diverse approaches to
learning methods (Zou et al., 2021; Li et al., 2023;
Zhong et al., 2022; Zhang et al., 2021). Addition-
ally, researchers have built dialogue summariza-
tion datasets that can be used for training mod-
els; these datasets cover daily life conversations
(Gliwa et al., 2019; Chen et al., 2021), meetings
(Carletta et al., 2006; Zhong et al., 2021), TV se-
ries (Chen et al., 2022), and media dialogue (Zhu
et al., 2021). While these studies aim to condense
dialogue histories into brief texts, our approach
takes a different direction. We focus on extract-
ing useful product information for readers from
interview dialogues and organizing it into a non-
conversational data format, rather than compress-
ing it into shorter text.

3 Methodology

To create useful reviews, reviewers must provide
detailed product information. Interview dialogue
systems are employed to effectively elicit this in-
formation. To enhance readability, we propose or-
ganizing the dialogue history into a non-dialogue
format. Our method comprises three processes:
interview dialogue, review text generation, and
rating prediction. In this paper, the systems that
perform these processes are referred to as the “in-
terview dialogue system,” the “review text gener-
ator,” and the “rating predictor,” respectively. Our
system utilizes these components in sequence to
generate reviews as the output. An overview of
our system is shown in Figure 2. We use the gpt-
4-0613 model to implement our system.

3.1 Interview Dialogue System

To assist potential buyers in making purchase de-
cisions, guiding users to create helpful reviews is
crucial. In our approach, therefore, our system
should be designed to effectively collect informa-
tion from the user. To achieve this, we propose uti-
lizing an interview dialogue system. For the inter-
view dialogue system, it is desirable to elicit both
the pros and cons of a product in a balanced and
detailed manner. Specifically, the system should
be capable of asking follow-up questions about
the content mentioned by the user or changing the
topic to inquire about different aspects of the prod-
uct.

Rating Predictor

Interview Dialogue System

Review Text Generator

S : Could you tell me more …
U: Loading screens in games are
only a few seconds instead of …
…

5Input:

Output:

The Sony PS5 Playstation 5
Console Disc Version is an
impressive piece of gaming
technology that …

Dialogue History

Review Text

Rating

Figure 2: Overview of our system. First, the inter-
view dialogue system interviews the user to elicit their
impressions and requests about the product they used.
Next, the review text generator uses the dialogue his-
tory as input to generate a review text. Finally, the rat-
ing predictor predicts a rating consistent with the senti-
ment of the generated review text.

We designed a prompt that incorporated instruc-
tions for the system to perform these behaviors.
Moreover, aiming to both collect sufficient infor-
mation for creating reviews and ensure users don’t
become bored, we added constraints regarding the
number of turns to the prompt. In our experiments,
we adopted instructions to ask at least 8 questions
and conclude the interview within 15 turns. Addi-
tionally, to ensure the interview does not continue
indefinitely, we externally implemented a setting
in the interview dialogue system to end the dia-
logue after 15 turns. The prompt template for the
interview dialogue is shown in Appendix A.1.

3.2 Review Text Generator

Although the dialogue history between interview
dialogue systems and users offers useful and de-
tailed product information, it often contains redun-
dancies. Consequently, it is not appropriate to post
it directly as a user review. Therefore, we pro-
pose transforming the dialogue history into a for-
mat suitable for reviews. Our review text genera-
tor aims to capture the essence of the interview di-
alogue history while generating review texts from
the perspective of the user. To generate reviews
that align with the user’s feedback, the system
must faithfully reflect the content of the dialogue
history in the review text. Our prompts include in-
structions to concisely summarize important infor-
mation mentioned during the interview and gener-
ate the main body of the user review. The prompt
template for the review generation is shown in Ap-
pendix A.2.
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3.3 Rating Predictor

In e-commerce and review platforms, customer
ratings are aggregated into a single score, provid-
ing other users with an initial impression of the
product. For an aggregated score to be reliable,
reviewers must assign ratings that accurately re-
flect the content of their review text. While the
ratings impact the reputation widely, considering
the potential for human error in assigning ratings,
automating the task might be an effective solution.
Our rating predictor automatically outputs a rat-
ing consistent with the sentiment of the input re-
view text, ranging from 1 to 5 as an integer. Rat-
ings consistent with the content of the review texts
could reduce exaggerated scoring caused by user
subjectivity. As a result, this can improve the reli-
ability of the ratings.

We utilized GPT-4 to implement a rating pre-
dictor. To enhance predictive performance, we
designed prompts that apply chain-of-thought
prompting (Wei et al., 2022; Wang et al., 2023;
Kojima et al., 2022), that feeds large language
models not only examples of question-and-answer
pairs but also examples of the thought processes
leading to those answers. In this study, we col-
lected five sets of product titles, review texts, and
ratings from Amazon.com to create output exem-
plars, each corresponding to ratings from 1 to 5.
Subsequently, for each set, we wrote descriptions
of the reasoning paths leading to the prediction of
the rating from the product title and review text.
We used these as few-shot exemplars within the
context. Similarly, for target reviews, GPT-4 is
encouraged to generate a reasoning path and an
answer.

4 Experiments

We aim to facilitate the review-writing process
for reviewers and provide helpful reviews to read-
ers. To investigate the practicality of our method,
we conducted evaluations from the perspectives
of system users (Section 4.1) and review readers
(Section 4.2).

4.1 Participant Evaluation

To evaluate our method, we collected feedback
through interviews, generated reviews, and ques-
tionnaires. Data collection was conducted through
Amazon Mechanical Turk (MTurk)1.

1https://www.mturk.com

Figure 3: Participant responses to “In the past year,
how often have you posted reviews?”

4.1.1 Experimental Setup
We tuned the temperature for each system. For the
interview dialogue system, the temperature was
set to 0.2. The review text generator and rating
predictor generate outputs that are faithful to the
input. Therefore, we set the temperature to 0 for
these systems to suppress the diversity of the gen-
erated text.

4.1.2 Baseline System
To demonstrate the effectiveness of using inter-
view dialogue systems that adapt questions based
on the context, we constructed a baseline system.
The baseline system replaces the interview dia-
logue system with one that asks manually created
questions in a fixed order. To construct the base-
line system, we manually created nine questions
on topics such as the reason for purchasing the
product and the evaluation of the product in com-
parison with other products. All questions asked
by the baseline system are listed in Appendix B.
We collected data using this system in the same
manner as with our proposed system.

4.1.3 Evaluation Procedure
Initially, participants conducted an interview di-
alogue with our interview dialogue system. Af-
ter the interview, they were presented with the
generated reviews and ratings. Participants then
completed a post-interview survey comprising
multiple-choice and open-ended questions. For
each setting, we recruited 100 participants located
in AU, CA, NZ, GB, or the US and had a 95% ap-
proval rate with at least 500 previously approved
HITs.

4.1.4 Post-Interview Survey
After the interview, participants responded to a
post-interview survey. Several questions in this
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Table 1: Likert Items in Post-interview Survey

Dimension Labels in Figure 4 Statements

Interview
Enjoyable How fun was your interaction with the chatbot interviewer?
Skillful The interviewer skillfully elicited your impressions or opinions.
In-depth The chatbot interviewer attempted to elicit your impressions or opinions in depth.

Review Faithful The system-generated review faithfully reflects what you said during your interviews.
Concise The system-generated review offers a concise summary of the points you mentioned

during the interview.

System
Quality Please rate the overall quality of the system.
Burdened(I) I felt burdened to have an interview chat about the product.
Burdened(R) Writing a review with the support of the system is more burdensome than writing a

review yourself.

Figure 4: Participant responses to questions on a Likert
scale from 1 (Strongly disagree) to 5 (Strongly agree)
in a post-interview survey. For each question, the upper
bar shows the results from our system and the lower bar
shows the baseline results.

survey were answered using a 5-point Likert scale.
These questions are related to the interview dia-
logue, the generated reviews, and the overall sys-
tem (See Table 1).

We also asked participants how frequently they
post reviews to compare with their usual review-
writing experiences. As shown in Figure 3, 95%
of the participants posted at least one user review
in the past year. Additionally, participants were
asked to rate the product they selected by respond-
ing to the question: "If you were to rate this prod-
uct again, what rating would you give it?" and pro-
vided a rating from 1 to 5.

4.1.5 Participant Feedback Analysis
Figure 4 illustrates the distribution of responses
to eight questions2. Regarding the dimensions of

2For Burdened(R), we excluded responses from partici-
pants who selected the “Have never written any reviews be-
fore in my life” option to the question in Figure 3.

the interview and review, most participants evalu-
ated two components positively: our interview di-
alogue system and our review text generator. Par-
ticipants showed a similar positive trend across
two settings for the four items: In-depth, Faithful,
Concise, and Quality. Notably, for Quality, 90%
or more of the participants rated the overall qual-
ity of the systems positively.

Our system provided users with more enjoy-
able interviews and higher satisfaction regarding
the generated reviews compared with the baseline
system. As shown in Figure 4, when using our
system based on GPT-4, more participants agreed
that interacting with the system was fun. More-
over, the difference in the methods used to elicit
information―our interview dialogue system and
the baseline―impacts users’ enjoyment, with sta-
tistically significant differences (Mann–Whitney
U test, p < 0.05). Participants also responded
to the multiple-choice question, “If you had to
edit and post a system-generated review to your
satisfaction, how much of it would you need to
rewrite?”. Figure 5 shows that different types of
systems resulted in varied response distributions.
In particular, 38% and 27% of participants using
the baseline system and our system, respectively,
responded that they needed to rewrite more than
50% of the review. These results indicate that our
system can provide reviews with higher satisfac-
tion than the baseline.

Our system imposed a greater burden on par-
ticipants. Figure 4 shows that a higher percent-
age of participants agreed that writing a review
with the support of our system is more burden-
some than writing alone, compared to the baseline.
We argue that the response time of the system is
one of the reasons for this difference. Our GPT-
4-based system, which generates responses based
on users’ utterances, takes a longer time to gener-
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Figure 5: Participant responses to “If you had to edit
and post a system-generated review to your satisfac-
tion, how much of it would you need to rewrite?”

ate responses than a baseline that asks predefined
questions. Notably, several participants suggested
that the response speed of our system should be
improved. In response to the free-form question
“What is one enhancement that can be made to
improve this system?”, we received answers such
as “more fast replies” and “need quick reply.” In
our experiments, unlike the ChatGPT interface3,
we did not employ real-time response generation
using streaming functionality. Adding this feature
would be an effective modification to enhance our
system’s response speed, which is expected to sig-
nificantly improve user experience.

4.1.6 Case Study
Our interview dialogue system can generate
follow-up questions that explore the content of
users’ ambiguous responses in depth. Table 2
shows an example of the data collected, com-
prising the dialogue history regarding an electric
shaver and the corresponding review text gener-
ated. During the interview, our system initially
asked about the participant’s overall satisfaction
with the product, to which the participant replied,
“... well satisfied but with few minor issues.”
Based on this response, our system posed follow-
up questions to clarify the aspects that the partic-
ipant was satisfied with and the issues they men-
tioned. As demonstrated in this example, our sys-
tem can elicit deeper information about products
from users compared with the baseline system.

Additionally, our interview dialogue system can
change topics during an interview to collect infor-
mation on various aspects of a product. For the in-
terview dialogues shown in Table 2, the first three
turns focus on the participant’s satisfaction with
the product. Subsequently, the system changes the

3https://chatgpt.com/

topic by saying “Now, let’s go back to the issue”
and thus shifting focus to the issues that the user
mentioned in the first turn. In the next turn, our
system shifts the topic again to highlight the prod-
uct’s impressive features. By switching topics in
this manner, our system can acquire information
on various aspects of the product.

Our system can also generate review texts and
ratings that faithfully reflect the content mentioned
in the interview. As shown in the lower part of Ta-
ble 2, the generated review text closely aligns with
user comments such as “i would say well satisfied
...” and “some times small hair from the beard gets
stucks.” Moreover, our system accounts for issues
mentioned by the user and predicts a rating of 4,
one less than the maximum.

4.2 Third-Party Evaluation

Helpful user reviews offer effective decision-
making support for potential buyers and sellers.
To assess the quality of the reviews generated by
our system from the reader’s perspective, we con-
ducted multidimensional evaluations.

4.2.1 Experimental Procedure
This evaluation was conducted in a pairwise set-
ting. In this experiment, annotators were pre-
sented with two reviews: one generated by our
system and another for comparison. We com-
pared our system-generated reviews with Ama-
zon reviews to evaluate the quality difference from
human-written reviews. Additionally, to assess the
differences from the perspective of the readers,
we compared our system-generated reviews with
those generated by a baseline system, which were
collected in Section 4.1.

Annotators chose either the superior option or
a tie for each of the eight dimensions, as shown
in Table 3. We recruited the annotators through
MTurk.

4.2.2 Selection Criteria for Comparative
Reviews

We collected human-written reviews from the
Amazon Review Dataset (Ni et al., 2019). To
facilitate comparison for the annotators, we ini-
tially removed any human-written reviews where
the category or rating did not match those gen-
erated by our system. After this filtering, to
avoid selecting poor-quality reviews, we retained
reviews in the top 5% of human-written reviews
based on helpfulness votes, using these as compar-
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Table 2: Example of a dialogue between our system and the user (top, S: system, U: user) and generated review
text (bottom). In this example, our rating predictor predicted a rating of 4.

S (...) To start off, could you tell me about your overall satisfaction with this product?
U i would say well satisfied but with few minor issues.
S I see, you’re generally satisfied but there are a few minor issues. Could you elaborate on what you particularly like

about the Braun Series 9 9370cc Electric Shaver?
U some times small hair from the beard gets stucks in particular spot on the blade area in the machine.
S I understand that small hairs getting stuck in the blade area is one of the issues you’ve encountered. But before we

delve into that, could you first share what you find satisfying or impressive about the product? What are its positive
points in your opinion?

U the postivie sides is smooth shaving experience and battery capacity which is good
S It’s great to hear that you appreciate the smooth shaving experience and the battery capacity. Now, let’s go back to the

issue you mentioned earlier about small hairs getting stuck. Could you tell me more about this problem? How often
does it happen and how does it affect your shaving experience?

U i wouls say not often, ifaced this issue only once.
S I see, (...) That’s good to know. Now, aside from the smooth shaving experience and the battery capacity, are there any

other features of the Braun Series 9 9370cc Electric Shaver that you find beneficial or impressive?
...

I am generally satisfied with the Braun Series 9 9370cc Rechargeable Wet & Dry Men’s Electric Shaver with Clean &
Charge Station. The product offers a smooth shaving experience, which I find impressive. The battery capacity is also
commendable, lasting for a good amount of time. I appreciate the versatility of the product, as it can be used for both
wet and dry shaving. The Clean & Charge Station that comes with the shaver is quite efficient and useful. It effectively
cleans and charges the shaver, making it more convenient compared to other products I’ve used before. However, I did
encounter a minor issue where small hairs from my beard got stuck in a particular spot on the blade area. This
happened only once and did not significantly affect my overall shaving experience. Considering all the features and my
experience with the product, I believe it offers good value for its price. I would recommend the Braun Series 9 9370cc
Electric Shaver to others, mainly for its battery performance and its variety of features, including its wet and dry usage.

ison candidates. Finally, among these candidates,
we selected the review of the product whose title
achieved the highest ROUGE-L score (Lin, 2004).

We applied the same process when matching re-
views generated by the baseline system; however,
for some reviews collected using our system, there
were no corresponding reviews in the baseline data
that matched both category and rating. There-
fore, we excluded these unmatched data. Conse-
quently, while we conducted comparisons for all
100 reviews written by humans, only 96 baseline-
generated reviews met the criteria.

4.2.3 Results and Discussions
The overall results are presented in Table 4. The
annotators prefer the reviews generated by our sys-
tem to those written by humans or generated by
the baseline system. Notably, the reviews gen-
erated by our system are helpful, provide a bal-
anced view of pros and cons, and offer compre-
hensive information. These findings indicate that
our interview dialogue system is capable of elic-
iting a wide range of information about products
from users through topic transitions.

The reviews generated by our system lack the
fluency of human-written reviews. For instance,
our review text generator tends to use the formal
product title when referring to the product. Addi-

tionally, human-written reviews contain more in-
dividual experiences compared with those gener-
ated by our system. Despite these limitations, our
system has high scalability, offering the potential
for improvement. Specifically, our system’s out-
put could be enhanced by refining the prompts to
generate texts that are more human-like and elicit
detailed usage experiences from users.

By replacing the baseline system, which uses
fixed questions, with our interview dialogue sys-
tem, we observe improvements across all met-
rics. Notably, our system can generate reviews that
are rich in experience-based information, contain
more detailed information, and cover a broader
range of topics. This demonstrates that our system
can elicit more detailed and extensive information
from users through follow-up questions and topic
transitions.

4.3 Discussion on Predicted Ratings
To further explore the characteristics of the re-
views and ratings generated by our system, we an-
alyze them along two axes: the difference based
on the source of the ratings (comparing ratings as-
signed by humans to those predicted by our sys-
tem) and the difference based on the annotators
(comparing the ratings given by system users to
those assigned by third parties). To obtain ratings
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Table 3: Questions in comparative evaluation

Labels in Table 4 Questions
Helpfulness Which review would be more helpful for making a purchase decision?
Fluency Which review exhibits a more fluent and human-like writing style?
Conciseness Which review is more concise and to the point?
Experience Which review provides more information based on the actual usage experience of the product?
Balance Which review presents a more balanced view of the product’s pros and cons?
Depth Which review provides more in-depth information about any specific aspect of the product?
Coverage Which review mentions a more comprehensive range of product aspects?
Overall Which review is overall more preferable?

Table 4: Results of third-party evaluation. The values represent the percentage of votes each received.

Reviews Helpfulness Fluency Conciseness Experience Balance Depth Coverage Overall
Human 38.0 47.0 37.0 57.0 37.0 43.0 40.0 41.0
Tie 6.0 15.0 6.0 9.0 15.0 10.0 5.0 7.0
Ours 56.0 38.0 57.0 34.0 48.0 47.0 55.0 52.0
Baseline 38.5 28.1 45.8 21.9 34.4 35.4 35.4 37.5
Tie 12.5 33.3 6.2 16.7 15.6 12.5 10.4 17.7
Ours 49.0 38.5 47.9 61.5 50.0 52.1 54.2 44.8

Table 5: Average absolute difference in ratings be-
tween Amazon customers and Turkers (top-left), be-
tween system-predicted ratings and Turkers’ ratings
for system-generated reviews (top-right), and be-
tween system-predicted ratings and participants’ rat-
ings (bottom-right, see Section 4.1.4).

Annotator/Source Human-
written

System-
generated

Turkers 0.59 0.12
Participants in Section 4.1 - 0.57

assigned by third parties, we newly recruited an-
notators from MTurk and asked them to assign rat-
ings to both the human-written reviews (left col-
umn)4 and those generated by our system (right
column). We also collected ratings assigned by
participants from the experiments in Section 4.1.
Note that these participants, unlike the Turkers,
had seen the ratings predicted by our system.

The results in the top row of Table 5 demon-
strate that the difference between the ratings pre-
dicted by our system and those assigned by third
parties is remarkably smaller than the difference
found in human-written reviews. This finding in-
dicates that the sentiment of the reviews generated
by our system is easily comprehensible to readers.

The ratings predicted by our system, as shown
in the right column of Table 5, align more closely
with those assigned by third-party annotators than
with those of system users. This finding indicates
that our system emphasizes objectivity over sub-

4For the annotations, we used 100 human-written reviews
selected in Section 4.1.

jectivity in its ratings.
The aforementioned observations indicate that

our system generates review texts that are easy
for humans to understand and provide more ob-
jective ratings. This finding suggests that our in-
terview dialogue system and review text genera-
tor can generate reviews that accurately capture re-
viewers’ sentiments, thereby supporting informed
purchasing decisions, while the rating predictor
also provides highly objective and reliable ratings.

5 Conclusion

In this study, we present a novel method for utiliz-
ing dialogue systems to facilitate user review cre-
ation. Our approach involves three processes: in-
terview dialogue, review text generation, and rat-
ing prediction. Although ensuring the fluency of
the system-generated reviews remains a challenge,
our method provides high-quality and helpful re-
views for both reviewers and their readers.

Our method possesses high scalability. For in-
stance, feeding product descriptions into our in-
terview dialogue system could lead to deeper in-
terview dialogues about more detailed informa-
tion. However, our experiments have shown that
even without such extensions, our system is capa-
ble of providing reviews that are more helpful than
human-written ones. Furthermore, adapting our
dialogue system’s strategies to user preferences
during review writing could improve user experi-
ence. Further research can accomplish this objec-
tive by conducting a more detailed analysis of user
preferences.
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A Prompt Template

A.1 Prompt for Interview Dialogue
Table 6 shows a prompt template for interview di-
alogues. [PRODUCT_NAME] is a placeholder
for the product title, which will be replaced
with the product title selected by the participant.
[MAX_QUESTION] and [MIN_QUESTION] are
placeholders for the maximum and minimum
number of dialogue turns. In our experiments, we
used 15 and 8, respectively.
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A.2 Prompt for Review Generation
Table 7 shows a prompt template for review gen-
eration. Similar to that for interviewing, [PROD-
UCT_NAME] is a placeholder for the product ti-
tle. [DIALOGUE] is a placeholder for the dia-
logue history, into which the interview dialogue
history between our system and the participants is
inserted.

B Baseline Details

Table 8 shows a prompt template for review gen-
eration. Similar to that for interviewing, [PROD-
UCT_NAME] is a placeholder for the product ti-
tle. [DIALOGUE] is a placeholder for the dia-
logue history, into which the interview dialogue
history between our system and the participants is
inserted.
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Table 6: Prompt template for interviewing.

Your role is “interviewer” and my role is “interviewee”.
About the product I am going to present, please elicit my impressions and opinions from me when I
have touched it.

Note the following statements.
1. The interviewer elicits the interviewee’s satisfaction and dissatisfaction (the positive and negative
points) with the product in a well-balanced and detailed.
2. In response to the interviewee’s response, the interviewer asks more in-depth questions about the
aspect or elicits feedback about other aspects of the product.
3. Be sure to attach the name of your role at the beginning of your utterance. Since your role is
“interviewer”, your generation should begin with “Interviewer:”.
4. Don’t generate interviewee’s utterances.
5. Add “[Wait_for_Response]” at the end of your utterance and wait for my response.
6. You must ask at least [MIN_QUESTION] questions. In other words, the dialogue must continue
for [MIN_QUESTION] or more turns.
7. Having fulfilled the 6th statement, you can terminate the interview at your discretion. However, the
interview must be completed within [MAX_QUESTION] turns.
8. When you terminate the intervew, add “[End_of_Interview]” at the end of your utterance.
Now, please elicit my impressions and opinions about the following product from me.
[PRODUCT_NAME]

Table 7: Prompt template for review generation.

[DIALOGUE]

The above is a dialogue about “[PRODUCT_NAME]” between the interviewer and the interviewee
who has touched on this product.

Write a customer review about the product as if written by the interviewee, by briefly summarizing
the important information mentioned in the above interview, such as the good and bad points of the
product and the interviewee’s experience with it.
Do not output the review’s title.
The following is a body of the product review of the product written by the interviewee:

Table 8: Questions asked by the baseline system

Q-1 First, could you tell me about the features and functions of this product? What kind of product
is this?

Q-2 What made you decide to purchase this product?
Q-3 If you have any points that you like or are satisfied with this product, please tell me in detail.
Q-4 What are the advantages of this product compared to other products?
Q-5 If you have any dissatisfaction with this product or areas for improvement for this product,

please tell me in detail.
Q-6 What are the disadvantages of this product compared to other products?
Q-7 Who would this product be suitable for?
Q-8 Is this product worth the price? Also, why do you think so?
Q-9 Finally, do you have any requests or impressions about the product?
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Abstract

Scripted dialogues such as movie and TV sub-
titles constitute a widespread source of training
data for conversational NLP models. However,
there are notable linguistic differences between
these dialogues and spontaneous interactions,
especially regarding the occurrence of com-
municative feedback such as backchannels, ac-
knowledgments, or clarification requests. This
paper presents a quantitative analysis of such
feedback phenomena in both subtitles and spon-
taneous conversations. Based on conversational
data spanning eight languages and multiple
genres, we extract lexical statistics, classifica-
tions from a dialogue act tagger, expert annota-
tions and labels derived from a fine-tuned Large
Language Model (LLM). Our main empirical
findings are that (1) communicative feedback
is markedly less frequent in subtitles than in
spontaneous dialogues and (2) subtitles contain
a higher proportion of negative feedback. We
also show that dialogues generated by standard
LLMs lie much closer to scripted dialogues
than spontaneous interactions in terms of com-
municative feedback.

1 Introduction

While the amount of text data available for training
or fine-tuning LLMs is large and growing steadily,
spoken conversational data remains relatively scare.
Although corpora of spontaneous spoken interac-
tions have been collected for various languages
(Dingemanse and Liesenfeld, 2022), those are gen-
erally of a modest size and limited to specific topics
or tasks. Due to this scarcity of available data, a
common approach for the development of conver-
sational models is to rely on corpora of authored
dialogues extracted from movie scripts (Danescu-
Niculescu-Mizil and Lee, 2011) or movie and TV
subtitles (Lison et al., 2018; Davies, 2021).

However, those dialogues are markedly different
from spontaneous interactions. Most importantly,
movie scripts and subtitles are explicitly written

with the aim of narrating a story. Subtitles must
also abide to strict length constraints, and thus tend
to only transcribe the most salient part of each
turn. As a consequence, many conversational phe-
nomena such as disfluencies (Shriberg, 1996), over-
lapping talk (Schegloff, 2000), and backchannels
(Yngve, 1970) are either absent or uncommon in
those dialogues, unless their presence happens to
contribute to the storyline (Berliner, 1999; Chep-
inchikj and Thompson, 2016).

This paper provides a quantitative analysis of
how subtitles differ from spontaneous dialogues,
focusing more specifically on conversational feed-
back (Allwood et al., 1992) and grounding (Clark
and Schaefer, 1989) phenomena. To highlight dif-
ferences in linguistic properties between subtitles
and spontaneous conversation corpora, we first
compile a range of lexical statistics and use a di-
alogue act tagger to estimate the relative frequen-
cies of various feedback signals. To obtain more
fine-grained estimates on three core feedback cat-
egories, respectively Agreement / Acceptance, Ac-
knowledgement / Backchannel and Negative Feed-
back, we collect manual annotations on multiple
dialogue samples and fine-tune a LLM on those
annotations to automatically detect the presence of
those feedback in our corpora. Finally, we apply
the fine-tuned LLM on synthetic dialogues gener-
ated with standard autoregressive LLMs, and show
that those dialogues are comparatively much closer
to scripted dialogues than to spontaneous interac-
tions when it comes to the frequency and type of
conversational feedback. Those experiments are
conducted for eight languages (English, Chinese,
French, German, Hungarian, Italian, Japanese and
Norwegian) for which corpora of spontaneous dia-
logues are readily available.

The paper is structured as follows. Section 2
reviews related work, and Section 3 presents the
corpora employed in our experiments. Section 4
describes the observed lexical distributions of feed-
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back phenomena and Section 5 compares them to
estimates derived with a dialogue act tagger. In
Section 6, we describe the manual annotation of
dialogue samples and the fine-tuning of an LLM to
automate this process. Finally, Section 7 describes
the results of applying this LLM-based method to
synthetic dialogues, and Section 8 concludes.

2 Related Work

2.1 Conversational Feedback and Grounding

A key aspect of any communicative activity is
the management of the common ground, a pro-
cess often called conversational grounding (Clark
and Schaefer, 1989). The study of grounding and
related phenomena, such as conversational feed-
back (Allwood et al., 1992), has been instrumental
to cognitive approaches to communication (Clark,
1996), and to dialogue system development (Traum,
1994; Paek and Horvitz, 2000; Yaghoubzadeh et al.,
2015).

Feedback and grounding can happen at any of
the levels of communication that includes sim-
ple contact, perception, understanding and higher-
level evaluation of what had been said (Allwood
et al., 1992; Clark, 1996). Conversational feed-
back may appear at different positions in a dia-
logue. However, a number of corpus studies found
that they have a tendency to occur at specific
places, mostly where they cause little interference
(Kjellmer, 2009). These places of occurrence have
also been referred to as Feedback Relevant Spaces
(Heldner et al., 2013; Howes and Eshghi, 2021).
Although, arguably, any utterance relates directly
or indirectly to grounding (through implicit and
high level pragmatic inference, Clark and Schaefer
1989), acknowledgments and other positive feed-
back signals (see Ex. (1)), along with repair (see
Ex. (2)), have been identified as the most promi-
nent grounding mechanisms (Jefferson, 1972; Bunt,
1994). Their frequency in human-human dialogue
is known to be very high (e.g., Stolcke et al.,
2000a) and universal across languages (Liesenfeld
and Dingemanse, 2022; Dingemanse et al., 2015).
These conversational signals, while they do not
cover all grounding phenomena, can therefore be
seen as a useful proxy to quantify feedback in a
dialogue.

(1) A: and uh it really does irk me to see those
guys out there uh you know making that
///much money///

B: ///yeah///1

Recent works have emphasized the role of feed-
back and grounding signals in their study of human-
human conversations (Fusaroli et al., 2017; Diderik-
sen et al., 2022; Dingemanse and Liesenfeld, 2022)
as well as human-agent interaction (Visser et al.,
2014; Hough and Schlangen, 2016; Buschmeier
and Kopp, 2018; Axelsson et al., 2022).

The literature tends to merge the two closely
related concepts of backchannels and acknowledg-
ments. Backchannels (Yngve, 1970), or continuers
(Schegloff, 1982), are not positioned on the main
channel, but uttered by the “listener”, often as low
intensity unobtrusive overlapping speech (Held-
ner et al., 2010) or non-verbally (Allwood et al.,
2007; Truong et al., 2011). Acknowledgments, on
the other hand, have a slightly broader, functional
definition of minimal positive feedback (Jefferson,
1984; Allwood et al., 1992).

There is a large body of work on lexical mark-
ers, also called cue phrases or discourse markers
(Jefferson, 1984; Allwood et al., 1992; Muller and
Prévot, 2003), since they present interesting linguis-
tic features and constitute convenient explicit cues
for detecting feedback utterances automatically (Ju-
rafsky et al., 1998; Gravano et al., 2012; Prévot
et al., 2015). Gravano et al. (2012) developed a list
of affirmative cue words made of alright, mm-hm,
okay, right, uh-huh, yeah. Form-Function studies
of similar lists have been made at least for Swedish
(Allwood, 1988), U.S. English (Ward, 2006), and
French (Prévot et al., 2015).

Few studies have, however, concentrated on di-
rect negative feedback associated with rejection
and corrective dialogue acts. Although Allwood
et al. (1992) suggests a polarity dimension for char-
acterizing feedback, most recent studies have fo-
cused on positive feedback. Indeed, in collaborative
dialogue and everyday conversations, which are the
two genres dominating available datasets, positive
feedback constitutes the large majority of explicit
feedback (e.g., Malisz et al., 2016). Negative feed-
back is instead often expressed constructively, us-
ing repair mechanisms, specifically clarification
requests (Purver, 2004). These may rely on sim-
ple lexical cues (e.g., for English, pardon?, huh?),
sluices (such as what?, who?), or on clarification
ellipsis, as in the following example (Fernández
et al., 2007):

1Notation: ///text/// produced in overlap with the speech of
the other speaker. From Switchboard (Godfrey et al., 1992)
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(2) A: and then we’re going to turn east
B: mmhmm
A: not straight east slightly sort of northeast
B: slightly northeast?2

The occurrence of feedback signals in dialogue
transcriptions can be detected using various types
of sequence labeling models from classical hid-
den Markov models (Stolcke et al., 2000b) to mod-
ern neural architectures and large language models
(Liu et al., 2017; Noble and Maraev, 2021).

2.2 Analysis of Subtitles

Subtitles are typically short written text snippets
and they accompany audiovisual content on the
screen. They are often subject to condensation and
normalization, where non-standard verbal elements
(repetitions, signs of hesitation etc.) are omitted or
replaced by more standard alternatives (Gottlieb,
2012) due to constraints on the length, readability
and writing conventions. As subtitles are displayed
alongside audiovisual content, viewers can typi-
cally recover omitted dialogue-relevant cues from
the accompanying images and sounds. Interlingual
subtitling – where the original language of the au-
dio is different from the subtitling language – dif-
fers somewhat from intralingual subtitling, which
is meant for same-language audio and subtitles
which also records non-verbal elements writing for
the benefit of hearing impaired audiences or non-
native speakers (Gottlieb, 2012).

Rühlemann (2020) compared real conversations
and scripted ones and observed that continuers
were absent from the latter. Prevot et al. (2019)
compared data from the Open Subtitles corpus (Li-
son and Tiedemann, 2016; Lison et al., 2018) in En-
glish, French and Mandarin with both written and
conversational corpora and found that OpenSub-
titles occupied an intermediate position between
written and conversational data in terms of lexi-
cal and syntactic features. This paper builds upon
those earlier works but focuses specifically on com-
municative feedback, using a combination of lexi-
cal statistics, manual and automate annotations to
quantify its frequency in various corpora.

3 Corpora

We rely on data from both OpenSubtitles and exist-
ing, publicly available corpora of real conversations
covering eight different languages (see Table 1).

2From HCRC Map Task (Anderson et al., 1991).

3.1 Spontaneous Dialogues

German (de) We use the Hamburg MapTask cor-
pus (HZSK, 2010), in which twelve dyads of (L2)
speakers of German engage in dyadic task-oriented
short dialogues.

English (en) For English, we use Switchboard
(SWBD), consisting of dyadic topic oriented phone
conversation (Godfrey et al., 1992) as well as
Fisher (Cieri et al., 2004) for some experiments;
AMI, with multi-party multimodal task-oriented
dialogues (Carletta, 2007); HCRC MapTask (MT)
comprising dyadic task-oriented short dialogues
(Anderson et al., 1991); and STAC, a multi-party
negotiation chat corpus (Asher et al., 2016).

French (fr) We include CID, consisting of
dyadic, 1-hour long, loosely topic-oriented face-
to-face conversations with 16 participants (Blache
et al., 2017); French MapTask with 16 participants
(Gorisch et al., 2014); and Aix-DVD, dyadic face-
to-face conversations about movie preferences of
16 participants (Prévot et al., 2016).

Hungarian (hu) We employ BUSZI-2 corpus
(Budapest Sociolinguistic Interview, Váradi, 2003),
where 50 participants with different educational
levels participated in a 30-minute directed con-
versation and then performed language tasks (e.g.
grammaticality judgments).

Italian (it) We use the CLIPS corpus (Savy and
Cutugno, 2009), consisting of both a map task and
a difference spotting task between images. We ex-
clude dialogues with a high proportion (> 10%) of
utterances with dialectal words.

Japanese (ja) This language is represented by
the transcripts of the CallHome Japanese corpus
(Den and Fry, 2000) consisting of 120 unscripted
telephone conversations between native speakers,
mostly family members or close friends.

Norwegian (no) We use the NoTa-Oslo corpus
(Johannessen et al., 2007), containing interviews
and conversations from 2004–2006 with 166 infor-
mants from the Oslo area. The dialogues consist
of 10-minute semi-formal interviews and 30-min
informal dialogues with other informants.

Mandarin Chinese (zh) The source of our Man-
darin Chinese data was CALLHOME (Wheatley,
1996) consisting of unscripted telephone conversa-
tions between native speakers.
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Language de en fr hu it ja no zh total

# Spontaneous dialogues 24 2766 48 50 88 120 259 120 3475
# Utterances 4K 373K 27K 31K 24K 39K 86K 18K 602K

# Subtitles 98 100 100 68 95 74 87 93 715
# Utterances 131K 140K 126K 93K 138K 106K 98K 114K 946K

Table 1: Overview of dialogue data sources for both spontaneous conversations and subtitles employed in this paper.

3.2 Subtitles

The scripted dialogues are extracted from Open-
Subtitles 2018 (Lison et al., 2018), a large collec-
tion of over 3.7 million subtitles (amounting to
≈ 22.1 billion words) extracted from the Open-
Subtitles.org database and covering 60 languages.
We include both (1) subtitles for the hearing im-
paired, where the subtitle language and the original
audio language are identical and (2) subtitles for
foreign audiences. The subtitles are then filtered
according to several criteria. Only recent movies
(year ≥ 1990) are included to reflect contempo-
rary language use, as is the case for the corpora
of spontaneous conversations. We also omit sub-
titles with less then 100 utterances and exclude
genres that are less relevant for this study (Docu-
mentary, Reality-TV, Biography, Sport, Musical,
Music, Adult, Animation, Short and Game-Show).

We sample up to ten movies per audience type
(hearing impaired vs. foreign audience) from the
five largest genres, namely drama, comedy, crime,
action, and romance. Table 1 shows the number
of movies and utterances per language for the se-
lected subtitles. Note that subtitles are typically
segmented by dialogue turns or sentences instead
of utterances. The term “utterance” should there-
fore be understood broadly in this paper.

This paper focuses on the textual aspects of
grounding phenomena. While speech and non-
linguistic aspects of communicative feedback (such
as timing, intonation, gestures or gaze) are both im-
portant and well-studied, in particular for acknowl-
edgements and backchannels, those information
are not available in subtitles corpora, which are
intrinsically limited to text transcriptions.

4 Lexical Analysis

Lexical statistics of acknowledgment cues gives us
a first picture of the feedback frequency. Acknowl-
edgments tend to be produced by the addressee (not
the main speaker) and are therefore often short pro-
ductions uttered in overlap and potentially with a
lower voice. Out of those three properties (brevity,

overlap, lower volume), only the first is practically
measurable in our experiments, as the subtitles are
by construction text-based.

Given their relation to acknowledgments, we
first analyse “very short utterances” (Edlund et al.,
2009), defined here as three tokens or less. Feed-
back is also very well represented at initial posi-
tions of longer turns/contributions. We therefore
targeted two locations: very short utterances (all
tokens) and initial positions (one token) of all other
utterances. Comparing term frequencies between
these locations and the overall corpus allowed us
to compile language-specific lists of cue words.
Those lists of cue words (presented in Table 3 in
the Appendix) are divided into four core classes of
feedback:

• positive feedback/acknowledgment (+)
• neutral/continuer (=)
• negative feedback (-)
• clarification request (?).

We plot in Figure 1 the frequencies of those
feedback classes in each corpus, either in terms of
absolute frequency (left side) or by looking at the
relative proportions of the feedback classes (right
side). Figure 2 shows the lexical distribution of
the most frequent lexical items observed in the
utterances of plot (b) for English.

We observe that the statistics based on cue words
differ substantially between subtitles and sponta-
neous dialogues. This difference is observed across
all languages and sub-genres, (see Appendix A for
other languages). We sought to identify and reduce
other sources of variation between corpora. STAC,
as a chat corpus, exhibits different patterns than
other dialogue corpora, notably due to the pres-
ence of emojis. Similarly, for English and French,
we explored the impact of politeness expression
(highly frequent in OpenSubtitles). Those peculiar-
ities did not, however, change the overall picture of
our analysis (see Figure 13 in Appendix A).

One key difference between real dialogues and
subtitles relates to the overall frequency of feed-
back cues, which is much higher in spontaneous
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(a) Absolute frequency (b) Relative frequency

Figure 1: Frequency of conversational feedback of various types among utterances in the English corpora (both
spontaneous and subtitles) based on manually curated lists of cue words to detect. Fig. (a) shows the absolute
frequency while Fig. (b) zooms in on utterances labelled with at least one feedback. + denotes positive feed-
back/acknowledgement, = neutral/continuer feedback, - negative feedback, ? clarification requests and ’OTH’ is
for other utterances. fo and hi respectively stand for ’foreign audience’ and ’hearing-impaired’ subtitles. Corpora
without these prefixes are spontaneous dialogues.

Figure 2: Most common lexical items associated with
communicative feedback, as detected through manually
curated lists of cue words in English, factored by corpus.

dialogues (40–50%) than in subtitles (10–20%),
as observed in figure1(a). Furthermore, as shown
in Figure 1(b), feedback in spontaneous dialogues
consists mostly in positive or neutral (continuers)
feedback, while subtitles have few neutral signals
but seem to exhibit a much higher proportion of
negative feedback and clarification requests.

We compared our English cue word lists against
the annotations in Switchboard. After grouping
feedback-related labels into a single Feedback cat-
egory, we find that the cue word lists yield an F1

score of 0.76.

5 Dialogue Act Tagging

Although lexical statistics do highlight substan-
tial differences in subtitles and spontaneous dia-
logues, they remain imprecise estimates, as many
cue words related to feedback tend to be ambigu-
ous. In this section, we refine our analysis using a
dialogue act tagging model trained on the DAMSL-

Switchboard corpus.

5.1 Data

We map the original set of Switchboard (SWBD)
tags, and their clustered DAMSL-SWBD equiva-
lents, into five coarse dialogue act (DA) classes:
Forward looking, Yes/no answers, Assessment,
Backchannel and Other. The two classes most di-
rectly relevant for feedback, namely Backchan-
nel and Assessment, are inspired, in part, by
Mezza et al. (2018). Distinguishing between these
two feedback-related classes is also motivated
by Goodwin (1986), who outline a number of
positional and functional differences between
these. The Backchannel category consists of the
SWBD-DAMSL labels3 Acknowledge (Backchan-
nel), (SWBD tag b), Backchannel in question
form (bh), Response Acknowledgment (bk), Summa-
rize/reformulate (bf) and Signal-non-understanding
(br). As this latter tag suggests, negative feedback
signals are also part of the Backchannel category,
since they are too few to reliably learn a separate
class from. The Assessment category comprises
not only the labels Agree/Accept (aa), but also Ap-
preciation (ba) and Exclamation (fe). The forward
looking category contains utterances expressing ex-
planations, instructions and suggestions as well as
questions. Table 4 in Appendix B shows the dis-
tribution of instances per label and their SWBD
tag.

3web.stanford.edu/ jurafsky/ws97/manual.august1.html
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DA group Data de en fr hu it ja no zh

Assessment SPCONV 16.50 9.11 4.62 15.49 12.64 15.74 17.05 6.96
SUBS 9.08 7.07 7.72 9.29 8.34 6.48 6.53 5.00

Backchannel SPCONV 11.57 10.79 11.96 4.28 5.73 18.96 2.67 5.65
SUBS 3.49 3.72 3.44 3.48 3.45 3.74 3.47 3.00

Yes/no answer SPCONV 2.22 1.15 1.24 4.00 6.55 2.84 5.09 1.00
SUBS 1.97 1.37 1.68 1.47 1.38 1.15 2.32 0.76

Table 2: Proportions (%) of the relevant dialogue act groups detected by the BERT-based dialogue act tagger in the
spontaneous conversation (SPCONV) and in the subtitle (SUBS) corpora.

5.2 Model Training

We fine-tune the monolingual bert-base-cased pre-
trained model (Devlin et al., 2019) using 80% of the
Switchboard data as training and 20% for develop-
ment and testing. We set up the task as a sequence
classification problem, including the preceding ut-
terance as context. We train the model with a batch
size of 8, a learning rate of 4E−5 and default val-
ues for the other parameters. We run and compare
three different random seeds, yielding similar per-
formance. To improve recall, we also adjust the
probability thresholds for the feedback classes.

The model performs relatively well on the
Switchboard test set, yielding an accuracy of 0.81.
The F1 scores for the Assessment and Backchannel
classes are respectively 0.59 and 0.83. This score
difference may be due to Backchannel instances
being better represented in the training data, as well
as some label confusion between the Assessment
and the Yes/No question categories.

5.3 Empirical Results

We then use the trained dialogue act tagger to detect
conversational feedback signals in both the spon-
taneous dialogue and subtitles. For non-English
corpora, we machine translate the data using the
Google Translate API. Feedback-annotated conver-
sational corpora is non-existent for most languages
and the quality of current MT systems is gener-
ally considered high enough to serve as a viable
alternative (Isbister et al., 2021).

Table 2 presents the empirical results obtained
with our dialogue act tagger on both spontaneous
dialogues and subtitle corpora. We observe that
backchannels are considerably more frequent (by
a factor three) in spontaneous dialogues than in
subtitles for half of the languages – which is in line
with the results of our lexical analysis in Section 4.
The number of utterances labeled as Assessment

differs less, but subtitles still seem to contain less
of this feedback type in almost all genres and lan-
guages except French (see Appendix B for details).
Given that the tagger is only trained on a single
corpus, some of the differences found may also be
attributed to the generalization ability of the tagger
to certain domains. We therefore also conduct some
manual error analysis.

5.4 Error Analysis

In general, the proportion of the Backchannel cate-
gory for the spontaneous conversations is lower for
Hungarian, Italian, Norwegian and Mandarin than
for the other languages. This is likely due to the use
of infrequent spelling variants of backchannel sig-
nals such as hmm, mh. We have also found that the
tagger has difficulties detecting feedback when they
are part of longer utterances, whether they appear
in an utterance-initial position or not. We also ob-
serve a general tendency to associate sentence-final
question marks to feedback cues. When inspecting
the most frequent utterances tagged as feedback,
we also notice that short utterances pose some chal-
lenges for machine translation due to polysemy,
e.g., Cosa? “Thing?”, also translatable as “What?”,
in Italian.

6 Further Annotations

The results from the dialogue tagger do show some
clear trends regarding the extent to which com-
municative feedback is expressed in subtitles com-
pared to spontaneous interactions. However, the use
of DAMSL-Switchboard as sole source of training
data is a limiting factor in our analysis, in particu-
lar when it comes to non-English dialogues, which
must be machine-translated prior to labelling. Fur-
thermore, the tagger does not provide information
about the frequency of negative feedback, although
the lexical analysis from Section 4 does seem to
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point towards a higher frequency of those commu-
nicative signals in subtitles.

We therefore complement the analyses of the
two previous sections with a manual annotation
effort. To this end, we sample from each corpus
a set of 300 utterances to annotate. However, as
evidenced by the results of the previous sections,
many utterances of our corpora do not seem to con-
tain any communicative feedback. To ensure the
annotation process can cover a sufficiently broad
variety of feedback signals despite this class im-
balance, we do not select the utterances purely at
random, but select half among those marked as
feedback-relevant by the cue words of Section 4,
and the other half among those that do not.

Annotation Process
We recruited 6 annotators with prior expertise in
linguistic annotation and proficient in the language
corresponding to the corpus to annotate. Those an-
notators were provided each utterance in its context,
and were tasked to decide whether the utterance in
question contains one of the following three cate-
gories of communicative feedback: defined in the
annotation guidelines as such:

AGREE_ACCEPT : indicates that the speaker
agrees or accepts what has been said.

ACK_BACK : indicates that the speaker is listen-
ing to her interlocutor, or at least heard what
has been said, without necessarily agreeing
with it or committing to its content.

NEGATIVE_FEEDBACK : indicates that the
speaker could not hear or understand her inter-
locutor, or even rejects or disagrees with what
the other person has said.

Answers to explicit questions should not be con-
sidered as feedback. Each utterance can be tagged
with zero, one, or multiple feedback labels. These
categories specifically target and distinguish be-
tween different conversational feedback phenom-
ena and are therefore somewhat more comprehen-
sive than the categories employed by the tagger of
the previous section. There, similar categories were
derived by merging the available feedback-relevant
dialogue act labels from the SWBD annotations.

A total of 24 corpus samples, each compris-
ing 300 utterances, were annotated4. Three cor-
pus samples (respectively for English, French and

4The full set of annotated dialogue samples is avail-
able at https://github.com/NorskRegnesentral/conv_
feedback.
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Figure 3: Frequency of communicative feedback de-
pending on the source of the dialogue sample (spon-
taneous interactions or subtitles) and the category of
feedback, based on annotations from human experts.

Chinese) were doubly annotated, and the Kappa’s
score of their agreement was found to be 0.59 for
AGREE_ACCEPT, 0.42 for ACK_BACK and 0.54
for NEGATIVE_FEEDBACK across the 3 samples.
This relatively low inter-annotator agreement il-
lustrates the challenging nature of the annotation
task, in particular due to the lack of explicit turn
boundaries in subtitles, making it at times difficult
to determine the context behind each utterance.

6.1 Annotation Results

Figure 3 illustrates the frequencies of the three feed-
back categories across the 24 annotated samples.
We observe again a lower proportion of both Agree
/ Accept and Acknowledgement / Backchannel feed-
backs in the subtitles compared to real interactions.
The proportion of Negative feedback is, however,
higher for the subtitles. We hypothesise that this
may stem from the fact that disagreements between
interlocutors are more interesting from the story-
telling perspective, and are therefore more common
in subtitles than in real interactions.

We investigated whether subtitles for foreign au-
diences differed from subtitles written for the hear-
ing impaired (as those often need to adhere more
closely to the original on-screen conversation), but
did not find any substantial disparity.

6.2 LLM-based Annotation

The frequencies of Figure 3 are obtained using
the manually annotated dialogue samples. How-
ever, those samples only cover a small fraction of
available corpora. Furthermore, as the sampling
procedure relied on the use of cue-words to cover a
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Figure 4: Frequency of communicative feedback de-
pending on the corpus type and category of feedback,
based on the predictions of the fine-tuned Gemma 2
model trained on human annotations.

sufficiently broad set of feedback types (see above),
it is likely to overestimate the proportion of commu-
nicative feedbacks. To mitigate this bias, we fine-
tune an instruction-tuned Gemma 2 model (Gemma
Team et al., 2024) to predict the probability of an
utterance including one of the three defined feed-
back categories. The fine-tuning relied on LoRA
(Hu et al., 2021) and included as instructions the
annotation guidelines also provided to the human
experts. The full set of 24 dialogue samples was
used for the fine-tuning, each utterance being pro-
vided in its local dialogue context. For non-English
utterances, we also include in the prompt an En-
glish translation of the utterance and its context,
obtained using Google Translate.

The fine-tuned Gemma2 LLM was then applied
to all corpora to predict whether their utterances
contained one of the three categories of feedback
defined above. The results are shown in Figure 4.
The proportions of communicative feedback are
somewhat lower in the actual corpora than in the
annotated samples (which is expected given how
the dialogue samples were derived), but the overall
trends remain similar to Figure 3.

7 Conversational Feedback in Synthetic
Dialogues

We conclude by investigating the occurrence of
communicative feedback in synthetic dialogues
generated with autoregressive language models.
More precisely, we wish to analyse whether the
communicative feedback generated by those mod-
els are closer to the patterns found in real interac-
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Figure 5: Frequency of communicative feedback in syn-
thetic dialogues generated using GPT-2 models, either
applied without fine-tuning or after fine-tuning on cor-
pora of spontaneous interactions or subtitles.

tions or to scripted dialogues such as subtitles.
To this end, we use available GPT-2 models

(Radford et al., 2019) for the eight covered lan-
guages 5. The use of GPT-2 models is motivated
by practical considerations and the need to obtain
pre-trained models for each of the eight languages.
For each corpus, we derive a fine-tuned version of
its corresponding GPT-2 model by further training
the model on the corpus dialogues. To account for
the corpus size differences, the number of epochs is
adjusted to ensure that the total number of gradient
updates is similar across all corpora.

The GPT-2 models are then employed to pro-
duce synthetic dialogues (100 dialogues of about
50 turns per model. For the fine-tuned models, all
turns are automatically generated, while for the
base models, the following dialogue start is used as
context: Hi! – Hi, how are you? – Fine, and you? to
bias the model towards the generation of dialogues.
Finally, the LLM annotator from the previous sec-
tion is applied on those synthetic dialogues to esti-
mate their frequency of communicative feedback.

The results are shown in Figure 5. We observe
that the synthetic dialogues generated with the stan-
dard GPT-2 models without any further fine-tuning
are much closer to the ones derived from subtitles
than to those derived from spontaneous interactions
when it comes to communicative feedback. This is

5The following pre-trained models are employed:
gpt2-base (English), gpt-fr-cased-small (French),
german-gpt2 (German), gpt2-small-italian (Italian),
PULI-GPT-2 (Hungarian), norwegian-gpt2 (Norwegian),
gpt2-chinese-cluecorpussmall (Mandarin Chinese), and
japanese-gpt2-medium (Japanese).
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notably the case for positive and neutral feedback.
The occurrence of negative feedback is, however,
not as common as in subtitles. Although the above
results were obtained here using only GPT-2 pre-
trained models, we expect to find similar patterns
for other (and more recent) LLMs.

8 Conclusion and Future Work

As evidenced in this paper, movie and TV subti-
tles exhibit notable linguistic differences to actual
spontaneous dialogues in the amount and type of
conversational feedback they include. Based on a
collection of corpora of both spontaneous dialogues
and subtitles across eight languages, we provide
both lexical statistics and dialogue act estimates
derived with a fine-tuned dialogue act tagger. We
show that the proportion of conversational feedback
is considerably lower in subtitles than in sponta-
neous dialogues across the corpora included. Fur-
thermore, the type of conversational feedback also
differs, as negative feedback is proportionally more
frequent in subtitles. This is corroborated by man-
ual annotations of 24 dialogue samples from the
selected corpora, and the use of a fine-tuned LLM
trained on those annotations. Finally, we also show
that dialogues generated from language models are
closer to scripted dialogue than real interactions
in their use of communicative feedback. Beyond
their linguistic interest, these results can provide
useful insights for the development of conversa-
tional models, as those are often trained on scripted
dialogues and might therefore struggle both to un-
derstand communicative feedback from the user
and to produce such feedback themselves.
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A Conversational Feedback Lexical Statistics

Cue Word Lists
In Table 3, we present the list of cue words used for computing the lexical statistics in Section 4.
Content warning: the lists contain potentially offensive language.

Language FB Lexical cues

de + ja, jaa, jaha, jap, jep, jo, joa, aha, hey, ach, achso, okay, ok, richtig, sicher, verstehe, cool, wow,
klar, gut, definitiv, absolut, genau, natürlich, ja ja, jaja, ja okay, okay ja, ja genau, ja klar, ja gut,
gut okay, ah ja, ja richtig, aber sicher, aber klar, na klar, ich weiß, weiß ich, das stimmt, du hast
recht, sie haben recht, ja genau richtig, vermutlich, ja vermutlich, aber wirklich

- nein, nee, nö, niemals, stimmt nicht, das glaube ich nicht,glaube nicht, das glaub ich nicht,glaub
nicht, vermutlich nicht

? wirklich, bitte, entschuldige, häh, was, wo, warum welchen, welcher, welche, welches, echt, bist
du sicher,sind sie sicher

= mhm, m, mm, hm,ähm,mh,oh,äh

en + yes, yeah, yep, okay, oh, right, alright, good, ok, sure, ah, nice, cool, exactly, absolutely, true,
great, oh wow, right right, oh okay, oh yeah, yeah right, um-hum yeah, that’s great, yes yes, yeah
yeah, uh-huh yeah, that’s right, right yeah, oh yes, i see, i know, that right, that’s true, that’s good,
all right, of course, got it, is he, oh that’s nice, oh that’s good, well that’s nice, oh i see, oh that’s
great, yeah that’s true, well that’s good, well that’s great, right that’s right, oh yeah yeah, that
sounds good, yeah that’s right, yeah yeah yeah, yeah oh yeah, oh yeah oh, well that’s true, i guess
so, yeah i agree, yeah it is, i think so, oh i know, yeah i know, it really is, it is, i agree, definitely, i
do too, you bet, you’re right, it does, i think so too, that’s it, i think you’re right, i know it, i agree
with you, it was, i agree with that, they are, deal, indeed, obviously, clearly, precisely, certainly,
no doubt, so do I, I guess so, they really are, it did, they were, they did, me too, to me too, for me
too

- no, wait, gosh, nope, my goodness, oh no, but um, but uh, stop it, oh my goodness, oh my gosh,
wait a minute, oh my god, not really, not much, no way, shit, fuck, oh no

? what, really, oh really, why not, you sure, is that right
= um-hum, uh-huh, huh-uh, uh, hum, hm, hey, well, wow, um, huh, mh, mmhmm, m, um-hum

um-hum, oh uh-huh, uh-huh uh-huh, um-hum um-hum um-hum, oh, ooh, hmm, mm, mmm

fr + oui, ouais, ok, ah, voilà, bien, daccord, super, parfait, exactement, ah ouais, ouais ouais, et ouais,
d’accord, ah oui, oui oui, c’est ça, eh ouais, ah ouais, je sais, très bien, je comprends, bien sûr,
ouais ouais ouais, ah ouais ouais, c’est vrai, ah ouais d’accord, ah d’accord, ah ouais OK, ah
ouais ok, ah oui oui, ah ben oui, tu m’étonnes, c est bien, sans doute, tout à fait, absolument,
vachement, je suis d’accord, moi aussi, c’est vrai, c’est juste, c’est exactement ça

- non, putain, pff, si, merde, oh putain, non non, mon dieu, oh mon dieu, je sais pas, non non non,
pas trop, pas vraiment, pas possible

? hein, quoi, vraiment, comment ça
= ah, mh, euh, oh, han, ben, bon, hm, hum, peut-être, m, mh mh, mh ouais, ah bon, mh mh mh, eh,

hé, hey

no + ja, jo, å ja, ok, oi, greit, presis, wow, riktig, sant, nettopp, absolutt, jepp, definitivt, åpenbart, deal,
selvfølgelig, sikkert, akkurat, god, bra, helt sikkert, jeg vet, jeg skjønner, helt riktig, det stemmer,
klart det, uten tvil, det er riktig, det er greit, det er sant, det er det, jeg er enig, du har rett, det gjør
det, jeg tror det, jeg vet det, det var det, det gjør jeg, jeg antar det, det gjorde det, det gjør jeg
også, det tror jeg også, jeg tror du har rett, jeg er enig med deg, jeg er enig i det,de er det, de var,
det gjorde de, meg også, til meg også, for meg også

- nei, faen, javel, herregud, ikke helt, ikke mulig, ikke i det hele tatt
? virkelig, hva, hæ
= m, mhm, mh, hmm, mm, mmm, mmhmm, hm, uh-huh, ikke sant

hu + igen, tényleg, úgy van, helyes, jogos, igaz, valóban, pontosan, tudom, rendben, ok, oké, oksi, okés,
okszi, igen az, de az, bizony, természetesen, határozottan, feltétlenül, mindenképp, egyetértek,
szerintem is, ó igen, hogyne, tényleg az, én is, nekem is, engem is, tőlem is, bennem is, igazad
van, naná, mi az hogy, meghiszem azt, biztosra veheted, biztos lehetsz benne, jó, ja, szerintem
igen, szerintem is, én is így gondolom, én is úgy gondolom, ennyi, ez az, így van, úgy van,
szerintem igazad van, szerintem igazatok van, tudom, jól tudom, egyetértek, az volt, ez volt,
de, azok, igen, azok, megegyeztünk, egyértelműen, azt hiszem, kétségtelenül, biztosan, persze,
értem, tudod, stimmel, valóban, hát igen, hát dehogynem

- nem, nem igazán, nem létezik, a francba, a fenét, ne, a csodát, hogy a csodába, hát nem
? ó tényleg, micsoda, tényleg, miért ne, biztos
= aha, hú, ú, ó, óh, hű, ja, mhm, mm, mmm, hmm, hmmm, wow, azta, ejha, nahát, ühüm
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it + ehi, okay, okay, ok, sì, si, vabbè, ecco, perfetto, wow, esatto, certamente, esattamente, asso-
lutamente, sicuramente, decisamente, ovviamente, precisamente, di sicuro, sono d’accordo,
concordo, eccellente, grandioso, ottimo, certo, infatti, fantastico, magnifico, naturalmente, giusto,
bene, già,lo ben so, ah ah, ah ha, vero, é vero, lo so, lo è, davvero, vero, oh sì, lo è veramente,
anch’io, anche io, hai ragione, d’accordo, va bene, benissimo, bello, buono,penso di sì, credo
di sì, mi sa di sì, mi pare di sì,anche secondo me, lo penso anch’io, è così, penso che tu abbia
ragione, penso tu abbia ragione, credo che tu abbia ragione, credo tu abbia ragione, mi sa che
hai ragione, sono d’accordo con te, sono d’accordo con voi, lo era, lo è stato, lo è stata, sono
d’accordo con ciò, lo sono, senza dubbio, a posto, ci sto, lo sono stati, lo erano, anche a me

- oddio, merda, no, non proprio, non molto, non è possibile, cazzo, oh no, macché
? come, davvero, cosa
= eh, Mm-hmm, hmm, mmm, mh, eh, mhmh, eh, m, hm, ah, oh, beh, uh-huh, mmh, eeh

ja + そう,はい,ええ,そうか,はあ,どうぞ,本当,は,あっ,ああ,あ,ね
= うん,ふーん,えっ,へえ,うーん,ふん,え,う
- ううん,いいえ,いや,いえ,ない,全くない,ちょっと
? 何

zh + okay, yeah, yes, ok,对,哦,好,是,有,真的,还行,然, ,太好了,耶,行,一定,没错,那好,对
了,真好,好啊,好吧,可以,太棒了,太棒了,好极了,说得对,没问题,我同意,懂了,一樣,
我也是,不错,是啊,就是这样,当然可以

- 不,沒有,不起,不是
? 啊,是吗,什麼,什么,为什么
= hey, oh,嘿,嗯,呃,哼,哈,嘘,喔,呵呵,噢,哇,哦,哟,咦

Table 3: Lists of cue phrases employed in the lexical overview of Section 4. We distinguish between four core
categories of feedback, namely positive feedback/acknowledgment (+), neutral/continuer (=), negative (-), and
clarification request (?).

Lexical Statistics plots
Figures 6 – 12 present statistics for utterance and feedback types as well as common feedback-related
lexical items for different languages. Figure 13 shows politeness keywords and emojis in our English and
French corpora.

(a) Utterances type (b) Feedback types (c) Lexical items

Figure 6: French across genres (rule-based, based on cue word lists).

(a) Utterances type (b) Feedback types (c) Lexical items

Figure 7: Norwegian across genres (rule-based, based on cue word lists).
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(a) Utterances type (b) Feedback types (c) Lexical items

Figure 8: Italian across genres (rule-based, based on cue word lists).

(a) Utterances type (b) Feedback types (c) Lexical items

Figure 9: German across genres (rule-based, based on cue word lists).

(a) Utterances type (b) Feedback types (c) Lexical items

Figure 10: Hungarian across genres (rule-based, based on cue word lists).

(a) Utterances type (b) Feedback types (c) Lexical items

Figure 11: Mandarin Chinese across genres (rule-based, based on cue word lists).

(a) Utterances type (b) Feedback types (c) Lexical items

Figure 12: Japanese across genres (rule-based, based on cue word lists).
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(a) French including politeness (P ) keywords (b) English with politeness (P ) and Emojis (E) keywords

Figure 13: Short utterance distribution including politeness and emojis.

B Detailed Dialogue Act Tagging Results

Dialogue Act Grouping
Table 4 shows the distribution of instances per mapped dialogue act group in the DAMSL-Switchboard
(SWBD) corpus.

DA group # inst. SWBD labels

Forward looking 109,382 sd, fx/sv, bf, na, ny^e, arp, nd, no, cc, co, oo, ad, qr/qy, qw, qw^d, qh, qo
Backchannel 41,017 b, bk, bh, bf, br
Assessment 15,727 aa, fe/ba
Yes/no answer 4,324 ny, nn
Other 40,124 all other categories

Total 210,574

Table 4: Instances created from the DAMSL-SWBD corpus with labels mapped to coarse-grained dialogue act
groups.

Results per Corpus
Tables 5 and 6 present the results of our dialogue act tagger per (sub)corpus used. Here, we only make a
binary distinction by grouping the feedback-relevant classes Backchannel and Assessment into a single
Feedback category. The number of utterances refers to the final version of the data after pre-processing
with meta-linguistic information removed.

Lang Corpus # utt # feedback % feedback

de action_foreign 12,760 1,703 13.35
action 12,134 1,637 13.49
comedy_foreign 12,627 1,849 14.64
comedy 16,152 2,369 14.67
crime_foreign 12,589 1,245 9.89
crime 11,817 1,581 13.38
drama_foreign 14,669 1,350 9.2
drama 11,460 1,452 12.67
romance_foreign 13,499 1,500 11.11
romance 11,809 1,596 13.52

en action 11,094 1,437 12.95
action_foreign 12,908 1,448 11.22
comedy 13,948 1,665 11.94
comedy_foreign 13,533 1,677 12.39
crime 14,990 1,700 11.34
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crime_foreign 13,911 1,267 9.11
drama 14,944 1,729 11.57
drama_foreign 10,243 1,041 10.16
romance 16,132 2,166 13.43
romance_foreign 15,521 1,698 10.94

fr action_foreign 11,236 1,119 9.96
action 12,406 1,453 11.71
comedy_foreign 17,239 1,788 10.37
comedy 13,932 1,913 13.73
crime_foreign 12,159 1,017 8.36
crime 10,821 1,003 9.27
drama_foreign 10,002 804 8.04
drama 11,094 1,313 11.84
romance_foreign 12,043 1,360 11.29
romance 13,959 1,604 11.49

hu action_foreign 12,781 1,377 10.77
comedy_foreign 15,031 1,998 13.29
comedy 14,692 2,462 16.76
crime_foreign 13,620 1,655 12.15
drama_foreign 13,138 1,400 10.66
drama 7,872 1,103 14.01
romance_foreign 13,771 1,611 11.7

it action_foreign 12,010 1,585 13.2
action 7,703 826 10.72
comedy_foreign 15,055 2,058 13.67
comedy 15,363 1,777 11.57
crime_foreign 12,454 1,320 10.6
crime 13,885 1,479 10.65
drama_foreign 17,444 2,289 13.12
drama 12,838 1,467 11.43
romance_foreign 14,702 1,696 11.54
romance 14,573 1,549 10.63

ja action_foreign 11,245 967 8.6
action 3,007 443 14.73
comedy_foreign 16,173 1,777 10.99
comedy 15,675 2,555 16.3
crime_foreign 16,296 1,311 8.04
drama_foreign 14,201 997 7.02
drama 11,410 1,204 10.55
romance_foreign 14,042 1,210 8.62
romance 1,780 145 8.15

no action_foreign 10,480 892 8.51
action 1,855 290 15.63
comedy_foreign 14,406 1,834 12.73
comedy 11,957 1,199 10.03
crime_foreign 12,788 1,137 8.89
crime 9,863 853 8.65
drama_foreign 12,031 1,202 9.99
drama 6,688 589 8.81
romance_foreign 12,830 1,313 10.23
romance 4,197 399 9.51

zh action_foreign 11,570 967 8.36
action 2,722 159 5.84
comedy_foreign 14,692 1,564 10.65
comedy 13,587 1,034 7.61
crime_foreign 10,778 795 7.38
crime 11,182 697 6.23
drama_foreign 14,527 1,330 9.16
drama 9,567 743 7.77
romance_foreign 13,362 1,079 8.08
romance 11,440 700 6.12

Table 6: Number and frequency of communicative feedback phenomena predicted by the BERT-based dialogue act
tagger on our subtitle corpora. Non-English datasets were automatically translated into English before inference.
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Lang Corpus # utt # feedback % feedback

de Hamburg MapTask 4,012 1,126 28.07

en AMI 83,085 20,044 24.12
Fisher 2,117,748 421,069 19.88
HCRC MapTask 26,949 8,366 31.04
STAC 5,841 514 8.8

fr CID 12,326 1,754 14.23
Aix-DVD 7,578 1,323 17.46
French MapTask 6,046 1,226 20.28

hu BUSZI-2 30,979 6,125 19.77

it CLIPS 24,289 4,461 18.37

ja Japanese CallHome 38,701 13,432 34.71

no NoTa-Oslo 85,506 16,861 19.72

zh Chinese CallHome 17,853 2,251 12.61

Table 5: Number and frequency of communicative feedback phenomena predicted by the BERT-based dialogue act
tagger on spontaneous dialogue corpora. Non-English datasets were automatically translated into English with the
Google Translate API before inference.
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Abstract

In task-oriented dialogue systems, intent
classification is crucial for accurately under-
standing user queries and providing appro-
priate services. This study explores the use
of intent descriptions with large language
models for unseen domain intent classifi-
cation. By examining the effects of de-
scription quality, quantity, and input length
management, we identify practical guide-
lines for optimizing performance. Our ex-
periments using FLAN-T5 3B demonstrate
that 1) high-quality descriptions for both
training and testing significantly improve
accuracy, 2) diversity in training descrip-
tions doesn’t greatly affect performance,
and 3) off-the-shelf rankers selecting around
ten intent options reduce input length with-
out compromising performance. We empha-
size that high-quality testing descriptions
have a greater impact on accuracy than
training descriptions. These findings pro-
vide practical guidelines for using intent
descriptions with large language models to
achieve effective and efficient intent classifi-
cation in low-resource settings.

1 Introduction

In task-oriented dialogue systems, mapping
user utterances to a predefined set of intents is
crucial and is known as ‘intent classification.’
This process is essential because it helps deter-
mine the service that the user requires, making
it the foundational step in fulfilling the user’s
goal via a chatbot (Bang et al., 2023; Sung
et al., 2023; Zhang et al., 2021a, 2022). Due
to the vast range of domains where chatbots
can be utilized and the limited availability of
intent classification data, research on transfer-
ring intent classifiers to unseen domains under
low-resource conditions is very active (Zhang

†Corresponding author

Figure 1: An example of an intent classification
input for a large language model that includes intent
descriptions. The figure was adopted from Parikh
et al. (2023).

et al., 2021b; Mueller et al., 2022; Kuo and
Chen, 2023).

Parikh et al. (2023) proposed an in-context
learning classification method using large lan-
guage models to classify intents in unseen do-
mains. They provided detailed intent descrip-
tions as inputs to compensate for the lack of
user query examples for each intent. Figure 1
illustrates how descriptions are included in the
in-context learning input. Provided descrip-
tions can capture the subtle semantic nuances
and exceptions that are challenging to address
with intent names alone. However, the paper
does not clarify the quality or quantity of de-
scriptions that should be used for training or
inference, leaving practitioners without con-
crete guidelines. This paper aims to provide
specific guidelines on the effective and efficient
use of intent descriptions during training and
testing for intent classification with large lan-
guage models in unseen domains.

This study specifically explores how to
utilize intent descriptions in large language
models through the following aspects: 1)
Effect of description quality: Using Chat-

458



GPT (OpenAI, 2023), the study collects in-
tent descriptions for the CLINC150 (Larson
et al., 2019), HWU64 (Liu et al., 2021),
and BANKING77 (Casanueva et al., 2020)
datasets. Three sets of descriptions are col-
lected: dependent descriptions, which con-
sider semantic differences between intents,
independent descriptions, generated with-
out considering semantic differences, and
cleansed descriptions manually filtered to
address the subtle semantics. The impact of
description quality on training and testing is
investigated. 2) Impact of description quantity:
The study examines the effect of increasing the
number of descriptions used for training on
intent classification accuracy. 3) Input length
Management: Usage of off-the-shelf rankers, se-
lecting the most probable intent options based
on the similarity between the user query and
descriptions, is examined to address the input
length issue caused by descriptions. The op-
timal number of intent options to select that
balances the trade-off between input length
and performance is investigated. The study
uses FLAN-T5 3B (Chung et al., 2022) which
is an instruction-tuned model of T5 3B model
(Raffel et al., 2019).

Our findings and contributions can be sum-
marized as follows:

• Fine-tuning is required for effective under-
standing of descriptions in large language
models and high-quality descriptions im-
prove classification accuracy for both train-
ing and testing.

• Enhancing the quality of test descriptions
has a more significant impact on accuracy
than improving those used for training.

• Using a ranker to reduce to around ten
classification achieves similar performance
to using all options.

2 Method for Analysis
2.1 Quality-varied Description

Generation and Filtering
To investigate the impact of description quality
on intent classification using large language
models, three different qualities of descriptions
were collected using ChatGPT (gpt-3.5-turbo)
via the OpenAI API. Prompts used for the

https://openai.com/index/openai-api

Figure 2: An off-the-shelf ranker scores the simi-
larity between the user query and each description,
selecting the top ‘k’ intent options for intent classi-
fication input.

API calls can be found in the Appendix A.

Independent Description Generation
The nuanced differences between distinct
intents pose challenges for intent classifi-
cation. For independent descriptions,
prompts were crafted to include only a sin-
gle intent and three user query examples spe-
cific to that intent, excluding other intents.
Consequently, the collected description may
lack comparative context, resulting in relatively
lower quality. Prompts for each intent was
called seven times to collect a total of seven
independent descriptions per intent.

Dependent Description Generation In
contrast, dependent descriptions include
all possible intents within the prompt to en-
sure that the generated description uniquely
distinguishes itself from others. Thus, these de-
scriptions are considered relatively higher qual-
ity. For each intent, seven unique dependent
descriptions was collected using API call.

Human-Cleansed Description Since the
automatically collected descriptions may not
fully capture differences between intents, man-
ual review was added. One description per
intent was carefully filtered to ensure clear dis-
tinction from other intents. This final filtering
aimed to produce highest quality descriptions
among our control-group for description qual-
ity. Henceforth, we will refer to this type of
description as a cleansed description.

2.2 Description-Based Intent Option
Ranker

Including intent descriptions increases the in-
put length proportionate to the number of in-
tent options. Given a model with a maximum
length of 1024 tokens, descriptions of just ten
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words per intent for 100 intents would exceed
this limit. To address this, a description-based
ranker was used to optimize input length. The
off-the-shelf mpnet-base-v2 (Song et al., 2020;
Reimers and Gurevych, 2019) model was em-
ployed. Figure 2 shows how this ranker inte-
grates into the intent classification architecture.
It calculates the similarity between user queries
and intent descriptions, sorts intent options by
similarity, and passes the top-k intents to the
intent classifier. This paper experimentally
determines the optimal k to maintain high per-
formance while reducing input length.

2.3 Fine-Tuning Large Language
Models for Intent Classification

Consider the user’s utterance of i-th instance
as ui and intent options as {oi1, oi2, . . . , oin}.
Descriptions for each intent are denoted as
{di1, di2, . . . , din}. All intent options are orga-
nized as

‘1. o1: d1,
2. o2: d2,

...
n. on: dn’.

Replacing this option text with a predefined in-
struction template forms the input INST . The
training objective for FLAN-T5 and Llama-2-
Chat is defined as:

L(θ) = −
N∑

i

log p(yi|INST ; θ), (1)

where yi is the correct intent index mapped
to the i-th instance, N is the total number
of instances, and θ represents model parame-
ters. An example of an input as an instruction
format, INST , can be found in Appendix E.

3 Experiments
3.1 Datasets
We used the publicly recognized intent clas-
sification datasets CLINC150, HWU64, and
BANKING77. For training, we divided ten
domains of the CLINC150 dataset in half and
trained on 75 intents from five domains. The
remaining 75 intents from the other five do-
mains were reserved for testing. This domain
split simulates an unseen domain scenario for
the intent classification test. Detailed statistics
for the datasets are provided in Appendix F.

https://sbert.net/

Table 1: Rows lower in the table represent higher
description quality used during training. Similarly,
columns further to the right indicate higher descrip-
tion quality used during testing. The accuracy for
CLINC dataset is reported.

Types of Descriptions Used in Testing
without

descriptions
independent
descriptions

dependent
descriptions

Types of
Descriptions

Used in Training

without
descriptions 84.28%±3.95% 84.15%±3.67% 90.55%±2.16%
independent
descriptions 81.93%±4.05% 85.64%±3.53% 90.97%±1.45%

dependent
descriptions 82.1%±3.56% 86.99%±3.09% 91.75%±1.91%

3.2 Impact of Description Quality on
Intent Classification Training and
Testing

Table 1 examines how description quality af-
fects training and testing in intent classifi-
cation models. When testing without de-
scriptions, model trained without descriptions
achieves the highest performance at 84.28%,
while the performances of models trained with
independent and dependent descriptions
drop by 2.35% and 2.18% absolute points, re-
spectively. However, when models trained with
descriptions are tested with descriptions (specif-
ically, independent descriptions), scores
improve by 1.49% and 2.84% over the model
trained without descriptions, respectively. This
indicates that descriptions not only help mod-
els understand the detailed semantics of intents
to improve classification accuracy but that fine-
tuning models to understand descriptions en-
hances their ability to leverage them in testing.

The score improvements of the model
trained with dependent descriptions
over the model trained with independent
descriptions demonstrate that fine-tuning
with higher-quality descriptions optimizes
their effective use in classification. This
result supports the premise of this research
that improving description quality is crucial
and should not be left to random selection.
In testing, higher-quality descriptions can
boost performance, and their influence is
more significant than in training. The
model trained with dependent descriptions
starts at 82.1% when tested without descrip-
tions, improves by 4.89% when tested with
independent descriptions, and achieves
an additional 4.76% increase when tested
with dependent descriptions. The improve-
ment in testing quality has a larger impact
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Table 2: The middle row shows models trained
using a single type of dependent description
per intent. In contrast, the top row represents
models trained using five different dependent
descriptions per intent, alternating during train-
ing. The bottom row shows models trained with a
single manually filtered cleansed description.

Types of Descriptions Used in Testing
1 dependent
description

1 cleansed
description

Types of
Descriptions

Used in Training

5 dependent
descriptions 82.05%±3.15% 85.28%±1.69%
1 dependent
description 82.52%±2.44% 85.71%±1.61%
1 cleansed

description 83.4%±3.71% 85.79%±1.69%

than that in training. Notably, a model
trained with independent descriptions but
tested with dependent descriptions scored
90.97%, while one trained with dependent
descriptions but tested with independent
descriptions scored only 86.99%. This
clearly shows that testing is particularly
sensitive to description quality.

3.3 Impact of Description Quantity on
Intent Classification Training

This experiment evaluates the effect of the
quantity and quality of descriptions on model
training. The result is shown in Table 2.
The results reveal little to no difference be-
tween models trained with multiple descrip-
tions and those trained with just a single de-
scription. In fact, performance tends to de-
cline with the inclusion of varied descriptions.
However, training with higher-quality descrip-
tions – cleansed descriptions – resulted in
the highest performance. This highlights the
importance of training with a higher-quality de-
scription, even if only one, rather than relying
on multiple descriptions of varying quality.

3.4 Optimizing ‘k’ for Efficient Intent
Classification with Ranker

This experiment investigates the optimal value
of ‘k’ for a ranker, determining the number of
intent options to include in the intent classifi-
cation input. Figure 3 demonstrates the per-
formance trends as k increases. In the CLINC
dataset, starting at approximately 44.21% ac-
curacy with k set to 1, performance improves
consistently as k increases, peaking at around
90% when k reaches around 13.

These results indicate that using a descrip-

Figure 3: Graph depicts the intent classification
accuracy on CLINC dataset converges as k becomes
near 10.

tion ranker with the top k around 10 intent op-
tions provides near-optimal performance. The
CLINC dataset, with 75 intent options and
descriptions of 10 to 20 tokens each, requires
around 1,200 to 1,300 tokens in total. By re-
trieving only the top 10 descriptions, the re-
quired input length drops to 300 to 400 tokens,
reducing the input size by roughly 75%. This
demonstrates that the approach proposed in
this study significantly optimizes instruction-
tuned models, enhancing their efficiency by
minimizing the input length required for classi-
fication. For the HWU and BANKING dataset,
the similar trend is shown and it can be found
in Appendix B.

4 Conclusions

This paper thoroughly explored the impact of
intent description quality and quantity on zero-
shot intent classification using large language
models while addressing the challenges of in-
creased input length. The results show that
fine-tuned models with descriptions are more
effective for intent classification with descrip-
tions. Additionally, higher-quality descriptions
for both training and testing enhance perfor-
mance, particularly during testing. Using an
off-the-shelf ranker to reduce input length by
selecting the top ten intent options minimizes
input length without significant trade-offs in
performance. Overall, this study provides prac-
tical guidelines for leveraging intent descrip-
tions with large language models to address
intent classification in low-resource settings.
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Appendix

A Prompt for Description
Generation using ChatGPT

Prompt for Independent Description
Generation The independent description
generation prompt is illustrated as follows:

Independent-Description Generation Prompt

Intent Name: {intent name}
Few-Shot Queries: {q1}, {q2}, {q3}
Instruction:
The above is the list of intents and their examples.
Now, I want you to create unique descriptions for
the intent. Make the description of the intent,
’intent name’. Here, make the description that
encompasses the provided few-shot queries. Also,
don’t use the given use cases examples of intent for
the description. Make the descriptions no longer
than 10 words. I want you to return the result as
following format of json:

List({
“{intent}”: “description”
})
DO NOT return any words other except for the
requested format of the result.

Prompt for Dependent Description Gen-
eration Dependent description generation
prompt has the following format:

Dependent-Description Generation Prompt
Example

Intent Name: {intent name}
Few-Shot Queries: {q1}, {q2}, {q3}
...
Intent Name: {intent name}
Few-Shot Queries: {q1}, {q2}, {q3}

Instruction:
The above is the list of intents and their examples.
Now, I want you to create unique descriptions for
each intent. This time, please make the description
of the intent, ’{intent}’. Here, the most important
thing is that each description of intents is distinct
and separate to each other. Don’t make one
description of intent to be inclusive to another. For
example, if you have an intent, ’find restaurant’,
’restaurant’, don’t make the description of each
of them to be ’Find a available restaurant’ and
’every acts related to restaurant’ so that the former
one is inclusive to the latter one. Also, don’t use
the given use cases examples of intent for the
description. Make the descriptions longer than 10
words. Generate as long as possible. I want you to
return the result as following format of json:
List({
“{intent}”: “description”
})
DO NOT return any words other except for the
requested format of the result.
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B Optimizing ‘k’ for Efficient Intent
Classification with Intent Option
Ranker in HWU and BANKING
datasets

For HWU, initial accuracy is 26.51 points with
k set to 1, rising to almost maximum of 80
points around k equals 15. Lastly, in the
BANKING dataset, the accuracy begins at
50.83 points and reaches around 80 points near
the optimal k value of 10.

Figure 4: The graph shows that intent classifica-
tion accuracy on the HWU dataset converges as k
approaches near 15.

Figure 5: The Graph depicts the intent classifica-
tion accuracy on BANKING dataset converges as
k approaches near 10.

C Baseline Experiments
In Table 3, we compare our model, labeled as
FLAN-T5-ranker (ours), with state-of-the-art
models presented by Sung et al. (2023), which
performed intent classification on the CLINC,

Table 3: Out-domain intent classification accuracy
compared to state-of-the-art models and baselines.
Zero and few-shot accuracy results are reported as
percentages. The datasets had 50, 25, and 27 intent
options for CLINC, HWU, and BANKING datasets
respectively. We followed the same configuration
but trained on CLINC data only outside the 50 test
set intents.

CLINCN=50 HWUN=25 BANKINGN=27
K=0 K=1 K=0 K=1 K=0 K=1

L-BERTT AP T (Gururanganet al., 2020) 79.5 86.5 63.1 69.4 70.1 78.5
L-SBERTP arapharse(Maet al., 2022) 84.5 90.9 67.5 75.5 77.4 82.8
L-PIE (Sung et al., 2023) 86.5 91.8 70.6 77.4 77.6 82.9
FLAN-T5 (ours) 97.58 97.62 87.92 87.22 84.72 85.52
FLAN-T5-ranker (ours) 96.46 96.26 86.23 85.92 84.88 85.34
Llama-2-Alpaca (ours) 96.38 96.91 85.92 86.07 83.61 84.10
Llama-2-Alpaca-ranker (ours) 96.15 96.24 85.71 86.01 83.95 84.44

HWU, and BANKING datasets. Please refer to
the original paper for details on the baselines:
L-BERTTAPT, L-SBERTParaphrase, and L-PIE.

Using the FLAN-T5 3B model fine-
tuned with dependent descriptions and
tested with the top-10 ranked cleansed
descriptions per option, our zero-shot ap-
proach outperformed L-PIE by 9.96, 15.63, and
7.28 points for the CLINC, HWU, and BANK-
ING datasets, respectively. When trained on
one sample per intent (one-shot learning), our
model showed improvements of 4.44, 8.61, and
1.54 points over L-PIE for those datasets. The
significant gap between our model and the
state-of-the-art may be attributed to size differ-
ences, but these results demonstrate the objec-
tivity of our findings and the model’s superior
performance over existing models.

Our model without the ranker, labeled
FLAN-T5 (ours), shows slightly better per-
formance than the version using a ranker, but
the difference is minimal.

We also trained another well-known
instruction-tuned model, Meta’s Llama-2-Chat
7B (Touvron et al., 2023). This model was
initially instruction-tuned with the Stanford
Alpaca dataset (Taori et al., 2023) and further
fine-tuned using intent classification data. Our
model, referred to as Llama-2-Alpaca-ranker
(ours), achieved accuracy comparable to our
state-of-the-art FLAN-T5 model. Notably, our
proposed method of using a ranker did not
negatively impact performance and even pro-
vided slight improvements on the BANKING
dataset. This confirms that using a ranker can
not only reduce the burden of handling long
inputs but also maintain effective performance
in zero-shot intent classification.
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D Training Detail

We use the HuggingFace implementation for
fine-tuning FLAN-T5 models. In training
FLAN-T5 model, AdamW optimizer with the
learning rate 2e − 5 is used in training. The
learning rate is gradually decayed during train-
ing with a cosine scheduler. The model is
trained for 2 epochs and the batch size is 64.
Every FLAN-T5 model performance reported
in this work is the model of the final epoch. We
run experiments with 4 NVIDIA A100 GPUs.

E Instruction Input Example

The Figure 6 shows an example of an input to
the model for fine-tuning intent classification
task. We manually crafted ten instruction tem-
plates following the FLAN v2 format (Chung
et al., 2022) for the intent classification task.
The input consists of a section that instructs
the model to classify the given intent, a sec-
tion with the user query, and another with the
intent options.

Figure 6: An input example of an instruction for-
mat.

F Dataset Statistics

The Table 4 provides statistics for the train-
ing and testing datasets of CLINC, HWU, and
BANKING. For the CLINC and HWU datasets,
the domains were split in half for different seeds,

https://huggingface.co/

while for the BANKING dataset, all intents
were split in half. The numbers below the
dashed line represent the number of instances
for each seed. The ’Seen domain’ column cor-
responds to the training data, and the ’Unseen
domain’ column corresponds to the testing in-
stances.

Table 4: The statistics for the training and testing
datasets of CLINC, HWU, and BANKING.

Seen
domain

Unseen domain

seed CLINC CLINC HWU BANKING
42 credit

cards,
banking,
auto
and com-
mute,
meta,
utility

home,
travel,
work,
kitchen
and
dining,
small
talk

music,
recom-
men-
dation,
news,
email,
general,
iot,
trans-
port, qa,
date-
time

banking

7,500 2,250 669 1,560
52 auto

and com-
mute,
banking,
work,
utility,
kitchen
and
dining

home,
meta,
travel,
credit
cards,
small
talk

music,
cooking,
iot, play,
trans-
port, qa,
date-
time,
social,
weather

banking

7,500 2,250 524 1,560
62 meta,

kitchen
and
dining,
credit
cards,
utility,
work

home,
travel,
auto
and com-
mute,
banking,
small
talk

alarm,
music,
audio,
recom-
men-
dation,
general,
play,
lists, qa,
cooking

banking

7,500 2,250 621 1,560
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Abstract

As conversational Text-to-Speech (TTS) tech-
nologies become increasingly realistic and ex-
pressive, understanding the impact of prosodic
variation on speech perception and social dy-
namics is crucial for enhancing conversational
systems. This study explores the influence of
prosodic features on listener responses to indi-
rect requests using a specifically designed con-
versational TTS engine capable of controlling
prosody, and generating speech across three
different speaker profiles: female, male, and
gender-ambiguous. We conducted two exper-
iments to analyse how naturalistic variations
in speech rate and vocal effort impact the like-
lihood of request compliance and perceived
politeness. In the first experiment, we exam-
ined how prosodic modifications affect the per-
ception of politeness in permission- and ac-
tion requests. In the second experiment partici-
pants compared pairs of spoken requests, each
rendered with different prosodic features, and
chose which they were more likely to grant.
Results indicate that both faster speech rate and
higher vocal effort increased the willingness
to comply, though the extent of this influence
varied by speaker gender. Higher vocal effort
in action requests increases the chance of being
granted more than in permission requests. Po-
liteness has a demonstrated positive impact on
the likelihood of requests being granted, this
effect is stronger for the male voice compared
to female and gender-ambiguous voices.

1 Introduction

The importance of pragmatics in the development
of conversational technologies is becoming increas-
ingly critical (Levinson, 2024). As Text-to-Speech
(TTS) systems achieve greater realism in speech
generation, a significant gap persists in understand-
ing the pragmatic effects these technologies have
within interactions. By modeling prosodic fea-
tures based on empirical research, conversational
TTS can be made more engaging and effective in

a variety of interactive contexts. The necessity
for human-oriented pragmatics in these systems
is particularly evident in scenarios requiring com-
pliance to requests. Moreover, understanding the
subtleties of how politeness is conveyed in lan-
guage and speech is crucial for comprehending the
factors influencing request compliance, especially
in conversational systems that utilise TTS.

People use a variety of spoken strategies to man-
age the potential threats that communication can
pose to their own and others’ self-esteem and au-
tonomy (Brown and Levinson, 1987). Indirect re-
quests are employed to mitigate face-threatening
acts, demonstrate respect for the listener’s auton-
omy, and maintain the fundamentally cooperative
and prosocial nature of human communicative be-
haviour and respect between interlocutors (Rossi
et al., 2023). They are a fundamental aspect of
polite discourse, reflecting the speaker’s sensitiv-
ity to social dynamics and the listener’s ability to
interpret and respond to nuanced communicative
cues (Drew and Couper-Kuhlen, 2014).

Initiating actions, such as requests, can be seen
as a basic form of social coercion (Enfield et al.,
2019). Requests have a bearing on the sequential
organisation of the ensuing talk, while also restrict-
ing the agency of the requestee, and even threaten-
ing their autonomy (Soubki and Rambow, 2024).
The linguistic structure of requests influences po-
liteness and compliance. For example, the choice
between using an imperative form, which might
seem direct and blunt, and opting for a more con-
ditional or interrogative form can alter the level of
imposition perceived by the interlocutor. Chalfoun
et al. (2024) emphasise the strategic use of polite-
ness markers like ‘please’ in everyday requests,
demonstrating how these markers are employed to
manage face-threats in ill-fitted interactional con-
texts, particularly when requests could be seen as
intrusive or when they encounter resistance from
the requestee. Research on modal constructions
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in requests reveals further nuances in how these
requests are framed and understood in different
contexts (Steensig and Heinemann, 2014). Modal
verbs like ‘could’ or ‘might’ introduce a level of
uncertainty or optionality into the request, thereby
softening it and enhancing its politeness.

Enfield (2014) highlights the importance of the
“infrastructure” that underpins requests, which in-
cludes the social and interactional contexts influ-
encing how requests are made and received. Under-
standing the interplay between prosodic features
and sociolinguistic norms is essential for designing
effective conversational agents.

In our study, we develop and employ a prosody-
controllable gender-ambiguous TTS system as a
research tool to conduct controlled experiments
assessing the role of prosodic variation in request
compliance. This approach allows us to isolate the
impact of vocal traits from gender biases without
relying on the ability of voice actors to consistently
reproduce prosodic variations.

The key contributions of this research are the fol-
lowing: We pioneer the use of a gender-ambiguous
neural TTS built on spontaneous speech in percep-
tual studies, which allows for an unprecedented
exploration of how gender perception influences
listener responses to prosodic variations. More-
over, this study provides empirical evidence on
how natural variations in speech rate and vocal
energy influence the listener’s perception of polite-
ness, and their responsiveness to indirect requests.
Our findings illustrate that the impact of prosodic
variations can differ based on the speaker’s gender
profile, contributing to a more tailored approach in
the design of TTS systems to accommodate diverse
user interactions.

2 Background

2.1 Prosody in social signaling

Prosody contributes significantly to signaling
speaker attitudes and interpersonal stances (Ward,
2019). Various aspects of stance can be predicted
from prosodic features with significant accuracy
beyond mere chance (Ward et al., 2017). Politeness
strategies and their impact on compliance are not
only influenced by the linguistic content but are
also significantly modulated by prosodic features
such as intonation, pitch, and speech rate. Research
indicates that variations in these prosodic features
can critically affect listeners’ perceptions and their
subsequent responses to requests (Kendrick and

Drew, 2014). Trott et al. (2023) explore how
prosodic features help in disambiguating English
indirect requests, highlighting the complex inter-
play between acoustic signals and intended mean-
ings in speech. They find that prosodic cues such as
duration, pitch, and pitch slope significantly corre-
late with a speaker’s intent, influencing how listen-
ers interpret pragmatically ambiguous utterances.

Vergis and Pell (2020) explore the effects of lin-
guistic structure, imposition, and prosody on the
perception of politeness in requests. Their findings
show that prosody significantly affects politeness
ratings, with prosodic features e.g. appropriate
intonation and pitch enhancing perceived polite-
ness. The study highlights that not only the content
but the manner of speech delivery plays a critical
role in social interactions. Similarly, Caballero
et al. (2018) examine the acoustic cues of polite-
ness, demonstrating that prosodic variations such
as changes in pitch, intonation, and speech rate
are essential for conveying politeness. Specifically,
they found that higher pitch, increased pitch range,
and a melodic intonation contour are perceived as
more polite, whereas rude request displayed slower
speech rate, lower pitch and tended to fall in pitch.
Their analysis of verbal requests shows that while a
specific prosody of politeness may not exist, these
features significantly influence how politeness is
perceived, with certain prosodic patterns leading to
higher politeness ratings. Gryllia et al. (2018) in-
vestigated the role of pragmatics and politeness in
prosodic variability in Greek wh-questions. Their
study showed that context and social factors, such
as the power and solidarity between interlocutors,
influence prosodic patterns. The findings suggest
that prosodic modifications are not merely stylistic
but are pragmatically motivated to achieve desired
social outcomes, such as politeness or authority.

2.2 Spontaneous TTS as a research tool
Voice talents can effectively use prosodic cues to
convey subtle pragmatic nuances across various
speech acts (Hellbernd and Sammler, 2016). At the
same time, the reliance on actors to generate exper-
imental stimuli introduces variability, as personal
interpretations of how specific utterances should be
delivered may differ. While analysing speech pat-
terns in corpora of ecologically valid, spontaneous
speech data avoids this bias, this approach often
lacks the necessary control over linguistic content
and prosodic realisations needed for conducting
rigorously controlled experiments.
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An emerging alternative methodology is to use
state-of-the-art TTS built on spontaneous speech
data to create experimental stimuli. This method
combines advantages from both traditional ap-
proaches, relying on the authenticity of natural
speech for modelling, and providing the controlla-
bility required for experimental rigor. Several pre-
vious works employed prosody-controllable neu-
ral TTS as a research tool in controlled listening
experiments, with the aim to discover new knowl-
edge about various aspects of speech perception.
Székely et al. (2017) investigated the interaction
of vocal effort and hesitation disfluencies in syn-
thesised speech, focusing on how these factors
influence the perception of uncertainty. Székely
et al. (2019) discovered using spontaneous TTS that
filled pauses improved the perception of speaker
authenticity and engagement. Elmers et al. (2023)
looked into the perceptual impact of tongue clicks
using neural TTS, revealing that their inclusion can
alter perceived speaker confidence. O’Mahony et al.
(2024) extends this methodology with a corpus-
based approach to investigate the prosody and prag-
matic functions of the discourse marker "well".

As the capabilities and controllability of sponta-
neous TTS systems continue to evolve, this method-
ology is gaining increased attention for its potential
to uncover new insights into how subtle signals
in speech are interpreted by listeners. These de-
tailed insights increase our understanding about
speech perception in general, and they are particu-
larly applicable in dialogue systems and Augmen-
tative Communication Technologies (ACT), since
these applications directly employ TTS.

In the current study, we use spontaneous conver-
sational TTS as a research tool, and we advance this
methodology by training a prosody-controllable
multi-speaker TTS system that can generate male,
female, and perceptually gender-ambiguous (Sut-
ton, 2020) TTS. Using this we investigate the im-
pact of prosodic features on listener’s willingness
to comply with an indirect request.

3 Overview of the method

In this study, we develop and utilise a multi-speaker
TTS model built upon two corpora of spontaneous
speech, to investigate the impact of prosodic varia-
tions on listener responses to indirect requests.

TTS model development: A spontaneous con-
versational TTS system is engineered to include
gender-ambiguous voice capabilities, using a mod-

ified Tacotron 2 architecture (Shen et al., 2018;
Székely et al., 2023b) that allows for the dynamic
control of prosodic features at the utterance level.
This setup enables exploring how different prosodic
renderings affect listener perceptions.

Stimuli design and synthesis: Stimuli for the
experiments were designed to directly address our
research questions regarding the social dynamics of
request-making in conversation. Using an interac-
tive interface, we synthesised these stimuli, ensur-
ing each varied systematically in prosody accord-
ing to predefined settings. This approach allowed
precise control over the acoustic and prosodic vari-
ables of interest.

Verification of stimuli: Before deployment in
experiments, all stimuli are tested for naturalness,
gender ambiguity, and the presence of significant
acoustic-prosodic differences across conditions, us-
ing objective measures. These verifications support
the reliability and validity of the stimuli used in the
subsequent online listening tests.

Experimental setup: The experiments are con-
ducted as online listening tests on a crowd-sourcing
platform, where participants are presented with syn-
thesised speech samples. This method facilitates
the collection of data on how listeners perceive
and react to variations in speech delivery within an
imagined conversational context.

4 Text-to-Speech Synthesis

4.1 Corpora

Two corpora of spontaneous conversational speech
were used to build the TTS model. The first is a
multimodal multi-party dataset called AptSpeech,
described in Kontogiorgos et al. (2018). This
dataset comprises 15 multi-party interactions in-
volving a single moderator, a male speaker of Gen-
eral American English, and two distinct partici-
pants per session, engaged in a collaborative task.
The speech data from the moderator was used to
create a TTS corpus, along with additional record-
ings of reading newspaper articles and the Arc-
tic sentences (Kominek and Black, 2004). The
complete corpus has a duration of approximately 8
hours: 2h 26min of reading and 5h 40min of sponta-
neous speech. The second corpus was created from
14h 43min of conversational podcast recordings
of a female speaker of General American English,
who consented to make the recordings available for
TTS research purposes. The speaker supplemented
the material with 1h 52 min of reading non-fiction.
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Both corpora were segmented into breath groups
(stretches of speech delineated by two breath
events) using the method proposed by Székely et al.
(2020). Automatic Speech Recognition (ASR) was
used to transcribe the utterances. The transcriptions
were annotated for spontaneous speech events, such
as filled pauses, breathing and repetitions, as well
as turn-internal pauses and turn endings, in order
to be able to produce these behaviours at synthe-
sis. To balance the corpora, the number of breath
groups from each style per speaker was set to the
minimum of the two speakers, 480 breath groups of
read speech and 2788 breath groups of spontaneous
speech.

4.2 Prosody-controllable gender-ambiguous
conversational TTS

We developed a prosody-controllable multi-speaker
TTS model specifically for the purpose of the exper-
iment. Our method follows (Székely et al., 2023a)
closely, with the main difference being the use of
spontaneous conversational speech corpora. We
use a modified Tacotron 2 (Shen et al., 2018) TTS
architecture which allows for features appended to
the encoder output which can be controlled on a gra-
dient at synthesis time (Székely et al., 2023a). The
publicly available pre-trained gender-ambiguous
model trained on 20 hours of speech data1 is used as
base, from which the existing speaker embedding is
dropped and training is reinitialised as a warm start
with the new spontaneous corpora. The prosodic
features speech rate and energy were added to the
encoder, using values normalised across the cor-
pora. In this architecture, the appended features
can be controlled at synthesis time on utterance- or
phrase level. Speech rate is calculated as syllables
per second, including silences, which is different
from articulation rate, which excludes silences. As
a result, slower speech rate values at synthesis time
result in insertion of longer pauses as well as a
slowed down articulation rate. Energy is calculated
as the Root Mean Square of power of the signal,
using a window of 20ms and step size of 5ms (Suni
et al., 2017). Because energy is an acoustic fea-
ture that correlates with other prosodic features in
spontaneous conversational speech, increasing the
energy feature of the TTS results in a natural in-
crease of pitch and articulatory effort, as well as
more pronounced emphasis patterns. This results in
a prosodic rendering that perceptually translates to

1https://github.com/evaszekely/ambiguous

a quality which can be described as “speaking up”.
This combination of prosodic features is sometimes
referred to as upgraded, salient, or marked prosody
(Selting, 1996) in the fields of Conversation Anal-
ysis (Sidnell and Stivers, 2013) and Interactional
Linguistics (Couper-Kuhlen and Selting, 2018). In
order to be descriptive without implying a direct
emotional connotation, we will be referring to the
prosodic realisation that this method of feature con-
trol in spontaneous neural TTS produces through
the modification of the energy input feature as a
level of vocal effort.

The model was trained for 45k iterations on
4GPUs (batch size 28). The speech signal is de-
coded from the output using the neural vocoder
HiFi-GAN (Kong et al., 2020). The model pub-
lished model by the authors is fine-tuned on the
combined corpora for 180k iterations on 4GPUs
(batch size 28).

5 Experiments

5.1 Hypotheses

The present study aims to systematically investi-
gate the interactions between prosodic features, per-
ceived politeness, request compliance and gender
by positing several hypotheses:

Prosodic variation hypothesis (H1): Changes
in prosodic features speech rate and vocal effort
influence the perceived politeness and compliance
rates of requests. Faster speech rate and higher
vocal effort are predicted to enhance perceived po-
liteness and likelihood of compliance.

Gender perception hypothesis (H2): The gen-
der perception of a TTS voice (male, female, or
gender-ambiguous) mediates the effect of prosodic
variations on politeness and compliance.

Request type hypothesis (H3): Listener re-
sponses are influenced by the interaction between
prosodic features and the type of request: permis-
sion versus action requests.

5.2 Stimuli

We designed 8 indirect requests that are formu-
lated to be considerate of the listener’s capacity
to grant them, possibly at a minor inconvenience,
yet also allowing room for a polite refusal. All
sentences are similar in length and they all con-
tain politeness markers that express a positive face
and attempt to mitigate the controlling the threat to
autonomy expressed by the utterance (e.g.: would
you mind, can I please). Whilst slight differences
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Figure 1: An example of the So-to-Speak interface,
adapted to display gender-ambiguity ratings on a color
gradient (green = female, purple = male) and automatic
evaluation of naturalness MOS on a scale of 1-5. On
the axes x and y, the percentage of respectively the
male and female speaker embedding input is displayed.
Samples play upon clicking on a cell. Moving the bar
on top updates the grid to display a new set of samples
corresponding to the setting. Step size and feature range
are adjustable. In this example, speech rate is set to fast,
speaker embedding and energy input vary.

in the verbal formulations might impact the will-
ingness of the listener to comply, the decision to
vary the types of politeness formulas is driven by
our goal to avoid experimental monotony and to
realistically reflect the variation in everyday speech.
We included two types of requests, 4 sentences in
each: Permission Requests: requests that seek au-
thorisation or consent to perform an action. Action
Requests: requests that involve asking for a particu-
lar service to be provided. The sentences included
in the experiment are listed in Table 1.

Stimuli were created using an adaptation of
the So-to-Speak interface (Székely et al., 2023b),
which is an open source exploratory platform de-
signed to help researchers interact with multi-
dimensionally controllable TTS systems2. The
interface enables the synthesis and playback of
hundreds of samples simultaneously, displayed on
an interactive grid, varying both low level prosodic

2https://github.com/evaszekely/So_To_Speak

Table 1: Sentences synthesised for the experiment

Permission Requests

Is it ok if I switch off these lights?
Would you mind if I opened the windows?
Do you mind if I adjust the thermostat?
Can I please take down these posters?

Action Requests

Would you please turn down the music?
Would you mind changing the channel?
Could you please turn off the air conditioning?
Do you mind closing the curtains?

features and high level style controls. Automatic es-
timates of naturalness Mean Opinion Scores (MOS)
(Huang et al., 2022) are presented for each sam-
ple. For this work, we created an adaptation of the
interface where the output of an automatic gender
classifier (Rizhinashvili et al., 2022) is displayed
on a color gradient. Figure 1 shows an example of
the interface.

For the speech rate feature, two settings were
chosen: fast and normal, using normalised speech
rate values from the corpora, where fast is defined
as 2 std higher than the mean. To create stimuli
displaying different levels of vocal effort, three
settings, low, medium and high were synthesised,
using normalised values of the energy feature, as
described in Section 4. Note that because of the
corpus-driven approach to prosody control, these
input features impact other characteristics in the
speech samples as well, such as the increased pres-
ence of reduced articulation in fast speech rate, and
higher f0 and more pronounced emphasis patterns
in high energy settings. For the three gender types,
three different speaker embeddings were used as
input to the multi-speaker model: male, female,
and gender-ambiguous, amounting to a total of 144
speech samples.

To verify the stimuli, we used three objective
measures: Gender-ambiguity was automatically
evaluated using a gender-classifier first described
by Rizhinashvili et al. (2022) and adapted by
Székely et al. (2023a) trained on the LibriTTS
dataset (Zen et al., 2019). Additionally, all samples
were evaluated through an automatic MOS rating
introduced by Huang et al. (2022) which has been
shown to correlate highly with perceptual ratings
of naturalness. This test ensured that all stimuli had
a minimum of 4.5 MOS rating. A third test was
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carried out to ensure that speech rate and energy
features are indeed significantly different across
conditions. This test was deemed necessary be-
cause of the way the prosody-control in the TTS
architecture is designed, the features are not explic-
itly modified, rather they are an input to the TTS
model. For this reason, we validate with acoustic
measurements on the samples, that the output of
the TTS reflected the change in input values. The
value ranges measured on speech rate and energy
when these are varied in the inputs for the different
settings are significantly different. This was further
confirmed by a series of one-sided paired t-tests
over stimuli between each combination of settings
(all p<0.01). The measurements of speech rate, en-
ergy and f0 are found in Appendix A. Note that
these values are specific to the individual speakers’
own register, as represented in the training data. As
such, they should not be used as independent refer-
ences. The audio samples are available online3.

5.3 Experiment 1: politeness ratings
In order to not prime participants into specific be-
havior patterns regarding politeness and compli-
ance, we conducted separate experiments concern-
ing these two aspects. The first experiment was
specifically designed to investigate how variations
in prosody influence perceptions of politeness. This
experiment sought to isolate politeness as variable,
assessing its effects through a structured rating sys-
tem. Stimuli were presented one per trial, listeners
were asked to rate “How polite does this request
sound to you?” on a scale of 1-5 (where 1 = very
impolite, 2 = impolite, 3 = neutral, 4 = polite, 5
= very polite). To avoid any bias that might arise
from participants recognising the experiment’s fo-
cus on potential gender differences, each gender
type (male, female, and gender-ambiguous) was
rated by a separate group.

5.4 Experiment 2: request compliance
The goal of this experiment was to determine how
different levels of speech rate and vocal effort (in-
creased pitch and energy) contribute to conveying
a tone of voice which makes it more likely to result
in an indirect request being granted. The situational
context presented to the participants was the fol-
lowing: “Imagine that each request causes you a
minor inconvenience—for example, if asked to open
a window, consider that you are already feeling a

3https://www.speech.kth.se/tts-demos/
sigdial2024-request

bit cold and would prefer it closed. However, de-
pending on how the request is conveyed, you might
be more inclined to accommodate the speaker if
it seems particularly important to them." Partici-
pants were presented with pairs of stimuli where
each pair consisted of the same request rendered
with different prosodic features. The task required
participants to listen to each pair and decide based
on the tone, which version they were more likely
to grant: ( (a) = A much more likely, (b) = A more
likely, (c) = both equally likely, (d) = B more likely,
(e) = B much more likely). The pairwise design
was chosen for 2 main reasons: firstly, to mitigate
the effect of the differences of lexical content and
formulations and topics among the individual sen-
tences.

To gain further insight into what aspects of the
speech samples people considered important while
listening, at the end of the experiment, partici-
pants were asked the question: “Could you tell
us what helped you make your decisions?”. The
same between-subjects design was used as in Ex-
periment 1: a different group of participants was
recruited for each gender type.

6 Results

6.1 Experiment 1: politeness ratings

This listening test was completed by 90 people, 30
in each gender condition. The experiment took on
average 10 minutes to complete and participants
were paid £12 per hour. Everyone was asked to
confirm that they were using headphones or ear-
phones while listening to the stimuli. Participants’
age ranged between 23 and 69, 45 identified as
female and 45 as male.

A linear regression analysis was performed to
evaluate the influence of speech rate, vocal effort,
type of request, and gender on the average polite-
ness rating of the various speech stimuli. For this
analysis, the request type was coded 0 for permis-
sion requests and 1 for action requests. Gender also
received an ordinal coding as this reflects the way

Table 2: Regression analysis of factors affecting polite-
ness ratings

Variable Coefficient Std. Error t-value P-value
Constant 3.2705 0.050 65.729 <0.001
VoiceGender 0.1212 0.035 3.444 0.001
RequestType -0.3950 0.057 -6.875 <0.001
SpeechRate 0.3184 0.057 5.542 <0.001
VocalEffort 0.4390 0.035 12.479 <0.001
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Figure 2: Results of the politeness rating per stimulus. Stimulus names on the left starting with P, indicate permission
requests, and stimulus names on the right, starting with S indicate action requests. Ratings range from the center of
the circle (1 = very impolite) to the edge of the circle (5 = very polite).

the TTS voices were generated: -1 for female, 0 for
ambiguous and 1 for male. The results, included in
Table 2 show that all four variables are significant
in explaining the variance in average politeness
rating. The model, based on R-squared explains
63.9% of the variance in average politeness ratings
between the stimuli.

Results of this rating experiment are illustrated
in Figure 2. Speech rate, vocal effort and gender
have an increasing impact on perceived politeness.
Action requests are rated significantly less polite
than permission requests. The result that lower
pitch and slower speeech rate is considered less po-
lite confirms the findings of Caballero et al. (2018).

6.2 Experiment 2: request compliance

90 native speakers of English, recruited through
the Prolific4 platform completed the study. Partici-
pants’ age ranged between 23 and 75, 42 identified
as female and 48 as male. Recruitment of partic-
ipants followed the same setup as in Experiment
1. The experiment took on average 18 minutes
to complete. Results of the test are in Figure 3
as the proportion of the pairs in which the stimu-
lus for that condition was preferred over another,

4app.prolific.com

excluding no-preference cases. Confidence inter-
vals are calculated based on the standard error of
the proportion of preferences and then applying
the normal distribution’s critical value to get 95%
confidence intervals. We evaluated the effect of
differences in speech rate and vocal effort between
the two samples for each voice on the individual
preference results, also controlling for participant
gender. Linear regression models were applied sep-
arately for each voice. Results in Table 3 show that
increases in both speech rate and vocal effort had a
significant and consistently positive impact on the
preference rating. The gender of the participants
did not significantly influence preference for any
of the voices.

Answers to the follow-up question about what
helped listeners make their decision revealed that
participants’ decisions were influenced by their
perceptions of politeness in the spoken requests.
Several participants indicated that a friendlier or
gentler tone made them more inclined to grant the
requests, whereas harsh or demanding tones tended
to deter compliance. This feedback highlights that,
alongside the prosodic features conveying request
importance to the speaker, the perceived politeness
- or lack thereof - conveyed through prosody is a
secondary factor in participants’ decision-making.
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Figure 3: Percentage of evaluations where a stimulus with given speech rate: fast (blues), normal (greens)) and
vocal effort: high, medium, low (darker to lighter shades) was preferred over other combinations, excluding ties.

Table 3: Regression Analysis Results for Compliance

Variable Coeff. P-Value 95% CI

Female

Intercept -0.0325 0.522 [-0.132, 0.067]
∆ Speech Rate 0.2596 <0.001 [0.143, 0.376]
∆ Vocal Effort 0.3991 <0.001 [0.354, 0.444]
Participant 0.0569 0.322 [-0.056, 0.170]

Ambiguous

Intercept -0.1206 0.046 [-0.239, -0.002]
∆ Speech Rate 0.3815 <0.001 [0.251, 0.512]
∆ Vocal Effort 0.3216 <0.001 [0.270, 0.373]
Participant -0.0451 0.473 [-0.168, 0.078]

Male

Intercept -0.0076 0.867 [-0.097, 0.082]
∆ Speech Rate 0.2480 <0.001 [0.148, 0.348]
∆ Vocal Effort 0.6213 <0.001 [0.583, 0.660]
Participant -0.0028 0.954 [-0.098, 0.092]

6.3 Influence of perceived politeness on
request compliance

Combining findings from both experiments we can
examine the impact of perceived politeness differ-
ences between paired stimuli on request compli-
ance. The average perceived politeness for each
sample from Experiment 1 is introduced as an ex-
planatory variable in the analysis of the results of
Experiment 2.

The significant results of the ordinal logistic re-
gression explaining compliance, considering main

Table 4: Significant Effects in the Combined Analysis

Variable Coeff. P-value 95% CI
∆ Speech Rate 0.2764 <0.001 [0.135, 0.418]
∆ Vocal Effort 0.3224 <0.001 [0.205, 0.440]
∆ Politeness 0.8803 <0.001 [0.671, 1.090]
∆ Proj.* Request 0.1738 0.008 [0.045, 0.303]
∆ Pol. * Request -0.3904 <0.001 [-0.605, -0.176]

and interaction effects are presented in Table 4.
Controlling for the difference in perceived polite-
ness between the stimuli, increasing speech rate or
vocal effort still have a significant positive impact
on the likelihood that a request is granted. On their
own, the request type and gender of the voice do
not show a significant effect. For action requests,
increases in vocal effort are more effective, while
the effect of politeness is more limited.

7 Discussion

One of the limitations in our study is that our ex-
periments utilised only one voice per gender. To
enhance the generalisability of our findings, fu-
ture work will explore the use of voice conver-
sion technologies to create a wider variety of stim-
uli across different gender profiles. Additionally,
while this study primarily focused on prosodic fea-
tures such as pitch, energy and speech rate, there
are numerous other features in request articulation
that warrant exploration. These include voice qual-
ity, placement of emphasis, the strategic use of
pauses, and utterance-final intonation which can
influence the perception of requests. Moreover, as
Levinson (2024) points out, utterances are unlikely
to be action-determinate by virtue of their form
alone. Experiment 2 addresses this to an extent
by presenting listeners with an imaginary scenario,
but it is important to acknowledge the inherent
limitations of controlled listening experiments in
simulating the complex dynamics of wider social
contexts. Consequently, the findings from this ex-
periment should be further evaluated in more real-
istic, interactive scenarios where deeper contextual
embeddings can be implemented.
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Reflecting the rate of technological advance-
ments, we expect to see an increasing demand for
personalised, conversational TTS to represent and
display the identity of individuals in real and vir-
tual environments. One group, individuals with
disabilities (e.g., cerebral palsy, autism, adult-onset
disorders) who rely on computer-based Augmen-
tative Communication Technologies, already use
TTS to engage in real-time spoken conversations.
The lack of pragmatically appropriate and effective
TTS to accomplish various conversational tasks,
including indirect requests, is a common critique
of commercial ACTs. Our findings specifically
show that adjustments to prosodic features such as
speech rate and vocal effort significantly impact
the perceived politeness of requests, and also affect
compliance rates. This is particularly important
for the design of TTS systems in ACTs, where ef-
fectively conveying requests in a polite manner is
essential for users with communication challenges.
Our hope is that incorporating these insights, de-
velopers can better equip conversational systems
to meet the varied communication demands of in-
dividuals, ensuring more respectful and successful
interactions across both real and virtual settings.

8 Conclusions

This study has demonstrated that the perception
of politeness significantly enhances the likelihood
of requests being granted. The effectiveness of
changing politeness through prosody is stronger
for the male voice compared to female and gender-
ambiguous voices. Additionally, higher vocal ef-
fort in action requests significantly increases the
chances of compliance, more so than in permission
requests. This highlights the significant role that
prosodic manipulation of TTS can play in enhanc-
ing the effectiveness of communicative acts within
spoken dialogue systems to accommodate diverse
user interactions more effectively.
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A Acoustic measurements on the
experimental stimuli

In the tables the output ranges are recorded of the
measured speech rate, energy and f0 levels for the
different input settings for speech rate and vocal
effort respectively. Energy and f0 are selected as
acoustic measurements as these have been demon-
strated as significant predictors of listeners’ percep-
tion of vocal effort (McKenna and Stepp, 2018).
ANOVA tests were performed for each voice to
validate the statistical difference of the output mea-
surements for the different levels of input setting.

Table 5: Speech Rate Range (syl/s) by Voice and Input
Speech Rate Level with ANOVA p-values

voice female ambiguous male

fast 4.99 - 6.77 5.30 - 7.07 5.38 - 7.29
normal 3.83 - 5.15 4.15 - 5.25 4.25 - 6.00
p-value 0.0 0.0 0.0

Table 6: f0 Range (Hz) by Voice and Input Energy Level
with ANOVA p-values

voice female ambiguous male

high 212 - 269 177 - 261 112 - 159
medium 162 - 207 139 - 178 95 - 112
low 123 - 153 104 - 137 82 - 90
p-value 0.0 0.0 0.0

Table 7: Energy Range (RMS power) by Voice and Input
Energy Level with ANOVA p-values

voice female ambiguous male

high 0.071 - 0.124 0.070 - 0.119 0.058 - 0.091
medium 0.070 - 0.127 0.067 - 0.103 0.050 - 0.080
low 0.059 - 0.094 0.057 - 0.084 0.045 - 0.070
p-value 0.00217 0.00034 0.00001
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Abstract
Collaboration is an integral part of human dia-
logue. Typical task-oriented dialogue games as-
sign asymmetric roles to the participants, which
limits their ability to elicit naturalistic role-
taking in collaboration and its negotiation. We
present a novel and simple online setup that
favors balanced collaboration: a two-player
2D object placement game in which the play-
ers must negotiate the goal state themselves.
We show empirically that human players ex-
hibit a variety of role distributions, and that
balanced collaboration improves task perfor-
mance. We also present an LLM-based base-
line agent which demonstrates that automatic
playing of our game is an interesting challenge
for artificial systems.

1 Introduction

Language use is a highly collaborative process
that involves constant negotiation and coopera-
tion between interlocutors, with the ultimate goal
of facilitating mutual understanding (Clark and
Wilkes-Gibbs, 1986; Clark, 1996; Grice, 1989). An
improved understanding of these negotiation pro-
cesses would benefit the development of future
systems for effective human-AI cooperation and go
beyond today’s rigid division of roles between dia-
logue systems and users (Dafoe et al., 2020, 2021).

Collaborative dialogue is often studied through
dialogue games involving reconstruction, where
one player has information about a target con-
figuration and guides the other player towards
it (Clark and Wilkes-Gibbs, 1986; Zarrieß et al.,
2016; Kim et al., 2019; Lachmy et al., 2022). This
approach places the players in fixed roles (instruc-
tion giver/follower), which is in contrast to the fluid
and implicit negotiation of these roles in naturally
occurring collaborative dialogue, in turn limiting
the ability of such games to elicit negotiation about
collaborative roles.

In this paper, we directly address this issue by
introducing a collaborative game designed to elicit

dialogues with more flexible role-taking – a 2D
object placement game in which the target config-
uration is not predetermined, but must be negoti-
ated by the players. The players use online chat
to jointly decide how to arrange movable objects,
without seeing each other’s boards. The initially
symmetric roles ensure a level playing field be-
tween players in terms of environment knowledge
and the goal state. By describing the target state as
only "an identical placement", we transfer the task
of goal state selection onto the players, which, in
turn, enables us to study the task-solving approach
that they choose to take.

We observe that players indeed exhibit a variety
of collaboration strategies in this dialogue game,
further illustrated by a metric we define, the domi-
nance score, representing the degree to which one
player controls the gameplay. Only a minority
of player dyads choose an asymmetric strategy in
which one player always dominates; this strategy
is also associated with systematically lower scores
than more balanced strategies. Finally, we describe
a baseline computational agent for this game. It
achieves a significantly lower average score than a
human player using a limited collaboration strategy,
indicating that natural and effective collaboration
in balanced games like ours is an interesting avenue
for future research.1

2 Background

Collaboration in dialogue. In situated dia-
logue, common ground and shared context are
paramount to avoiding misunderstandings (Clark,
1996; Brown-Schmidt and Heller, 2018). Inter-
locutors commonly engage in a collaborative ef-
fort, i.e., negotiation, to establish these commonali-
ties, and, ultimately, a joint purpose (Clark, 1996),
frequently through a coordinated referencing ap-
proach (Clark and Wilkes-Gibbs, 1986). In order

1Our code and data are available at: https://github.
com/coli-saar/placement-game.
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Figure 1: A reconstructed task view of both players illustrating the shared information (middle, chat box) and
information only available to each respective player (left and right). Additionally, illustrates an instance of the back
and forth strategy (as described in Section 4.1).

to arrive at a unified goal, the interlocutors must
work together and coordinate their actions over
time (Pickering and Garrod, 2013). This ongoing
coordination process can lead to the acquisition of
new knowledge, including how to coordinate better
(Schlangen, 2023).

Collaborative games. There have been many
reconstruction game environments developed for
the purpose of studying collaboration and negotia-
tion (e.g., Zarrieß et al. (2016); Kim et al. (2019);
Pacella and Marocco (2022); Narayan-Chen et al.
(2019); for overview see Suglia et al. (2024)). How-
ever, all previously cited environments assume a
predetermined target state to which one player must
guide the other. This inherently places the partici-
pants on different levels dependent on the role they
are assigned (instructor vs. follower), determined
by the information they are given. We go beyond
this by removing these constraints and allowing
for more balanced task-solving approaches, which
are necessary for a holistic study of collaboration
(Schlangen et al., 2018b).

Human-computer collaboration. Here we refer
to all collaborative situations in which “agents may
be able to achieve joint gains or avoid joint losses”
(Dafoe et al., 2020, 8). In the field of human-
computer dialogue systems, the most frequent such
agents are instruction-giving (Koller et al., 2010;
Köhn et al., 2020; Sadler et al., 2024; Janarthanam
and Lemon, 2010; Narayan-Chen et al., 2019;
Zarrieß et al., 2016), or instruction-following (Hill
et al., 2020; Chan et al., 2019). While they do
involve a level of first-hand human-computer in-
teraction and dialogue necessary for completing a
given task, both cases are characterized by a built-

in asymmetry, analogous to the aforementioned
reconstruction games. In order to ensure successful
and robust human-computer cooperation, and facil-
itate trust, it is integral for inherently collaborative
systems (e.g., assistants) to be able to handle bal-
anced collaboration, as well (Dafoe et al., 2020).

3 Collaborative object-placement game

We developed a collaborative, 2D object placement
game that can be played by two players over the
Internet. In each round, the two players see an
identical, static background, upon which movable
objects have been placed in random positions that
are different for the two players (see Figure 1). The
goal of the game is for the players to place each
object in the same position by dragging it with the
mouse. Players cannot see each other’s scene; they
can only communicate through a chat window.

Each pair of players played two rounds of the
game together, with a kitchen background in the
first round and a living room in the second (see
Appendix A.1 for more images). This allowed us
to study how their collaboration strategies evolved
as they became more familiar with each other.

We make the game available online by integrat-
ing it into Slurk (Schlangen et al., 2018a; Götze
et al., 2022), which is a dialogue collection plat-
form built to deal with server-side client events
and API calls, ensuring participants could play the
game online; additionally, it provides a straightfor-
ward and customizable logging system, as well as
an off-the-shelf front-end interface with a built-in
chat box feature.

All the images are “cartoonish” illustrations of
real rooms and objects, in order to facilitate natural-
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language communication while creating a “game”
feeling. There were a total of five movable ob-
jects: a pillow, pair of pants, trash bag, flat cap,
and cowboy hat. We found five items to strike
a good balance between rich interactions and ef-
ficient gameplay. Our game implementation pre-
vented placing objects on top of each other in order
to enforce nontrivial reference to locations through
background landmarks.

The players were scored jointly, based on the
mean Manhattan distance between identical objects.
The closer the two common objects were placed
on the grid, i.e., the smaller the distance between
them was, the higher the score the pair received.
The score was normalized on a scale from 0 to 100,
contributing to the typical game "feel". Participants
with very high scores (>99) got awarded a bonus.

4 Game playing strategies

We gathered a dataset of 71 games by crowd-
sourcing participants via Prolific. We used this
data to analyze human dialogue behavior in a col-
laborative environment.

4.1 Collaboration strategies

The participants in our dataset exhibited a num-
ber of distinct collaboration strategies, manually
detected based on the players’ contribution to the
task-solving process. Examples of each strategy
can be found in Appendix A.3. Crucially, what we
call the “Leader” strategy – in which one player
always dominates the collaboration – is a minority.

Leader. (33.8%2) One party predominantly
leads, the other predominantly follows. It includes
different situations: the explicit case (the players
outwardly decide who should give instructions),
cases where one player imposes the leader role and
the other accepts it, or those where one player has
to prompt the other for placements. The leader
may or may not remain consistent across the two
rounds—a swap in leadership was observed in 25%
of all games, whereas 67% of games had a consis-
tent leader. The remaining 8% were "miscommuni-
cation" cases, where both users attempt to maintain
the leader role. Linguistically, we observe shorter
utterances with imperative voice on the leader’s
side, as typically seen in instruction-giving dia-
logue. Regarding the follower role, it is primarily

2The brackets contain the percentage of total games em-
ploying each strategy.

characterized by messages containing only accep-
tance phrases and clarification interrogatives.

Back and forth. (35.2%) Both parties partici-
pate actively in solving the task, and the problem
solving load is split between the two players. It con-
tains the explicit case (the parties decided to each
present a new placement for alternating objects),
and the more natural case (one party suggests a
new placement, the other accepts and follows up
with a suggestion for another object). In contrast
to the Leader strategy, there is not a distinguish-
able leader among the player pairs who opted for
the Back and forth strategy. Moreover, their mes-
sages typically contain more hedging, e.g., ending
demonstrative sentences with question marks, or
hedging placement suggestions with tokens such
as "maybe". Among their dialogues, we also ob-
serve more static object personification, as reflected
in the placement of movable objects–for example,
placing one of the hats on top of the fridge "as if
it’s wearing it". These traits all contribute to an
overall much more relaxed dialogue.

Grip Tightening. (11.3%) The players move
from a Back and forth to a Leader strategy. We
observe this approach either in cases where the
first round does not go as smoothly as expected
(resulting in one user taking the leader role onto
themselves), or when the players have established a
successful task-solving approach in the first round
which can be carried out sufficiently well and more
efficiently by only one player in the subsequent
round.

Grip Loosening. (19.7%) The players move
from a Leader to a Back and forth strategy. The
first round typically contains a user that did not
fully understand the task or was reluctant to com-
municate, resulting in the other player having to
take the initiative and lead the game. The initially
reluctant user would catch on by the end of the first
round, and be more willing and ready to engage in
a back and forth in the second round.

4.2 Dominance scores

Subsequently, we calculate a dominance score for
each player in each round of a game, capturing
the extent to which one player dominates the way
in which gameplay decisions are made. We as-
sign a high dominance score to a player with high
verbosity (mean message length) and high volume
(percentage of messages sent, out of 100).

More specifically, let A be the player with
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Figure 2: Overview of strategies; left graph shows the mean scores in each round for each strategy (out of 100),
while the right graph shows the distribution of bonuses (score > 99) per strategy in each round (expressed in %).

Strategy Round 1 Round 2
leader 1.47 2.37
back and forth 1.17 0.98
grip tightening 0.88 1.70
grip loosening 1.42 0.99
LLM batch 2.02 -

Table 1: Mean difference in the two players’ dominance
scores for each round (columns) in each strategy (the
first 4 rows). The last row corresponds to the mean
difference of the baseline reactive LLM agent when
playing with a human player described in Section 5.

the higher volume and B the other player. We
let RD = (volumeA − volumeB)/(volumeA +
volumeB) be the relative volume advantage of
player A. Then we define

DA = verbosityA · L(RD)
DB = verbosityB · (1− L(RD)),

where L(x) = 1/(1+ e−x) is the logistic function,
so as to dampen large differences and emphasise
smaller ones, enhancing the robustness of the score.

We observe distinct patterns in each strategy’s
mean dominance score difference and its develop-
ment across the two rounds (see Table 1, rows 1–4),
corresponding to their qualitative descriptions: in
the Leader case, one player has a much higher dom-
inance score than the other in both rounds, whereas
in the Back and forth case, it is low across both
rounds. In the Grip tightening case, the dominance
score difference is significantly higher in the sec-
ond round than the first, indicating a change from
a more balanced to an asymmetric approach, while
the opposite is true in the Grip loosening case.

4.3 Impact of strategy on task success

Figure 2 breaks down game performance by strat-
egy. The figure on the left shows mean scores in
each round for the four collaboration strategies; the
figure on the right plots the proportion of games
that received a bonus (score of 99 or more). It is
clear that the Leader strategy underperforms with
respect to the others, with Back and forth providing
the greatest boost of bonus games from the first to
the second round. This illustrates that our place-
ment game is played most effectively by pairs who
take a balanced approach to collaboration.

A key difference between our game and earlier
reconstruction games is that our game forces the
players to negotiate a goal state rather than being
able to navigate to a predefined one. Moreover,
the partial observability of the environment greatly
impedes a leading player’s ability to monitor the
other player’s actions and gauge the success of their
leadership. Together, these features of our game
seem to effectively encourage balanced play.

5 Baseline LLM agent

Our game is intended as a testbed for computational
agents that collaborate effectively with humans. To
gauge how challenging it is for such agents, we
evaluated a simple baseline agent based on LLMs.

The agent enforces a Leader strategy, with the
human player as the leader, by asking the human
player for instructions in the first message and re-
maining passive and reactive otherwise. It uses an
LLM to perform simple semantic parsing of the
human’s instruction into triples of the form (object
to move, landmark in the scene, spatial relation)
and then uses simple handwritten rules to map such
triples into (x, y) positions in the scene. For in-
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stance, if the centerpoint of the fridge is at position
(x, y), the description “above the fridge” will be
resolved to (x, y − 10). We use few-shot instruc-
tion giving with GPT 3.5 Turbo Instruct (OpenAI,
2023); see Appendix A.2 for details.

In an online evaluation with ten human partici-
pants (referred to as "the LLM batch"), the agent
obtained a mean score of 84.2 (left plot of Fig. 2).
This shows that the task is within reach of LLM-
based agents; at the same time, the agent consid-
erably lags behind even the human-human Leader
strategy, suggesting that effective collaboration re-
mains a challenge. Moreover, we calculate the
mean dominance score difference and report a
score of 2.02 (see Table 1, last row). This is in
line with the difference observed within the Leader
strategy, further solidifying the comparability of
our setup.

6 Conclusion and future work

We have presented a 2D object placement game
which is suitable for eliciting dialogues with var-
ied collaboration strategies. This is in contrast to
earlier dialogue games, in which one player typ-
ically takes the lead. The key innovation of our
game is that players must negotiate their joint goal
state. A baseline computational agent achieves a
task performance that is within reach of, but still
considerably below human performance, indicating
that variants of our game would be an interesting
and challenging platform for investigating human-
computer collaboration.

In the future, it would be interesting to explore
even more balanced versions of the game, e.g. by
adding rules that increase the cost of failed collab-
oration. Another avenue of future research is to
investigate the interplay of collaboration strategy
and mutual adaptation of the player’s lexica.

Additionally, it would be insightful to empiri-
cally verify the dominance distribution of the other
aforementioned dialogue games’ outputs, as well
as to further investigate the contributing factors to
the occurrence of mixed-leader dialogues beyond
the symmetric roles and lack of predefined goal
state. Moreover, the dominance score is a useful
operationalization of the collaborative imbalance
between players, but it is an approximation that
does not actually take the content of the players’
chat messages into account. It might be interesting
to refine this measure in the future, e.g. by having
the messages evaluated by an LLM. Nevertheless,

the post-hoc manual analysis of the games in the
four strategies indicates that the dominance score
captures differences in collaboration strategy well.

Lastly, the LLM agent presented in Section 5 is
a relatively simple baseline. It is conceivable that a
more intricate LLM model would close the gap to
human performance, at least to the Leader strategy.
We leave the exploration of such models, and of
more intricate versions of our game that would
remain challenging for them, for future research.
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Step Description
Step 1 † verify if the message contains a set of

instructions

Step 2†

- parse the message
- for each group (target, landmark, direc-
tion):

1. extract the term
2. map the term to one of the prede-
fined allowed terms

Step 3 ∗ change the position of the objects ac-
cording to Step 2 based on predefined
constraints

Table 2: A table showcasing the logic the baseline agent
followed in order to complete the task. LLM-based
steps are labeled with †, whereas rule-based ones have
a ∗.

A Appendix

A.1 Game environment design.
Figure 3 depicts the two background images used
for the two rounds.

A.2 Baseline agent.
System logic. Each message that the human sends
is analyzed by the agent following the steps from
Table 2. First, the agent determines if the user’s
message contained instructions, by using the input
message together with the base (first prompt) and
passing it to an LLM. If this step results in a TRUE,
the system moves on to step 2, consisting of two
extraction steps: in the first one, the agent extracts
the movable (target) object and static (reference)
object, and in the second one, it extracts the place-
ment direction of the target in reference to the static
object. Table 3 contains an overview of allowed
terms for each extraction category. These entities
are used in Step 3, which is a rule-based altering of
the agent’s world state, following the rule set from
Table 4 and hard-coded positions of the reference
objects (this information corresponds to informa-
tion available to the human, i.e., seeing one’s own
board). The next section of the appendix contains
the base prompts.

target landmark direction
pillow fridge on

cowboy toaster next to
cap lamp above

pants oven below
garbage stove

counter
sink

Table 3: All allowed terms per group; the extracted
objects from the message are mapped to one term from
each list.

new x[t] new y[t]
on x[r] y[r]

next to x[r] + 10 y[r]
above x[r] y[r] - 10
below x[r] y[r] + 10

Table 4: The movement constraints for position manip-
ulation. The first column contains the directions; the
second and third columns refer to the target object (t)’s
new x and y coordinates with respect to the reference
landmark (r).

Prompts. Here we provide the prompts we used
for the LLM part of the agent.

1. The base of the prompt used to extract the
placement location, in reference to a static object.

'''you are playing a game with another
player in which you have to follow
their instructions about where to put
certain objects. i will give you a
message and i want you to tell me if
it contains a set of instructions. don't
provide explanation, just give me the
output (True or False).
examples:
[user 1]: place the lamp on the fridge
[you]: True

[user 1]: can you put the knife in the
drawer?
[you]: True

[user 1]: do you have a toaster?
[you]: False

[user 1]: what objects do you have?
[you]: False

[user 1]: let's place the pan on top of the
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Background #1 - the kitchen Background #2 - the living room

Figure 3: The background images for the two rounds.

lamp
[you]: True

[user 1]: put hat on sink
[you]: True

[user 1]: lamp on toilet
[you]: True'''

2. The base of the prompt used to extract the
static (reference) and movable (target) object.

'''i will give you a set of instructions
and i want you to extract two things:
one, the object that should be moved.
then, i want you to compare it to the
following four words and return the
one it is most close to. the objects are:
garbage, cowboy, cap, pants, pillow.
next, i want you to extract the location
where the object should be placed.
then, match the output place with one
of the possible places: fridge, counter,
toaster, lamp, stove, oven, sink. don't
provide explanation, just give me the
output.
for example:
user 1: put the pillow to the right of
the fridge
you: pillow, fridge

user 1: put the jeans on the stove
you: pants, stove

user 1: let's place the cushion on
the ceiling light
you: pillow, lamp

user 1: place the garbagebag in
the upper right corner of the counter
you: garbage, counter

user 1: cowboy hat to the left of
the water faucet
you: cowboy, sink

user 1: the other hat on the right
behind the pants
you: cap, toaster

user 1: garbage bag on top of
lamp stand
you: garbage, lamp

user 1: let's place the blue hat
on the toaster
you: cap, toaster

user 1: put peaky blinders hat
in the oven
you: cap, oven'''

3. The base of the prompt used to extract the place-
ment location, in reference to a static object.
'''i will give you a set of instructions and
i want you to extract the key spatial word
or phrase. then, i want you to compare
it to the following four words and return
the one it is most close to. the words are:
above, below, next to, on. don't provide
explanation, just give me the output.
for example:
[user 1]: put the knife to the right of the
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fridge
[you]: next to

[user 1]: put the pan above the oven
[you]: above

[user 1]: place the toilet paper in the
upper right corner of the cupboard
[you]: on

[user 1]: cowboy hat to the left of
the water faucet
[you]: next to

[user 1]: the cowboy hat on the right
behind the pants
[you]: next to

[user 1]: pillow under the sink
[you]: below

[user 1]: garbage bag on top of lamp
stand
[you]: above'''

A.3 Strategy examples
Figures 4 to 7 illustrate examples of different strate-
gies, namely:

• leader — Figure 4

• back and forth — Figure 5

• grip tightening — Figure 6

• grip loosening — Figure 7
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User 2 asserts dominance, User 1 accepts;
Room 2812, Round 1

User 1 decides on all placements, User 2
accepts; Room 2854, Round 1

User 2 prompts User 1 for placements
Room 2859, Round 1

Figure 4: Leader strategy example; "User 1" refers to the one whose messages are pink, and "User 2" to the one
whose messages are yellow.
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The users take turns choosing the placements for
objects; Room 2834, Round 1

The users discuss object placement; Room 2765, Round 1

Figure 5: Back and forth strategy example; "User 1" refers to the one whose messages are pink, and "User 2" to the
one whose messages are yellow.
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The back and forth round;
Room 2858, Round 1

User 1 takes the lead;
Room 2858, Round 2

Figure 6: Grip tightening strategy example; "User 1" refers to the one whose messages are pink, and "User 2" to the
one whose messages are yellow.
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User 1 leads the round;
Room 2833, Round 1

More conversational round;
Room 2833, Round 2

Figure 7: Grip loosening strategy example; "User 1" refers to the one whose messages are green, and "User 2" to
the one whose messages are pink.
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Abstract
This paper introduces a new method that im-
proves the performance of Automatic speech
recognition (ASR) engines, e.g., Whisper in
practical cases. Different from prior methods
that usually require both speech data and its
transcription for decoding, our method only
uses jargon as the context for decoding. To
do that, the method first represents the jargon
in a trie tree structure for efficient storing and
traversing. The method next forces the decod-
ing of Whisper to more focus on the jargon
by adjusting the probability of generated to-
kens with the use of the trie tree. To further
improve the performance, the method utilizes
the prompting method that uses the jargon as
the context. Final tokens are generated based
on the combination of prompting and decoding.
Experimental results on Japanese and English
datasets show that the proposed method helps
to improve the performance of Whisper, spe-
cially for domain-specific data. The method is
simple but effective and can be deployed to any
encoder-decoder ASR engines in actual cases.
The code and data are also accessible.1

1 Introduction

Automatic speech recognition (ASR) is the task
of automatically transcribing input audio to output
text (Radford et al., 2023; O’Shaughnessy, 2024).
The output of ASR systems can be used in sev-
eral applications such as intelligent personal assis-
tants (McGraw et al., 2016; He et al., 2019), voice
searches (Chiu et al., 2018), or meeting analyses
(Yu et al., 2020; Song et al., 2020; Jung et al., 2023;
Li et al., 2023; Rennard et al., 2023). Recently, the
performance of end-to-end ASR models has been
improved by several approaches such as connec-
tionist temporal classification (Graves et al., 2006;
Graves and Jaitly, 2014), recurrent neural network
transducer (Graves, 2012), attention-based encoder-
decoder (Chorowski et al., 2015; Chan et al., 2016;

1https://shorturl.at/YiBUr

Dong et al., 2018) with strong ASR engines (Gu-
lati et al., 2020; Han et al., 2020). Among those,
Whisper has shown strong performance for speech
recognition (Radford et al., 2023). It was trained
with 680,000 hours of labeled audio data with mul-
titasking and multilingual learning.

Strong ASR engines such as Whisper have
achieved promising results in English, yet, we ob-
serve the decent accuracy of ASR engines applied
to actual business, especially for low-resource lan-
guages, e.g., Japanese. To fill the gap, there are two
possible solutions for domain adaptation. The first
well-known solution is to continuously fine-tune
ASR engines with domain-specific data (Huang
et al., 2021; Javed et al., 2022). However, creating
training corpora (including speech and text) data is
a non-trivial task that is time-consuming and labor-
expensive. In many cases, the creation requires
domain experts, especially for narrow specific do-
mains, e.g., high-pressure gas incidents. Also, fine-
tuning is a complex process that requires skilled
practitioners (Radford et al., 2023). The second
solution is to consider domain-specific data as a
context and inject the context into the decoding
phase of ASR engines (Pundak et al., 2018; Zhao
et al., 2019; Alon et al., 2019; Le et al., 2021b,a;
Sun et al., 2021; Han et al., 2022). Among them,
biasing methods are simple and potential to inject a
context into the ASR process. However, these meth-
ods are usually used with hybrid ASR (Pironkov
et al., 2020) or CTC end-to-end models (Graves
and Jaitly, 2014) which are behind the performance
of encoder-decoder ASR models such as Whisper.

This paper addresses the problem of improving
the performance of ARS engines by using jargon.
The problem comes from the fact that in practi-
cal cases, only jargon (domain-specific terms) is
provided by clients. The jargon only includes spe-
cific words and phrases without the availability of
speech data and domain-specific text. It challenges
pre-trained ASR models, e.g., Whisper, and cur-
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rent methods of contextual speech recognition that
usually require both speech and text data. To ad-
dress the problem, we introduce a new method that
injects domain-specific knowledge in the form of
jargon into the decoding phase of ASR engines. To
do that, the method uses Whisper as the backbone
and jargon represented as a trie tree as the domain-
specific context. By utilizing it as a form of the
tree to manipulate the beam search decoding pro-
cess and a prompt to give instructions to Whisper,
the method improves the performance on various
datasets and the appearance of jargon in the final
output. The method does not require speech data
for fine-tuning ASR models, so that facilitates the
deployment in actual cases. In summary, the paper
makes two main contributions as follows.

• It introduces a method that injects the jargon
into the beam search decoding by boosting the
score of the beam that includes tokens in the
jargon. The method is further supported by
the initial prompt method offered by Whisper.
The method is simple, effective, and easy to
adapt with any encoder-decoder ASR engines.

• It validates the efficiency of the method on
Japanese and English datasets. Experimental
results show that domain knowledge injection
helps to improve the quality of ASR engines.

2 Related Work

ASR The recent success of deep neural networks
has been contributed to improve the performance of
ASR. Approaches range from traditional methods
such as connectionist temporal classification (CTC)
(Graves et al., 2006; Graves and Jaitly, 2014), re-
current neural network transducer (Graves, 2012),
attention-based encoder-decoder (Chorowski et al.,
2015; Chan et al., 2016; Dong et al., 2018), to
sequence-to-sequence models (Chiu et al., 2018).
These approaches leverage the development of
strong ASR engines (Gulati et al., 2020; Han et al.,
2020; Radford et al., 2023) trained by the Trans-
former architecture (Vaswani et al., 2017) such as
SeamlessM4T (Barrault et al., 2023) or Whisper
(Radford et al., 2023). We used Whisper as the
main backbone of our method because of its effi-
ciency for ASR in domain-specific Japanese data.2

Context-aware ASR has recently been used to
improve the quality of ASR (Williams et al., 2018;

2Whisper gives better performance than SeamlessM4T for
domain-specific Japanese datasets in the internal testing.

Pundak et al., 2018; Zhao et al., 2019; Alon et al.,
2019; Le et al., 2021a,b; Han et al., 2022; Jung
et al., 2022). The context can be the text of testing
data (Han et al., 2022) or a list of biasing phrases
(Zhao et al., 2019; Alon et al., 2019; Pundak et al.,
2018). There are two main directions. The first
is to bias the decoding of ASR models by using
shallow fusion methods (Zhao et al., 2019; Le et al.,
2021b,a). The fusion methods create a finite state
transducer (FST) created from the list of biasing
phrases and use the FST to adjust the decoding
process without adding any neural networks. In
contrast, the second usually encodes the context
by using the encoder and then uses attention to
change the probability of tokens in the decoding
phase (Han et al., 2022). Between the two direc-
tions, TCPGen (Sun et al., 2021) introduced a tree-
constrained pointer generator that incorporates a
list of biasing words into both attention encoder-
decoder and transducer end-to-end ASR models.

The method of contextual speech recognition is
perhaps the most relevant to our work (Williams
et al., 2018). The method adjusts the output likeli-
hoods of a neural network at each step in the beam
search by a sequence probability computed from n-
grams. While sharing the idea of using shallow fu-
sion, our proposed method distinguishes two main
points. First, we consider a small dictionary rather
than using the text of testing data to create n-grams
language models (LMs) as Williams et al. (2018).
It makes our task to be more challenging. Second,
in the decoding phase, we modify the probability
of a token appearing in the jargon while Williams
et al. (2018) just simply used shallow fusion with
the probability of LMs. We follow the shallow fu-
sion approach because it is simple but effective and
is appropriate for ASR in business cases.

3 Proposed Method

3.1 Problem Statement

The problem is to improve the performance of an
encoder-decoder ASR engine, e.g., Whisper by tak-
ing into account jargon when doing decoding. We
define the jargon as a dictionary D that includes
domain-specific tokens used in actual businesses,
e.g., technical terms used in the high-pressure gas
incident domain. Precisely, given the jargon D, we
design a method that adjusts the decoding process
of Whisper to inject D for speech recognition.

Figure 1 (right) introduces the proposed decod-
ing method. The input speech is processed by an
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ASR engine. The decoder adjusts the probability
of tokens by considering the jargon represented
in a trie tree. The initial prompt method is also
combined to further improve the quality of ASR.

Figure 1: Whisper (left) and our proposed method
(right). The inclusion of "留分" increases our model
recognition. The Japanese sentence means "Part of dis-
tillation is the component that form the liquid mixture".

3.2 Whisper
There are several attention-based encode-decoder
models have been released recently and achieved
good results on various datasets, such as Seam-
less4MT (Barrault et al., 2023). While we use
Whisper (Radford et al., 2023) as the backbone
of our method, our method can be applicable to
all models within this family. We select Whisper
because of its strong performance of speech recog-
nition in many languages, especially in Japanese.
Whisper is a sequence-to-sequence model, based
on the Transformer architecture. It consists of
two transformers. As an encoder-decoder ASR
engine, the first transformer encodes audio infor-
mation and the second one encodes linguistic in-
formation. The model is jointly trained to predict
a sequence of tokens by the decoder for many dif-
ferent speech-processing tasks including multilin-
gual speech recognition, speech translation, spo-
ken language identification, and voice activity de-
tection. The decoder predicts each next token by
conditioning on previously processed tokens with
that token’s probability of the model. During in-
ference, Whisper generates a sequence of output
labels given an input speech that maximizes the
likelihood probability distribution.

y∗ = argmax
y

p(y|x) (1)

with p(y|x) being the output probability distribu-
tion from Whisper.

3.3 Jargon Injection

The strong performance of pre-trained attention-
based encoder-decoder ASR models, e.g., Whis-
per facilitates the deployment of ASR models, yet,
domain adaptation makes a challenge for the de-
ployment in actual cases. To fill this gap, a straight-
forward method is to fine-tune ASR models with
domain-specific data. However, this method re-
quires training data that includes both speech and
its transcription. In practical cases, creating this
training data is a time-consuming and non-trivial
task that requires domain experts. Therefore, we
come up with another direction that directly injects
domain-specific jargon for domain adaptation. This
section shows the proposal of injecting jargon into
the decoding process of Whisper.

Jargon representation In business cases, jargon
refers to a set of tokens that is uncommon with
out-domain people, causing difficulty for an ASR
model to recognize correctly or often be mistaken
with similar tokens, e.g., 留分 ("part of distilla-
tion") and 流分 (does not exist in Japanese dic-
tionary). In almost all cases, the jargon is usually
created by humans in specific domains.

To represent the jargon D for decoding, we use
the trie tree, which is one of most efficient meth-
ods for representing a collection of strings (Le
et al., 2021a). Each node in a tree is associated
with a character. The root node is associated with
an empty string and children of a node will share
a common prefix with its parent node. Figure 2
shows an example of a trie tree that represents "eat,
"can", "could", "count", and "card" tokens. Repre-

Figure 2: A trie sample made from "eat, "can", "could",
"count", and "card" words.

senting D as a trie allows our method to efficiently
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look up jargon during decoding. The trie stores a
pointer for each sequence. Whenever the decoding
method extends a sequence in the beam, it moves
this pointer down to the tree. If it encounters either
a leaf node or a node marked as jargon-boundary,
the method permanently adds a score to the total
score of that sequence using Eq. (4).

Contextual beam search The conventional
method in Eq. (1) provides a good way for de-
coding the next tokens, yet, encoder-decoder ASR
engines only support generating step-wise distri-
bution p(yn|yn−1, ...y0, x). If we brute-force this
formula, checking all possible sequences and com-
puting probabilities from them, it would take a
huge amount of time. That’s why, it’s more com-
mon to use beam search to approximate Eq. (1)
while limiting the search space. Beam search is
conducted as follows. Let k be the beam size, T is
the number of distinct tokens generated from ASR
engines, the beam search starts with one single
sequence that consists of <sos>-equivalent tokens
and its scores as p(<sos>|x). When decoding, the
beam search extends the sequence by appending
only top k tokens with the best scores among all
possible T tokens that ASR models can generate,
adding all k sequences back to our beam. Next,
these k sequences are again appended with the next
top k tokens, resulting k2 sequences in total. The
beams are sorted according to their probability to
retain only the best k sequences with the highest
probability. The decoding process ends when the
<eos>-equivalent token appears. This process is
repeated until all sequences in beams are locked.

We extend the original beam search to define our
contextual beam search. The idea is to adjust the
probability of generated tokens by using the jargon
D. In Eq. (1), the best sequence is only generated
based on the output probability distribution from
ASR. To take into account the additional context D
for the beam search, Eq. (1) is modified as follows.

y∗ = argmax
y

p(y|x)
pD(y)α

(2)

where pD(y) is a distribution calculated based on
the jargon D and α is a tunable hyperparameter
controlling the contribution of the context D. In
practice, running beam search decoding by using
Eq. (2) often causes numerical instability. There-
fore, we transform Eq. (2) by using the logarithm
version of the equation as follows.

y∗ = argmax
y

log(p(y|x))− αlog(pD(y)) (3)

Eq. (3) shows our decoding method. It includes
two main parts: one from the original ASR mod-
els and another from the jargon D. The main idea
of this equation is to boost the score of sequence
based on prior distribution pD(y). Since D is a list
of specific tokens, Eq. (3) cannot calculate prior
distribution by modeling it as a language model.
Instead, we artificially boost the output probabil-
ity whenever the process reaches the boundary of
jargon. As a result, Eq. (3) is written as follows.

y∗ = argmax
y

log(p(y|x))− αSD(y, x) (4)

with SD(y, x) is defined as follows.

SD(y, x) =
∑

0≤i≤j<n

j∑

k=i

log(p(yk|x)), if yi..j ∈ D

(5)
with n being the length of sequence y. In short,
SD(y, x) is calculated by summing the output prob-
ability of every possible jargon in D containing
in the sequence y. Therefore, all sequences that
contain the jargon will have their boosted scores,
increasing their chance of appearing in the final
beam of the beam search decoder. At each step of
decoding, calculating Eqs. (4) and (5) is computa-
tionally expensive because of storing and finding
candidate tokens in D. Therefore, we use the trie
data structure in Figure 2 for efficient string lookup.

Initial prompt The initial prompt is one of the
prominent features of Whisper. The prompt serves
as the previous context of the current speech frames.
By appending a context C before decoding, Whis-
per is indirectly biased into the prompt. The context
C is composed of two parts: an instruction and the
jargon. The detailed context is shown in Section
4.2. To use C, Eq. (1) is written as follows.

y∗ = argmax
y

log(p(y|x,C)) (6)

Combination Since context text C is appended
before decoding and does not change during the
beam search, we combine the initial prompt and
our method for the best result. The combination
offers a global optimization that takes into account
static information from the prompt (prefix) and
dynamic probabilities from our decoding method
(suffix). It forces Whisper to more focus on the
jargon. Therefore, Eq. (4) is written as follows.

y∗ = argmax
y

log(p(y|x,C))− αSD(y, x, C)

(7)
with SD(y, x, C) is defined similarly to Eq. (5).

493



4 Experimental Setup

4.1 Datasets
We validated the proposed method on three
Japanese datasets: two in-house corpora and two
benchmark dataset, and one English corpus.

HGP HGP is a smaller set of the original high-
gas incident corpus published in 2022 by the High-
Pressure Gas Safety Institute of Japan. From
18,171 incident cases, we extracted 1,500 incident
reports in three industries: "general chemistry",
"petrochemical", and "oil re- fining" (Inoue et al.,
2023). HGP’s dictionary was made by automati-
cally comparing the difference between the Whis-
per model output and the validation ground truth.
We took only tokens that exist at least one time
(or higher) in the Japanese dictionary. Due to the
term,3 we can not disclose the dataset.

GPT synthesis GPT synthesis is an in-house
dataset that consists of 200 audios imitating HGP
dataset’s style. Its content was both handcrafted
and assisted with OpenAI’s ChatGPT. The dictio-
nary was made manually by a domain expert, tar-
geting technical terms in the incident domain.

JNAS (Itou et al., 1999) is a public Japanese
dataset that consists of 16679 utterances, spoken by
306 speakers, with half of them are male (16,176 by
reading Mainichi Newspaper and 503 from ATR
503 PB-Sentences). The JNAS’s dictionary was
made with the same method as HGP. We compared
the difference between the output of Whisper with
the gold label of the validation dataset.

Table 1: Statistics of test sets of four databases. JA
stands for Japanese and EN is English.

Dataset Samples Jargon Domain Lang
HGP 1467 150 Incident JA
GPT-Syn 200 47 Incident JA
JNAS 2253 157 Newspaper JA
LibriSpeech 2620 146 Audiobook EN

LibriSpeech (Panayotov et al., 2015) is a pub-
lic English dataset that consists of approximately
1000 hours of audiobook recordings, mostly come
from Project Gutenberg collection. In this paper
we exclusively utilized the "clean" category of the
dataset, which includes recordings from 20 male
and 20 female speakers for both the "dev" and "test"

3https://shorturl.at/fnKNO

subsets. The dictionary was automatically con-
structed using the same method applied to the HGP
dataset, except that the comparison was performed
at word-level instead of token-level.

4.2 Baselines
We compared the proposed method to strong base-
lines. The original Whisper (Radford et al., 2023)
is the first baseline. It directly transcribes speech
data to text without using our inject method. We
used two versions: Whisper small (Whisper S)
and Whisper medium (Whisper M) as strong base-
lines. We did not report the performance of the
Whisper large model because of the tiny gap on
testing datasets. Initial prompt uses the prompt
as "はい、日本語で、token1、token2、..., to-
kenNの単語をすべて含むテキストを生成し
ます。" . ("Yes, it will generate a text contain-
ing all the words token1, token2, ..., tokenN in
Japanese") for decoding. BeamSearch + n-grams
LM (Williams et al., 2018) uses beam search de-
coding combined with a n−grams language model
for decoding. TCPGen (Sun et al., 2021) incor-
porates a list of biasing words into both attention
of encoder-decoder and transducer of ASR models.
The probability of generated tokens is computed by
using the probability distribution over a subset of
output subword units conditioned by a prefix tre.

4.3 Evaluation Metrics
Character and word error rate (CER and WER)
We used CER and WER (Rix et al., 2001; Hu and
Loizou, 2006), well-known metrics for evaluating
ASR models, as the main metrics for evaluation.
The CER was used for Japanese datasets and WER
was used for the English dataset.

Dictionary recognition rate The CER or WER
metrics can measure the improvement in terms
of corrected predicted tokens over the gold label.
However, the number of corrected characters is
small compared to the total number of characters
in a testing set. As a result, a small improvement
in CER or WER may not represent the efficiency
of the proposed method. We, therefore, define a
new metric called Dictionary Recognition Rate
(DRR) as follows.

DRR =
#words in dictionary correctly recognized
#words in dictionary should be recognized

4.4 Implementation
The α parameter was selected in the range of [0.1,
0.6] shown in Figure 3. The beam size was fixed
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at five. Whisper small and medium versions were
used as the main backbone for transcription. We
did not report the performance of the Whisper large
version due to very tiny improvements.

The method requires a single Tesla P100 GPU
for running the backbone ASR model.

5 Results and Discussion

Performance comparison Table 2 shows the
comparison of the proposed method to strong base-
lines. We can observe that the combination of our
decoding with the initial prompting method obtains
the best results in almost all cases on two evalu-
ation metrics. The improvement may come from
two possible reasons. First, our decoding method
forces Whisper to more focus on domain-specific
tokens in the dictionary. By adjusting the probabil-
ity of tokens generated by the decoder of Whisper,
the decoding process can replace generated tokens
with those in the dictionary, e.g., 流分 (does not
exist in Japanese dictionary) and留分 (part of dis-
tillation). Second, the initial prompt method also
provides a good indicator for the decoding. It uses
a prompt that includes a short instruction and a set
of tokens in the jargon for guiding the decoding
process. This prompt forces the decoder of Whis-
per to more focus on tokens in the prompt when
doing speech recognition. By using both methods,
the combination can achieve the best results.

An important point is that the performance of
initial prompting and our decoding methods is bet-
ter than Whisper, the strong baseline of ASR on
the four testing datasets. As mentioned, the ini-
tial prompt method directly embeds the jargon in
the prompt that serves as the prefix when decod-
ing audio segments. However, this method has a
main limitation. The prompt is short (less than 250
tokens) and faces a challenge with a long dictio-
nary in practical cases. In contrast, our decoding
method directly adjusts the decoding process by
using the trie tree representation. Tokens appear-
ing in the jargon receive higher probabilities than
those that are not in the jargon. As a result, our
decoding method is more general and can work
with any ASR engines and dictionaries. In addition,
the initial prompt method does not show the effi-
ciency on Librispeech. This is because this corpus
is public and already included in the pre-training
of Whisper, therefore, adding additional context in
form of a dictionary is not necessary. The inclu-
sion of Librispeech in the pre-training of Whisper

also results the high score of DRR on this dataset.
Despite the limitation, in actual cases, the initial
prompt method still can be used by using matching
or selection methods for dealing with a large dictio-
nary. For example, the selection method can select
relevant tokens given an input speech for recogni-
tion to reduce the number of tokens in the prompt.
In this case, the combination of our decoding and
initial prompt methods can retain promising results.
In the case that the initial prompt method is not
available, our method can still output competitive
scores. For example, it is the best on Librispeech
and the second best of DRR on HGP. It confirms
the efficiency of our proposed decoding method.

For the baselines, Whisper (small and medium
versions) obtains promising results. As mentioned,
by using a huge amount of data for pre-training,
Whisper can work well on various domains in the
multilingual setting. TCPGen does not show the
efficiency on GPT synthesis and JNAS datasets be-
cause these datasets have only testing sets while
TCPGen requires training data for adaptation. For
Japanese, only HGP provides both training and test-
ing sets. Therefore, we fine-tuned TCPGen on HPC
and directly used the model for GPT Synthesis and
JNAS testing sets. The Beam Seach+n-grams LM
method achieves competitive results even it is a
quite simple method. It shows the role of beam
search and language modeling for the contextual
basing task of ASR. However, the performance of
this method is still behind our methods.

Among the four datasets, the improvement on
the two in-house datasets is larger than JNAS and
Librispeech, two public corpora. There are two
possible reasons. First, the two in-house datasets
contain more domain-specific knowledge and terms
that may not appear in the training data of Whis-
per. This, therefore, challenges the transcription of
Whisper in domain-specific data. Second, JNAS
and Librispeech are benchmark datasets that are
easy to collect and use as the training data of Whis-
per. It explains the reason why Whisper operates
well on benchmark ASR corpora. The proposed
method is simple and effective. It does not increase
much the running time due to the efficient search-
ing method on a small dictionary using a trie tree.

Human vs. automatic dictionary creation Dic-
tionaries created by humans are good at biasing,
however, it’s creation is costly and requires domain
knowledge. We, therefore, investigated the behav-
ior of injection methods using dictionaries created
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Table 2: Performance comparison on three datasets. Bold text is the best and underline text is the second best. S
(small) and M (medium) stand for the two versions of Whisper. This notation is also used for Table 3.

Method
HGP GPT Synthesis JNAS LibriSpeech

CER DRR CER DRR CER DRR WER DRR
Beam Search+n-grams LM 14.98 78.76 15.61 16.95 9.92 28.19 2.92 98.85
TCPGen (Whisper S) 22.90 68.59 24.61 13.60 19.98 24.77 3.23 99.03
TCPGen (Whisper M) 19.02 78.89 15.55 16.80 15.17 29.15 2.92 98.30
Whisper (S) 23.50 66.42 23.08 13.22 17.27 23.52 3.67 98.19
Whisper (M) 14.97 78.82 15.60 16.95 9.92 28.35 2.82 99.25
Initial prompt (Whisper S) 23.18 66.60 20.67 51.86 19.34 32.40 3.48 98.45
Initial prompt (Whisper M) 12.05 81.09 13.09 59.32 9.22 39.56 3.34 98.77
Ours (Whisper S) 22.82 71.86 22.40 29.49 16.96 31.15 3.65 98.21
Combined (Whisper S) 22.40 71.91 20.40 79.66 20.24 41.31 3.49 98.45
Ours (Whisper M) 14.66 82.76 14.86 25.76 9.60 34.74 2.81 99.25
Combined (Whisper M) 11.57 85.08 12.24 82.37 9.06 46.26 3.34 98.77

by humans or automation. As mentioned in Section
3.3, the dictionaries used in the experiments were
created by humans. To assess the setting of using
automatic dictionary creation, we used a method as
follows. First, the speech data of testing sets of the
datasets were transcribed by using Whisper. The
transcription was then aligned with the gold texts
to obtain wrong words based on word segmentation
(we used Mecab4 for Japanese). Finally, common
words were removed by using Japanese or English
dictionaries. Note that we could not create the dic-
tionary by humans for Librispeech due to the large
number of testing samples. Therefore, we did not
report the observation on Librispeech.

Table 3 reports the scores of the injection meth-
ods using dictionaries created by humans or au-
tomation. The general trend shows that dictionar-
ies created by humans help to improve the per-
formance of ASR. For example, methods using
dictionaries created by humans output better per-
formance than those using dictionaries created au-
tomatically in four cases. It is easy to understand
that domain experts can create closer and more cor-
rect domain-specific words that the original Whis-
per models can not transcribe correctly. In this
sense, incorporating these words into the decoding
of Whisper can improve CER. In contrast, the au-
tomatic creation method may create wrong words
due to the accumulated error of ASR. It then affects
the final scores of the injection methods. An inter-
esting observation is that the gap between the two
setting is small. It suggest that we can reduce hu-
man effort in creating domain-specific dictionaries

4https://github.com/elisa-aleman/MeCab-python

by applying appropriate automatic methods.

Table 3: The performance of the injection methods us-
ing automatic dictionary creation or human-involved
dictionary creation. IP stands for Initial Prompt.

Method HGP GPT Syn JNAS Avg
Human creation

IP (S) 23.18 20.67 19.34 21.06
IP (M) 12.05 13.09 9.22 11.45
Ours (S) 22.82 22.40 16.96 20.72
Combined (S) 22.40 20.40 20.24 21.01
Ours (M) 14.66 14.86 9.60 13.04
Combined (M) 11.57 12.24 9.06 10.95

Automatic creation
IP (S) 21.20 21.13 19.86 20.73
IP (M) 16.01 14.28 15.99 15.42
Ours (S) 23.35 22.20 17.34 20.96
Combined (S) 21.33 20.34 20.22 20.63
Ours (M) 18.57 14.48 14.37 15.80
Combined (M) 12.60 13.08 14.79 13.49

Parameter fine-tuning Eqs. (4) and (7) use the
parameter α to control the contribution of the jar-
gon, so we investigated the behavior of the model
with different α values. To do that, we tuned the
parameter α in the range of [0.1, 0.2, 0.3, 0.4, 0.5,
0.6]. Figure 3 shows the performance with differ-
ent α values using the Whisper medium version.
We can observe that the CER slowly decreases un-
til 0.4 and then quickly increases. The reason is
that with a small value of α the contribution of
our decoding is tiny. When increasing α, the de-
coding process is hallucinated by the jargon that
leads to high CERs and WER. The change of per-
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formance on Librispeech is tiny compared to other
Japanese datasets. As mentioned, the Librispeech
corpus may be included in the pre-training of Whis-
per, that mitigates the contribution of our decoding
method. Based on the obversation, we therefore
selected α = 0.2 for HGP, JNAS, and Librispeech
corpora and α = 0.4 the GPT-Syn dataset.

Figure 3: Parameter tuning using Whisper medium.

Output observation Table 4 shows the output
observation of methods compared to the ground
truth (translated as "It is presumed that the cor-
rosion gap was made due to aging of refrigerant
piping") on the HGP dataset using the Whisper
medium version. 冷媒 means "refrigerant", and
腐食孔 means "corrosion gap". We did not show
the output of the Beam Search+n-grams LM and
TCPGen due to low CER and WER as in Table 2.

Table 4: The outputs from decoding methods. Blue text
is correct and red text denotes incorrect tokens.

Method Sample
Ground-truth 冷媒配管の経年劣化による腐食孔と推定
Whisper 霊媒配管の経年劣化による腐食効と推定
Initial prompt 例外配管の経年劣化による腐食孔と推定
Ours 冷媒配管の経年劣化による腐食効と推定
Combination 冷媒配管の経年劣化による腐食孔と推定

Whisper predicts two similar tokens marked by
red. This is because these terms are in the high-
pressure gas incident domain that does not appear
in the training of Whisper. Instead, it tries to gener-
ate similar tokens used in the training process. The
initial prompt can correctly recognize one token
due to the use of the jargon in the prompt. It is simi-
lar to our decoding method. The combined method
shows the best result that can correctly predict two
tokens. It supports the results in Table 2 in which
our methods output better scores than others.

6 Conclusion

This paper introduces a new method for improv-
ing the performance of ASR engines, i.e., Whis-
per by taking into account jargon. To do that, the
method considers the jargon as the context injected
into the decoding process. Domain-specific tokens
receive more attention by adjusting the score of
tokens in the beam search. Experimental results
on three Japanese and one English datasets con-
firm two important points. First, the jargon can
provide useful domain knowledge to improve the
quality of Whisper. It shows that the improvement
on domain-specific corpora is higher than public
datasets due to the lack of domain knowledge of
Whisper. Second, the combination of our decoding
and the initial prompt methods achieves the best
results. The proposed method provides a simple
but effective way for domain adaptation of Whisper
without accessing speech data for fine-tuning ASR
models. Future work will confirm the efficiency
of the method on other datasets and improve the
decoding process using graph neural networks.

Limitations

Even achieving promising results, the proposed
method has some limitations. First, it can fail to
correct tokens even if they are included in the jar-
gon. The possible reason comes from the fact that
the beam that contains these tokens receives a low
score. Even boosting the score of these tokens, the
beam could not receive the highest probability. Sec-
ond, the initial prompt method helps to improve the
overall performance. In this case, if this method is
not available (ASR models to not offer it) or the
number of biasing words is larger than 244 tokens,
it may challenge our proposed method.

Ethics Statement

All datasets and baseline models experimented with
in this work have no unethical applications or risky
broader impacts. The evaluation uses one public
dataset that is widely used for ASR. For the HGP
dataset, we followed the term that we could not
publish the data. We really acknowledge the un-
derstanding of audiences for data publication. The
dataset does not include any confidential or per-
sonal information of workers or companies. The
baseline methods used for evaluation can be pub-
licly accessed with GitHub links. There is no bias
for the re-implementation or parameter selection
that can affect the final results.
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Abstract
Large language models demonstrate remark-
able proficiency in various tasks across multi-
ple languages. However, their potential in code-
switching remains underexplored, particularly
in cultural and educational contexts. Code-
switching or translanguaging plays a crucial
role in bilingual education, facilitating compre-
hension and engagement among students with
varied language proficiency. In this work, we
present a pedagogy-inspired framework that
introduces traditional classroom practices of
code-switching to intelligent tutoring systems.
Specifically, we develop fine-grained instruc-
tional strategies tailored to multilingual and
educational needs. We conduct experiments in-
volving both LLM-based evaluation and expert
analysis to assess the effectiveness of translan-
guaging in tutoring dialogues. Our experimen-
tal results indicate that strategic code-switching
can significantly enhance the learning experi-
ence. This work not only advances dialogic
tutors in language learning but also extends
LLMs to better accommodate multilingual in-
teraction.

1 Introduction

Large Language Models (LLMs) excel in diverse
tasks and various languages (Ouyang et al., 2022;
Wang et al., 2023a). While their task-solving
capabilities in monolingual scenarios are well-
studied (Zheng et al., 2024), their potential in code-
switching - the practice of alternating languages
within an utterance - is still less explored (Zhang
et al., 2023b). In multilingual communications,
people sometimes switch languages during the con-
versation to convey context-specific concepts and
reinforce social connections. However, current
LLMs aren’t specifically trained for translanguag-
ing scenarios, highlighting an emerging research
interest in their ability to understand and utilize
code-switching (Doğruöz et al., 2023).

* Equal contribution.

Figure 1: Examples of conversation segments in lan-
guage learning using pedagogical code-switching.

Code-switching is not only relevant in the realm
of natural language processing but also has sig-
nificant implications in educational settings (Lin,
2013). For instance, bilingual children often have
an imbalanced exposure to their first languages
(L1) at home, and show less proficiency in vocabu-
lary, grammar, and sentence structures of the target
language (L2) at school. As a result, they tend to
switch between L1 and L2 in classrooms. Accord-
ingly, as shown in Figure 1, teachers apply code-
switching strategies to clarify instructions, intro-
duce new concepts, provide necessary encourage-
ment, and facilitate the learning process (Rabbidge,
2019). These efforts are termed as “translanguag-
ing” (Williams, 1994) or “code-switching” in peda-
gogical theories, referring to the planned and sys-
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tematic use of two languages in the classroom, and
it includes both intra-sentential and inter-sentential
switching (Lin, 2016).

While code-switching in tutoring has been stud-
ied extensively in the last decades (De La Cruz,
2019; Turnbull and Arnett, 2002; De La Campa
and Nassaji, 2009; Littlewood and Yu, 2011), most
previous works focus on traditional classrooms. On
the other hand, while Intelligent Tutoring Systems
(ITSs) have shifted adaptive and personalized edu-
cation from traditional classrooms to online learn-
ing, they are often limited to monolingual contexts
and lack adaptability to mixed bilingual commu-
nication. In particular, one major challenge of
improving code-switching of dialogue systems is
the scarcity of data (Ahn et al., 2020; Doğruöz
et al., 2023). Due to the highly colloquial nature
of translanguaging, existing resources for specific
domains are limited, and collecting data at a large
scale requires considerable annotation efforts. Fur-
thermore, previous studies evaluate multilingual
models in general-purpose code-switching scenar-
ios (Tan and Joty, 2021; Adilazuarda et al., 2022)
and they often simulate mixed generation by re-
placing words in parallel corpora. However, this
approach fails to capture the complexity of effec-
tive pedagogical code-switching, which requires
strategic and purposeful integration that considers
learners’ proficiency levels and educational objec-
tives. Thus, pedagogical code-switching should go
beyond mere word swapping to facilitate compre-
hension of complex concepts and provide instruc-
tional scaffolding.

In this work, we aim to improve the generated
code-switching in conversational tutoring systems.
We first gain insights from translanguaging theories
and empirical dialogue studies to construct a ped-
agogical code-switching framework, where each
dimension combines relevant scaffolding strate-
gies to enhance language teaching through targeted
translanguaging interventions. Our framework con-
tributes to language learning by facilitating vocab-
ulary acquisition, grammatical understanding, and
conversational fluency. It also supports content
mastery through concept clarification and emo-
tional support.

To anchor a practical application, we conduct a
case study on image description for language learn-
ing, and leveraging LLMs as tutoring agents. We
utilize our proposed framework in both instructing
LLMs for fine-grained code-switching generation
and assessment. We conduct experiments on two

representative translanguaging cases (e.g., Chinese-
English, Korean-English), and deploy automated
evaluation and qualitative analysis to assess the
effectiveness of pedagogical code-switching gener-
ation in LLM-based tutoring systems. Experimen-
tal results indicate that state-of-the-art models are
capable of tailoring scaffolding actions and code-
switching to learners’ language proficiency levels
and teaching content, and strategic code-switching
can significantly enhance the learning experience.

2 Related Work

2.1 Code-switching in Dialogue Systems

Dialogue systems (conversational agents) are de-
signed to imitate various human linguistic and be-
havioral patterns (Chen et al., 2017), including
the language mixing patterns of multilingual users
(Parekh et al., 2020; Bawa et al., 2020). Rule-based
approaches use linguistic features such as discourse
makers and templates to produce bilingual utter-
ances via word replacement (Ahn et al., 2020).
Data-driven methods can achieve higher flexibil-
ity, beyond simple lexical borrowing to blending
of languages at syntactic, grammatical, and mor-
phological levels (Doğruöz et al., 2023; Liu et al.,
2022), but they heavily rely on well-annotated data.
While recent LLMs show strong multilingual capa-
bility and share certain knowledge across various
languages (Wang et al., 2023a), their potential for
coherent translanguaging is still underdeveloped
(Zhang et al., 2023b), and the exploration to dia-
logic tutoring remains limited (Choi et al., 2023).

2.2 Code-switching in Education

Research on code-switching in classrooms dates
back to the 1970s. Jacobson (1981) proposed New
Concurrent Approach (NCA), as the first bilingual
pedagogy, introducing flexible bilingual language
practices for children and youth. The pedagogical
aspects of language mixing affirm code-switching
as a viable approach to bilingual teaching and learn-
ing (Hornberger and Link, 2012). The practice of
code-switching (intentional instructional strategies
that integrate two or more languages in real class-
rooms) has been well-studied (Lin, 2013; Sinclair
and Fernández, 2023; García, 2009; Bon, 2021),
which reveals that code-switching can significantly
enhance learning and can be used as a strategic
teaching method (Moore, 2002; Cenoz and Gorter,
2022; Barahona, 2020; Vaish and Subhan, 2015).
Studies in language education further confirmed
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Figure 2: Decomposed pedagogical code-switching process, where the translanguaging is featured on scaffolding.

that the use of L1 can facilitate language acquisi-
tion, improve student engagement, and establish
rapport between teacher and students in L2 learn-
ing (Pan and Pan, 2010). Besides, these studies
emphasized the key role of teachers in manag-
ing teacher-centered Initiation-Response-Feedback
(IRF) (Wells, 1999) sequences that promote the use
of code-switching in the classroom.

2.3 Intelligent Tutoring Systems

The advancement of ITSs has marked a significant
step forward in education practice (Graesser et al.,
2018; Demszky and Hill, 2023; Wang et al., 2023b).
These systems provide personalized learning ex-
periences and instant feedback (Chaffar and Fras-
son, 2004; Harley et al., 2015; Grivokostopoulou
et al., 2017), tailored to learners’ characteristics
and needs (Dzikovska et al., 2014; Grawemeyer
et al., 2016; Nihad et al., 2017), and are shown to
positively influence students’ engagement in learn-
ing and academic performance (Kulik and Fletcher,
2016; Xu et al., 2019).

Dialogue tutor is a particular type of intelligent
tutoring system that interacts with students via nat-
ural language conversation (Nye et al., 2014; Ruan
et al., 2019). In STEM domains, conversational
ITSs can facilitate university students in problem-
solving by providing real-time feedback and hints
in text formats (Nye et al., 2023; Paladines and
Ramirez, 2020; Arnau-González et al., 2023). How-
ever, prior work has widely relied on rule-based sys-
tems with human-crafted domain knowledge (Nye
et al., 2014; Graesser et al., 2018), or data-driven
approaches that require a certain amount of human
annotation for supervised learning (MacLellan and
Koedinger, 2022). Recently, LLMs show strong
potential to build dialogue tutors with less data su-
pervision and higher coherence (Afzal et al., 2019;
Demszky and Hill, 2023; Macina et al., 2023b), and
they can be further improved by integrating LLMs
with pedagogical and learning science principles

(Stasaski et al., 2020; Sonkar et al., 2023; Macina
et al., 2023a).

3 Pedagogical Code-switching

We conceptualize “pedagogical code-switching” as
a combination of two aspects: scaffolding and
translanguaging, as shown in Figure 3. Scaffold-
ing is a dynamic intervention finely tuned to the
learner’s ongoing progress. The support given by
the teacher during scaffolding strongly depends on
the patterns of teacher-student interactions (Vygot-
sky and Cole, 1978; van de Pol et al., 2010). There-
fore, the scaffolding abilities of tutors become the
key criteria of effective tutoring systems. There are
seven dimensions of scaffolding strategies to facili-
tate teaching and learning, which are (1) Feeding
back, (2) Hints, (3) Instructing, (4) Explaining, (5)
Modeling, (6) Questioning, (7) Social-emotional
Support (Gibbons, 2015).

On the other hand, the multifaceted functions of
code-switching in teaching practices highlight its
strategic use in pedagogical contexts. DiCamilla
and Antón (2012) identified four major functions
of code-switching in classroom discussions: 1) cre-
ating, discussing, and translating content, 2) nego-
tiating grammatical, lexical, and stylistic choices,
3) planning, defining, and managing tasks, and
4) maintaining and developing interpersonal rela-
tionships. Building on this classification, Tigert
et al. (2019) expanded the framework to include
five major functions of code-switching in bilingual
classrooms: [A] Negotiating content, [B] Clarify-
ing language, [C] Checking for or confirming un-
derstanding, [D] Task management, [E] Building
relationships. These findings reveal how multiple
ways that teachers could employ code-switching
strategies to scaffold learning.

Language learning is one of the typical applica-
tions of code-switching in classrooms. The inher-
ent nature of students’ limited proficiency in the tar-
get language requires extensive scaffolding through
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Figure 3: Conceptualizing pedagogical code-switching. Each dimension can be used as instructions for dialogic
tutors, as well as the evaluation rubrics.

the use of L1 for explaining, modeling, and pro-
viding instructions. Based on scaffolding strategies
and Tigert et al. (2019)’s framework, we analyze di-
alogues between teachers and students in bilingual
classrooms from previous work DiCamilla and An-
tón (2012); Tigert et al. (2019); Vaish and Subhan
(2015). We build a pedagogical code-switching
framework with six dimensions (as shown in Fig-
ure 3): 1) Introducing New Concept (Vocabulary),
2) Clarifying Comprehension, 3) Correcting Gram-
mar, 4) Checking for Understanding, 5) Task Man-
agement, 6) Emotional Support. For example, we
integrate scaffolding strategies (2) Hints and (4)
Explaining to code-switching function [B] Clari-
fying language. We rename it as Introducing New
Concept and define it as “to explain the meaning,
use, and definitions of focal vocabulary words.”

4 Improving Tutoring Systems with
Pedagogical Code-Switching

LLMs pave a new way to build dialogue tutors
with less data supervision and higher customiza-
tion (Macina et al., 2023b). They can be shaped
along desired dimensions to mimic human conver-
sational characteristics such as tone and personality
traits to deliver better user experience (Safdari et al.,
2023; Shao et al., 2023; Liu et al., 2024b). We thus
leverage LLMs as a tutoring agent for language
learning, and adopt pedagogical code-switching
based on our proposed framework. Previous work
shows that in task-specific settings, the general and
coarse instruction may lead to inconsistent gen-
eration (Liu et al., 2024a). Therefore, we set up
fine-grained instructions to improve and evaluate
the LLM-based tutoring systems.
Bi-lingual Setting: The conversational tutoring
system is designed for L2 learning (L1 is English),

and particularly focuses on the image description
task. In each tutoring session, the student is pre-
sented with a picture and asked to describe the in-
cidents in L2 (e.g., Chinese, Spanish). From a syn-
tactic perspective, languages can be classified into
three structural patterns: 1) Subject-Verb-Object
(e.g., English, Chinese); 2) Verb-Subject-Object
(e.g., Arabic, Irish); 3) Subject-Object-Verb (e.g.,
Japanese, Korean). Given that code-switching is a
structured and syntax-related phenomenon in lin-
guistics, in our study, we select two representative
translanguaging combinations (Chinese-English,
Korean-English) in our language learning case
study, to represent the applicability and general-
izability of code-switching in different language
contexts.

Tutoring Setting: Teaching and improving stu-
dents’ L2 acquisition through image description is
a dynamic and engaging approach. In the image
description tasks, the learning objective is using
target sentences to describe the given image that
includes a particular place or setting, people or
animals, items and actions, etc. The teacher uses
scaffolding and code-switching strategies to guide
students step by step until they can independently
complete the image description task. We build a
multi-agent communication environment following
previous work (Zhang et al., 2023a; Wu et al., 2023;
Liu et al., 2024b).

Teacher Role Instruction: The teacher guides stu-
dents to describe the items, emotions of people,
and incidents depicted in the images, following
teacher-centered IRF (Wells, 1999) sequences to
promote interaction. In this process, the teacher
applies scaffolding strategies, such as questioning,
reformulation, and elaboration to assist learners in
knowledge construction and expression (Gibbons,
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Dimension Definition Chinese-English Code-switching Example

Introducing New
Concept

use code-switching to explain the meaning,
use, and definitions of focal vocabulary
words.

“hungry”的中文是“饿”。我们可以说“小男孩有点饿了”, it
means “The boy is hungry” (The Chinese word for “hungry” is
“e”. We can say “The little boy is a bit hungry”, it means “The boy
is hungry”)

Clarifying
Comprehension

use code-switching to correct the mistakes
and clarify the content of the picture

再仔细看看图片，they are not just standing. Think about how
we stand in line when we wait for food at school. We stand one
behind the other, right? (Take a closer look at the picture, they are
not just standing. Think about how we stand in line when we wait
for food at school. We stand one behind the other, right?)

Correcting Grammar use code-switching to explain the correct
usage of grammar

不过在一个句子的开头，我们通常会加上主语，we say "小
朋友在玩游戏", instead of "玩游戏”。 (However, at the be-
ginning of a sentence, we usually add the subject, we say "The
children are playing games", instead of "playing games".)

Checking for
Understanding

use code-switching to confirm students’ un-
derstanding of contents or vocabulary

用中文我们怎么说 "reading books"? (How do we say "reading
books" in Chinese?)

Task Management use code-switching to discuss or explain
directions regarding what to do next

OK, now look at the right part of the picture. 你能看到有两个男
孩吗? (OK, now look at the right part of the picture. Can you see
two boys?)

Emotional Support use code-switching to show care, affection,
and emotion, to build trust and relation-
ships

Great! 你做得真棒！ (Great! You did a great job!)

Table 1: Definition and examples of pedagogical code-switching in bilingual language learning (L1: English, L2:
Chinese). See Table 4 in the Appendix for Korean-English code-switching examples.

C1: Teacher Role Instruction

[Role & Task Definition] You are a primary school
language teacher. You teach the student to describe the
picture. The student’s first language (L1) is English,
and target language (L2) is Chinese/Korean.
[Pedagogical Instruction] You apply scaffolding and
code-switching of L1 and L2 during tutoring.
– Detailed pedagogical code-switch description. –
[Behavior Constraint] Ask the student only one ques-
tion at a time. Always wait for input before proceeding
to the next step. Correct the student’s answers if they
are inaccurate.

C2: Student Role Instruction

[Role & Task Definition] You are a primary school
student. You are taking a language learning class, and
describing the given pictures.
[Language Capability] Your first language is English,
and your Chinese/Korean proficiency is limited. You
make some grammar errors in your responses to the
teacher.

2015). Due to the students’ limited proficiency
in L2, we instruct the teacher agent (as in Code-
box C1) to apply six dimensions of pedagogical
code-switching during the tutoring process, and
add reference examples of each dimension (as in
Table 1).
Student Role Instruction: We follow the learn-
ing process via human-machine interaction, where
the tutoring system (i.e., teacher) leads the con-
versation, and we feed responses from a student
simulator instead of the human participants. To

trigger scaffolding and code-switching strategies,
we set the student role (as in Codebox C2) to in-
clude both L1 and L2, while L2 (i.e., Chinese, Ko-
rean) proficiency is low, and the student occasion-
ally makes grammar mistakes. With the support
and guidance from the teacher agent, the student
is able to complete the given task, and improve
L2 skills including vocabulary, organization, and
fluency (de Oliveira et al., 2023).

5 Experimental Setup

In our preliminary study, open LLMs such as
Mistral-7B and Llama-3-8B cannot follow the ped-
agogical instructions well, they tend to produce
monolingual responses and fail to generate coher-
ent tutoring dialogues. Therefore, our experiments
are conducted on two state-of-the-art representative
models: Gemini (Team et al., 2023) and GPT-4-
turbo (Achiam et al., 2023).1 Following previous
work (Touvron et al., 2023), we adjust instructions
to the chat template of each model. For tutoring
dialogue generation, both teacher and student roles
use the same model, and we feed the concatenated
utterances for dialogue generation. We randomly
sample 50 open-sourced cartoon images and use
one sentence of image description as a learning
target to generate 400 tutoring dialogues. The total
utterance number is 9K.

1The experimented versions are Gemini-Pro-1.5 and GPT-
4-turbo-0125-Preview.

504



Figure 4: Quantitative results on Chinese-English pedagogical code-switching via automated evaluation.

Figure 5: Quantitative results on Korean-English pedagogical code-switching via automated evaluation.

For quality assessment and data analysis, we
conduct both LLM-based automated evaluation and
manual rating by human experts.
Automated Evaluation: We adopt the LLM-as-a-
judge (Saha et al., 2023) with GPT-4 to validate
the effectiveness of pedagogical code-switching
according to our proposed framework. Given a di-
alogue, the evaluator is to predict the occurrence
of each dimension (e.g., introduce new vocabu-
lary, clarify comprehension, etc.). Next, we assess
whether code-switching is applied to these func-
tions. In each dimension, one point will be added
if the dialogue meets the criteria (as shown in Ap-
pendix Table 5). To build the reference label, two
bilingual experts annotate the generated dialogues.
Their teaching languages are Chinese and Korean.
We provide each expert with an overview of the
study, its objectives, and code-switching evaluation
rubrics.
Qualitative Analysis: We invite two language
teachers to complete a survey rating the pedagog-
ical ability of the tutoring systems. The survey
items are adapted from Tack and Piech (2022). We
randomly select 15 dialogue segments from each

system and in both Chinese-English and Korean-
English. For each dialogue segment, we ask three
questions: To what extent do you think the teacher
1) speaks like a human tutor, 2) applies code-
switching effectively, and 3) scaffolds the student’s
learning? The annotators are asked to indicate
their agreement with these three statements on a
5-point scale, ranging from 1 (strongly disagree)
to 5 (strongly agree). The survey example can be
found in Appendix Figure 7.

6 Results and Analysis

6.1 Code-switching Generation Evaluation

We first measure the model’s performance in gen-
erating pedagogical code-switching. In Chinese-
English tutoring dialogue evaluation, GPT-4-turbo
(p = 0.021) and Gemini (p = 0.007) show sig-
nificant improvement when applying pedagogical
code-switching across six dimensions, compared
to the systems with the base instruction. Not sur-
prisingly, all tested systems show a high utiliza-
tion of Introducing new vocabulary, which is often
involved with simple word replacement within a
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Scaffolding Label Pedagogical CSW Scaffolding Label Pedagogical CSW
Model Accuracy F1 Accuracy F1 Accuracy F1 Accuracy F1

LLaMA-3-Chat 8B 83.33 81.83 74.33 73.14 80.67 76.55 51.33 50.18
Mistral-7B-Instruct-v0.2 85.33 84.52 71.50 70.09 80.33 75.10 51.17 46.07
GPT-3.5-turbo-1106 89.00 85.46 76.33 76.55 82.50 74.59 62.67 62.63
GPT-4-turbo-1106 90.83 88.79 78.50 78.33 85.16 80.49 71.17 70.33

Table 2: Model comparison of automated evaluation with LLM-as-a-judge. Scaffolding labeling is only to predict
the scaffolding types regardless of translanguaging. CSW is short for code-switching. Columns in pink denote the
results of English (L1) and Chinese (L2). Columns in blue denote the results of English (L1) and Korean (L2).

sentence. However, LLMs with the base instruc-
tion cannot produce diverse code-switching in other
pedagogical types (e.g., Check for Understanding,
Task Management, Emotional Support).

Moreover, LLMs perform differently across dif-
ferent language mixing of code-switching. For
instance, in Korean-English tutoring dialogue eval-
uation, only GPT-4-turbo (p = 0.022) shows sig-
nificant improvement in applying code-switching
strategies across six dimensions when compared to
no pedagogical code-switching instructions; The
Gemini does not show the same trend in improve-
ment. Particularly, the performance on Introducing
new vocabulary, Correct Grammar, and Checking
for Understanding remains the same. We speculate
that this is because LLMs’ multilingual capability
differs across languages, and the code-switching be-
yond simple word replacement (e.g., Correct Gram-
mar, Checking for Understanding) relies more on
cross-lingual knowledge.

6.2 LLM-as-a-judge Model Comparison
To validate the efficacy of automated evaluation and
compare the performance across open and closed-
source LLMs, we use manual annotation as a ref-
erence, and results are presented in terms of corre-
lation with human judgments (in accuracy and F1
scores). We selected and tested a list of representa-
tive models (e.g., LLaMA-3, Mistral, GPT-3.5, and
GPT-4). As shown in Table 2, all tested models
can provide reasonable results on labeling Chinese-
English dialogues, where GPT-4 performs slightly
better in the code-switching labeling. However,
they all achieve a lower performance on labeling
Korean-English dialogues; the scores of LLaMA
and Mistral are sub-optimal. We speculate that
this is due to the models’ inconsistent multilingual
capability (Wang et al., 2023a).

6.3 Qualitative Analysis
We conduct qualitative analysis in each dimension
of code-switching strategies on models’ generation

(see examples in Appendix Table 6 and Table 7):
Introducing New concept: The tutor alternates
between L1 and L2 to explain the meanings and
uses of target words. For example, when introduc-
ing “春节/설날” (Chinese New Year), it uses both
Chinese and Korean to introduce the meaning of
the word, “the beginning of the year according to
the Chinese calendar,” and English to explain the
cultural significance of Chinese New Year, as “It’s
a time for families to get together and have a big
feast.” By offering these complementary meanings
across languages, students are able to construct a
better understanding of the target vocabulary.

Clarifying Comprehension: When students
make some misunderstanding, the tutor uses L1
to provide hints and guidance to help them co-
construct knowledge of the picture. In addition,
the tutor encourages them to show their own under-
standing and modify answers in L2. For example,
when students misinterpret the setting of the image
as a birthday party when it actually represents a
Chinese New Year celebration, the tutor gives pos-
itive feedback in L2, like “你的观察很有趣，生
日派对也会有很多人在一起庆祝。/너의관찰
이재미있어요.생일파티에도많은사람들이
모여서축하할거예요”. Next, the tutor provides
some hints in L1 to guide the students toward an ac-
curate description, “However, this is not a birthday
party. Do you notice the red lanterns and Chinese
characters on the wall in the picture?”.

Correcting Grammar: When students make
grammar mistakes, the tutor follows the Subject-
Verb-Object linguistic feature in Chinese/Subject-
Object-Verb in Korean to explain the grammar us-
age. It also uses the modeling strategy to provide
structured examples for the students to imitate. For
instance, the tutor provides sentence structure to fa-
cilitate students to complete sentences by filling in
the blanks, “We can say [Subject]이 [Action]을위
해 [Body Part]을들고있습니다. / [主语]将[身
体部位]举起来[谓语+宾语] (e.g.， She is holding
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Translanguaging Type GPT-4-turbo Gemini Pro t-test
Mean SD Mean SD t value p value

Chinese-English 11.4 1.453 14.133 0.819 -8.976 < .001
Korean-English 11.6 2.283 10.767 1.006 1.829 0.073

Table 3: Comparison of GPT-4-turbo and Gemini on pedagogical ability.

up her hand to receive a gift.)”
Checking for Understanding: The tutor uses

two ways to check or confirm students’ understand-
ing. First, the “repeat-after-me” strategy is to ask
students to repeat new vocabulary or sentences in
L2. The verbal repetition process is beneficial to
language acquisition. It is believed that learning
occurs as a result of repeated exposure to a given
stimulus (Watson, 2017). Another method is to
ask students to translate vocabulary from L1 into
L2. For example, the tutor asks, “Do you know

‘Dinosaur’ in Chinese / Korean?”
Task Management: We observe that the tutor

applies code-switching when giving instructions,
explaining what students going to do next, or draw-
ing attention to the objective of the task. This func-
tion serves to raise awareness of the focal words
and learning tasks. For instance, “Now look at the
right part of the picture. 你能看到有两个男孩
吗? /두소년을봤어요?”

Emotional Support: The tutor gives a lot of
positive affirmation and encouragement to learners,
such as “잘했어요! /太棒了！ You did a great
job!” Both GPT-4-turbo and Gemini perform very
well in this function because LLMs are designed to
understand and respond to human emotions effec-
tively. No matter what the student’s answer is, these
models primarily respond with emotional support
first. While this design enhances user experience
and encourages continued engagement, its consis-
tently stable structure makes interactions feel more
like with a machine rather than a human teacher.

6.4 Pedagogical Ability Evaluation Results

The pedagogical ability evaluation results (shown
in Table 3) indicate that both GPT-4-turbo and
Gemini with code-switching strategies demonstrate
strong pedagogical effectiveness.

In Chinese-English tutoring, Gemini (Mean =
14.113, SD = 0.819) outperformed GPT-4-turbo
(Mean = 11.400, SD = 1.453) by generating teacher-
student dialogues that are very natural and fluent
(p < 0.001). For example, in tutoring example 23,
when the student observes a person in the picture
wearing a white coat, the tutor provides hints, “非

Figure 6: Descriptive statistics of human ratings
on code-switching dialogue segments. (A) Chinese-
English result. (B) Korean-English result.

常好！你观察到图片中的男人穿着一件白大
褂，手里拿着一些工具 to check people’s teeth.
Can you guess his job?” This example shows that
the tutor builds on students’ ideas and expands
their knowledge. In contrast, the GPT-4-turbo tutor
is more target-driven. The conversation focuses
on teaching vocabulary and guiding students in
completing learning tasks. When students become
distracted and answer with irrelevant words, the
tutor directly corrects them and asks them back to
the tasks. For example, in tutoring example 30,
when the student responds incorrectly and provides
irrelevant information about the picture by saying
“回家了 (They are back home)”, the tutor corrects
them with, “No, they are looking for shells, ‘贝
壳’.”

In Korean-English tutoring, the performance of
Gemini (Mean = 10.767, SD = 1.006) and GPT-4-
turbo (Mean = 11.600, SD = 2.283) does not show
significant difference (p = 0.073). GPT-4-turbo fol-
lows the instructions very well, especially when
correcting grammar and providing explanations.
For example, in tutoring example 43, when the
student makes a grammatical error by confusing
the order of verbs in a sentence, the tutor advises,
“Remember, in Korean, we often place the verb at
the end of the sentence. You should say, ‘소년이
청소기를 사용해 방을 청소하고 있습니다’.”
However, its code-switching ability is inconsistent,
with ratings varying from 5 to 15 (see Figure 6).
This suggests that the multilingual ability requires
further enhancement to improve its reliability. In
contrast, Gemini’s performance is more consistent,
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although sometimes it mixes other languages (e.g.,
Russian, Japanese, Arabic) in utterances. For exam-
ple, “아니요, these are not presents. Look closely
at the box the woman is holding. ‘通常、誕生日
にプレゼントを渡します。’(Usually we give
presents on birthdays).”

7 Conclusion

In this work, we combined scaffolding strategies
and translanguaging functions to propose a peda-
gogical code-switching framework. In a theory-
inspired practice, we developed fine-grained in-
structional strategies tailored to multilingual learn-
ers and bilingual education needs, and leveraged
LLMs as the tutoring agent and automated evalu-
ator. Our experimental results revealed that state-
of-the-art LLMs demonstrated reasonable code-
switching and pedagogical ability in bilingual learn-
ing contexts. Moreover, we observed that English-
centric LLMs show imbalanced performance in
scaffolding, translanguaging, and pedagogical abil-
ities across different languages, and improving
cross-lingual consistency can be one of the future
work. Aside from language learning, our proposed
code-switching framework can also be extended to
broader multilingual interactions.

Limitations

In our experimental settings, we set the dialogic in-
teraction in primary school language learning con-
text, which focus mainly on basic vocabulary, gram-
mar, and sentence structure. The translanguaging
usage with advanced words and in complex syntax
may pose other challenges. However, the proposed
code-switching framework can be adapted to dif-
ferent contexts upon further refinement.

In addition, we are aware that it remains an open
problem to mitigate hallucinations and biases in
large language models, which may cause commu-
nication issues in human-machine interaction and
computer-assisted education. Of course, current
models and laboratory experiments are always lim-
ited in this or similar ways. We do not foresee any
unethical uses of our proposed methods or their
underlying tools, but hope that it will contribute to
reducing incorrect system outputs.
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Dimension Definition Korean-English Code-switching Example

Introduce New
Vocabulary

use code-switching to explain the meaning,
use, and definitions of focal vocabulary
words.

There is a special celebration in Korea called “설날” which is kind
of like New Year’s Eve. It’s a time for families to get together and
have a big feast. (There is a special celebration in Korea called
“Seollal” which is kind of like New Year’s Eve. It’s a time for
families to get together and have a big feast.)

Clarify
Comprehension

use code-switching to correct the mistakes
and clarify the content of the picture

아니요,생일은아니에요. Do you see the red decorations and
Chinese characters in the picture? (No, it’s not the birthday party.
Do you see the red decorations and Chinese characters in the
picture?)

Correct Grammar use code-switching to explain the correct
usage of grammar

거의맞았어요, but let’s correct the grammar a bit. Remember,
sentences in Korean usually follow the Subject-Object-Verb struc-
ture. For example, “가족이저녁식사를합니다.” (You almost
got it, but let’s correct the grammar a bit. Remember, sentences
in Korean usually follow the Subject-Object-Verb structure. For
example, "The family is having dinner.")

Check for
Understanding

use code-switching to confirm students’ un-
derstanding of contents or vocabulary

너무잘했어요. Can you try saying it one more time?“ (You did
very well. Can you try saying it one more time?)

Task Management use code-switching to discuss or explain
directions regarding what to do next

오른쪽부분을좀보세요. Did you see two boys? (Please look
at the right part of the picture. Did you see two boys?)

Emotional Support use code-switching to show care, affection,
emotion, to build trust and relationships

잘했어요! You did a great job! (Great! You did a great job!)

Table 4: Definition and examples of pedagogical code-switching in bilingual language learning (L1: English, L2:
Korean). See Table 1 for Chinese-English code-switching examples.

I will give you tutoring dialogues for teaching students to learn Chinese via image description.
Please evaluate the code-switching of the Chinese teacher based on the following rubrics.
Add 1 point of each dimension only when the teacher properly uses English for code-switching.
Code-switching Evaluation Rubrics:
1. Introduce New Vocabulary:
- Definition: adopt code-switching to explain the meaning, use, and definitions of focal vocabulary words.
- Example: "hungry的中文是’饿’。我们可以说’小男孩有点饿了’。"
2. Clarify Comprehension:
- Definition: adopt code-switching to correct the mistakes and clarify the content of the picture.
- Example: "再看看图片，再仔细看看图片. Think about how we stand in line when we wait for food at school. We stand one
behind the other, right?"
3. Correct Grammar:
- Definition: adopt code-switching to correct grammar or explain the usage of grammar.
- Example: "我们通常会加上主语，we say ’Children are playing games’, instead of ’playing games’."
4. Check for Understanding:
- Definition: adopt code-switching to confirm the student’s understanding of ideas or vocabulary.
- Example: "用中文我们怎么说’reading books’?"
5. Task Management:
- Definition: adopt code-switching to discuss or explain directions regarding what to do next.
- Example: "OK, now look at the right part of the picture. 你能看到有两个男孩吗?"
6. Emotional Support:
- Definition: adopt code-switching to show care, affection, emotion, to build trust and relationships.
- Example: "Great!你做得真棒！", "That’s ok,我们一起来看看."

Table 5: The instruction example of leveraging LLMs for automated pedagogical code-switching evaluation.
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Generated Tutoring Conversation Example (GPT-4-0125-Preview):
Teacher: 小朋友，看这张图片，这是在什么地方呢？
Student: I see a big room with books.
Teacher: 很好！这个地方有很多书，我们中文叫它什么？Do you remember we talked about a place where we borrow
books?
Student: Library? 书...店?
Teacher: 是的，书店里也有很多书，But this is a place where the books are for borrowing instead of for sale. 中文里我们
说“图书馆”。你能试着用中文说吗？
Student: 图书. . . 馆?
Teacher: 非常好！图书馆。现在看看图片里的人都在做什么？
Student: They are quiet.
Teacher: 对，他们都很安静。记得“安静”这个词吗？
Student: (No response.)
Teacher: 没关系。安静就是没有声音，very quiet. Can you say “安静”?
Student: 安静。
Teacher: 太好了！现在我们试着用中文描述老师在图书馆里做的事情？
Student: 老师. . . quiet in图书馆。
Teacher: 接近了，Let’s put it into a full sentence. 我们用“让”来表示老师让孩子们保持安静 The teacher asked the children
to keep quiet。试试看，用完整的句子。
Student: 老师在图书馆让孩子们安静。
Teacher: 非常接近了！但记得我们要用“保持安静” keep quiet。这样句子会更准确。再试一次？
Student: 老师在图书馆里让孩子们保持安静。
Teacher: 完美！You did very well，我很高兴看到你的进步。我们继续学习，好吗？
Student: 好的，谢谢老师！

Generated Tutoring Conversation Example (Gemini Pro):
Teacher: 小朋友，看看这张图片，上面画了什么呀？
Student: I see a boy in a restaurant.
Teacher: 很好！你能用中文描述一下他吗？
Student: 他在餐厅。
Teacher: 非常好！他看起来怎么样？
Student: He is hungry.
Teacher: 还记得我们学过的“hungry”的中文吗？
Student: 我不知道。
Teacher: No worries！“hungry”的中文是“饿”。我们可以说“小男孩饿了”, it means "The boy is hungry"。Now, look closely.
他现在在做什么呢？
Student: He is waiting in line.
Teacher: “waiting in line”的中文怎么说？
Student: I don’t know.
Teacher: Think about how we stand in line when we wait for food at school. We stand one behind the other, right?
Student: Yes.
Teacher: In Chinese, we say "排队". Now, can you say "小男孩有点饿了，他在餐厅排队"？
Student: 小男孩有点饿了，他在餐厅排队。
Teacher: 太棒了！但是，你看图片中，小男孩站在队伍的前面，而不是后面。He is standing in front of the line instead
of the behind. 这是什么意思呢？
Student: I don’t know.
Teacher: When we want to get something quickly, but we don’t wait our turn, we "cut in line". In Chinese, we say "插队". Can
you use "插队" in your sentence?
Student: 小男孩太饿了，他在餐厅插队。
Teacher: 非常好！You said very clear。你觉得小男孩插队好么？
Student: No.
Teacher: 为什么呢？
Student: Because it’s not fair.
Teacher: 没错！插队是不好的行为。我们应该遵守规则，排队等候。Now, how would you describe this picture？
Student: 小男孩有点饿了，他在餐厅插队，但他不应该这样做。
Teacher: 你做得真棒！You did great job! 你不仅学会了用中文描述图片，而且还表达了自己的观点。继续努力，好
吗？
Student: 好的，谢谢老师！

Table 6: Two generated dialogue examples with pedagogical code-switching (L1: English, L2: Chinese).
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Generated Tutoring Conversation Example (GPT-4-0125-Preview):
Teacher: 안녕하세요!오늘우리는이사진을한국어로설명할거예요. Take a look at this picture and see if you can tell me
what’s happening.
Student: (Looks at the picture) ...Umm... I’m not sure.
Teacher: 오른쪽부분을좀보세요. Look at the right part of the picture. Do you see the person in the white coat?
Student: Yes, he looks like a doctor.
Teacher: 네,정확해요! Yes, exactly! The man in the white coat is most likely a dentist. Do you know how to say "dentist" in
Korean?
Student: Dentist... Uh... 치과의사?
Teacher: 네,아주좋아요! "치과의사" is exactly the word we use for dentist. It is the name for "tooth doctor." What do you
think he might be doing?
Student: He’s checking something... maybe?
Teacher: 네,맞아요! Yes, that’s right! He’s examining something. Can you guess what he might be examining?
Student: (Hesitates) Uh... hair?
Teacher: 아니요, hair아니에요. Look at the boy’s mouth. What do you see there?
Student: His mouth is open... and there’s a tool in it.
Teacher: Exactly! The dentist is using a tool to look at the boy’s teeth. What Korean word do we use for "teeth?"
Student: (Stays silent)
Teacher: We use "치아" for teeth. It’s similar to the English word "teeth" but pronounced a little differently.
Teacher: So, if we put it all together, what sentence can we make to describe what’s happening in the picture?
Student: (Looks at the picture again) ... I don’t know.
Teacher: No problem! Let’s try building the sentence together. The dentist is the치과의사 and he’s looking at the boy’s치아.
Where are they now?
Student: At the clinic, I guess?
Teacher: 네,좋아요! Yes, good! We can say "클리닉" for clinic. So how can we put it all together in a sentence?
Student: The dentist... is looking at... the boy’s teeth... at the clinic?
Teacher: Almost there! Can you try making it a complete sentence in Korean? For example, we can say "가다 (gada)" which
means "to go" to make a sentence like "학교에가요" which means "I go to school."
Student: 치과의사가... 클리닉에서... 치아를... I’m not sure how to say "looking at" in Korean.
Teacher: That’s okay! There are a few ways to say "looking at." One way is "검사합니다" which means "to examine." So, how
could we complete the sentence.
Student: 치과의사가클리닉에서어린이의치아를검사합니다.
Teacher: 너무잘했어요! Very good! You described the picture perfectly! Keep practicing like this and you’ll be a Korean
description pro in no time!

Generated Tutoring Conversation Example (Gemini Pro):
Teacher: 오늘우리는이사진을한국어로설명할거예요.사진을먼저보세요. What do you see in the picture?
Student: Uh, I see a... a big animal and a car?
Teacher: 맞아요, very good! 그큰동물, what is it?
Student: Oh, is it... giraffe?
Teacher: what is ’giraffe’ in Korean?
Student: (No response.)
Teacher: It’s OK, we call it ’기린’! And how about that machine near ’기린’? Do you remember that word?
Student: I know it! It is ’Car’!
Teacher: Perfect! How to say it in Korean?
Student: Is it ’자동차’?
Teacher: 맞아요! Now, let’s try to make a sentence by using ’기린’ and ’자동차’. Can you try saying it?
Student: 기린이... 해변에서... 자동차를... umm,운전... 습니다.
Teacher: 거의맞았어요, but let’s correct the grammar a bit. You were very close. We say "운전하고있습니다." It means "is
driving." Can you try it again?
Student: 기린이해변에서자동차를운전하고있습니다.
Teacher: 완벽해요! Very good! Do you want to describe any other details in the picture? Maybe what the weather looks like?
날씨가어떻게보이나요?
Student: It looks... sunny? No clouds?
Teacher: 정확해요,맑은날씨네요. Sunny day! 이제 ’맑은날씨’라고말해볼까요?
Student: 맑은... 날씨...
Teacher: 잘했어요! You’re doing really well. It’s important to keep practicing like this. Remember, the more you speak, the
better you will get.
Student: I will try, thank you!

Table 7: Two generated dialogue examples with pedagogical code-switching (L1: English, L2: Korean).
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Figure 7: The survey form used for manual pedagogical ability evaluation.
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Abstract

Despite being heralded as the new standard for
dialogue evaluation, the closed-source nature
of OpenAI’s GPT-4 model poses challenges for
the research community. Motivated by the need
for lightweight, open source, and multilingual
automated dialogue evaluators, this paper in-
troduces GENRESCOH (Generated Responses
targeting Coherence). GENRESCOH is a novel
LLM-generated dataset comprising over 130k
negative and positive responses and accompa-
nying explanations seeded from XDailyDialog
and XPersona covering English, French, Ger-
man, Italian, and Chinese. Leveraging GEN-
RESCOH, we propose ECOH1 (Evaluation of
Coherence), a family of evaluators trained to
assess response coherence across multiple lan-
guages. Experimental results demonstrate that
ECOH achieves multilingual coherence detec-
tion capabilities superior to the teacher model
(GPT-3.5-Turbo) on GENRESCOH, despite be-
ing based on a much smaller architecture. Fur-
thermore, the explanations provided by ECOH
closely align in terms of quality with those gen-
erated by the teacher model.

1 Introduction

With LLMs showcasing impressive reasoning and
dialogue understanding capabilities vastly superior
to any prior NLP technologies, human evaluation
has more recently been complemented with auto-
matic evaluations using GPT-4 (OpenAI, 2024).
However, GPT-4 as an automated evaluator has
its downsides. Perhaps the main downside is it
being a closed source model hidden behind a paid
API, making accessibility difficult for those outside
the coverage area and lacking extensive financial
resources, while also lacking transparency in its
development. In contrast, and to the best of our
knowledge, the study of open source alternatives to
GPT-4 based dialogue evaluation is mostly limited

1Pronounced "Echo".

Context:
A: Hello. I bought a China dress in your shop this morning.
B: Yes?
A: I bought it one size up by mistake.
B: Oh, did you?
A: I wonder if you can change it to one size down.

Reference Response. B: Yes, of course. Will you come
with the receipt ?
"The response acknowledges the request and offers a solu-
tion to accommodate the customer’s needs. The answer is
Yes."

Random Negative Sample. B: I’d like a book about law.
"The response is completely unrelated to the situation dis-
cussed. The answer is No."

GENRESCOH Positive Sample. B: Absolutely, if you
bring the dress back to the shop with the receipt, we can
exchange it for a smaller size for you.
"The response acknowledges the request and offers a solu-
tion to the problem. The answer is Yes."

GENRESCOH Negative Sample. B: Oh, that’s great to
hear! I hope it fits perfectly.
"The response does not acknowledge the request for a size
change and instead expresses an unrelated sentiment. The
answer is No."

Table 1: Example of automatically generated negative
samples obtained with random response selection, and
obtained from GENRESCOH (§2), our proposed dataset.
The explanations are generated using one of our pro-
posed models, ECOH-4B-ML (§3).

to the benchmarking of open source and open ac-
cess LLMs or finetuning with dialogue data (Huynh
et al., 2023; Zhang et al., 2023, 2024). These works
suggest that LLMs struggle to outperform older
encoder-based metrics trained using negative sam-
pling approaches for relevance (e.g. random re-
sponse selection). However, it is important to point
out that these benchmarks have several limitations.

First and foremost, the high performance of these
encoder-based models can be explained by the fact
that the benchmarks themselves are based on old
generative models that exhibit relevance issues that
are easy to detect. For instance, in Table 1, metrics
trained using random negative sampling strategies
for relevance will output a positive score to all
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responses except the random negative one. As such,
these metrics struggle to evaluate contemporary
chatbots, since these typically output fluent and
semantically relevant responses.

Furthermore, only a select few benchmarks are
multilingual. Whilst there is work that attempts to
evaluate the multilingual capabilities of dialogue
evaluation metrics (Mendonca et al., 2023; Zhang
et al., 2023), they use translated benchmarks. This
assumes that critical errors typically produced by
these older models (e.g. irrelevance), are not in-
fluenced by language. However, more complex
quality aspects such as coherence may have nu-
ances that make them unique to certain cultures.
Depending on the context, some culture specific
details may or may not be implicitly inferred (Hall,
1959).

These key observations motivate our work. In
order to move towards the development of met-
rics that evaluate dialogue coherence and are mul-
tilingual, we propose GENRESCOH (Generated
Responses targeting Coherence), a collection of
positive and negative responses focused on coher-
ence. Our dataset, generated using strong LLMs,
contains over 130k responses in different languages
(English, French, German, Italian, and Chinese),
together with their corresponding explanations (in
English). By prompting an LLM, we are able to
(1) obtain positive samples that are in distribution
(LLMs frequently output more verbose responses
than their human counterparts); (2) obtain nega-
tive samples that remain semantically relevant but
contain coherence and logical consistency issues,
which may be more informative during training,
and that are more representative of current limita-
tions of LLMs.

With this dataset, we train a family of evalua-
tors we call ECOH (Evaluation of Coherence)2.
Our results demonstrate that distilling Coherence
knowledge from a strong LLM allows us to obtain
multilingual coherence detection performance of
.945 F1 score using a 0.5B model, which is supe-
rior to both the teacher models’ (GPT-3.5-Turbo)
.910 and a much larger model of the same family
(QWEN1.5-7B-CHAT - 0.825). Furthermore, the
explanations provided by ECOH are of higher qual-
ity than QWEN1.5-7B-CHAT, scoring an average
of over 4 out of 5 on most instances, as reported by
GPT-4 evaluations.

2github.com/johndmendonca/Ecoh

2 GENRESCOH responses dataset

This section introduces GENRESCOH, a multilin-
gual, large-scale response collection that targets
coherence, seeded from well established dialogue
datasets (§2.1), and generated using LLMs (§2.2).
Table 1 presents an example from this dataset. For
additional examples of this dataset in other lan-
guages, see Appendix A.2.

2.1 Dataset Sources

Our work leverages two distinct dataset sources:
XDailyDialog (Liu et al., 2023b) and XPersona
(Lin et al., 2021). For training, development and
testing, we use XDailyDialog, a multilingual exten-
sion of DailyDialog with human translations cover-
ing German-DE, Italian-IT and Chinese-ZH. XDai-
lyDialog includes 13K parallel dialogues, amount-
ing to 52K dialogues and 410K utterances. Dur-
ing our pre-processing step we noted a substancial
overlap of dialogues between the provided test and
training/validation sets of XDailyDialog. As a re-
sult, we excluded these dialogues (amounting to
20%) from the test set.

In order to gauge the extensibility to other dia-
logue datasets and languages, we additionally in-
clude XPersona data in our GENRESCOH test set.
XPersona is a multilingual extension of the Per-
sonaChat dataset (Zhang et al., 2018) with human
revised machine translations for six languages. Be-
sides English, we include Italian-IT, Chinese-ZH,
and an additional unseen language, French-FR, in
our experiments. For each language, we extract 1K
contexts from the test set for response generation.

For contrastive comparison, we also use Dai-
lyDialog++ (Sai et al., 2020), a similar curation
effort which uses the original DailyDialog dataset,
and where annotators were asked to create five
additional relevant responses and five adversarial
irrelevant responses for each context.

2.2 Generation

Development set We leverage GPT-3.5-turbo3

(Ouyang et al., 2022) as the strong LLM to gener-
ate, given prior dialogue context, a positive and a
negative response, paired with a brief explanation
of the issue (or lack thereof). Each response pair
is generated given a context of at least 2 turns up
until the length of the dialogue except the last turn
(this ensures the response is generated from a still

3gpt-3.5-turbo-0125 and gpt-4-1106-preview ac-
cessed via OpenAI’s API in early April.
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Dataset Size (# contexts) Response Avg. length Explanation Avg. length Response MTLD

DailyDialog++ (2020)

Random 9,259/1,028/1,142 9.40 - 169.94
Adversarial 10.70 - 186.42

GENRESCOH-DEV

DailyDialog-LATIN 51,873/5,080 14.74 15.03 105.03
DailyDialog-ZH 23.06 14.54 54.38

GENRESCOH-TEST

DailyDialog-LATIN 4,770 14.82 26.27 155.28
DailyDialog-ZH 24.79 26.04 69.03

PersonaChat-LATIN 1,000 15.37 27.89 204.61
PersonaChat-ZH 28.81 27.78 76.66

Table 2: Comparison of statistics for different negative sample datasets. DD denotes XDailyDialog, PC XPersona.
Dataset size denotes the number of unique contexts from which responses were obtained for training/validation/test
subsets. MTLD denotes the Measure of Textual Lexical Diversity (McCarthy, 2005) of the responses. We report
statistics for Latin script languages (denoted LATIN and covering EN,DE,FR,IT), separated from Chinese-ZH. For
Average length, LATIN is calculated using words, whereas ZH uses characters.

ongoing conversation). We set the temperature to
0.7, the top-p to 1, and the maximum number of
tokens to 300, thereby enforcing smaller explana-
tions which in turn should reduce inference costs.
Despite sharing the same contexts, the responses
and corresponding explanations are not necessarily
translations of the English subset. This allows the
model to freely generate responses that are more
likely to occur (for the positive samples) or more
representative of coherence issues in that particu-
lar language, instead of being a translation from
English. The prompt used for this generation is
included in Appendix A.1.

Test set For testing, we employ GPT-4 (Ope-
nAI, 2024) to ensure higher quality outputs and
reduce in-distribution biases from the training set.
GPT-4 has been shown to match human annota-
tions on quality, from general NLP tasks to highly
specialised fields (West et al., 2022; Raunak et al.,
2023; Savelka et al., 2023).

Human validation In order to verify the outputs
of GPT-4, we additionally conduct a human valida-
tion step involving one expert linguist from each
language. We randomly sample 100 examples from
the XDailyDialog test set, and report an appropri-
ateness rate that exceeds 97%, thus validating the
response and explanation generation process us-
ing GPT-4. Details regarding human validation are
provided in Appendix A.3.

2.3 Statistical Analysis

We present relevant statistics for our dataset, to-
gether with DailyDialog++ in Table 2. Since the
test set for our dataset is generated by GPT-4, we
opt to present the statistics separately.

Firstly, despite GENRESCOH boasting a much
larger context set, amounting to 51k/5k for train-
ing/validation, each context only has a single posi-
tive and negative response, whereas DailyDialog++
contains 5 positive responses and an additional 5
adversarial negative responses.

When comparing the average length of re-
sponses, we note that GENRESCOH responses are
longer than the human curated responses of Daily-
Dialog++. This verbosity is a known behaviour by
LLMs, since they are conditioned to output longer
responses due to the Reinforcement learning from
human feedback (RLHF) step, at least when com-
pared to humans (Kamalloo et al., 2023). Addition-
ally, we note that the response lengths remain simi-
lar across the development and test sets, whereas
the explanations are much longer in the test set.

For a more fine grained analysis of the responses,
we measure their lexical diversity using the Mea-
sure of Textual Lexical Diversity (MTLD) (Mc-
Carthy, 2005).4 Since DailyDialog++ contains 5
responses per context, we calculate the average di-
versity when considering the responses individually.
We observe that the diversity of human responses
for DailyDialog++ is larger than the ones gener-
ated by GPT-3.5-Turbo for the development set,

4Calculated using lexical-diversity Python package.
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but similar to the ones generated by GPT-4 for the
test set. This disparity is to be expected, given the
performance differences between the two models
in creative writing tasks.5

It is important to note that the adversarial re-
sponses from DailyDialog++ exhibit greater diver-
sity compared to those from GENRESCOH. This
is because the tasks are slightly different: in Daily-
Dialog++, annotators were asked to generate new
irrelevant responses by incorporating certain words
from the context directly or indirectly into their
responses. This stands in contrast to our approach,
which prioritises coherence while preserving rele-
vance. As such, the introduction of diverse words
into the response is constrained by the fact rele-
vance must be uphold.

3 ECOH

This section presents ECOH, our proposed fam-
ily of response coherence evaluators. We initially
present the method of formulating the task of co-
herence evaluation as explainable QA (Question
Answering) (§3.1). Then, we describe in detail
how our evaluator is trained (§3.2) and evaluate its
performance on different settings (§3.3).

3.1 Problem Formulation
Turn-level dialogue coherence evaluation consists
of the assessment of a response hypothesis h given
a dialogue history (frequently denoted as context)
c of varying amount of turns, and optionally one
or more references r and/or external knowledge
k. The goal is to learn a scoring function that as-
signs a score f(c, k, r, h) → s for each individ-
ual quality aspect. This scoring function is com-
pared against human judgements, which annotate
the same context-response pairs. These responses
are evaluated by humans using, for instance, a bi-
nary (0, 1) judgement or a [1, 5] Likert scale, where
the lowest value means lowest quality and highest
value maximum quality.

In our work, we consider Coherence as being a
binary quality aspect. Despite being frequently an-
notated in the literature on a Likert Scale, what can
be considered a response that is neither coherent or
incoherent is mostly left to the interpretation of the
annotator. Given that we are leveraging an LLM
for generation, we find it unfeasible to generate a
balanced dataset that contains intermediate levels

5It is important to point out, that a higher temperature
value would likely result in higher diversity, with a possible
trade off in performance.

of coherence. Instead, we generate a positive and a
negative response in terms of coherence and label
it accordingly. This constrastive sampling strategy
for coherent responses is also followed in most
metric development work for Relevance or Sensi-
bleness, where models are typically trained using
self-supervised learning strategies that sample neg-
ative responses by random selection (Mehri and
Eskenazi, 2020b; Yeh et al., 2021; Mendonça et al.,
2023). Lacking any external knowledge with re-
spect to each dialogue, we then further simplify the
reference-free evaluation of coherence as a Ques-
tion Answering (QA) task (f(c, h)→ s ∈ (0, 1)),
with model responses being either coherent ("Yes")
or incoherent ("No").

3.2 Experimental Setup

Model Specification We employ the QWEN1.5-
CHAT family of LLMs (Bai et al., 2023) for our
models. QWEN1.5 contains LLMs of various sizes,
ranging from 0.5B up to 72B and support all the
languages of XDailyDialog. We limit our fine-
tuning experiments up to 4B due to the tradeoff
between performances and compute. We feed the
dialogue context to the model and ask it to provide
a "Yes"/"No" answer to the question "Given the
context, is the response Coherent?". The model
is trained to also output a succinct explanation to
the answer. We opted with asking for the explana-
tion first, before answering the question, in order to
leverage the autoregressive nature of the model. In
theory, this should guarantee that final answer be
informed by the explanation.6 Additional training
details are available in B.

Baselines We contrastively compare our pro-
posed approach against several models. We begin
by including models trained using random negative
responses from DailyDialog: a ROBERTA-LARGE

model (Liu et al., 2019) (which we train ourselves –
see Appendix B for details); and UNIEVAL (Zhong
et al., 2022) (which uses T5 as base model). Since
these models output a probability score, we as-
sume the model outputs the positive class when the
p > 0.5. Additionally, we conduct zero and one
shot (with English and language specific examples)
inference using QWEN1.5-CHAT to determine if
finetuning on GENRESCOH adds improvements to
the performance of the base model. We also com-

6Chiang and Lee (2023) has shown that dialogue evalu-
ation performance is not always better when requesting the
explanation first. We leave this analysis for future work.
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pare against GPT-3.5-Turbo (Ouyang et al., 2022),
the teacher model which was used to generate the
development set of GENRESCOH, and which is
weaker than our expert (GPT-4).

3.3 Main Results
Since the coherence labels are binary, we report
detection results using F1-score and Point Bise-
rial Correlation. Additionally, we compute the
BLEU-4 score of the generated short explanation
using the GPT-4 explanation as a reference. Since
BLEU compares overlap in tokens instead of com-
paring meaning, we also employ GPT-4 as a drop-
in replacement for human annotators, and ask it to
assess the explanations of 200 random responses
from the models that output an explanation.

Model ρpb F1 BLEU GPT-4

1 (always positive) NaN .333 - -

NSP-ROBERTA .1651 .430 - -
UNIEVAL .3272 .500 - -

QWEN1.5-CHAT

0.5B .2226 .600 3.80 1.84±1.12

1.8B .5212 .740 2.58 2.39±1.29

4B .5850 .783 8.16 3.18±1.60

7B .7918 .890 4.63 3.95±1.48

GPT-3.5-Turbo .8256 .910 5.25 4.55±1.08

ECOH-EN

0.5B .7756 .878 16.02 3.80±1.43

1.8B .8242 .908 17.30 4.13±1.29

4B .9185 .960 17.92 4.45±0.96

ECOH-ML

0.5B .8882 .945 17.00 3.99±1.36

1.8B .9019 .953 17.28 4.24±1.28

4B .9491 .975 18.05 4.29±1.12

Table 3: Reported results on GENRESCOH-DD-TEST,
averaged across all languages. ρpb denotes Point Bise-
rial Correlation. ECOH-EN and ECOH-ML denote the
finetuned models using English data and all multilingual
data, respectively. All correlation results are p < 0.05.
Bold denotes best overall model, underline best model
of the group.

We collate our main results in Table 3. Due
to space limitations, we only report 1-shot per-
formance with a language specific example for
QWEN1.5-CHAT and the results correspond to the
average of the languages. Additional results, in-
cluding Zero shot and individual language perfor-
mance, are available in Appendix C.

GPT-3.5 performance with 4B parameters Our
main observation is that, although being one of our
smallest models, ECOH-0.5B-ML outperforms the

predictive performance of the teacher model (re-
ported in F1), and the explanations of QWEN1.5-
CHAT-7B. Furthermore, ECOH-4B-EN has similar
explanation quality to that of GPT-3.5-Turbo. As
expected, training models using random response
selection (NSP-ROBERTA-L and UNIEVAL) is
not sufficient for accurately detecting more ad-
vanced coherence issues. In fact, these models’
performance sit between QWEN1.5-0.5B-CHAT

(.600 F1) and the naive single output model (.333
F1).

Model size and Multilingual finetuning Since
our smallest model already achieves strong results
(.945 F1 score), increasing the model size results
in only a small relative improvement of 3% in per-
formance. However, we do observe larger perfor-
mance improvements with multilingual finetuning.
For instance, for ECOH-0.5B, we observe an im-
provement of over 7% (.878 to .945). This indi-
cates, as expected, that including multilingual data
during finetuning improves results for the various
covered languages.

Explanations We also note that our finetuned
models have much higher BLEU and GPT-4 scores
than the base models. The obtained BLEU scores
are to be expected, given that ECOH is finetuned
with explanation data stemming from the same
prompt, which is a biased observation from the re-
sponse generator. This is supported by the teacher
model’s performance, achieving the highest GPT-4
assessment, despite having low BLEU. In any case,
by validating the responses of the ECOH models
with GPT-4, we see that the explanations are on
average of higher quality than the ones generated
by even the largest base model (QWEN1.5-CHAT)
that we studied.

3.4 Generalization to unseen dialogue
datasets and languages

In order to evaluate our models’ capabilities on un-
seen dialogue datasets, we evaluate our models on
XPersona, which was not seen during finetuning.
We only select the best baselines (as reported in
Table 3) for this analysis. Additionally, our XPer-
sona subset contains French, which is not present in
XDailyDialog, so in addition to the average perfor-
mance across all languages, we present the results
for French separately. For fair comparison, we
utilise the English example when evaluating the
performance of QWEN1.5-CHAT in French.
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Model ρpb F1 BLEU GPT-4

QWEN1.5-CHAT-7B

FR .4608 .660 2.97 3.20±1.58

ML .6125 .778 3.43 3.75±1.51

GPT-3.5-TURBO

FR .7205 .860 5.04 4.32±1.25

ML .7631 .880 4.94 4.45±1.05

ECOH-ML

0.5B
FR .8089 .910 13.71 3.68±1.46

ML .8882 .945 17.00 3.82±1.38

1.8B
FR .7863 .890 14.10 4.40±1.15

ML .8472 .920 15.70 4.26±1.17

4B
FR .9270 .960 14.58 4.36±0.95

ML .9448 .970 16.33 4.38±0.96

Table 4: Reported results for GENRESCOH-PC-TEST
(French-FR subset and full-ML set). ρpb denotes Point
Biserial Correlation. All correlation results are p <
0.05. Bold denotes best overall model, underline best
model of the group.

Looking at the results in Table 4, we find that
the conclusions from DailyDialog also carry over
to XPersona. For the unseen language (French-FR),
we note a large drop in performance for QWEN1.5-
CHAT-7B, when compared to the other languages,
which could be explained by the 1-shot example
being in English. For our proposed models, we
see a larger gap in performance between French
and the other languages for the smaller models,
whereas for ECOH-4B, the performance for French
is well within the range of that observed for other
languages. This is also what we observe for GPT-
3.5-TURBO. This finding suggests that, given an
LLM that natively supports languages for which
we have no finetuning data, coherence knowledge
can be drawn from languages that were included
for finetuning.7

3.5 Generalization to external annotations

Since the models were trained and evaluated on
synthetic data, it is important to check if ECOH

performs adequately on external evaluations con-
ducted by human annotators. As such, we also
assess ECOH on the FED-turn annotations (Mehri
and Eskenazi, 2020a) for "Relevance" and "Over-

7It is important to acknowledge that this finding is only
likely to extend to languages that follow western normative
rules for coherence. An additional interesting experiment
would be to test ECOH on a language that does not conform
to these rules – however, these are typically low-resource.

all", which is a typically used benchmark for dia-
logue evaluation. Similar to other works, we calcu-
late the average human annotation ([0, 2] for Rel-
evance and [0, 4] for Overall) and report results
using Spearman correlation between the human an-
notation and the score provided by each evaluator.
For the LLMs, we keep the binary formulation for
coherence (score is either 0 or 1). For the coher-
ence explanation evaluation, lacking a reference,
we again use GPT-4 as an explanation evaluator but
without a reference response, and evaluate all re-
sponses. In order to gauge evaluation performance,
we also calculate correlations with GPT-4 as a re-
sponse evaluator. We refrain from providing GPT-4
explanation scores due to potential self-evaluation
bias.

Model Relevance r Overall r GPT-4

NSP-ROBERTA .2530 .2543 -
UNIEVAL .2532 .2521 -

QWEN1.5-CHAT

0.5B .0451 .0340 2.35±1.42

1.8B .2693 .2228 2.91±1.52

4B .1613 .1189 3.30±1.67

7B .3279 .2998 3.74±1.54

GPT-3.5-Turbo .4025 .3636 3.54±1.66

GPT-4 .5108 .5320 -

ECOH

0.5B
EN .2247 .1548 3.17±1.77

ML .1670 .1294 3.17±1.77

1.8B
EN .2941 .2408 3.38±1.77

ML .2581 .1801 3.50±1.68

4B
EN .2445 .2326 3.17±1.82

ML .2685 .2515 3.37±1.81

Table 5: Reported results for FED-Turn. Performance is
calculated using Pearson Correlation (r). All results are
p < 0.05 unless italicised. Bold denotes best overall
model, underline best model of the group.

From Table 5, we draw several conclusions.
Firstly, when looking at the correlation metric,
we see that the performance gap between ran-
dom response-trained models and ECOH is much
smaller. This is mainly due to the older chatbots
models used for FED-turn – Meena (Adiwardana
et al., 2020) and Mitsuku8 – being more likely to
output irrelevant and non-specific responses that
mimic random response selection.

Secondly, we note that our finetuning is still use-
ful for detecting coherence issues on FED, since,

8Mitsuku blogpost
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Figure 1: Confusion matrices for the best models of each family (ECOH-1.8B-EN, GPT-3.5-Turbo and QWEN1.5-
7B-CHAT) on FED-turn.

overall, ECOH outperforms the corresponding par-
ent model (e.g., ECOH-4B vs QWEN1.5-4B) on
Relevance. However, our multilingual models un-
derperform against the English-specific finetuning
(with the exception of the 4B model) which could
be explained by FED being exclusively in English.

Finally, despite GPT-4 not being a perfect evalua-
tor (low correlation in FED), we assume the scores
we obtain for FED remain comparable to previous
experiments. With that in mind, we find that the
explanation quality is overall lower for ECOH and
the teacher model, GPT-3.5-Turbo when compared
to GENRESCOH (for instance, we report an abso-
lute drop of 1.01 for GPT-3.5-Turbo). In contrast,
the QWEN1.5-CHAT models’ explanation quality
remains almost unchanged when compared to GEN-
RESCOH. As a result, ECOH models achieve less
impressive results when compared to their parent
models. When comparing models of the same size
up until 4B, we do see some improvement in expla-
nation quality. However, our 4B model fails to out-
perform the 7B model, both in terms of correlation
and explanation quality. For the correlation, we
believe this is due to the parent model (QWEN1.5-
CHAT-4B) having low predictive performance – if
we look at the 1.8B models, they yield better cor-
relations. For the explanation quality, we note that
the teacher model, GPT-3.5, has also lower results
than expected.

However, it is important to acknowledge that
these models are tailored towards the binary clas-
sification of coherence. As such, we also present
results for FED-turn with a binary mapping. In this
case, we consider a response to be relevant when
the majority of the annotators rate the response as
fluent. We present the confusion matrices for the
best models of each family in Figure 1. Here, we
note that ECOH-1.8B-EN is more likely to say a

response is coherent, incurring slightly more False
Positives than the other models (17 against 5), but
also lower False Negatives (83 against >129).

3.6 Error analysis

In order to determine limitations and weaknesses
with using ECOH, we conducted a thorough analy-
sis of all errors in GENRESCOH-PC and FED. We
summarise significant findings below.

Context:
A: Hi!
B: hi
A: what are you up to?
B: code refactoring. you?
A: me? just chilling out at work. what is code refactoring?

Response. B: good question. I don’t even know what I am
doing
Annotations: Relevant: 1.6 Overall: 3.0

Evaluation: "The response contradicts B’s previous state-
ment about code refactoring. The answer is No."

Table 6: Example prediction by ECOH-1.8B-ML on
FED-Turn. Here, both speakers are human.

Humanlike Responses One of the issues we
found when analysing incorrect predictions is that
the model sometimes rates human responses as
incoherent when they are not "helpful" or do not
directly respond to the context, which is not the
expected behaviour with chatbot responses. For
instance, Table 6 presents a cherry-picked example
where ECOH incorrectly rates a human response
from FED-Turn as incoherent. We believe such is-
sues could be mitigated by including some portion
of coherent human responses from DailyDialog++
during training. However, we also found similar
issues with GPT-3.5-Turbo and QWEN, indicating
this type of error is transversal to many current
LLM-based evaluators.
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Context:
A: Che grande giornata! What a great day!
B: Si. Che ne dici di uscire e Dioerti il sole sull’erba? Yes.
How about we go out and enjoy the sun on the grass?
A: Grande, andiamo! Great, let’s go!
B: Ehi, tesoro, credo di aver avuto un colpo di calore per
essere stato tutto il giorno al sole. Sono così rilassato. Mi
sembra di essere in un altro mondo. Hey, honey, I think
I had heatstroke from being in the sun all day. I’m so
relaxed. I feel like I’m in another world.

Response. A: Oh no, forse dovremmo trovare un posto
all’ombra o rientrare in casa. Come ti senti adesso? Oh no,
maybe we should find a shady spot or go indoors. How do
you feel now?

Reference: "The response is considerate and logical, of-
fering a solution to avoid further sun exposure due to the
heatstroke B mentioned, and it also shows concern for B’s
current well-being. The answer is Yes."

Evaluation: "The response contradicts B’s statement
about feeling relaxed and suggests going back indoors.
The answer is No."

Table 7: Example prediction by ECOH-1.8B-ML on
GENRESCOH-DD-TEST. Translation provided in italic.

Commonsense Reasoning Another issue we
found recurrent, especially with the smaller models,
is the limited nature of their commonsense reason-
ing. We hypothesise that this is a capability that
smaller models struggle with, and this is reflected
in their evaluation capabilities. We see an example
of this is Table 7, where the model fails to under-
stand that sun exposure is mitigated by going back
indoors.

4 Related Work

4.1 Metrics for Dialogue Evaluation

Statistic-based metrics such as BLEU (Papineni
et al., 2002), ROUGE (Lin, 2004), and METEOR
(Banerjee and Lavie, 2005), are a popular choice
for dialogue evaluation because they are simple to
calculate and lightweight. However, since they as-
sume valid responses have significant word-overlap
with the ground truth, their correlations with human
judgements annotations are very low (Liu et al.,
2016) due to the one-to-many nature of dialogues.
Additionally, they cannot be used to evaluate mod-
els whenever a gold-response is not available.

Consequently, learned metrics were proposed.
The typical approach was to finetune pretrained en-
coder models using positive and negative samples
targeting different quality aspects such as fluency
and relevance (Mehri and Eskenazi, 2020b; Phy
et al., 2020; Sai et al., 2020; Mendonca et al., 2022;
Zhao et al., 2020). Other approaches used graph

representations to model dialogue interactions ex-
plicitly (Huang et al., 2020; Zhang et al., 2021).

With the introduction of LLMs in a wide range of
NLP tasks, most recent approaches leverage them
for dialogue evaluation. G-EVAL (Liu et al., 2023a)
uses GPT-3.5-Turbo and GPT-4 for the evaluation
of generation models using a "Chain-Of-Thoughts"
step and a scoring function based on return token
probabilities. LLM-EVAL (Lin and Chen, 2023) is
a single-prompt-based evaluation method that lever-
ages a unified evaluation schema to cover multiple
dimensions of conversation quality in a forward
pass. DIALEVALML (Mendonça et al., 2023) com-
bines encoder-based models and direct prompting
and score extraction from GPT-3.5-Turbo. XDIAL-
EVAL (Zhang et al., 2023) probes the evaluation
capabilities of several open source LLMs agaisnt
GPT-3.5-Turbo (Ouyang et al., 2022), and also fine-
tunes them with dialogue data. To the best of our
knowledge, this is the first work that conducts su-
pervised learning of LLMs for the task of dialogue
evaluation.

4.2 Dataset Generation

There are several studies that propose augmenta-
tion and synthetic generation approaches to scale
dataset sizes that target commonsense reasoning
(Bhagavatula et al., 2023; Wang et al., 2023), sum-
marisation (Jung et al., 2024), and dialogues (Chen
et al., 2023; Kim et al., 2023) for training purposes.

For dialogue evaluation in particular, most met-
rics are finetuned using self-supervised data (Mehri
and Eskenazi, 2020b; Phy et al., 2020; Yeh et al.,
2021; Mendonca et al., 2023). The most widely
used approach is to select positive samples con-
sisting of the ground truth response, and negative
responses from randomly drawn dialogues. Ghaz-
arian et al. (2022) relies on Abstract Meaning Rep-
resentation (AMR) to apply semantic-level manip-
ulations to existing responses. Our work, in com-
parison, leverages a strong LLM to generate new
incoherent responses at scale.

5 Conclusions

This paper presents GENRESCOH, a large scale
collection of positive and negative responses and
corresponding explanations covering several lan-
guages. GENRESCOH is generated from XDaily-
Dialog and XPersona using state-of-the-art LLMs,
which better matches the responses seen by contem-
porary chatbots. With this dataset, we train a family
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of evaluators we call ECOH. Our smallest model
(0.5B) is able to achieve similar performance to
that of the teacher model (GPT-3.5-Turbo), despite
being much smaller.

Despite this good performance, we note some
limitations when using ECOH, especially when
evaluating human responses and/or responses
that require more robust commonsense reasoning.
Whilst we argue that including more data that tar-
gets commonsense and human responses, or even
training a larger model could mitigate these issues,
since we include an explanation in the predictions,
one could still use our evaluators for an initial eval-
uation screening and escalate to a human evaluator
if necessary.

6 Limitations

Reduced Language Selection Our work is only
evaluated in English, German, Italian, French and
Chinese. This limitation stems in part from the up-
stream dialogue dataset (XDailyDialog) only cov-
ering 4 high resource languages. Whilst XPersona
does contain additional languages, we were limited
to only including French as unseen language due
to annotator and resource limitations.

Generation Generating synthetic data from
LLMs might surface or even amplify harmful con-
tent within these models. In particular, the choice
of a single LLM to generate the responses may in-
duce distribution biases. We identify in Section 2
the reduced lexical diversity of generated responses
from GPT-3.5-Turbo when compared to humans.
Furthermore, our limited analysis shows that our
model sometimes struggles with rating human re-
sponses. As such, the generated negative samples
may also not accurately represent all coherence
issues LLM-based generators typically exhibit. Fu-
ture investigation may look into producing a sys-
tematic quality analysis of a more diverse pool of
LLMs, which could inform more faithful genera-
tion of negative responses.

FED as a turn level coherence benchmark For
most dialogue evaluation benchmarks, coherence
annotations are conducted at the dialogue level and
do not pinpoint the exact response that triggers in-
coherence (Yeh et al., 2021). As such, we opted
with benchmarking ECOH on FED-turn relevance
annotations, which is a typically used benchmark
for dialogue evaluation. Despite relevance and co-
herence being different quality aspects, we note

that a) all irrelevant responses lack, by definition,
coherence; b) we found that the vast majority of
relevant responses on FED are also coherent. Nev-
ertheless, we acknowledge the limitations of us-
ing FED-turn as a turn level coherence evaluation
benchmark, namely due to its lack of relevant but
incoherent responses.

7 Ethical Considerations

Culture-specific conversational norms We ac-
knowledge that the definition of dialogue quality is
a diverse, culturally informed concept. We attempt
to reduce the English-centric bias in the generation
by leaving the LLM to generate without English
reference constraints. However it is possible the
generation still conforms to English definitions of
coherence given its pretraining and instruction tun-
ing data is more than likely over represented by En-
glish text. Furthermore, the examples provided in
the prompt, and the dialogues themselves, despite
being validated by expert linguists, are still based
on English dialogues. As such, users of our model
should take extra care when evaluating responses
in languages that are known to deviate substantially
from English-centric notions of coherence.

Annotations The post-editing of the prompts and
the manual validation of GPT-4 generations was
partially conducted by volunteer annotators, and
paid workers that have a fair wage according to
their location.
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A Dataset Curation

A.1 Generation

Prompt The prompt, which is shared for the de-
velopment and test set is presented in Table 8. For
each language, we translate the example dialogues

and responses using Google Translate9 and man-
ually validate the full prompt with the expert lin-
guists, ensuring the explanation is accurate for the
translated response.

Given the dialog, generate a good and a bad response. In
particular, the bad response should have issues that reduce
its quality in terms of coherence, such as contradictions,
logical inconsistencies, etc. Output the responses, together
with a small explanation of the response using the follow-
ing json format:

{"good_response": "..." , "good_explanation": "...",
"bad_response": "...", "bad_explanation": "..."}

Examples:

Dialogue: A: Have you figured out where you want to
transfer to? B: I can’t think of where to go. A: Where
would you like to go to school?

Output: {"good_response": "B: Well, It is not yet decided,
but maybe in the east coast." , "good_explanation": "The
response acknowledges the question and provides a re-
gion.", "bad_response": "B: Do you think that I can get
married after school?", "bad_explanation" : "The response
does not acknowledge the prior question."}

Dialogue: A: You look so tan and healthy! B: Thanks. I
just got back from summer camp A: How was it ? B: Great.
I got to try so many things for the first time.

Output: {"good_response": "A: I wish I could go
to summer camp too. I’m so bored at home.",
"good_explanation": "The response acknowledges the
positive emotions displayed and contrasts it with their
own perspective of summer break.", "bad_response": "A:
Did you eat while you where there? You look frail.",
"bad_explanation": "The response contradicts the earlier
statement indicating they were healthy."}

Dialogue:
[Dialogue]

Table 8: Response generation instruction template.

Cost In total, our generation using a mixture of
GPT-3.5-Turbo and GPT-4 amounted to approx-
imately 300$ USD, with 2/3 of the budget allo-
cated to the generation of test set responses for
both XDailyDialog and XPersona.

A.2 Additional Examples

Table 9, 10, 11 showcase additional examples re-
sulting from GPT-4 response generation for XDai-
lyDialog. Additionally, an example from XPersona
for French is in Table 12. For convenience, we
provide MT in italic.10

9https://translate.google.com
10These were not checked nor post-edited.
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Context:
A: 你好，苗莉，你要去哪里？Hello, Miao Li, where
are you going?
B: 你好，我要去商店买些水果。Hello, I’m going to
the store to buy some fruit.

Positive Response. A:哦，那真好，要买哪些水果Oh,
that’s great. What kind of fruit to buy?
"The response naturally continues the conversation by
showing interest in the specific types of fruits B is planning
to buy."

Negative Response. A:为什么你现在才告诉我你要去
商店？Why are you just telling me now that you’re going
to the store?
"The response introduces a sense of confrontation and
confusion that wasn’t present in the prior conversation.
It suggests an expectation that B should have informed A
earlier, which is not supported by the dialogue."

Table 9: Example test set annotation for XDailyDialog
for Chinese-ZH. MT in Italic.

Context:
A: Wo wollen Sie hin? Where do you want to go?
B: Ich fahre ins Krankenhaus. I’m going to the hospital.
A: Steigen Sie ein, ich bringe Sie hin. Get in, I’ll take you
there.
B: Wie viel wird es kosten? How much will it cost?
A: Es kostet Sie 10 Dollar. It will cost you 10 dollars.
B: Übrigens, wie spät ist es? By the way, what time is it?

Positive Response. A: Es ist jetzt halb drei nachmittags.
It’s now half past two in the afternoon.
"The response directly and appropriately answers B’s ques-
tion about the current time, maintaining the flow of the
conversation."

Negative Response. A: Oh, ich habe keine Uhr, also weiß
ich nie, wie spät es ist. Oh, I don’t have a watch, so I never
know what time it is.
"This response is inconsistent because as a driver, it would
be expected that A has a way to tell the time, especially
when their job involves scheduling. It contradicts the set-
ting where a driver should be aware of the time to manage
their routes and appointments."

Table 10: Example test set annotation for XDailyDialog
for German-DE. MT in Italic.

A.3 Manual validation

For the manual validation step, a single annotator
for each language is recruited to validate the re-
sponse and corresponding explanation. A total of
100 randomly selected examples from the test set
(generated by GPT-4) were sampled, per language,
for this validation. We consider a response to be ap-
propriate if the annotation is 1 or above (fair). The
full guidelines provided to the expert annotators
are presented in Figure 2.

Context:
A: Sto cercando il vecchio carillon. I’m looking for the
old music box.
B: Sei arrivato nel posto giusto, ci sono dei requisiti crono-
logici? You’ve come to the right place, are there any
chronological requirements?
A: Sarebbe fantastico se ci fosse un 1920 qui. It would be
great if there was a 1920’s here.
B: Ne abbiamo ricevuto solo 1 ieri e ora ce ne sono 6 qui.
We only received 1 yesterday and now there are 6 here.

Positive Response. A: Davvero? Potrei vederli per
scegliere il migliore? Really? Could I see them to choose
the best one?
"The response shows interest and eagerness to see the
selection which logically follows from the information pro-
vided about the availability of the items."

Negative Response. A: Oh, non mi interessano i carillon
degli anni ’20. Oh, I don’t care about 1920s music boxes.
"The response is inconsistent as it contradicts the earlier
expressed interest in a 1920s carillon, making it illogical
and irrelevant to the previous exchange."

Table 11: Example test set annotation for XDailyDialog
for Italian-IT. MT in Italic.

Context:
A: Salut! êtes-vous déjà monté à cheval? Hi! have you
ever ridden a horse?
B: Oui! Ça fait partie de mon traitement contre le cancer.
J’ai commencé un nouveau travail. Toi? Yes ! It’s part of
my cancer treatment. I started a new job. You?
A: J’ai entendu dire que couper la viande de votre alimen-
tation aide à combattre le cancer. I heard cutting meat from
your diet helps fight cancer.

Positive Response. B: C’est intéressant, je devrais peut-
être envisager cela aussi. Comment ça se passe pour toi?
That’s interesting, maybe I should consider that too. How
is it going for you?
"The response shows interest in the advice given by A and
seeks more personal insight, which maintains the flow of
the conversation and shows engagement."

Negative Response. B: Oui, et c’est pourquoi je mange
plus de viande maintenant pour rester en forme. Yes, and
that’s why I eat more meat now to stay in shape.
"The response is contradictory because A just mentioned
that cutting meat helps fight cancer, yet B responds by
saying they eat more meat to stay fit, which directly con-
tradicts the advice given."

Table 12: Example test set annotation for Xpersona in
French-FR. MT in Italic.

B Implementation Details

B.1 NSP-ROBERTA

We use the ROBERTA large encoder model down-
loaded from HuggingFace 11 for all experiments.
We train a regression model on a single RTX
A6000 GPU using the following sampling strategy:
Given a fixed context from DailyDialog, positive

11huggingface.co/roberta-large
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responses are drawn directly from the same dialog;
negative responses are randomly selected and a
token coverage test discards semantically similar
sentences. In total, 89,707/38,449 datapoints were
obtained after processing.

A token representing the speaker was added for
each turn, and a history length of 3 turns was used.
We applied a regression head consisting of a 2-layer
MLP with a hidden size of 1024 and a hyperbolic
tangent function as activation for prediction. All
parameters were trained/finetuned using Adam op-
timizer (Kingma and Ba, 2015), using a learning
rate of 3e-6 and were trained for 3 epochs using
a batch size of 16. Evaluation was conducted ev-
ery 1,000 steps. The best performing model on the
evaluation set was selected for testing.

B.2 ECOH

We train the ECOH models on a mixture of A100
80GB and RTX A6000 GPUs (depending on model
size). We finetune using Huggingface Transfomers
and PEFT12 for a 3 epochs for the English model
and 1 epoch for the multilingual model with early
stopping. We finetune from the base QWEN1.5-
CHAT models (full precision) using LoRA (Hu
et al., 2021), with r = 8, α = 32 and dropout
set to 0.1. Gradient accumulation steps is set to 4
with a learning rate of 1e− 4. Batch size was set
to maximize VRAM consumption, ranging from 2
up to 8 per device.

For inference, we follow QWEN1.5-CHAT in-
ference code13, which generates responses using
sampling with a temperature of 1, repetition penalty
of 1.1, and top p set to 0.8.

C Additional Results

This appendix presents the individual results for
zero shot, 1 shot with english example, 1 shot
with target language example and the finetuned
ECOH models for each individual language for for
GENRESCOH-DD-TEST, sorted by model size –
0.5B (Table 13), 1.8B and 4B (Table 14) and 7B
and GPT-3.5-Turbo (Table 15). Table 16 presents
the results for GENRESCOH-PC-TEST.

12huggingface.co/docs/peft
13github.com/QwenLM/Qwen1.5

Model ρpb F1 BLEU GPT-4

QWEN1.5-0.5B-CHAT-0SHOT

EN .2141 .45 2.15 -
DE .1382 .39 1.80 -
IT .1695 .41 1.99 -
ZH .1977 .44 1.88 -

QWEN1.5-0.5B-CHAT-1SHOT-EN

EN .2662 .60 2.69 2.12±1.20

DE .1967 .55 2.19 -
IT .2210 .55 2.47 -
ZH .2361 .59 2.25 -

QWEN1.5-0.5B-CHAT-1SHOT-LANG

EN .2662 .60 2.69 2.12±1.20

DE .1870 .59 4.35 1.40±0.77

IT .1567 .56 4.46 1.84±1.24

ZH .2803 .64 3.70 2.08±1.25

ECOH-0.5B-EN

EN .8995 .95 19.34 4.24±1.01

DE .6407 .79 14.42 3.28±1.72

IT .7035 .84 14.41 3.68±1.57

ZH .8587 .93 15.89 3.92±1.41

ECOH-0.5B-ML

EN .9174 .96 19.34 4.08±1.15

DE .8749 .94 14.42 4.04±1.30

IT .8565 .93 14.41 3.48±1.66

ZH .9038 .95 15.89 4.20±1.32

Table 13: Reported results for GENRESCOH-DD-TEST
for the 0.5B models. ρpb denotes Point Biserial Correla-
tion. All correlation results are p < 0.05.
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Thank you for agreeing to annotate!

Our work is focused on generating adversarial dialogue responses. To this end, we asked
GPT-4 to generate a positive and negative response. A negative response is characterized as
having issues that reduce its quality in terms of coherence, such as contradictions and logical
inconsistencies. Your task is to determine if the GPT-4 generations are correct.

Please provide a ternary answer (0, 1 or 2) to the following question:

Are the generated responses correct?

Your annotation(0-2):0 bad indicates that:
● one or both of the proposed responses are incorrect. That is, the good response

is not coherent and/or the bad response is without a doubt coherent given the
dialogue.

● The generated responses are nonsensical – there are clear fluency errors that
make it difficult to understand what is being said.

Your annotation(0-2):1 fair indicates that:

● The explanation fails to adequately explain why the response is positive or
negative.

● One or both responses are ambiguous.
● The responses have errors (or sound translationese) that do not affect the

semantic understanding of the response.

Your annotation(0-2):2 good indicates that the generated response and corresponding
explanations are correct and fluent (ignoring tokenization or special characters).

Notes:

● Do not add a space after the semicolon.
● If you believe that the generated response does not clearly indicate lack of coherence, or

is ambiguous, please select 1 (fair).
○ Utilize the explanation to understand the reasoning behind the generation and

guide the decision.
● We suggest that you keep the guidelines open so you can revisit them during the

annotation process.

Figure 2: GPT-4 response validation guidelines.
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Model ρpb F1 BLEU GPT-4

QWEN1.5-1.8B-CHAT-0SHOT

EN .4765 .67 2.14 -
DE .2663 .49 1.80 -
IT .3207 .54 1.85 -
ZH .4047 .62 1.95 -

QWEN1.5-1.8B-CHAT-1SHOT-EN

EN .5473 .74 2.70 2.36±1.38

DE .4413 .68 2.50 -
IT .4430 .68 2.76 -
ZH .5652 .76 2.46 -

QWEN1.5-1.8B-CHAT-1SHOT-LANG

EN .5473 .74 2.70 2.36±1.38

DE .4680 .71 2.38 2.08±1.22

IT .4536 .72 3.03 2.28±1.31

ZH .6160 .79 2.21 2.12±1.27

ECOH-1.8B-EN

EN .9227 .96 20.15 4.62±0.85

DE .7432 .86 16.11 4.00±1.40

IT .7381 .86 15.57 3.76±1.59

ZH .8926 .95 17.35 4.12±1.33

ECOH-1.8B-ML

EN .9327 .97 20.08 4.32±1.31

DE .8859 .94 15.92 4.04±1.50

IT .8732 .94 15.23 4.04±1.40

ZH .9159 .96 17.88 4.56±0.92

QWEN1.5-4B-CHAT-0SHOT

EN .7365 .86 3.57 -
DE .6501 .82 3.49 -
IT .6275 .81 3.55 -
ZH .7138 .85 3.48 -

QWEN1.5-4B-CHAT-1SHOT-EN

EN .6163 .79 4.08 3.56±1.50

DE .5764 .78 4.06 -
IT .5728 .78 4.34 -
ZH .5400 .73 3.80 -

QWEN1.5-4B-CHAT-1SHOT-LANG

EN .6163 .79 4.08 3.56±1.50

DE .5754 .79 7.72 2.64±1.73

IT .5269 .75 13.78 3.52±1.69

ZH .6213 .80 7.04 3.60±1.50

ECOH-4B-EN

EN .9464 .97 20.66 4.60±0.91

DE .8980 .95 17.17 4.64±0.77

IT .8982 .95 16.42 3.92±1.19

ZH .9315 .97 17.44 4.62±0.86

ECOH-4B-ML

EN .9631 .98 20.74 4.28±1.34

DE .9437 .97 16.93 4.38±1.25

IT .9377 .97 15.99 3.88±1.67

ZH .9520 .98 18.52 4.34±1.00

Table 14: Reported results for GENRESCOH-DD-TEST
for the 1.8B and 4B models. ρpb denotes Point Biserial
Correlation. All correlation results are p < 0.05.

Model ρpb F1 BLEU GPT-4

QWEN1.5-7B-CHAT-0SHOT

EN .7490 .86 4.30 -
DE .4868 .66 4.74 -
IT .4302 .61 4.90 -
ZH .6739 .81 4.70 -

QWEN1.5-7B-CHAT-1SHOT-EN

EN .8745 .94 4.62 3.76±1.63

DE .7938 .90 4.75 -
IT .7711 .88 4.85 -
ZH .8210 .91 4.37 -

QWEN1.5-7B-CHAT-1SHOT-LANG

EN .8745 .94 4.62 3.76±1.63

DE .7998 .90 4.59 3.64±0.45

IT .6722 .81 5.07 3.76±1.78

ZH .8208 .91 5.07 4.28±1.14

GPT-3.5-TURBO-0SHOT

EN .8592 .93 4.92 4.58±1.04

DE .8218 .91 5.47 4.66±0.85

IT .8102 .90 5.44 4.36±1.41

ZH .8113 .90 5.18 4.54±1.23

Table 15: Reported results for GENRESCOH-DD-TEST
for the 7B models and GPT-3.5-Turbo. ρpb denotes
Point Biserial Correlation. All correlation results are
p < 0.05.
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Model ρpb F1 BLEU GPT-4

QWEN1.5-7B-CHAT-1SHOT

EN .5787 .75 3.28 4.28±1.45

FR .4608 .66 2.97 3.20±1.58

IT .6474 .82 3.06 3.60±1.63

ZH .7630 .88 4.40 3.92±1.32

ECOH-0.5B-ML

EN .9021 .95 17.71 3.90±1.32

FR .8089 .90 13.71 3.68±1.46

IT .8661 .93 14.34 3.88±1.33

ZH .9260 .96 15.84 3.80±1.38

ECOH-1.6B-ML

EN .9043 .95 18.17 4.44±1.12

FR .8634 .93 14.01 4.40±1.15

IT .8872 .94 14.65 4.04±1.13

ZH .9390 .97 16.35 4.16±1.28

ECOH-4B-ML

EN .9443 .97 18.81 4.40±1.04

FR .9270 .96 14.58 4.36±0.95

IT .9381 .97 15.15 4.36±0.91

ZH .9700 .98 16.79 4.40±0.96

GPT-3.5-TURBO-0SHOT

EN .7767 .89 4.71 4.08±1.38

FR .7205 .86 5.04 4.43±1.24

IT .8102 .90 5.11 4.64±0.86

ZH .7452 .87 3.89 4.76±0.72

Table 16: Reported results for GENRESCOH-PC-TEST.
ρpb denotes Point Biserial Correlation. All correlation
results are p < 0.05.
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Abstract

Research on hate speech has predominantly re-
volved around detection and interpretation from
textual inputs, leaving verbal content largely
unexplored. While there has been limited ex-
ploration into hate speech detection within ver-
bal acoustic speech inputs, the aspect of in-
terpretability has been overlooked. Therefore,
we introduce a new task of explainable audio
hate speech detection. Specifically, we aim to
identify the precise time intervals, referred to
as audio frame-level rationales, which serve
as evidence for hate speech classification. To-
wards this end, we propose two different ap-
proaches: cascading and End-to-End (E2E).
The cascading approach initially converts au-
dio to transcripts, identifies hate speech within
these transcripts, and subsequently locates the
corresponding audio time frames. Conversely,
the E2E approach processes audio utterances
directly, which allows it to pinpoint hate speech
within specific time frames. Additionally, due
to the lack of explainable audio hate speech
datasets that include audio frame-level ratio-
nales, we curated a synthetic audio dataset to
train our models. We further validated these
models on actual human speech utterances and
found that the E2E approach outperforms the
cascading method in terms of the audio frame
Intersection over Union (IoU) metric. Further-
more, we observed that including frame-level
rationales significantly enhances hate speech
detection accuracy for the E2E approach.

Disclaimer The reader may encounter content
of an offensive or hateful nature. However,
given the nature of the work, this cannot be
avoided.

1 Introduction

Online platforms such as YouTube, Dailymotion,
and TikTok have undoubtedly experienced a no-
table surge in popularity over the years. While this

*Equally contributed

has led to an increased dependence on audio as a
primary mode of communication, this phenomenon
has also brought the issue of hate speech in audio
content to the forefront. YouTube, for instance,
has consistently been proactive in removing hateful
content since its inception, aligning with its hate
speech policy1. Nevertheless, it is worth noting that
out of a total of 10,501,072 channels removed from
the YouTube platform within the period of July
to September 2023, 26,130 channels were specifi-
cally taken down due to their association with hate
speech2. These statistics underscore the unequivo-
cal importance and the imperative need for the de-
velopment of effective methodologies to precisely
identify hate speech within verbal expressions.

An important point to note, however, is that most
hate speech datasets are exclusively text-based.
Consequently, research endeavors pertaining to
hate speech detection (Qian et al., 2018; Park and
Fung, 2017) as well as investigations into hate
speech explainability (Mathew et al., 2021) are
confined to textual inputs. In other words, despite
the explosive increase of hate speech on audio-
based online social platforms, there is a notable
absence of research that addresses hate speech in
verbal data. A few studies related to auditory hate
speech detection have been proposed. For example,
Ibañez et al. (2021); Rana and Jha (2022) curated
respective audio-visual multi-modal datasets. Yet,
to the best of our knowledge, no research addresses
explainable hate speech detection in the audio do-
main, that is, the understanding of the rationale
behind the model’s decisions.

Therefore, we first introduce the new task of
explainable audio hate speech detection, which en-
compasses two sub-tasks: audio hate speech classi-
fication (AHS-CLS) and audio hate speech frame

1https://blog.youtube/inside-youtube/the-four-rs-of-
responsibility-remove/

2https://transparencyreport.google.com/youtube-
policy/removals?hl=en
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detection (AHS-FD). The former involves deter-
mining whether an audio utterance is hate speech,
while the latter identifies the specific time frames
containing hate speech. In addition, since there is a
lack of interpretable audio hate speech datasets that
include audio frame-level rationales, we curated a
dataset called AudioHateXplain, which annotates
which part of human and synthetic audio record-
ings pertains to hate speech. Moreover, we propose
cascading and E2E models, which are able to eluci-
date the underlying reasons for classifying speech
as hate or not by identifying relevant audio ratio-
nales. The cascading approach first transforms au-
dio into text transcripts, detects hate speech within
these transcripts, and then matches the detected
hate speech to the corresponding audio time frames.
In contrast, the E2E approach directly processes
the audio input, enabling it to identify the specific
time frames containing hate speech accurately. We
validated these models on actual human speech
utterances and found that the E2E approach out-
performs the cascading method regarding the au-
dio frame Intersection over Union (IoU) metric.
This superiority is attributed to the bottlenecks aris-
ing from conversion between audio and text, such
as Automatic Speech Recognition (ASR) errors,
and disarrangement between word tokens and time
frames. Furthermore, we observed that including
frame-level rationales significantly enhances hate
speech detection accuracy for the E2E approach.

2 Related Work

2.1 Hate Speech Detection

Over the years, there have been considerable ef-
forts towards text-based hate speech research, a
domain that has gone through various and separate
nomenclatures such as cyber hate, offensive, and
online abusive Nobata et al. (2016); Davidson et al.
(2017) language detection. In this paper, we define
these terms collectively as hate speech. In the ini-
tial stages of hate speech detection research, Sper-
tuse (1997) predominantly employed feature-based
rules. Similarly, Mahmud et al. (2008) incorporated
a set of rules to extract semantic information. More
recently, in response to the escalating prevalence
of online hate speech, there has been a concerted
effort to curate private or publicly accessible hate
speech datasets Kwok and Wang (2013); Zampieri
et al. (2019). However, training hate speech detec-
tion models on such datasets, which feature binary-
level hate speech annotation, lacks interpretability.

As a result, it becomes difficult to comprehend
the logic behind model decisions. In light of this,
Mathew et al. (2021) curated a dataset with word-
level annotations (rationales), which deviates from
conventional datasets focused solely on increasing
sentence-level model classification performance.

It is even more important to note that the predom-
inant focus has been on text-based classification.
In other words, more datasets and research for ver-
bal hate speech detection and explanations must
be needed. To address this, Ibañez et al. (2021);
Rana and Jha (2022) curated audio-visual multi-
modal datasets, while Ibañez et al. (2021) amassed
short-form Filipino videos and compared different
classification methods, including Support Vector
Machine, logistic regression, and Random Forest.
Similarly, Rana and Jha (2022) collected videos
from Twitter and YouTube, then implemented a
multi-task learning model to better identify hate
speech by combining text, visual, and acoustic in-
formation.

Yet, to the best of our knowledge, no research ad-
dresses explainable hate speech detection in the au-
dio domain, that is, understanding the rationale be-
hind the model’s decisions. Our research endeavors
extend beyond conventional text-based approaches
by expanding into the audio domain. Moreover, we
address model explainability in addition to audio
hate speech detection.

2.2 Audio Classification & Frame Detection

Classifying audio clips into specific categories,
such as speech commands (Warden, 2018), urban
sound events (Piczak, 2015), and the emotional
content of speakers (Busso et al., 2008), has been
extensively researched. In addition to classifying
entire audio clips, there’s been exploration into
classifying audio frames at specific time intervals
(e.g., every 10 milliseconds), as seen in speaker
diarization studies (Canavan et al., 1997; Fujita
et al., 2019). In this study, we combine both ap-
proaches to classify entire audio clips as containing
hate speech or normal speech, while also pinpoint-
ing the exact segments within the audio where hate
speech occurs, using a 10-millisecond time grid.

3 Dataset Generation

Given the absence of existing explainable audio
hate speech datasets, we created a synthetic dataset
using a text-to-speech (TTS) model. This section
details the methods used to convert text transcripts
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Samples Avg. Length (sec.)
Train 14,183 6.62
Dev. 1,771 6.60

Test-Synth. 300 8.97
Test-Human 300 10.52

Table 1: Summary of the AudioHateXplain dataset, in-
cluding audio duration. ‘Test-Synth’ refers to the spo-
ken audio generated by a text-to-speech (TTS) model,
while ‘Test-Human’ refers to audio recorded by human
speakers.

into spoken utterances and generate audio ratio-
nales for explaining audio hate speech.

To delineate the process of audio rationale gen-
eration, it is imperative first to comprehend the
foundational structure of the original text-based
HateXplain (Mathew et al., 2021) dataset. This
text-based HateXplain dataset, represented as D =
{(x(1),W (1), y(1)), . . . , (x(L),W (L), y(L))}, com-
prises L samples. Each sample consists of a tex-
tual sentence x paired with its corresponding bi-
nary class label y ∈ {0, 1}, denoting whether
the sentence qualifies as hate speech (1) or as
normal discourse (0). Moreover, each textual
sentence x is supplemented by a set of word-
level annotations W , which is defined as W =
{(w(1), δ

(1)
w ), . . . , (w(N), δ

(N)
w )}. Here, N signi-

fies the position of a word w within the sentence,
with each word linked to its word-level rationale
δw ∈ {0, 1}. Specifically, a word w is assigned a
rationale of 1 if it contributes to the classification of
the sentence as hate speech, and 0 otherwise. These
word-level rationales serve as discernible evidence
aiding in identifying and classifying hate speech
within textual content.
Text-to-Speech From the above-mentioned text
dataset, we convert each text-based transcript x
into audio samples of sample rate 22050 Hz. This
conversion is achieved by leveraging the non-
autoregressive FastSpeech (Ren et al., 2021) TTS
model in conjunction with the HiFi-GAN (Kong
et al., 2020) vocoder. To ensure the coherence
of audio samples, we expand abbreviations, re-
move emojis, and exclude sentences in languages
other than English, as well as those that contain
semantically vacuous words like the placeholder

“<user>”.
Rationale Labeling Each TTS-generated audio
sample a is then paired with its binary classifi-
cation label y ∈ {0, 1} to identify whether it is
hate speech (1) or normal audio (0). Moreover,

it is imperative to provide acoustic rationales to
facilitate the explainability of hate speech detec-
tion in the audio domain. To accomplish this,
we employ a pretrained Montreal Forced Aligner
(McAuliffe et al., 2017) to identify the timestamps,
i.e., the starting and ending times in milliseconds of
each spoken word within a given sentence. Subse-
quently, we divide audio samples into M 10ms-
long audio frames f , and each audio frame f
is annotated with its audio frame-level rationale
δf ∈ {0, 1}. It is possible to annotate each au-
dio frame with rationales as text-based word-level
rationale δw are previously provided. Our Au-
dioHateXplain dataset can thus be represented as
D = {(a(1), F (1), y(1)), . . . , (a(L), F (L), y(L))}
of L TTS-generated audio samples. In addition,
the set of frame-level audio annotations F can be
reorganized as

F = {(f (1), δ
(1)
f ), . . . , (f (M), δ

(M)
f )} (1)

Human Recordings In addition to the synthetic
audio dataset, we curated a separate collection
of authentic human recordings for evaluation pur-
pose. The transcript used for these recordings were
derived from the original text-based HateXplain
dataset, but underwent a two-step post-processing
procedure. Specifically, among the 1,779 original
test samples, we initially use ChatGPT (Appendix
A) to select texts that were suitable for spoken for-
mat. This process enabled us to sample 695 spoken-
form texts from the HateXplain test set. These texts
were then manually filtered to ensure that the final
utterances adhered to syntactic and lexical choices
appropriate for spoken language (Ong, 2002; Biber,
1986). Ultimately, 300 utterances were selected for
the test set. We synthesized these samples using
TTS models and also recorded them with human
participants.

The participant group consisted of 10 individu-
als, 6 males and 4 female speakers. Each partic-
ipant read an average of 30 utterances, including
hate speech and normal texts. Recordings were
conducted in silent environments. For ethical con-
siderations, all participants were fully informed
about the nature of the transcripts, which included
hateful language. Moreover, all recordings were
conducted with the explicit consent of the volun-
teers for research purposes only.

The statistics of the AudioHateXplain is pro-
vided in Table 1.
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Figure 1: Overview of the cascaded method. Boxes highlighted in yellow indicate model outputs.

4 Methodology

In order to classify entire audio clips as hate speech
or normal, as well as precisely pinpoint the au-
dio frames associated with hate speech, we intro-
duce two models. The first model uses a cascading
framework (Figure 1), which transcribes audio into
text, predicts hate speech in the text, and then maps
the word-level rationale onto a time grid. The sec-
ond model (Figure 2) employs an E2E design, di-
rectly classifying and predicting hate speech frames
from the audio.

4.1 Cascading Method
Two essential components comprise the cascading
model: an Automatic Speech Recognition (ASR),
and a BERT-based hate speech detection model
(Figure 1).

Given an audio input, the WhisperX ASR model
(Radford et al., 2023; Bain et al., 2023) converts the
spoken words into text, while simultaneously gen-
erating timestamps for each input word. Following
this ASR phase, the transcribed text is passed as
input to a finetuned BERT-based hate speech detec-
tion model (Mathew et al., 2021). This detection
model comprises 12 transformer encoder layers,
each containing 768 hidden units and utilizing 12
attention heads. Additionally, a composite loss
(Equation 2) is employed during the fine-tuning
of the BERT-based hate speech detection model,
which consists of two distinct losses:

Ltotal = Lpred + λLatt (2)

Classification loss (Lpred) is derived from the

classification of hate speech within the text. Si-
multaneously, Latt denotes the loss associated with
predicting attention values corresponding to the
[CLS] token in the model’s final attention layer.
Both losses are computed using cross-entropy. The
coefficient λ serves as the weighting factor for Latt,
thereby adjusting its influence on the total loss,
Ltotal.

The fine-tuned BERT-based hate speech model
outputs the token-level rationales for each word in
the input transcribed text. These rationales are pro-
duced by leveraging token-level attention scores
associated with the [CLS] token in BERT (Devlin
et al., 2018), and are transformed into binary format
(0 or 1) based on whether they surpass a predefined
threshold θ. Afterward, a majority voting mecha-
nism consolidates these binary token values into
word-level rationales. Specifically, if the majority
of token-level rationales for a given word is 1, the
word-level rationale is assigned a value of 1; oth-
erwise, it is assigned 0. Finally, these word-level
rationales are aligned with audio

4.2 End-to-End (E2E) Model

In contrast to the cascaded method, the E2E model
presents a direct approach to detect and locate in-
stances of hate speech in audio content, as it elimi-
nates the need to transcribe the audio into text as
an intermediary step. By using the wav2vec 2.0
model (Baevski et al., 2020), input audio signals
are converted into 1024-dimensional speech repre-
sentation z every 25 milliseconds, with a stride of
20 milliseconds. This encoded speech representa-
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Figure 2: Overview of E2E model. Boxes highlighted in yellow indicate model outputs (AHS-CLS and AHS-FD).

tion z is then directed to two distinct audio- and
frame-level classification heads (Figure 2).

The audio-level classification head is tasked with
discerning whether the entire audio sample consti-
tutes hate speech or normal speech. It achieves
this through a series of transformations, including
a projection layer [1024, 256], mean pooling for
temporal feature aggregation, and a linear layer
[256, 2] to convert z into classification logits.

On the other hand, the frame-level detection
head is dedicated to identifying individual frames
corresponding to hate speech. Comprised of a sin-
gle linear layer [1024, 2], this head operates di-
rectly on individual frame-level features without
any feature aggregation, which preserves the gran-
ularity necessary for precise frame-level detection.

To effectively optimize both audio-level clas-
sification (AHS-CLS) and frame-level detection
(AHS-FD) tasks simultaneously, we also employ
a multi-task learning approach with the following
loss function:

Ltotal = αLCLS + (1− α)LFD (3)

The LCLS and LFD cross-entropy losses are
associated with the AHS-CLS and AHS-FD tasks,
respectively. During a hyperparameter search, the
value of α is varied from 0.1 to 0.9 in increments of
0.1 to determine the optimal balance between these
two tasks within the multi-task learning framework.
It is found that the most effective balance occurs
when α is set to 0.5.

5 Experimental Setup

Cascading Models We adapted WhisperX (Bain
et al., 2023) for ASR and for word-level time stamp-

ing and utilized the BERT model from (Mathew
et al., 2021) for hate speech detection within tran-
scribed text. The BERT model3 was trained using
the Adam optimizer (Kingma and Ba, 2014) with a
learning rate of 2e-5, a batch size of 64, a thresh-
old θ set to the mean value of attention scores,
and a coefficient λ of 0.1. We selected the best
checkpoint with the highest AHS-CLS F1 after 10
training epochs. The ASR model was not fine-
tuned, using Whisper-large-v24 as the checkpoint.
To enhance the robustness of the cascading model
against ASR transcription errors, we trained the
BERT-based model with both ASR transcriptions
and golden texts. The model trained with ASR
transcriptions is called Cas. (ASR text), while the
model trained with golden texts is referred to as
Cas. (gold text). The BERT model is fine-tuned
using either golden transcriptions paired with cor-
responding word-level rationales or ASR transcrip-
tions with word-level rationales that account for
potential inaccuracies.
E2E Models For the end-to-end (E2E) model, we
utilized wav2vec 2.05 as the shared speech en-
coder. The audio-level classification head and the
frame-level detection head were fine-tuned simul-
taneously or separately (E2E CLS-only and E2E
FD-only). Unless specified otherwise, the E2E
model was trained with both tasks. We employed
the Adam optimizer with a learning rate 4e-3 and a
batch size of 64, training the model for 50 epochs.
The best model was selected based on the highest
AHS-CLS F1 score.

3https://huggingface.co/google-bert/bert-base-uncased
4https://huggingface.co/openai/whisper-large-v2
5https://huggingface.co/facebook/wav2vec2-large
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Model Accuracy F1 Recall Precision
AudioHateXplain (human recording)

Cas. (Gold text) 77.00 74.88 74.65 75.17
Cas. (ASR text) 74.66 73.37 74.19 73.02

E2E 71.43 70.84 70.72 71.07
AudioHateXplain (synthetic)

Cas. (Gold text) 75.00 73.13 73.27 73.01
Cas. (ASR text) 74.00 72.76 73.67 72.43

E2E 71.02 70.51 70.46 70.56

Table 2: Result of Audio Hate Speech Classification
(AHS-CLS) on AudioHateXplain test sets.

5.1 Evaluation Metrics

To assess the performance of audio hate speech
classification (AHS-CLS) and audio hate speech
frame detection (AHS-FD), a diverse set of metrics
is employed. For AHS-CLS, we employ conven-
tional metrics such as accuracy, precision, recall,
and F1 score. In the case of AHS-FD, our evalu-
ation encompasses standard F1 score, as well as
frame-level accuracy and Intersection over Union
(IoU) metrics, which are used to measure rationales
(DeYoung et al., 2019). Given the necessity to as-
sess audio frame-level rationale, we include the 1D
IoU metric, commonly used in speaker diarization
(Huang et al., 2020), as it allows for the quantita-
tive measure of a model’s accuracy in determining
the durations of hate speech within audio frames,
and is computed as

IoU =
area(Fp ∩ Fgt)

area(Fp ∪ Fgt)
(4)

Here, Fp and Fgt represent the sets of predicted
and ground truth frame-level audio annotations, re-
spectively. area(Fp∩Fgt) denotes the intersection,
i.e., the number of overlapping audio frames with a
hate speech rationale (δf = 1) between Fp and Fgt,
and area(Fp ∪ Fgt) denotes their union, applied
over a 10ms time grid.

6 Result and Analysis

6.1 Audio Hate Speech Classification

The AHS-CLS aims to accurately classify entire
audio clips as either hate or normal speech. In
Table 2, we report AHS-CLS performance for the
cascaded and the E2E model using accuracy, F1
scores, recall, and precision metrics.

Upon assessment using the AudioHateXplain
test sets (human recording and synthetic), we ob-
serve cascaded models show robust classification
results over the E2E model in terms of accuracy

Model IoU Frame F1 Frame Recall Frame Precision
AudioHateXplain (human recording)

Cas. (Gold text) 14.20 32.96 33.34 32.59
Cas. (ASR text) 15.99 35.63 40.26 31.95

E2E 19.59 37.56 28.03 56.92
AudioHateXplain (synthetic)

Cas. (Gold text) 19.23 39.76 37.57 42.22
Cas. (ASR text) 18.25 38.91 36.53 41.62

E2E 21.16 43.34 43.69 43.00

Table 3: Result of Audio Hate Speech Frame Detection
(AHS-FD) on AudioHateXplain test sets.

(77% vs. 71.43%). Also, we found that a cas-
caded model trained with golden text rather than
ASR transcription shows better classification per-
formance. The performance degrades in Cas. ASR
text is likely attributed to overfitting on ASR noise,
which is the ASR transcription of the AudioHateX-
plain dataset.

Notably, all models exhibit slightly higher clas-
sification accuracy on human recordings than the
synthetic test set. This indicates that models trained
on TTS-generated audio can also be used for real
human voices.

6.2 Audio Hate Speech Frame Detection

The objective of Audio Hate Speech Frame Detec-
tion (AHS-FD) is to accurately identify individual
audio frames associated with hate speech. Table 3
summarizes the frame detection performance for
both cascaded and end-to-end (E2E) models.

Across both datasets and all metrics, the E2E
model consistently demonstrates superior perfor-
mance compared to the cascaded models, except
in frame recall for human recordings. In AHS-FD,
each frame within a 10ms time grid is labeled as
either hate speech or normal. Since there are more
normal frames than hate frames, we must consider
frame F1 scores to understand the proportion of
false negatives and true positives. The E2E model
shows more reliable frame F1 scores in all evalu-
ations. Our primary interest lies in detecting hate
speech frames rather than normal frames. There-
fore, the IoU score is a more reliable metric for this
task, as it accounts for both detection and precise lo-
calization of hate speech frames. As demonstrated
in Table 3, the E2E model consistently outperforms
the cascaded models in IoU scores, with differences
of up to 5.39% compared to the cascaded models.

It is important to note that the E2E model shows
reliable IoU scores on both the human recording
test set and the synthetic test set. In contrast, the
cascaded models exhibit a significant degradation
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Human Recording Synthetic
WER 17.53 8.45

Hate Speech WER 30.31 18.33

Table 4: Comparison between word error rate (WER)
for the entire test set, and for words annotated as hate
speech.

in IoU for human recordings compared to synthetic
voices. This degradation is due to the higher WER
in human recordings (17.53% vs. 8.45%), as indi-
cated in Table 4, suggesting that the performance
of the cascaded models is highly affected by the
accuracy of the ASR model.

6.3 Comparative Analysis for AHS-FD

In this section, we attempt to understand the rea-
sons for the differences in AHS-FD performance,
which is observed between the cascading and E2E
models. We hypothesize that the audio-to-text con-
versions and text-to-audio alignment within the cas-
cading model framework are what causes severe
bottlenecks for audio frame-level detection perfor-
mance, as indicated by IoU performance. To test
this hypothesis, we conducted three different sets
of analyses.

First, we analyzed the difference in ASR error
between hate and non-hate words. As depicted in
Table 4, when using the Whisper-large-v2 model,
the word error rate (WER) for the entire test set is
17.5%, while the WER for words annotated as hate
speech is 30%. In other words, the ASR model
shows instability in recognizing audio hate words.

Second, we examined how ASR error affects
IoU performance. We initially segmented the audio
data into three distinct groups based on varying
WER intervals and then evaluated the IoU of each
WER interval for both the cascading and E2E mod-
els. As depicted in Figure 3, an inverse correlation
typically emerges within the cascading model; an
increase in ASR errors correlates with a reduction
in IoU performance. Conversely, the E2E model
consistently exhibits robust performance across dif-
ferent ASR error intervals and outperforms the cas-
cading model across all audio data sets. Since ASR
model types can influence WER, we conducted fur-
ther experiments utilizing various versions of the
WhisperX ASR models (i.e., tiny to large-v2). As
shown in Figure 4, an increase in ASR errors results
in a proportional decline in IoU performance.

Lastly, we examined the effect of audio word-
level timestamp errors in text-to-audio conversion.

Cascading IoU Frame F1
w/ GroundTruth Timestamp 17.48 37.93

w/ ASR Timestamp 15.99 35.63

Table 5: Effect of audio word-level timestamp errors on
audio explainability performance.

Figure 3: Comparison of IoU scores on human record-
ing test data within three different WER ranges.

Figure 4: Impact of ASR error for IoU score in cascaded
method. The numbers in parentheses represent the total
number of parameters in different ASR (Whisper) mod-
els.

The timestamping performance for words with a
WER of 0 from the WhisperX large-v2 model
has 71% IoU score compared with the ground
truth timestamp. Additionally, we measured au-
dio frame-level detection performance between the
cascading model that utilizes predicted word-level
timestamps and the same model that uses ground
truth word-level timestamps. As shown in Table 5,
there is an IoU decrease of approximately 2% due
to the ASR model’s timestamp errors.

6.4 Frame Detection Error Analysis

Using actual example data, we examine the time-
frame detection capabilities of the E2E and cascad-
ing models. Figure 5 visually presents the align-
ment of ground truth (GT) and predicted audio
frame-level rationales in blue and red, respectively.
The substantial IoU overlap, depicted in green, be-
tween GT and predicted hate speech frames high-
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Figure 5: Visualization of audio hate speech frame pre-
diction for E2E and cascading models. Blue letters and
graphs indicate the ground truth transcript and rationale,
while red letters and graphs show the values predicted
by the model. The green part represents the range of the
time frame that the model actually predicts.

lights the superior performance of the E2E model
in identifying segments of audio containing hate
speech. In contrast, the cascaded model exhibits
a significant decrease in IoU (8.2%) compared to
the E2E model. This decline can be attributed to
ASR errors in the transcription process, where the
original ethnic slur is inaccurately transcribed as
“cake.”

Moreover, in the case of the cascading model,
only the timestamp corresponding to each word is
known. This means that there is a potential risk
where the entire frame-level rationale correspond-
ing to one word is either completely correct or
completely incorrect. For example, the cascad-
ing model’s prediction for "K***" was entirely
incorrect, with no partially correct segments. Con-
versely, in the case of the E2E model, since the
audio frame itself is predicted, even if a perfect
prediction is not made, the frame-level rationale
corresponding to a specific part of the word can still
be identified. For example, although the E2E model
did not make a perfect prediction for "N*****," it
provided a partial correct prediction.

6.5 Effect of Multi-task Learning
In order to validate the effectiveness of employing
multi-task learning for E2E model (referred Section
4.2), we conduct experiment in Table 6. We found
that integration of both classification and frame

Audio Hate Speech Classification (AHS-CLS)
Model (Loss) Accuracy F1

E2E (CLS-only) 75.1 73.7
E2E (CLS+FD) 76.2 75.1
Audio Hate Speech Frame Detection (AHS-FD)

Model (Loss) IoU Frame F1
E2E (FD-only) 31.6 54.07
E2E (CLS+FD) 32.0 56.4

Table 6: Comparisons of Audio Hate Speech Classi-
fication (AHS-CLS) and Frame Detection (AHS-FD)
performance for E2E models trained for single-task and
multi-task settings.

detection learning (CLS+FD) yields better perfor-
mance compared to models that only employ either
classification (CLS-only) or frame detection (FD-
only). This enhancement can be attributed to the
contextual information that the E2E model gains
as it traverses individual hate speech frames within
an audio clip to identify frames corresponding to
hate speech. Such context augments the model’s
proficiency in classifying the entire clip accurately
as either hate speech or not, and vice versa.

7 Conclusion

In this paper, we introduced the new task of ex-
plainable audio hate speech detection, which en-
compasses two sub-tasks: audio hate speech classi-
fication (AHS-CLS) and audio hate speech frame
detection (AHS-FD). Furthermore, we introduced
E2E and cascading models. These models are capa-
ble of not only classifying hate speech directly from
verbal speech, but also identifying hate rationales
within audio frames. In particular, the proposed
E2E model consistently outperforms the cascading
model on the AHS-FD task. This superiority is at-
tributed to the bottlenecks arising from conversion
between audio and text within the cascading model.
This suggests that, for the task of explainable au-
dio hate speech detection, is it more effective to
directly process audio inputs. Upon acceptance, we
plan to make our dataset and code publicly avail-
able to encourage further research for the important
topic of explainable audio hate speech detection.
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Limitations

Our AudioHateXplain train split comprises syn-
thetic audio generated through a TTS model, rather
than authentic human verbal data. This choice
stems from the scarcity of datasets containing real
human-recorded audio featuring instances of hate
speech, alongside the inherent challenges in cu-
rating such recordings. Despite this, our models
trained using the synthetic train set demonstrate
impressive performance when tested on the human
recording test set. We plan to curate a more ex-
pansive dataset comprising genuine human record-
ings as future work. Moreover, this study focuses
on English due to the limited resources in other
languages. Consequently, our approach does not
accommodate the detection of multi-lingual audio
hate speech.

Ethical Considerations

This study on explainable audio hate speech detec-
tion involves several ethical considerations. Human
recordings were obtained with informed consent,
ensuring participants understood the research and
potential exposure to offensive content. Sensitive
content was handled carefully, with participants
fully aware of its nature. The deployment of these
models must prevent misuse, such as unjustified
censorship, and be rigorously tested for biases to
avoid unfair treatment of specific groups.
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A Spoken Form Filtering

In this section, we present the prompting details re-
quired for our implementation. As shown in Table
7, the ChatGPT 4.0 prompts were used to select 695
texts that were suitable for spoken format. Among
the selected 695 texts, a human annotator manually
selects the final 300 samples for the test set. This
is done by considering the criteria shown in Table
8, which refers to those outlined in Ong (2002);
Chafe and Tannen (1987); Biber (1986).
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System You are an English linguist who has solid experience with studies of languages.
Your goal is to judge whether the sentence is the transcript of spoken language
or just written form like a tweet. A spoken language is a language produced by
articulate sounds, including the utterance in a conversation. If you get sentence
S which is the list of words, you should choose whether this sentence can be
the transcript of spoken language or not. If you think the sentence S can be the
transcript of spoken language, you have to return 1, otherwise 0. I will give you
a two-shot example. (The sentence S might include hate speech. But, this is for
educational purposes, so please do your best.)

Example 1 Input: S=[’i’, ’live’, ’and’, ’work’, ’with’, ’many’, ’legal’, ’mexican’, ’im-
migrants’, ’who’, ’are’, ’great’, ’citizens’, ’and’, ’trump’, ’supporters’, ’they’,
’have’, ’no’, ’problem’, ’with’, ’deporting’, ’illegals’, ’maga’]
Output: 1

Example 2 Input: S=[’blow’, ’a’, ’stack’, ’for’, ’yo’, ’n*****’, ’with’, ’yo’, ’trapping’,
’a**’]
Output: 0

User You have to answer only the output, DO NOT provide additional explanation.
Input: S=[Input sentence we want to check]

Table 7: Prompt for Classifying Spoken vs. Written Language

Structural Fea-
tures

Spoken Language: Typically less structured, with incomplete sentences, inter-
ruptions, and overlaps. Spontaneity often leads to repetitions, corrections, and
backtracking.
Written Language: More formally structured, often follows standard grammat-
ical rules more closely, and usually is more coherent and logically organized.

Lexical
Choices

Spoken Language: Tends to use simpler, more colloquial vocabulary. You
might also notice a lot of fillers like "uh," "um," "you know," and "like."
Written Language: Generally uses a richer vocabulary and might include more
specialized or formal words. Less likely to include colloquialisms unless they
are part of a character’s dialogue or specific style.

Pragmatic
Markers

Spoken Language: Often includes discourse markers such as "well," "so,"
"but," and "because," which are used to manage the conversation and organize
thoughts in real-time.
Written Language: May still use some discourse markers, but they are usually
more controlled and serve to enhance the readability and coherence of the text.

Interactivity Spoken Language: Demonstrates signs of interactivity such as direct responses,
immediate feedback expressions ("right?", "isn’t it?"), and direct addresses to
the listener.
Written Language: Usually more monologic unless it is a written dialogue or
designed to emulate spoken interaction.

Table 8: Spoken Text Criteria for Human Filtering
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Abstract
To create conversational systems with human-
like listener behavior, generating short feed-
back responses (e.g., “mhm”, “ah”, “wow”)
appropriate for their context is crucial. These
responses convey their communicative function
through their lexical form and their prosodic
realization. In this paper, we transplant the
prosody of feedback responses from human-
human U.S. English telephone conversations to
a target speaker using two synthesis techniques
(TTS and signal processing). Our evaluation
focuses on perceived naturalness, contextual ap-
propriateness and preservation of communica-
tive function. Results indicate TTS-generated
feedback were perceived as more natural than
signal-processing-based feedback, with no sig-
nificant difference in appropriateness. How-
ever, the TTS did not consistently convey the
communicative function of the original feed-
back.

1 Introduction

In dyadic human-human conversations, interlocu-
tors often take turns listening and speaking. How-
ever, while one interlocutor speaks, the listener
doesn’t remain silent; instead, they give short feed-
back responses like “uh-huh”, “yeah” and “wow”.
Although these responses are known by different
names (e.g., backchannels (Yngve, 1970), con-
tinuers (Schegloff, 1982), assessments (Goodwin,
1986)), we follow Allwood et al. (1992) in adopting
the term feedback, since it encompasses the many
communicative functions of these short responses.
Feedback responses are crucial for smooth turn-
taking and establishing common ground, i.e., peo-
ple’s mutual knowledge or beliefs (Clark, 1996). If
the listener hasn’t understood or heard what was
said, they might say “huh?”, “sorry?”, or “what?”,
prompting the speaker to clarify. Other responses,
such as “mhm”, can be used to unobtrusively signal
the speaker to continue. The communicative func-
tions of feedback are conveyed through both their

lexical form and prosody, with prosody sometimes
being the most important. For example, “yeah”
can express agreement, disagreement or surprise
depending on its prosodic realization.

Incorporating feedback in spoken dialogue sys-
tems for conversational agents is an active research
area (Axelsson et al., 2022). Many studies have
focused on predicting the timing of backchannels
(Adiba et al., 2021a,b; Wang et al., 2024), while
others have focused on predicting their communica-
tive function (Boudin et al., 2021; Lala et al., 2022;
Choi et al., 2024).

Previous studies have used signal processing to
manipulate prosodic features to understand how
these affect the perceived communicative func-
tions of synthesized feedback (Åsa Wallers, 2006;
Stocksmeier et al., 2007; Chandler, 2023). Short
feedback responses have been incorporated into
unit selection text-to-speech (TTS) synthesis sys-
tems by treating entire responses as units rather
than concatenating diphones or phones (Campbell,
2007; Pammi et al., 2010). Further, Oertel et al.
(2016) used statistical parametric speech synthe-
sis for feedback responses. Recently, Mitsui et al.
(2023) introduced a TTS system that can synthesize
feedback without transcriptions.

Despite these efforts, there has been little focus
on predicting the prosodic features of feedback or
evaluating their contextual appropriateness. Nath
and Ward (2022) predicted prosodic features of
discourse markers, which are lexically similar to
many feedback responses, at the token level, but
suggested future work should focus on the frame
level. When it comes to evaluation, most stud-
ies (on TTS in general) have primarily focused
on whether the speech sounds natural, and less on
whether the intended communicative function is
conveyed.

In this paper, we investigate to what extent feed-
back responses can be synthesized, using exist-
ing synthesis methods, so that they sound natu-
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ral and appropriate in their context, while at the
same time conveying their intended communica-
tive function. Thus, our research question is not
how to predict the prosodic and lexical features of
feedback responses, but whether it is possible to
synthesize them, given that we could make those
predictions. To investigate this, we re-synthesize
feedback responses in human-human U.S. English
telephone conversations by transplanting their orig-
inal prosody. We use two synthesis methods: (1)
signal processing and (2) text-to-speech, which
both have different advantages. Signal processing
allows for more fine-grained control of prosody
(compared to the TTS used here) but can degrade
audio quality and introduce artifacts, while TTS
tends to sound more natural. In our listening tests,
we let participants listen to these synthesized feed-
back responses in their dialogue context, and ask
participants to rate their naturalness and appropri-
ateness, as well as to assign the most likely com-
municative function. For comparison, we also let
them rate the original feedback responses, as well
as a re-synthesized monotone version, where signal
processing is used to flatten the pitch and thus to
remove intonation. To the best of our knowledge,
this is the first work evaluating the appropriateness
of the prosody of synthesized feedback responses
in context.

2 Method

To manipulate the prosodic features of feedback
responses, we use two synthesis methods: a signal
processing and a TTS approach. We transplant
the prosody of feedback responses from “listeners”
in the U.S. English Switchboard corpus (Godfrey
et al., 1992) – referred to as our reference speakers
– onto our target voice, a female voice talent.

2.1 Signal processing

Using signal processing, the prosody of the original
feedback response (as it appeared in the Switch-
board conversation) is transplanted to a feedback
template, which is recorded from the voice tal-
ent. Thus, we recorded one feedback template
per lexical form (e.g., “yeah”, “mhm”). To trans-
plant the prosody of the original feedback onto
the template, we first used the Montreal forced
aligner (McAuliffe et al., 2017) to obtain the phone-
level durations of the original feedback and manu-
ally corrected them for alignment errors. We then
used time-domain pitch-synchronous overlap-add

(TD-PSOLA) to modify the phone durations of the
feedback template to those of the original feedback.
Second, we used the Python implementation (Dinh
et al., 2019) of the WORLD vocoder (Morise et al.,
2016) to extract the frame-level F0 values of the
target speaker. We z-score normalized the Switch-
board speaker’s F0 values per speaker and then de-
normalized these z-score values using the voice tal-
ent’s mean F0 and standard deviation, after which
we re-synthesized the audio with the new F0 values.
Finally, we transplanted the intensity contour of the
original feedback to the feedback template using
the Praat Vocal Toolkit (Corretge, 2024).

2.2 Text-to-speech
For TTS, we use FastPitch 1.1 (Łańcucki, 2021)
for the acoustic model and HiFiGAN (Kong et al.,
2020) as the vocoder model. Although FastPitch
is a deterministic model, i.e., it generates the same
prosodic realization for the same text input, it con-
tains duration, pitch, and energy phone-level pre-
dictors that condition the acoustic features, en-
abling controllability of prosody. We specifically
selected FastPitch to investigate whether phone-
level prosodic representations could convey the
intended communicative function.

To transplant the prosody of the original feed-
back onto the synthesized feedback, we replaced
the predicted prosodic features with the original
ones during inference. We used the durations from
the phone-level alignments of the original feed-
back. The F0 values were extracted with Praat at
the frame-level, averaged per phone, z-normalized
and then de-normalized with the previously out-
lined procedure. We used the energy extraction
method from FastPitch to extract energy values of
the original feedback.

Most TTS voices are trained on read speech and
therefore exclude short feedback responses. Since
we aimed to train a conversational voice and cap-
ture as much prosodic variation as possible, for
the TTS training data, the voice talent recorded
different types of speech: 1) “read speach”, 43
minutes were recorded from the CMU ARCTIC
database (Kominek and Black, 2004); 2) “role-play
acted speech”, 4 minutes were recorded from the
Taskmaster-2 dataset (Byrne et al., 2019); 3) “feed-
back imitations” 724 feedback responses were imi-
tated from Switchboard amounting to 11 minutes;
4) “conversational speech”, 34 minutes of speech
were recorded from the voice talent while chatting
with people. 981 instances of feedback were cap-
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tured. All audio was recorded at 48 kHz and then
downsampled to 22 050Hz for training.

The base acoustic model was trained on LJ-
Speech (Ito and Johnson, 2017) for 500 epochs
using phones as input, with batch size 16 and Fast-
Pitch’s default learning rate scheduler. We fine-
tuned this model on our target voice for a further
500 epochs with the same hyperparameters as in
pre-training, using a 97-3% train-validation split.
We also fine-tuned a pre-trained HiFiGAN univer-
sal vocoder on our target voice for 58000 steps,
using a batch size of 16, learning rate of 1e − 5,
and the same train-validation split as for the acous-
tic model.

3 Experimental design

3.1 Participants

We recruited and paid 86 native U.S. English speak-
ers through Prolific (pro, 2014): 48 females and 38
males within the age range of 24-73 years. All lis-
teners self-reported having no hearing impairments,
and were wearing headphones or earphones.

3.2 Stimuli

We used Qualtrics (qua, 2002) to host our on-
line listening tests. Participants listened to 12
distinct clips of Switchboard conversations and
were assigned to either set 1 or set 2 (see Ap-
pendix A). Each clip featured one speaker and one
listener, with the listener producing feedback re-
sponses that could either overlap with the speaker’s
talk or occur during the speaker’s silence. Par-
ticipants were presented with four conditions of
the same set of Switchboard conversations, where
the feedback responses were either: 1) the origi-
nal ones, 2) synthesized by signal processing, 3)
synthesized by TTS, or 4) flattened to a mono-
tone pitch. Note that only the feedback responses
were replaced, not the Switchboard speaker chan-
nel. All conditions were randomized, presented
one by one, and the same conversation was never
presented consecutively. Samples of the clips can
be found at https://carolfigphd.github.io/
SigDial2024_feedback_synthesis_samples/.

3.3 Participants’ tasks

Participants were asked to assign a function
from the 10 communicative functions of feedback
in Figueroa et al. (2022): Non-understanding (U),
Continue (C), Agree (A), Disagree (D), Yes re-
sponse (Y), No response (N), Sympathy (S), Disap-

proval (Ds), Mild Surprise (MS), and Strong Sur-
prise (SS). Participants were also asked to rate the
naturalness and appropriateness of the prosody of
the feedback responses on a Likert scale 1-5 where
(1=Very Unnatural, 5=Very Natural) and (1=Very
Inappropriate, 5= Very Appropriate). Naturalness
was defined as how human-like the feedback re-
sponse was; participants were told beforehand that
feedback responses were either machine- or human-
generated. Appropriateness was defined as “the
way the listener says the feedback so that it con-
veys a meaning that makes sense in this context”.
Screenshots of the listening test interface can be
found in Appendix B.

3.4 Statistical analysis

To analyze naturalness and appropriateness, we
used a cumulative link mixed-model (CLMM) us-
ing the ordinal package v2023.12.4 (Christensen,
2023) in R v4.3.2 (R Core Team, 2023). The
CLMM was fitted with the Laplace approxima-
tion, with a logit link and equidistant threshold.
We fitted our data to a CLMM, where naturalness
or appropriateness ratings were predicted by the
synthesis method and we set the subject ID and
stimuli ID (the feedback ID) as random effects.
The following formula was used for our condi-
tion model: clmm(naturalness/appropriateness ∼
method+(1|subjectID)+(1|stimuliID)). We used
an ANOVA to compare our condition model to a
null model clmm(naturalness/appropriateness ∼
(1|subjectID) + (1|stimuliID)).

4 Results and discussion

4.1 Naturalness

Figure 1 shows the distribution of the ratings for
naturalness and mean µ and standard deviation
σ for each condition: Monotone (Mon), text-to-
speech (TTS), signal processing (SignalP), and the
original Switchboard feedback response (Original).
The results from our ANOVA comparison show
that the synthesis method has significant impact
on the model fit (AIC 20439, p < .001). We per-
formed a post-hoc analysis pairwise comparisons
using emmeans with a Bonferroni correction. Re-
sults showed that there were significant differences
for all 6 pairwise comparisons (p < .0001): the
feedback synthesized by the TTS was perceived
as more natural than the feedback synthesized by
signal processing and the monotone feedback. This
was expected as signal processing degrades the au-
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Figure 1: Naturalness rating distribution per condition.
Mon (µ=1.73, σ=1.15), TTS (µ=3.0, σ=1.39), SignalP
(µ=2.61, σ=1.47), Original (µ=4.37, σ=0.96). 1= Very
Unnatural, 5= Very Natural.

Comparison Cohen’s kappa
Original vs SignalP 0.79
Original vs TTS 0.71
Original vs Mon 0.74

Table 1: Cohen’s kappa coefficient scores per compari-
son of intra-annotator agreement.

dio. Also, as expected, the original Switchboard
feedback was rated to be more natural than all con-
ditions, yet not all feedback were rated as 5, despite
having been produced by humans. Since natural-
ness was defined as human-likeness, we suspect
participants also partially rated the audio quality.

4.2 Appropriateness

Figure 2 shows the distribution of the rating for
appropriateness and mean µ and standard deviation
σ for each condition. The results from our ANOVA
comparison show that the synthesis method has
significant impact on the model fit (AIC 20215,
p < .001). The post-hoc analysis showed that
there were significant differences for almost all
pairwise comparisons (p < .0001), except for the
TTS and signal processing comparison, meaning
both synthesis methods convey equally appropriate
prosody for their context. Due to the prosodic infor-
mation being removed in the monotone feedback,
we observe that they are rated as more inappro-
priate than the other conditions. Despite asking
separate questions for evaluating naturalness and
prosody appropriateness, the relatively high score
of the monotone appropriateness make it uncertain
whether participants could disentangle naturalness
and appropriateness.

4.3 Perception of communicative functions

To evaluate whether the synthesis methods preserve
the communicative function of the original Switch-

Figure 2: Appropriateness rating distribution per con-
dition. Mon (µ=3.43, σ=1.31), TTS (µ=3.78, σ=1.20),
SignalP (µ=3.81, σ=1.24), Original (µ=4.43, σ=0.88).
1= Very Inappropriate and 5=Very Appropriate.

board feedback, we calculated Cohen’s kappa co-
efficient scores of the participants’ annotations of
communicate function between their estimate of
the original feedback vs. their estimate of the re-
synthesized counterpart (see Table 1). Confusion
matrices for each comparison can be found in Ap-
pendix C.

The results show that the perceived communica-
tive function is best preserved by the signal pro-
cessing approach, which is expected since it trans-
plants prosody at the frame level. Although signal
processing and TTS feedback convey equally ap-
propriate prosody for their context, the feedback
synthesized by the TTS approach was not good for
preserving the communicative function, especially
those containing attitudinal information, such as
(S) Sympathy, (MS) Mild Surprise and (SS) Strong
Surprise. For example, if the original commu-
nicative function of the Switchboard feedback was
Strong Surprise, but the participants perceived the
TTS feedback as Mild Surprise, both functions and
prosodic realizations are appropriate for the con-
text but are different communicative functions. In
fact, the kappa for the TTS was even lower than the
monotone condition, where no intonational (and
thus very little prosodic) information is preserved.
Thus, the participants likely mainly relied on the
lexical form in those conditions.

5 Conclusion and future work

This paper investigated to what extent existing syn-
thesis methods (signal processing and TTS) can
produce feedback that sound natural and appropri-
ate, while at the same time conveying the various
communicative functions of feedback responses.
We found that the TTS produced the most natural
sounding feedback, but that both synthesis methods
produced feedback that were deemed to be equally
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appropriate, given the context. However, we find
that the TTS method fails to convey the intended
communicative function, beyond the lexical form,
while the signal processing method does provide
additional prosodic information, most likely due to
the more fine-grained prosodic control.

The implication of these findings are that, if we
were to build a model that predicts the prosodic
features of feedback, it may be beneficial to predict
these features at the frame-level because the frame-
level signal processing best preserves the intended
communicative function. Such a prediction model
could for example extend Corkey et al. (2023), in
which an external predictor was trained to predict
intonation.

6 Limitations

One limitation of this study is that only 47 feedback
responses were evaluated, which did not cover all
the possible lexical forms found in Switchboard.
A second limitation is the within-participant ex-
perimental design; meaning that participants were
presented with the same clips for all conditions.
However, we chose this experimental design be-
cause we were interested in each individual partici-
pant’s perception of the communicative functions,
which can vary from person to person. The within-
participant design allowed us to treat the original
feedback responses from the Switchboard conver-
sations as true labels. Furthermore, our results
highlight that a better explanation of prosody to
participants may help obtain more precise appropri-
ateness of prosody ratings. For example, defining
prosody as a combination of intonation, rhythm
and tone may be a better way to ask about appro-
priateness of prosody.
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A Clip transcriptions

The transcriptions of the 12 clips that the par-
ticipants where asked to listen to. The short
feedback responses by the listener are in bold
within brackets.

Set 1
Clip 1 : Yeah yes um on the other hand you know I
I had a similar had a similar health plan and uh one
of my kids was in a car accident and and [mm] I
had wound up having to pay for you know a bunch
of doctor visits and stuff out of my pocket because
of you know no no insurance policy happened to
cover it which is

Clip 2: um but you know they’re building
the baseball stadium and they’ve got land set
aside for a football stadium if they ever get a NFL
team [hm] so it’s um real easy access from from
south of Baltimore like um you know like the
airport or more importantly for the Orioles from
Washington DC [yeah] because the Orioles say
they get twenty percent of their population i mean
uh their attendance from uh DC

Clip 3: well I mean just for me the mort-
gage to to get a mortgage on my house I mean
they invest investigated me personally to the point
where I was insulted [yeah] and I was putting
$40,000 down on a $160,000 house [yeah] I mean
I would have though goh we’re happy to do it just
sign here you know [really] I mean they had forty
thousand dollars in

Clip 4: actually we um met some people
that were in the naval base down there [okay]
and uh they didn’t particularly like living down
there because it was very foreign very different
the the people they they didn’t treat them nice
[okay] they you know um so I think there I what I
learned from them there was a lot of resentment
towards the Americans so and it was like they
were they’re Puerto Rican and were Americans
[right] so that’s why they’re so um emotional
about statehood yet like you say it’s they can’t
really support themselves

Clip 5: but um they put up a nice fence so
we still have a lot of privacy and we grow a lot
of food [uh-huh] uh I enjoy it um the gardens
are kind of old you have to step down in them

now that the [uh-huh] we’ve tilled them so much
but they’re still we we my sister uses plenty of
fertilizer I don’t know if that’s a good thing or a
bad thing

Clip 6: have you ever got to go back [no
no]

Clip 7: there’s a there’s a race in Australia
with solar powered cars [ah] and Ford and General

Clip 8: mhm and you know grace type waste that
you mentioned we see often highlighted in the
military and the defense department [absolutely]
but it’s uh I’m sure it’s widespread to every agency

Clip 9: they have a a new waterfront uh ma-
rina in Philadelphia it isn’t as developed as
uh Water Side in Norfolk or the Baltimore uh
waterfront but uh the marina is only about uh
two or three blocks from the historic district
[oh] so that’s quite uh [yeah] handy for our our
youngsters we can take them up and show them In-
dependence Hall and the Liberty Bell and uh [yeah]

Clip 10: I know it I know it [oh wow] and
it’s almost like talking about the checkless society
and and all of that and you know there was talk in
fact my brother uh was with IBM from 1954 until
about three years ago so we really had a family
history of talking about development of uh of
equipment [wow]

Clip 11: with alcohol [pardon] they do it
with alcohol [yeah]

Clip 12: mercury on it or something [ugh]
and uh to keep the because the corn gets treated to
keep uh insect pests away [uh-huh] so so if you
go in and you dig into the pheasant yeah you can
get mercury poising but uh so there’s sort of some
risks to that actually uh let me think gun control

Set 2
Clip 1: oh they do have on site care [no]

Clip 2: uh we’re trying to get my mother’s
go you know trying to get my mother’s family
going because my grandmother just died [aww]
so if like uh well she’s been dead a year now and
before anybody else dies
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Clip 3: yeah they fill the court there the
jails up and suddenly let them go and they’re
back on the street we had this murder up here um
Art Shawcross up in Rochester killed nineteen
prostitutes up here [oof] and he was let out on
parole from up in uh um Watertown

Clip 4: well I don’t know what our next
trip will be I guess our next well I know what my
next trip I’m going to be a grandmother in July
[ooh]

Clip 5: think realistically you know you
can have your college loans delayed now because I
had them delayed because I’m back in graduate
school at thirty years old [yes] um I’ve had them
delayed because I’m back in graduate school and
on that form it says if your joining the Peace Corps
you can have them delayed [hm] uh and I thought
that was you know very interesting and I I would
have thought of that earlier I probably would have
done you know just like is that is this is that the
Mormon church [yes] that does that

Clip 6: the front yard [mhm] and uh so
when we left you know the back yard had um the
saint um I think it was Saint Augustine that we had
um it it had held onto a small portion but primarily
once the weeds start in the back yeah we were just
re you know resigned to well the only way we
were going to fix this one is if you know if you
plow it all under and [mhm] put everything back
on top of it again [hm] but I don’t know that’s the
bad thing there is that we spent so much money or
you would spend so much money trying to keep a
a large lawn alive the the only thing I didn’t like
about lawns and we were sitting there wondering
there must be a better way to landscape so that you
don’t have to spend so much money trying to keep
the lawn

Clip 7: having a kid is rough isn’t it [what]
from what I hear having a kid is rough

Clip 8: so you do not have any place that
has a mop board off or a [no] a piece uh we have a
friend who uh rents homes redoes homes and rents
them [uh-huh] and he never quite has finished any
one of the houses that he’s done I mean there

Clip 9: yeah I think if there’s any major
piece of advice I’d give is to find a way of getting

an education that doesn’t incur that kind of debt
[yeah] it’t not i mean remember seeing an article
one time about you know if the average person
who spent that much money going to college just
took the same amount of money and put it in a
a in an investment fund they’d be considerably
wealthier than they would be from the job they’d
get after college [exactly] so it’s it’s really kind of
crazy

Clip 10: I’ve never heard that that’s very
nice oh so I’m all for the metric system and
converting over and I think I guess my feeling
is the way to do it is to just start giving weights
you know have a very brief transition period and
then just start giving weights and kilometers or
distance in kilometers and weights in kilograms
and everything like that and uh just have people
start using it rather than having people constantly
trying to convert remember getting a package of
something that said one pound this a package of
dates mind you it’s was presumable something
you weigh fairly precisely it said one 1 pound
and then in parenthesis it said 554.6 grams [right
right] and as near as I could tell seeing that was
basically anti-metric propaganda cause anyone
who would say well look I can either buy 1 point
of something at 464.6 grams which of course they
couldn’t weigh it out accurately anyway um every
time I see something like that I think well that’s
that’s an anti-metric argument [yep]

Clip 11: so um well I’ll tell you my situa-
tion is that I have an elderly grandmother that we
did just recently put in a nursing home and um
her son which is my father is also elderly and this
is one of the reasons why she had to go to the
nursing home is that she was literally driving him
nuts in his later years now my father’s almost 80
and my grandmother’s almost 97 [jeez] so um it’s
strange because it it so hit so close to home but um
um my father’s an only child and really me and
my sister are the only ones that will deal with my
grandmother she had many sisters and a couple of
them took care of her and then one her last sister
died and it was probably 7 or 8 months after that
she had to go in a nursing home because I was
pretty much giving up my life my sister was and
plus she was driving my father crazy she went
through three housekeepers live-n housekeepers
so she’s kind of a cranky to get along with there’s
nothing physically wrong with her except she’s
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very very old but her personality is is very grating
I mean I hope I don’t get like that when I get old
[yes]

Clip 12: oh yeah I I think it’s a wonderful
thing to do and there’s a lot I think there’s a lot
more I guess another possible solution is since
taxpayers aren’t going to start paying more money
for this and and other budgets aren’t going to be
cut to pay for it [no] um more of the volunteer
network service because everyone gains from it
[mhm] would be would might be really useful um
and if it’s you know uh just people helping people I
think make makes the community so much happier

B Screenshots of listening test

Note each clip was presented one by one to the par-
ticipants and the questions about the communica-
tive function, naturalness rating, appropriateness
rating were presented in a single page.

Figure 3: Screenshot of clip presentation and commu-
nicative function list.

Figure 4: Screenshot of question asking for communica-
tive function.

Figure 5: Screenshot of question asking for naturalness
rating.

Figure 6: Screenshot of question asking for appropriate-
ness rating.
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C Confusion Matrices of intra-annotator
agreement

Figure 7: Participants’ perception of the original Switch-
board feedback (Original) compared to feedback syn-
thesized by signal processing approach (SignalP).

Figure 8: Participants’ perception of the original Switch-
board feedback (Original) compared to feedback syn-
thesized by TTS approach.

Figure 9: Participants’ perception of the original Switch-
board feedback (Original) compared to the monotone
(Mon) feedback.
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Abstract

The availability of corpora annotated for dis-
course relations is limited and discourse rela-
tion classification performance varies greatly
depending on both language and domain. This
is a problem for downstream applications that
are intended for a language (i.e., not English) or
a domain (i.e., not financial news) with compar-
atively low coverage for discourse annotations.
In this paper, we experiment with a state-of-the-
art model for discourse relation classification,
originally developed for English, extend it to
a multi-lingual setting (testing on Italian, Por-
tuguese and Turkish), and employ a simple,
yet effective method to mark out-of-domain
training instances. By doing so, we aim to con-
tribute to better generalization and more robust
discourse relation classification performance
across both language and domain.

1 Introduction

Interpreting discourse relations is an essential part
of understanding a text, and has been shown to
be beneficial for many down-stream tasks such as
argument mining (Kirschner et al., 2015), summa-
rization (Xu et al., 2020; Dong et al., 2021) and
relation extraction (Tang et al., 2021). However,
it is one of the tasks that are not easily solved by
modern prompting methods that obliviate the need
for training data (Chan et al., 2024; Yung et al.,
2024): To date, achieving high performance still
relies on high quality annotated data for training
(or fine-tuning) a model. However, such discourse-
annotated data is scarce and expensive to obtain.
While relatively large resources exist for English
newspaper texts, only small datasets (if any) are
available for other languages. Additionally, recent
work has shown that discourse classification perfor-
mance can also be severely degraded by moving to
a different domain (Gessler et al., 2021; Liu et al.,
2023; Metheniti et al., 2023). In this paper, we
work with the Penn Discourse Treebank (PDTB)

framework (Prasad et al., 2008) and aim to sys-
tematically explore ways in which existing English
data sources can be leveraged to obtain performant
models in other languages and domains.

We test two different scenarios: The first one
is a setting where no discourse-annotated data is
available in a language at all. In this setting, one
can either translate the PDTB into that language
and project the labels onto the translated text, and
then treat the resulting data as a dataset for that new
language and fine-tune a model on it. Alternatively,
one could employ a multi-lingual transformer (Con-
neau et al., 2019; Xue et al., 2021; Wei et al., 2023)
that is trained on English discourse relation clas-
sification, and then simply use that model to label
data in another language. In this paper we compare
both of these settings.

The second scenario is one where at least a small
amount of discourse-labelled data is available in
the target language. For this setting, we investigate
the benefit of augmenting the small original corpus
with English data (or translated data with projected
annotations). We specifically consider the common
situation where the test data in the other language
is also in a different domain than the English PDTB
data from which we aim to leverage annotation.

We experiment with three other languages: Ital-
ian, Portuguese and Turkish. The selection is mo-
tivated by the fact that PDTB-annotated resources
are available for these languages, thus allowing us
to evaluate performance on originally annotated
data and to train on target language annotated data
for our low-resource setting.

Our best-performing set-up improves over state-
of-the-art results for all three languages. In an
attempt to better understand the characteristics of
the different languages and domains represented in
our data, we analyze the relation distribution and
compare corpus sentence similarities.
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2 Background and Related Work

Related work on discourse relation classifica-
tion typically divides into papers focusing on ex-
plicit relations only (Pitler and Nenkova, 2009) or
end-to-end approaches to discourse parsing (Lin
et al., 2014; Oepen et al., 2016; Bourgonje, 2021;
Knaebel, 2021) on the one hand, and implicit rela-
tions only on the other (Liu et al., 2016; Kishimoto
et al., 2018; Shi and Demberg, 2019; Liu et al.,
2020). Because of the relatively strong cues that
explicit relations come with (in the form of dis-
course connectives), the former typically focuses
on feature-engineering or makes use of lexical re-
sources, whereas the latter focuses on neural ap-
proaches and methods based on contextualized em-
beddings. See Section 3 for more information on
the PDTB and its relation types.

In this paper, we adopt the state-of-the-art im-
plicit discourse relation classifier from Jiang et al.
(2023). Because we want to evaluate this in a multi-
lingual and multi-domain setting, we chose the cor-
pora featured in Braud et al. (2023). In their shared
task however, the relation type for PDTB corpora
is not explicitly marked in the training and evalu-
ation data, and the aim is to classify the relation
between two arguments, regardless of the relation
type (implicit, explicit or any other type). This
means that we apply a classifier originally intended
for implicit relations, to explicit (and other types
of) relations as well.

With regard to zero-shot transfer learning for dis-
course relation classification, our work is inspired
by Kurfalı and Östling (2019), who experiment
with zero-shot transfer learning for implicit rela-
tion classification, by taking the model (intended
for English and Chinese) from Rutherford and Xue
(2016), training it on English and pooling data from
different languages, and subsequently testing it on
six other languages (German, Lithuanian, Polish,
Portuguese, Russian and Turkish). Since 2019,
LLMs with multi-lingual capabilities have become
increasingly available, and we follow up on the
work of Kurfalı and Östling (2019) by investigat-
ing the potential of XLM-RoBERTa-base (Conneau
et al., 2019) for generalisation across languages for
discourse relation classification.

By using corpora featured in the DISRPT shared
task series (Zeldes et al., 2019, 2021; Braud et al.,
2023), we can directly compare our results to the
winning systems for the respective corpora. The
submissions to the latest iteration include HITS by

Liu et al. (2023), who use XLM-RoBERTa (base
and large, depending on the training data size),
DiscRet by Metheniti et al. (2023), who use the
multi-lingual BERT base cased model (mBERT)
(Devlin et al., 2019), and DiscoFlan by Anuran-
jana (2023), who uses Flan-T5 (Chung et al., 2022).
For one of our test corpora (the Turkish Discourse
Treebank), the system from Gessler et al. (2021),
submitted in 2021, was not beat in 2023. Gessler
et al. (2021) use a transformer-based neural clas-
sifier (a language-specific BERT model (Devlin
et al., 2019)) which enhances contextualized word
embeddings with hand-crafted features.

Jiang et al. (2023) improved the prior state-of-
the-art in implicit relation classification for En-
glish; the Penn Discourse TreeBank version 2 and
3 (Prasad et al., 2008; Webber et al., 2019), by in-
corporating the hierarchical structure containing all
senses, and the hierarchical sense label sequence
corresponding to each instance during classifica-
tion. We adopt their system architecture, and ex-
change RoBERTa-base for XLM-RoBERTa-base
in most of our experiments.

3 Data

Penn Discourse TreeBank In our experiments,
we use corpora that are annotated following the
Penn Discourse TreeBank (PDTB) framework
(Prasad et al., 2008; Webber et al., 2019). The
PDTB comprises annotations over Wall Street Jour-
nal articles, thus represents the (financial) news
domain. The PDTB paradigm, also referred to
as shallow discourse parsing, differentiates first
and foremost between different relation types, of
which explicit and implicit relations are the most
common.1 The former are explicitly and lexically
marked (with words or phrases like however, as a
result of, until, also referred to as discourse connec-
tives), the latter rely on the semantics of the related
propositions in order to infer the relation. Rela-
tions are annotated between exactly two arguments,
referred to as arg1 and arg2.

Our goal is to classify relations between
(pre-segmented) arguments according to the PDTB
relation sense hierarchy, which first categorizes
relations into four top levels (Comparison, Con-
tingency, Expansion and Temporal), and further
categorizes them into more detailed second-level
senses. Although the PDTB sense hierarchy

1See Prasad et al. (2008, pp. 2963) and Webber et al. (2019,
pp. 9) for details and other relation types.
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actually specifies more unique second-level
senses2, most previous work renders second-level
classification an 11-way classification problem,
as that is the number of unique senses in the
corresponding annotated corpora. The PDTB
sense hierarchy includes a third level, but like most
related work, we report classification performance
on the first and second levels only. We follow the
approach of Braud et al. (2023), by adopting their
train/test split and predicting one label for one
input sequence (we refer to Kim et al. (2020) for a
detailed discussion on evaluation). The scores for
4-way accuracy and f1 in Section 5 thus correspond
to classification at the top level of the hierarchy,
and the scores for 11-way accuracy and f1 corre-
spond to distinguishing between the eleven most
frequent classes at the second level of the hierarchy.

As mentioned in Section 2, while Jiang et al.
(2023) focus on implicit relations only, Braud et al.
(2023) combine all relation types. To maximize
comparability to related work, we thus follow Jiang
et al. (2023) in using implicit relations only when
data from the PDTB is concerned, and combine dif-
ferent relation types when the Italian, Portuguese
and Turkish corpora coming from Braud et al.
(2023) are concerned. We use the pre-processing
script3 from Jiang et al. (2023) to format the orig-
inal PDTB data. This results in a train, dev and
test split, all with implicit relations only (14,751
in total, see Table 1). For the Italian, Portuguese
and Turkish corpora, we use the train, dev and test
splits from Braud et al. (2023).

Translated discourse data To augment the train-
ing data available for other languages (whose cor-
pora are much smaller than the PDTB), we translate
the training, development and test sets of the En-
glish PDTB into Italian, Portuguese and Turkish
using the Google Translate API4. In the following
sections, the train, dev and test split from Jiang
et al. (2023) are referred to as pdtb2, while their
machine-translated versions are referred to as pdtb-
it, pdtb-pt and pdtb-tr.

Italian discourse corpus: LUNA The LUNA
corpus contains “Italian spontaneous speech
recorded in the help-desk facility of the Consor-
tium for Information Systems of Piedmont Regio”

216 in the 2.0 version of the hierarchy (Prasad et al., 2008).
3https://github.com/YJiangcm/GOLF_for_IDRR/

blob/master/preprocess.py
4Translations were obtained on February 28, 2024.

(Tonelli et al., 2010, pp.2084), thus represents Ital-
ian, and transcribed (but originally spoken) IT help-
desk dialogs. LUNA contains 1,188 relation in-
stances in total (train, dev and test).

Portuguese discourse corpus: CRPC The
CRPC corpus from Mendes and Lejeune (2022)
contains a written subset of the Reference Corpus
of Contemporary Portuguese, which in turn aims to
serve as a representative sample for the Portuguese
language and contains texts from many sources
(literature, newspapers, magazines, science, eco-
nomics, law, parliamentary debates, technical and
didactic texts, pamphlets) (Généreux et al., 2012,
pp.2237). CRPC contains 6,274 relation instances
in total.

Turkish discourse corpus: TDB The Turkish
Discourse Bank (TDB) corpus (Zeyrek and Kurfalı,
2017) contains written Turkish texts from a variety
of genres (novels, stories, research surveys, travel
and news articles, interviews and memoirs). TDB
contains 1,809 relation instances in total.

The combination of authentic and synthetic (i.e.,
machine-translated) corpora enables us to experi-
ment with different set-ups, using in-domain, out-
of-domain, in-language and out-of-language con-
figurations for training and test sets, to see how
well the model generalizes across the different di-
mensions. Statistics of our data sets are included in
Table 1. Since pdtb-it, pdtb-pt and pdtb-tr are direct
translations of the relations in our pdtb2 corpus, the
number of instances in those data sets are identical
to the pdtb2. One of the key goals of this paper is
to find out how our relation classifier generalizes
across both languages and domains. While “lan-
guage” is comparatively well-defined (with Turkish
being a different language than Portuguese, for ex-
ample), the notion of “domain” is less clear-cut.
The LUNA corpus stands out in that it represents
spontaneous speech in help-desk context, but both
CRPC and TDB are multi-genre, include news texts
and therefore could be considered not that differ-
ent from the (financial news) PDTB texts. In our
experiments though, we assume each of the three
non-English corpora to be of a different domain
than the PDTB, and get back to the discussion of
domain differences in Section 6.
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pdtb2 LUNA CRPC TDB
train 12,547 728 4,869 1,348
dev 1,165 168 769 193
test 1,039 292 636 268
total 14,751 1,188 6,274 1,809

Table 1: Data statistics.

4 Method

Discourse relation classification model Our
model is based on Jiang et al. (2023), who im-
prove over prior work on implicit discourse relation
classification by proposing a hierarchy-aware ar-
chitecture, that takes into the account the global
and local level of PDTB relation senses. We
use the default hyper-parameter settings of Jiang
et al. (2023), except for the number of epochs,
which we set to 30. We use XLM-RoBERTa-
base (Conneau et al., 2019) for most configu-
rations, since we want to investigate the poten-
tial for generalisation across languages. For ex-
periments where training and test data is from
the same language, we use roberta-base (Liu
et al., 2019) for English, roberta-base-italian5

for Italian, portuguese-roberta-base6 for Por-
tuguese, and roberta-base-turkish-uncased
(Aytan and Sakar, 2022) for Turkish.

State-of-the-art models for Italian, Portuguese
and Turkish We compare performance of our set-
up on the Italian and Portuguese corpora to that of
Liu et al. (2023), and on the Turkish corpus to that
of Gessler et al. (2021) (see Section 2 for details).
Recall that while Jiang et al. (2023) work with
implicit relations only from the PDTB, because the
data featured in the 2021 and 2023 shared tasks
(Zeldes et al., 2021; Braud et al., 2023) combines
all relation types, for LUNA, CRPC and TDB, we
train and evaluate on both implicits, explicits and
other relation types.

Domain adaptation In addition to trying out dif-
ferent data configurations (of training and test data),
we experiment with marking out-of-domain train-
ing samples at training time. This is inspired by
Daumé III (2007); Kim et al. (2016), who augment
the feature space that is used as input to the classi-
fier model, thereby forcing the learning algorithm

5https://huggingface.co/osiria/
roberta-base-italian

6https://huggingface.co/flax-community/
portuguese-roberta-base

to do the adaptation. In their implementation, the
dimension domain simply occupies a particular po-
sition in the vector representation of the input to
the classifier. Similarly, we simply concatenate the
final representation with a binary flag, indicating if
the training sample is in-domain or out-of-domain.
In the original model architecture, the vectorized
representations of arg1 and arg2 are concatenated
and used as input for the classifier. In our exper-
iments with marking of out-of-domain data, we
combine this concatenated vector with another vec-
tor of zeros if the sample is out-of-domain, and with
another vector of ones if the sample is in-domain.

5 Results

The following subsections present the results for
different base models and different configurations
of training and test data.

5.1 Mono-lingual vs. Multi-lingual Model

We first want to test how much model performance
degrades by switching to a multi-lingual instead
of a mono-lingual base model. We therefore reran
the original model from Jiang et al. (2023), and
compare it to a version in which we replace the
mono-lingual English RoBERTa-base model by the
multi-lingual XLM-RoBERTa-base model. Recall
that 4-way and 11-way results correspond to classi-
fication on the top and second level, respectively, of
the PDTB sense hierarchy. Table 2 shows that our
replication of Jiang et al. (2023) yielded slightly
lower (but roughly comparable) results, but that
we see a sharp drop in performance: 10 points in
both accuracy and f17 when exchanging the English
model for the multi-lingual one. When working
with English data, using a mono-lingual English
model thus yields better results.

4-way 11-way
model f1(acc.) f1(acc.)
JZW23-orig 65.76 (72.52) 41.74 (61.16)
JZW23-reprod 64.07 (71.61) 39.63 ( 60.35)
XLM-R-base 54.57 (62.95) 30.61 (48.99)

Table 2: Results for a mono-lingual and multi-lingual
base model on English data (pdtb2). JZW23 stands for
Jiang et al. (2023); orig refers to reported numbers in
their table 1; reprod refers to our results from running
their code; XLM-R-base stands for the XLM-RoBERTa-
base model.

7All f1-scores in this paper are macro-averaged.

557



5.2 Language Transfer (Zero-resource
setting)

Next, we consider a setting in which no data is
available in the target language and compare how
well the mono-lingual model using translated En-
glish corpus data for training does compared to
a setting where a multi-lingual model is trained
on the English corpus and then applied to Ital-
ian/Portuguese/Turkish data (pdtb-it, pdtb-pt, pdtb-
tr). We test both on the pdtb2 test set translated into
the target language as well as on the test set of data
that was originally annotated in the target language.
Note that in the latter case, the model has to deal
with both a language transfer problem and with a
domain-adaptation problem, as the original corpora
contain data from different domains than the En-
glish PDTB corpus. Our experiments reported in
this section use the multi-lingual XLM-RoBERTa-
base model; we will get back to a comparison to
mono-lingual models for Italian, Portuguese and
Turkish in Section 5.4 below.

Table 3 illustrates that performance on the trans-
lated pdtb2 dataset to Italian, Portuguese and Turk-
ish remains relatively stable compared to the per-
formance of the multi-lingual model on English
(compare f1 and accuracy scores to the last row in
Table 2). This suggests that it is possible to learn
discourse relations independently of language, and
apply these learned representations to another lan-
guage, which has not been seen during task-specific
fine-tuning.

Furthermore, we can see that performance is
slightly better when fine-tuning the multi-lingual
model on the translated pdtb2 data compared to
training it on English and then applying to the tar-
get language (compare the first two rows for each
language in Table 3).

Finally, we can also observe that there is a sub-
stantial drop in performance when evaluating on
the test set of the original Italian (LUNA) / Por-
tuguese (CRPC) / Turkish (TDB) data. There
might be several reasons for this: The discourse-
annotated texts from the other languages are from
different domains – hence, the approach not only
has to generalize across languages but also across
domains, a well-known notoriously difficult prob-
lem. Alternatively, it is possible that the trans-
lated data is atypical, suffering from translationese
effects and thereby might hamper generalization
from translated data to native data. Another factor
is type of arguments the model has seen during

4-way 11-way
train test f1 (acc.) f1 (acc.)
pdtb2 pdtb-it 54.79 (64.10) 31.85 (49.66)
pdtb-it pdtb-it 56.72 (64.39) 33.63 (49.23)
pdtb-it LUNA 43.06 (48.29) 18.03 (34.59)
pdtb2 pdtb-pt 53.24 (62.95) 31.17 (48.80)
pdtb-pt pdtb-pt 55.03 (63.75) 31.61 (47.83)
pdtb-pt CRPC 45.74 (57.08) 17.03 (37.26)
pdtb2 pdtb-tr 51.24 (61.50) 30.41 (46.92)
pdtb-tr pdtb-tr 51.57 (60.73) 30.31 (45.91)
pdtb-tr TDB 43.15 (47.01) 18.11 (32.84)

Table 3: Results for the XLM-R-base model on lan-
guage transfer, testing on synthetic, translated data as
well as on originally annotated data in the target lan-
guage.

training. Since we train on implicit relations from
the PDTB2, the model has only seen examples of
inter-sentential relations. In addition to the implicit
vs. explicit distinction, it is also confronted with
intra-sentential (explicit) relations in the test set-up.
Finally, it is also possible that Italian / Portuguese /
Turkish annotators took different decisions in dis-
course annotation compared to English annotators
on PDTB, leading to a discrepancy in label usage,
e.g., by using a smaller set of labels.

5.3 Domain Transfer (Low Resource Setting)

Next, we consider a setting where some target
language discourse-annotated data is available for
training. Our main questions are (a) how our ba-
sic setup based on the XLM-RoBERTa-base model
compares to the previous state-of-the-art on the Ital-
ian, Portuguese and Turkish datasets; (b) whether
performance can be improved by exploiting trans-
lated data from English; (c) whether our implemen-
tation of a domain-adaptation technique inspired
by Daumé III (2007); Kim et al. (2016) helps in
dealing with the domain gap between translated
pdtb2 data and the target domain.

Regarding our first question, we compare our
results to the best-performing systems of the 2021
and 2023 shared task iterations (Zeldes et al., 2021;
Braud et al., 2023). The results are shown in Ta-
ble 4. For LUNA, Liu et al. (2023) outperform
our baseline setup, while for CPRC and TDB, our
baseline outperforms the results of Liu et al. (2023)
and Gessler et al. (2021), respectively.

Regarding our section question, we explore train-
ing on both the translated pdtb2 data and the train-
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4-way 11-way
model f1 (acc.) f1 (acc.)
LFS23 - (65.00) - (-)
XLM-R on LUNA 64.31 (63.70) 32.81 (52.74)
+ pdtb-it 67.64 (66.78) 41.57 (57.53)
+ pdtb-it + DA 72.72 (71.92) 57.13 (62.33)
LFS23 - (78.53) - (-)
XLM-R on CPRC 78.71 (83.18) 76.39 (82.55)
+ pdtb-pt 79.86 (83.96) 73.45 (83.02)
+ pdtb-pt + DA 79.86 (83.49) 77.90 (83.65)
GBLPZZ21 - (60.09) - (-)
XLM-R on TDB 61.80 (64.55) 51.11 (59.33)
+ pdtb-tr 64.45 (68.66) 40.05 (61.57)
+ pdtb-tr + DA 63.98 (67.54) 53.92 (64.18)

Table 4: Baseline performance on Italian (LUNA), Por-
tuguese (CRPC) and Turkish (TDB), compared to prior
work; LFS23 stands for (Liu et al., 2023); GBLPZZ21
stands for (Gessler et al., 2021); DA stands for domain
adaptation (adding a flag that indicates what domain
each data point comes from).

ing data from the target domain, in a setup where
the model is first trained on the translated pdtb2
data for 15 epochs, and then on the training section
of the target-language original data for 15 more
epochs. Our results (see the magenta rows in Table
4) show that using translated English data from the
financial news domain as additional training data
increases performance consistently for all three lan-
guages in the 4-way (top-level) classification task;
however, we also observe a drop in performance
on the 11-way (second-level) classification task. A
more detailed analysis indicates that this might be
due to different distributions of second-level labels
between the corpora (we will get back to this in
Section 6), hence second-level labels suffer more
severely from the domain shift between PDTB and
other domains.

Simple domain adaptation Finally, regarding
our third question, table 4 also presents the re-
sults for explicitly marking the out-of-domain data
(here: the translated pdtb2 texts) at training time.
The rows marked “+DA” represent configurations
where the training data is from multiple domains,
but from the same language. We find that domain
marking leads to improved performance in most
settings, with strongest improvements obtained on
the 11-way classification problems. This indicates
that the distribution shift regarding second-level
labels can be modelled successfully by including

the domain flag. We note that our proposed method
including translated English data and the simple
domain adaptation technique outperform the pre-
vious state-of-the-art results consistently and by a
substantial margin on all three languages. It should
be noted here though that we use additional train-
ing data which was not available in the shared task,
and that for a direct comparison, the winning sys-
tem of the shared task should be trained with this
additional data as well.

We also tested a configuration where the multi-
lingual model is first fine-tuned on English pdtb2
data for 15 epochs (without translating that data,
but in a setting that does use the domain adapta-
tion flag), and then further fine-tuned on the target
language training data. We found that this setting
leads to worse results than using translated data
for Italian (3 point drop) and Portuguese (1 point
drop), whereas for Turkish, better results are ob-
tained when using original, English pdtb2 data,
combined with Turkish in-domain data (f1 66.55,
acc 69.78 on 4-way classification, and f1 55.00, acc
64.93 on 11-way classification).

5.4 Multi-lingual vs. Mono-lingual Target
Language Models

Because our experiments on English with a mono-
lingual vs. a multi-lingual base model indicated
a significant drop in performance moving from a
mono-lingual to a multi-lingual model (see Table
2), we also used dedicated mono-lingual models
(see Section 4), with translated data (pdtb-it, pdtb-
pt, pdtb-tr) in combination with out-of-domain
marking in an attempt to further improve perfor-
mance. We found, however, that unlike the English
setting, this did not improve performance, com-
pared to using the multi-lingual model. For LUNA,
4-way f1 and accuracy dropped from 72.72, 71.92
to 70.24, 69.86, respectively. 11-way f1 dropped
from 57.13 to 50.14, with accuracy staying at 62.33.
For CRPC, 4-way f1 and accuracy dropped signifi-
cantly from 79.86 and 83.96 to 53.68 and 63.68, re-
spectively. 11-way f1 and accuracy dropped signif-
icantly as well, from 77.90, 83.65 to 40.15, 62.58.
For TDB, the performance drop was equally signif-
icant. 4-way f1 and accuracy dropped from 66.55,
69.78 to 55.02, 59.70. 11-way f1 and accuracy
dropped from 55.00, 64.92 to 37.96, 54.48.
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6 Discussion

Overall, we obtain the best results by combining
data from different domains, and marking the out-
of-domain instances at training time. For Italian
and Portuguese, using in-language training data
yields better results, whereas for Turkish, com-
bining English out-of-domain data with Turkish
in-domain data yields better results. According
to Conneau et al. (2019, Appendix A), the train-
ing data for XLM-RoBERTa-base included 20.9
GiB of Turkish, compared to 30.2 GiB for Italian,
49.1 GiB for Portuguese, and 300.8 GiB for En-
glish. This could explain the better performance
when using original, English data, since the model
has seen comparatively few Turkish at pre-training.
However, since the difference between the amount
of training data in Turkish, Italian and Portuguese
is not that large, we consider more research nec-
essary to draw conclusions on this. For Italian
and Portuguese, it seems that the automatically ob-
tained, synthetic data is good enough to improve
classification performance for discourse relation
classification when testing on authentic data.

The performance difference for the three corpora
overall are rather large, but Table 1 indicates that
performance does not correspond to the size of the
corpus. Although CRPC is the largest and has the
highest scores overall, LUNA has higher scores
than TDB, despite LUNA being about 1.5 times
smaller than TDB.

Differences in label distributions Figure 1 dis-
plays the distribution of top-level senses for the
four corpora used in our experiments.8

From this, we can see that LUNA has a more
balanced distribution than the others, possibly ex-
plaining its comparatively high scores (for our best-
performing set-up), taking into account that it is
by far the smallest corpus. Note that pdtb2 has
a fairly imbalanced distribution, with a large pro-
portion of expansion relations and relatively few
temporal relations. This distribution can be par-
tially attributed to specificities of the newspaper
genre, and partially to the fact that for the pdtb2
corpus, we are only working with implicit relations.
Temporal relations are often expressed explicitly,
which may contribute to their low rate in pdtb2. We
also note that CRPC is most similar to pdtb2 in the
context of the number of implicit relations in the

8Recall that pdtb-it, pdtb-pt and pdtb-tr have the exact
same distributions as the pdtb2.

Figure 1: Top-level sense distributions.

dataset, as it has the highest implicit ratio of the
three non-English corpora: Table 6 of Braud et al.
(2023) shows a ratio of 0.58 (711 implicit relations,
divided by 1,228 total relations), compared to 0.47
and 0.32 for TDB and LUNA, respectively.

Turning to second-level senses in Figure 2, we
see that CRPC and TDB have slightly fewer unique
senses (6 for both) than the other two (9 for LUNA,
11 for pdtb2). While having fewer classes often
results in higher scores for multi-class classifica-
tion, this does not seem to be very predictive for our
task, as CRPC has a relatively high f1-score (77.90),
but TDB (with only 6 unique senses) scores 53.92,
while LUNA scores 57.13 (with 9 unique senses).
In this respect, it is important to point out that there
might be corpus-specific biases: For all three sys-
tems submitted to the 2023 DISRPT shared task,
CRPC relation classification performs significantly
above the corresponding mean of the system, and
two of the three systems shows second-best results
on this corpus (after the Thai corpus) (Braud et al.,
2023, Table 5). This might indicate that the CRPC
corpus contains particularly easy relations, and we
consider an investigation of what easy means in this
context and important direction for future work.

Our results also showed that including pdtb2
data was detrimental to performance for 11-way
classification when no domain flagging is used, and
we speculated that this could be due to strong dif-
ferences in the distributions of second-level senses.
In Figure 2, we can indeed observe that in the ex-
pansion class, pdtb2 has many more instantiation
and restatement relations, and fewer conjunctions
than the other corpora.
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Figure 2: Second-level sense distributions.

Domain differences between corpora In an at-
tempt to assess to what extent the corpora used
in our experiments differ with respect to the ac-
tual words and phrases used, we include Fig-
ure 3. This is the result of a pair-wise compari-

Figure 3: Corpus similarity heatmap.

son of all corpora, where the number expresses
the average cosine similarity between all rela-
tional arguments in the corpora. To calculate
cosine similarity, we encode the arguments us-
ing stsb-xlm-r-multilingual from sentence-
transformers (Reimers and Gurevych, 2019). The
sentence-transformers architecture is specifically
designed to express semantic similarity at sentence
level, and by using a multi-lingual model, the as-

sumption is that a particular sentence in English
shows a high degree of similarity with the (maxi-
mally faithful) translation of that sentence in, for
example, Turkish. The numbers on the diagonal
in Figure 3 express how diverse a corpus is: The
high number for LUNA hence indicates that there
is relatively little diversity in the LUNA corpus
(0.34) compared to e.g., the pdtb2 corpus. The low
number for LUNA vs. pdtb2 (0.092) in Figure 3 in-
dicates that the relational arguments in LUNA tend
to be very different from the relational arguments
of pdtb2. From this figure, we can read that both
LUNA and TDB stand out in their usage of words
and phrases, as they display a higher average cosine
similarity when compared intra-corpus than when
compared inter-corpus. While we indeed see a sig-
nificant drop when training on pdtb2 and testing on
LUNA and TDB, the same drop is observed when
training on pdtb2 and testing on CRPC, although
pdtb2 and CRPC display a considerably lower di-
vergence compared to pdtb2 and LUNA, and pdtb2
and TDB.

Another possible explanation of performance
could be the single- or multi-domain aspect of an
evaluation corpus. We compared the performance
of the winning system of the 2023 shared task9

(Liu et al., 2023) along this axis, and this reveals
that the average performance on single-domain cor-

9We use this, and not our system, to have more data points,
as we do not have results for the Thai and Chinese corpora.
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pora (65.00 for LUNA, 74.30 for the PDTB, 64.96
for TEDM, 95.83 for TDTB and 59.63 for CDTB
(Braud et al., 2023, Table 5)) is higher than on
multi-domain corpora (78.53 for CRPC and 45.50
for TDB): 71.95 vs. 62.02 for single- vs. multi-
domain, respectively. This could be because a
single-domain corpus is likely to be more consis-
tent in terms of the types of discourse relations
that occur in it. This observation, however, is only
based on two data points for multi-domain corpora,
and while an interesting direction, we consider
more data points necessary before such conclusions
can be drawn.

7 Conclusion

In this paper, we adopt a state-of-the-art implicit
discourse relation classification model developed
for English, and apply it to both implicit and non-
implicit discourse relations from three corpora that
differ in language and domain: An Italian corpus
of transcribed IT Helpdesk dialogs, a multi-domain
Portuguese corpus and a multi-domain Turkish cor-
pus. By experimenting with different configura-
tions of in-domain, out-of-domain, in-language and
out-of-language training data, we explore to what
extent the model generalizes across languages and
domains. We also demonstrate the importance of
using a flag to mark out-of-domain data at training
time. Overall, our setup improves over prior work
by just under 7 points for Italian, over 5 points for
Portuguese, and over 9 points for Turkish (all based
on 4-way classification accuracy scores). Our code
is published on GitHub.10

We attempt to link the classification results to
the number of training samples, label distribution
and language usage. We find that the number of
training samples or sentence similarity between
training and test domain is not very indicative of
performance, and that instead the label distribution
is likely to be a more reliable indicator. In future
work, we plan to delve deeper into specific label
distributions of the different domains, and poten-
tially continue this line of work by not just looking
at different domains, but by also including and test-
ing on annotated data using wholly different label
sets (e.g., Rhetorical Structure Theory (Mann and
Thompson, 1988) corpora).

In order to maximize comparability to related
work, we tested on implicit relations only in pdtb

10https://github.com/PeterBourgonje/GOLF_
multilingual

set-ups, while we combine different relation types
in the other set-ups. An interesting direction of
future work would be to more systematically in-
vestigate the significance of the strict distinction
between explicit and implicit relations (as it is often
found in the literature), given current, state-of-the-
art models for discourse relation classification.

Limitations

Our experiments rely on fine-tuning on LLMs, and
benefit greatly from running on a GPU. Reproduc-
tion of our results without having access to a GPU
will therefore be time-consuming. Furthermore,
although XLM-RoBERTa is specifically targeted
at multi-lingual use cases, the amount of training
data varies per language (Conneau et al., 2019, Ap-
pendix A). For languages with relatively few GiBs
of training data, performance may be significantly
lower than for the languages we included in our
evaluation.

Ethics Statement

Since our method relies on XLM-RoBERTa for
the encoding of input, it will propagate any biases
present in (the training data of) this pre-trained
language model.
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Abstract

The standard language modeling (LM) loss by
itself has been shown to be inadequate for ef-
fective dialogue modeling. As a result, vari-
ous training approaches, such as auxiliary loss
functions and leveraging human feedback, are
being adopted to enrich open-domain dialogue
systems. One such auxiliary loss function is
Bag-of-Words (BoW) loss, defined as the cross-
entropy loss for predicting all the words/tokens
of the next utterance. In this work, we propose
a novel auxiliary loss named Bag-of-Keywords
(BoK) loss to capture the central thought of the
response through keyword prediction and lever-
age it to enhance the generation of meaningful
and interpretable responses in open-domain di-
alogue systems. BoK loss upgrades the BoW
loss by predicting only the keywords or critical
words/tokens of the next utterance, intending
to estimate the core idea rather than the entire
response. We incorporate BoK loss in both
encoder-decoder (T5) and decoder-only (Di-
aloGPT) architecture and train the models to
minimize the weighted sum of BoK and LM
(BoK-LM) loss. We perform our experiments
on two popular open-domain dialogue datasets,
DailyDialog and Persona-Chat. We show that
the inclusion of BoK loss improves the dia-
logue generation of backbone models while
also enabling post-hoc interpretability. We also
study the effectiveness of BoK-LM loss as a
reference-free metric and observe comparable
performance to the state-of-the-art metrics on
various dialogue evaluation datasets.

1 Introduction

Open-domain dialogue generation is a dynamic
area of research, aiming to generate contextually
relevant and meaningful responses given a dialogue
context. As deep learning models continue to thrive
in the field of natural language processing (NLP),
a widely adopted strategy to solve any natural lan-
guage generation (NLG) task involves pre-training
and fine-tuning large language models (LLMs).

Perhaps you'd be interested

in red roses.

What would the roses

cost me ?

Dialogue Context

Response

Bag-of-Keywords (BoK)roses   cost

I need some flowers for

my wife.

Figure 1: A motivating example for Bag-of-Keywords
loss in open-domain dialogue system.

The LLMs are predominantly trained with language
modeling (LM) loss, which essentially corresponds
to cross-entropy loss for predicting the next word
or token. While LM loss remains effective in train-
ing NLG models for diverse tasks, including dia-
logue generation (Sordoni et al., 2015; Wolf et al.,
2019; Zhang et al., 2020; Roller et al., 2021), it
may not be the optimal choice for training models
specifically tailored for dialogue generation. It is
well-established that perplexity, a measure associ-
ated with LM loss, primarily gauges fluency and
weakly correlates with human dialogue evaluation
(Dinan et al., 2019; Mehri and Eskenazi, 2020b;
Phy et al., 2020). Consequently, relying solely on
LM loss may not guarantee generations with desir-
able conversational qualities. Therefore, exploring
alternative loss functions and training methods is
crucial to advance the development of generative
open-domain dialogue models.

In order to mitigate the exclusive dependence
on LM loss in the training of open-domain dia-
logue models, various approaches have been ex-
plored in the existing literature. These techniques
can be broadly categorized into two classes - a)
auxiliary loss and b) human feedback. The first
approach combines one or more auxiliary losses
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with LM loss to train the dialogue models. Vari-
ous types of auxiliary losses have been explored
in the context of open-domain dialogue learning.
For instance, Bag-of-Words (BoW) loss computes
the cross-entropy loss to predict words/tokens of
the next utterance from the given dialogue con-
text (Zhao et al., 2017; Li et al., 2021; Dey et al.,
2023). Some methodologies involve predicting
the sentence-level encoding of the next utterance
and determining the loss through L1/L2 norms
and KL divergence (Serban et al., 2017; Li et al.,
2021; Chen et al., 2022; Dey et al., 2023). Few
approaches incorporate a next-utterance classifica-
tion loss (Wolf et al., 2019), wherein the auxiliary
loss is computed for a classification or ranking
task to predict the true utterance from a set of can-
didate responses. On the other hand, the second
approach is based on refining the pre-trained dia-
logue model through human feedback. These meth-
ods mostly follow the training principle of Rein-
forcement learning from human feedback (RLHF),
where the model is fine-tuned to maximize the re-
ward associated with the generated response using
Reinforcement learning. RLHF has gained signif-
icant interest recently, particularly with the popu-
larity of models like Chat-GPT (Long and et al.,
2022). However, acquiring quality human feed-
back data is challenging and expensive (Casper and
et al., 2023). Furthermore, relying on automated
dialogue evaluation metrics as a substitute for hu-
man feedback can pose challenges, as they may
not strongly correlate with human judgments (Liu
et al., 2016; Yeh et al., 2021).

In this work, our objective is to propose a novel
auxiliary loss for open-domain dialogue systems.
Specifically, we address the limitation of BoW
loss by introducing Bag-of-Keywords (BoK) loss,
which is defined as the cross-entropy loss to predict
the keywords of the next utterance. While train-
ing, we extract the keywords of the ground-truth
response using YAKE! (Campos et al., 2018, 2020),
an unsupervised feature-based keyword extractor.
The keywords can be seen as a proxy for the core
idea of the response. In a conversation, a reply can
be generated in multiple ways. As a result, BoW
loss can induce training data bias since it considers
all the words/tokens of the ground-truth response
for prediction. In contrast, BoK loss focuses on the
core idea (as shown in Fig. 1) that alleviates the
problem of generalization. The main contributions

of this work are summarized as follows1:

• We propose BoK loss, a novel auxiliary loss
for open-domain dialogue systems. BoK loss
can be easily incorporated into any generative
model and trained using a weighted sum of
BoK and LM (BoK-LM) loss.

• We show that BoK loss enhances the dialogue
generation of backbone models on DailyDi-
alog and Persona-Chat datasets. We note an
improvement in the specificity of the gener-
ated responses with the inclusion of BoK loss.

• We perform a qualitative analysis of the gen-
erated responses and discuss how BoK loss
enables post-hoc interpretability.

• We study the effectiveness of BoK-LM loss
as a reference-free metric. We observe that
it exhibits moderate correlations with human
judgments on different evaluation datasets.

2 Background and Related Works

Open-domain dialogue generation is a challeng-
ing NLG task. Let D<t = {u1, u2, ...ut−1} be a
multi-turn conversation where uj represents the
utterance at turn j. Let Ct be the condition (like
persona, document, etc.) other than dialogue his-
tory for generating ut. The task of open-domain
dialogue generation is to generate ut given D<t

and Ct. Like any NLG task, it is modeled using
language models and generally trained using the
next word/token prediction task. The correspond-
ing language modeling (LM) loss is defined as,

LLM = −
T∑

n=1

log p(utn |ut<n , D<t, Ct; θ) (1)

where utn denotes the nth word/token of utterance
ut and θ indicates the parameters of the language
model. Training transformer (Vaswani et al., 2017)
based large language models (LLMs) with LM loss
on large dialogue corpora has shown remarkable
performance in open-domain dialogue generation
(Zhang et al., 2020; Roller et al., 2021). How-
ever, it has been shown that perplexity (eLLM), a
metric that is a function of LM loss, can measure
fluency but shows a weak correlation with other
conversational aspects (Dinan et al., 2019; Mehri
and Eskenazi, 2020b; Phy et al., 2020). The root

1Code is available at github.com/SuvodipDey/BoK

567



cause of this behavior stems from the inherent one-
to-many nature of dialogue, where a given context
can elicit multiple possible responses (Liu et al.,
2016). Consequently, simply increasing the size of
training data may not always yield improvement,
as it is impractical to collect all potential response
variations. To tackle this challenge, researchers em-
ploy various techniques, broadly categorized into
two classes: i) incorporating one or more auxil-
iary losses alongside LM loss, and ii) leveraging
human feedback to finetune pre-trained dialogue
models. Given our focus on proposing a new aux-
iliary loss, we keep our related works limited to
different auxiliary losses utilized for open-domain
dialogue generation, described as follows.

• The first kind of auxiliary loss estimates the
error in predicting the sentence-level encod-
ing of the next utterance given the dialogue
context. Authors of VHRED (Serban et al.,
2017) and DialogVED (Chen et al., 2022) use
Kullback-Leibler (KL) divergence to compute
the distance between the approximate and true
posterior distribution of the next utterance.
Models like DialoFlow (Li et al., 2021) and
DialoGen (Dey et al., 2023) use the L1/L2
norm for the same purpose. Predicting the
encoding of the next utterance is challenging
and may lead to issues like posterior collapse
while using KL divergence (Chen et al., 2022).

• The second approach is based on the next ut-
terance classification loss. In this method,
the task is to classify the ground-truth re-
sponse from a given set of candidate utter-
ances (Wolf et al., 2019). It is worth noting
that this method requires negative samples,
which are usually not included in the datasets.
Hence, different kinds of negative sampling
techniques are adopted to obtain them. How-
ever, finding high-quality negative samples is
difficult for dialogues (Lan et al., 2020).

• The third approach focuses on predicting the
words/tokens of the next utterance. This loss
is popularly known as Bag-of-Words (BoW)
loss (Zhao et al., 2017). Models like Di-
aloFlow (Li et al., 2021) and DialoGen (Dey
et al., 2023) utilize BoW loss to support LM
loss. DialogVED (Chen et al., 2022) uses
BoW loss to tackle the posterior collapse that
is caused due to minimizing KL divergence.
As discussed earlier, a dialogue context can

have many relevant responses. Hence, the task
of predicting all the words/tokens can induce
training data bias. In this work, we aim to
address this limitation of BoW loss.

3 Methodology

In this section, we describe Bag-of-Keywords loss
followed by its application in open-domain dia-
logue systems.

3.1 Bag-of-Keywords (BoK) loss

As discussed, BoW loss is computed as the cross-
entropy loss to predict all the tokens of the next
utterance. Say the model has to generate utterance
ut given dialogue context D<t. Let ϕt ∈ Rd be
the representation of the context for generating ut.
Then the BoW loss (LBoW) is defined as,

LBoW = −
∑

w∈ut

log p(w|ϕt) (2)

where p(w|ϕt) is the probability of predicting the
word/token w ∈ ut given ϕt. Predicting all the
words of a dialogue response may cause training
data bias because there can be multiple ways to gen-
erate a response. Additionally, dialogue responses
often contain stopwords that are necessary for sen-
tence construction and fluency. Therefore, predict-
ing these stopwords in BoW loss is unnecessary
since LM loss already takes care of it.

One simple approach to address this limitation
of BoW loss is to predict only the keywords of the
response. By keywords, we mean the critical words
that capture the core concept of the response. This
approach can help reduce the training data bias
and increase its generalizability for open-domain
dialogue generation. To achieve this, we propose
Bag-of-Keywords (BoK) loss, which is computed
as the cross-entropy loss to predict the keywords of
the next utterance. We define BoK loss (LBoK) as,

LBoK = −
∑

w∈Kt

log p(w|ϕt) (3)

where Kt is the set of keywords (or tokens associ-
ated with the keywords) in ut. Note that the anno-
tations regarding the keywords are not available in
the existing dialogue datasets. In this work, we find
the keywords using YAKE! (Campos et al., 2018,
2020), an unsupervised feature-based keyword ex-
traction algorithm that leverages statistical features
extracted directly from the text, thereby supporting
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Transformer Encoder

[u1] eou [u2] ... eou [ut-1] eos [Ct]

Transformer Decoder

bos ut
(1) ut

(2) ... ut
(k) eos

FFNN
(for keywords prediction)

BoK loss LM loss

ϕt

(a) Encoder-decoder framework

Transformer Decoder

FFNN
(for keywords prediction)

BoK loss LM loss

[u1] eou [u2] ... eou [ut-1] eos [Ct] bos ut
(1) ut

(2) ... ut
(k) eos

ϕt

(b) Decoder-only framework

Figure 2: Incorporating BoK loss in open-domain dialogue models. [uj ] and [Cj ] represents the list of tokens after
tokenizing utterance uj and condition Cj , respectively. u(i)

t denotes the ith token of utterance ut, whereas {eos,
bos, eou} are special tokens. ϕt ∈ Rd is the hidden state of the final layer of bos token, representing the context.

texts of multiple domains and languages. However,
one can adopt any strategy for keyword extraction.
We chose YAKE! because it is unsupervised and
has already been utilized to extract keywords from
dialogue responses (Dey and Desarkar, 2023). For
example, in Fig. 1, YAKE! extracted the keywords
“roses” and “cost” from the response “What would
the roses cost me?”.

3.2 Application of BoK loss
BoK loss can be easily applied to any open-domain
dialogue model. Currently, all state-of-the-art
dialogue generation models are based on Trans-
former (Vaswani et al., 2017). These models can
be broadly classified into two architectures - i)
encoder-decoder and ii) decoder-only. Incorpo-
rating BoK loss into both these architectures is
described as follows.

• Encoder-Decoder Architecture: Fig. 2a
shows the method of applying BoK loss in
encoder-decoder architecture. The encoder
takes the concatenation of the past utterances
(D<t) along with the condition Ct as input.
Note that Ct may be present or absent based
on the task or dataset. In the decoder, we add
an extra component for computing the BoK
loss. Let ϕt ∈ Rd be the hidden state repre-
sentation of the final layer corresponding to
the bos token, representing the context. Then,
the BoK loss is computed as follows:

αt = softmax(FFNN(ϕt)) ∈ R|V | (4)

LBoK = −
∑

w∈Kt

log p(w|ϕt) = −
∑

w∈Kt

logαtw

(5)
where FFNN denotes a single layer feed-
forward neural network, and |V | is the vo-
cabulary size of the decoder tokens.

Dataset Type #Dialog #Turns Tmax Tmin Tavg

DailyDialog
Train 11118 87170 35 2 7.84
Dev 1000 8069 31 2 8.07
Test 1000 7740 26 2 7.74

Persona-Chat
Train 8939 131438 50 12 14.70
Dev 1000 15602 26 14 15.60
Test 968 15024 34 14 15.52

Table 1: Basic statistics of DailyDialog and Persona-
Chat dataset. Tmax, Tmin, and Tavg indicate maximum,
minimum, and average dialogue turns.

• Decoder-only Architecture: Fig. 2b shows
the process of incorporating BoK loss in
decoder-only architecture. The BoK loss com-
putation follows the same equations (Eqn. 4
and 5) as encoder-decoder architecture.

The training objective for both architectures is to
minimize the weighted sum of BoK and LM loss.
We term this loss as BoK-LM loss (LBoK-LM).

LBoK-LM = LLM + λLBoK (6)

where λ ∈ R is a hyper-parameter to set the weight
of the BoK loss. Note that both the loss compo-
nents depend on the context vector ϕt. Hence, the
BoK-LM loss helps to learn ϕt such that it can
capture the core idea of the response and align the
generation towards a meaningful response.

4 Experimental Set up

4.1 Datasets

We conduct our experiments on two datasets: Dai-
lyDialog (Li et al., 2017) and Persona-Chat (Zhang
et al., 2018a). DailyDialog is a popular chit-chat
dataset in which the task is to generate responses
conditioned only on the dialogue history. On the
other hand, Persona-Chat is a knowledge-grounded
dataset where a response needs to be generated
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Model Referenced Metrics Reference-Free Metric
Bleu-1 Bleu-2 Bleu-3 Bleu-4 Nist-2 Nist-4 Meteor Div-1 Div-2 Entropy U S LS USLS-H

DialoFlow 48.75 26.73 16.35 10.70 3.76 3.97 16.44 0.039 0.216 9.98 0.96 0.88 0.21 0.6777
DialoGen 49.13 27.25 16.88 11.07 3.76 3.98 16.40 0.043 0.223 9.88 0.83 0.90 0.32 0.6685
DialogVED 50.50 28.95 18.38 12.29 3.94 4.18 16.90 0.037 0.204 9.82 0.86 0.88 0.30 0.6642
T5 51.56 29.22 18.29 12.05 3.99 4.23 16.27 0.044 0.219 9.62 0.97 0.89 0.18 0.6718
T5BoW 51.75 29.70 18.89 12.75 4.05 4.32 16.64 0.045 0.230 9.79 0.97 0.89 0.19 0.6791
T5BoK 51.74 29.74 19.19 13.24 4.09 4.37 16.62 0.045 0.233 9.84 0.97 0.90 0.20 0.6793
DialoGPT 49.30 27.63 17.37 11.68 3.78 4.01 16.67 0.037 0.193 9.66 0.97 0.89 0.19 0.6731
DialoGPTBoW 49.60 27.85 17.60 11.82 3.80 4.04 16.83 0.037 0.190 9.60 0.97 0.89 0.20 0.6759
DialoGPTBoK 49.16 29.10 20.00 14.92 4.01 4.35 17.72 0.048 0.257 10.19 0.97 0.89 0.31 0.7064

Table 2: Comparison of dialogue generation performance on DailyDialog test data with automated metrics. The
highest and second-highest scores are written in bold and underlined respectively.

based on both dialogue history and a persona pro-
file that defines the speaker. Table 1 displays the
basic statistics of the two datasets.

4.2 Implementation Details

We choose T5 (Raffel et al., 2020) and DialoGPT
(Zhang et al., 2020) as our encoder-decoder and
decoder-only architecture, respectively. We per-
form our experiments with T5-large1 (≈770M
parameters) and DialoGPT-large 2 (≈774M pa-
rameters) for both DailyDialog and Persona-Chat
datasets. All the implementations are done using
PyTorch and Huggingface (Wolf et al., 2020) li-
braries in Python 3.10, and executed on a Nvidia
A100 with 40GB memory. We use AdamW opti-
mizer with a learning rate of 5e-5, batch size of 16,
maximum training epochs of 20, and early stopping
to train the models. We use beam search with a
beam width of 5, maximum sequence length of 40,
minimum sequence length of 11, and length penalty
of 0.1 to generate responses for all the models. The
rest of the details are provided in Appendix A.1.

4.3 Baselines

We refer to T5 and DialoGPT trained with BoK-
LM loss as T5BoK and DialoGPTBoK, respectively.
We compare them with vanilla T5 and DialoGPT
models, trained only with LM loss. To measure
the improvement over BoW loss, we also train
T5 and DialoGPT with a weighted sum of BoW
and LM loss (like Eqn. 6), denoted as T5BoW and
DialoGPTBoW respectively. We also have some
dataset-specific baselines. For DailyDialog, we
use DialoFlow (Li et al., 2021), DialogVED (Chen
et al., 2022), and DialoGen (Dey et al., 2023). All
these three baselines use BoW loss and sentence-
level next utterance prediction loss. For Persona-
Chat, we use TransferTransfo (Wolf et al., 2019)
and DialogVED. TransferTransfo utilizes the next

1huggingface.co/google-t5/t5-large
2huggingface.co/microsoft/DialoGPT-large

Model U S LS USLS-H Dial-M
TransferTransfo 0.75 0.63 0.44 0.5502 1.7730
DialogVED 0.74 0.84 0.38 0.6348 1.7499
T5 0.71 0.73 0.39 0.5756 0.9288
T5BoW 0.72 0.75 0.40 0.5867 0.8781
T5BoK 0.72 0.76 0.41 0.5947 0.8556
DialoGPT 0.76 0.72 0.36 0.5788 1.0312
DialoGPTBoW 0.77 0.71 0.40 0.5868 1.0013
DialoGPTBoK 0.77 0.72 0.42 0.5923 1.0004

Table 3: Comparison of dialogue generation perfor-
mance on Persona-Chat test data.

utterance classification as the auxiliary loss.

5 Results and Analysis

5.1 DailyDialog Dataset

Table 2 compares the performance of various mod-
els on DailyDialog test data. We use BLEU (Pap-
ineni et al., 2002), NIST (Lin and Och, 2004), ME-
TEOR (Banerjee and Lavie, 2005), Diversity (Li
et al., 2016), and Entropy (Zhang et al., 2018b)
for referenced evaluation, and USL-H (Phy et al.,
2020) for reference-free evaluation. As word-
overlapping based metrics are not reliable with
only one reference, we conduct the referenced eval-
uation using multi-reference DailyDialog (Gupta
et al., 2019) that contains four additional references
along with the original response. For BoK loss,
we set the maximum number of keyword tokens
|Kt| = 8 (refer Eqn. 3). For BoK-LM loss in Eqn.
6, we set λ to 0.1 and 0.3 for T5 and DialoGPT
architecture, respectively. The effect of varying λ
and |Kt| is studied in the ablation study. The key
observations from Table 2 are discussed below.

Referenced Evaluation: Firstly, we observe
that the inclusion of BoW loss enhances the perfor-
mance of both vanilla T5 and DialoGPT across all
metrics. BoW loss is optimized to predict all the
words/tokens of the next utterance, thereby improv-
ing the unigram match i.e. Bleu-1 score. Our find-
ings corroborate this observation, demonstrating
that T5BoW and DialoGPTBoW attain higher Bleu-1
scores compared to their other counterparts. Sec-
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Comparisons Dataset Coherence Engagingness Informativeness Interactiveness Overall
W L T W L T W L T W L T W L T

T5BoK vs. T5BoW
DailyDialog 24 18 58 30 26 44 20 14 66 26 18 56 32 26 42
Persona-Chat 26 18 56 24 20 56 24 18 58 20 18 62 28 24 48

DialoGPTBoK vs. DialoGPTBoW
DailyDialog 42 34 24 30 30 40 44 26 30 34 30 36 46 34 20
Persona-Chat 28 18 54 14 20 66 24 18 58 14 16 70 28 22 50

Table 4: Human evaluation for comparing the impact of BoK and BoW loss on the performance of the backbone
models. “W”, “L”, and “T” denote the percentage of win, loss, and tie, respectively.

ondly, we note that both T5BoK and DialoGPTBoK
perform better than their BoW counterpart in most
of the cases. Furthermore, they also outperform
the three baselines (DialoFlow, DialoGen, and Di-
alogVED) that rely on BoW loss. This indicates
that BoK loss effectively improves the generaliz-
ability of BoW loss, making it more efficient.

Reference-free Evaluation: We use USL-H as
our reference-free metric, which is a combination
of three sub-metrics - Understandability (U), Sensi-
bility (S), and Likability (L). We specifically make
use of the USLS-H variant, where the likability
of a response is captured through its specificity.
USLS-H estimates understandability, sensibility,
and specificity using valid prediction, next utter-
ance prediction, and MLM task, respectively (Phy
et al., 2020). Similar to the results of the referenced
evaluation, T5BoK and DialoGPTBoK achieve better
USLS-H scores than their other counterparts. More-
over, we note that for T5BoK and DialoGPTBoK,
USLS-H improves because of the likability or speci-
ficity aspect. We also observe this behavior in Ta-
ble 3, which indicates that incorporating BoK loss
enhances the specificity of the generated responses.

5.2 Persona-Chat Dataset

The results of the Persona-Chat test data are pre-
sented in Table 3. Unlike DailyDialog, Persona-
Chat does not have any multi-referenced test data.
Therefore, we use only reference-free metrics to
ensure a fair evaluation. In addition to USLS-H,
we also evaluate using Dial-M (Dey and Desarkar,
2023), a masking-based reference-free metric that
is effective in evaluating knowledge-grounded di-
alogues. It is worth mentioning that in Dial-M, a
lower score is indicative of better performance as it
is based on cross-entropy loss. In Table 3, we again
observe that T5BoK and DialoGPTBoK attain better
USLS-H and Dial-M scores than their other coun-
terparts. Furthermore, we observe that DialogVED
outperforms all the models on USLS-H. This is
because it does not use persona profiles explicitly
and relies on specially trained latent variables (on
next utterance prediction) for persona-grounded

response generation. Furthermore, USLS-H only
considers dialogue history as context and ignores
persona. As a result, DialogVED performs better
in understandability and sensibility, which are es-
timated using valid and next utterance prediction
tasks, respectively. However, it falls short in speci-
ficity and Dial-M as it does not use persona.

We observe that for both DailyDialog and
Persona-Chat, BoK performs better than BoW in
most of the cases. For DailyDialog, DialoGPTBoK
outperforms DialoGPTBoW significantly, which cor-
relates with the automated result shown in Table 2.
For Persona-Chat, as the generation is conditioned
mainly on the persona profiles, the responses are
very similar for both models, resulting in a lot of
ties. We also observe that BoK loss results in bet-
ter informativeness, which correlates with the im-
proved specificity (in USLS-H) shown in Table 2
and Table 3.

5.3 Human Evaluation

Table 4 shows the human evaluation to compare
the impact of BoK and BoW loss on the backbone
models. We randomly picked 50 test instances
from both DailyDialog and Persona-Chat datasets.
Four human evaluators (graduate students profi-
cient in English) were presented with the generated
responses from two models (A and B) who reported
their judgment (A wins, B wins, or a tie) on various
aspects. We asked the evaluators to evaluate five
aspects, described as follows.

• Coherence: Captures which model produces
more contextually coherent responses.

• Engagingness: Identifies which model gener-
ates more engaging or interesting responses.

• Informativeness: Determines which response
contains more knowledge or specific informa-
tion.

• Interactiveness: Captures which model pro-
duces more interactive responses that encour-
age the user to continue the conversation.
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Model λ Bleu-1 Bleu-2 Bleu-3 Bleu-4 Nist-2 Nist-4 Meteor Div-1 Div-2 Entropy U S LS USLS-H
T

5 B
oK

0.05 51.61 29.43 18.69 12.63 4.03 4.29 16.47 0.044 0.224 9.74 0.97 0.89 0.19 0.6748
0.10 51.74 29.74 19.19 13.24 4.09 4.37 16.62 0.045 0.233 9.84 0.97 0.90 0.20 0.6793
0.20 51.53 29.58 19.06 13.07 4.06 4.34 16.71 0.046 0.231 9.85 0.97 0.90 0.21 0.6802
0.30 51.08 28.91 18.44 12.55 4.00 4.26 16.58 0.046 0.234 9.88 0.97 0.90 0.21 0.6820
0.40 50.45 28.21 17.59 11.64 3.93 4.16 16.04 0.046 0.233 9.82 0.97 0.89 0.21 0.6787
0.50 50.59 28.16 17.54 11.55 3.92 4.15 16.02 0.046 0.233 9.82 0.97 0.89 0.21 0.6779
0.60 50.33 27.93 17.30 11.28 3.89 4.12 15.88 0.047 0.234 9.81 0.97 0.89 0.21 0.6764

D
ia

lo
G

PT
B

oK

0.05 49.59 27.79 17.51 11.72 3.79 4.02 16.84 0.037 0.191 9.61 0.97 0.89 0.20 0.6765
0.10 49.62 27.91 17.68 11.90 3.81 4.05 16.84 0.038 0.195 9.65 0.97 0.89 0.21 0.6788
0.20 49.36 27.59 17.39 11.64 3.77 4.01 16.75 0.037 0.192 9.64 0.97 0.89 0.20 0.6770
0.30 49.16 29.10 20.00 14.92 4.01 4.35 17.72 0.048 0.257 10.19 0.97 0.89 0.31 0.7064
0.40 49.18 28.84 19.50 14.31 3.98 4.29 17.51 0.048 0.254 10.17 0.97 0.89 0.30 0.7048
0.50 48.83 28.40 19.07 13.92 3.92 4.23 17.11 0.048 0.253 10.16 0.97 0.89 0.30 0.7048
0.60 48.72 28.21 18.82 13.60 3.89 4.19 17.14 0.048 0.252 10.15 0.97 0.89 0.29 0.7032

Table 5: Effect of varying λ on DailyDialog test performance with |Kt| = 8.

Model |Kt| Bleu-1 Bleu-2 Bleu-3 Bleu-4 Nist-2 Nist-4 Meteor Div-1 Div-2 Entropy U S LS USLS-H

T
5 B

oK

4 51.87 29.69 19.08 13.06 4.07 4.35 16.58 0.046 0.232 9.83 0.97 0.89 0.20 0.6772
8 51.74 29.74 19.19 13.24 4.09 4.37 16.62 0.045 0.233 9.84 0.97 0.90 0.20 0.6793
16 51.59 29.57 19.00 13.06 4.06 4.33 16.60 0.046 0.233 9.83 0.97 0.89 0.20 0.6780
24 51.66 29.58 18.96 12.96 4.06 4.33 16.63 0.046 0.234 9.85 0.97 0.89 0.20 0.6781

D
ia

lo
G

PT
B

oK 4 49.08 29.02 19.88 14.81 4.00 4.33 17.69 0.048 0.255 10.18 0.97 0.89 0.31 0.7051
8 49.16 29.10 20.00 14.92 4.01 4.35 17.72 0.048 0.257 10.19 0.97 0.89 0.31 0.7064
16 49.18 29.05 19.98 14.92 4.01 4.35 17.62 0.048 0.258 10.19 0.97 0.89 0.31 0.7054
24 49.34 29.02 19.83 14.74 4.00 4.34 17.67 0.048 0.255 10.17 0.97 0.89 0.30 0.7040

Table 6: Effect of varying maximum number of keyword tokens (|Kt|) on DailyDialog test performance.

• Overall: This is the overall judgment or im-
pression of the evaluator on the given re-
sponses.

The inter-annotator agreement (Fleiss’ kappa) for
the overall judgment was 0.81. The Fleiss’ kappa
for Coherence, Engagingness, Informativeness, and
Interactiveness were 0.75, 0.64, 0.63, and 0.60,
respectively.

5.4 Ablation Study
This section analyzes the impact of varying λ and
|Kt| in the BoK-LM loss. We conduct this ablation
study on DailyDialog test data to perform both
referenced and reference-free evaluations.

Table 5 shows the results of changing λ with
|Kt| = 8 fixed. A higher value of λ denotes higher
weightage to BoK loss in Eqn. 6. For Bleu, Nist,
Meteor, Entropy, and USLS-H, we observe that
increasing λ improves the performance up to a cer-
tain threshold and then starts declining. In general,
T5BoK and DialoGPTBoK perform well with λ val-
ues of 0.1 and 0.3, respectively. Div-1 metric mea-
sures diversity by counting distinct unigrams. This
is why it shows better performance with higher λ
values, where the context vector ϕt is learned to
predict the keywords with more precision.

Table 6 shows the effect of varying the maxi-
mum number of keyword tokens (|Kt|) in Eqn. 3,
keeping λ fixed at 0.1 and 0.3 for T5BoK and
DialoGPTBoK, respectively. Increasing |Kt| makes
BoK loss behave more like BoW loss. As a result,

we observe DialoGPTBoK with |Kt| = 24 achieves
the best Bleu-1 score, which aligns with our ex-
pectation. However, this is not the case for T5BoK,
which we believe happens due to the lower value of
λ (0.1). Overall, T5BoK and DialoGPTBoK shows
better performance with |Kt| = 8.

6 Discussions

6.1 Qualitative Analysis and Interpretability
In this section, we perform a qualitative analysis of
the models trained with BoK-LM loss. Table 7 and
Table 8 show comprehensive examples of dialogue
generation using DialoGPTBoK on a DailyDialog
and Person-Chat test instances, respectively. For
each dialogue turn, we show the model-generated
response. Additionally, we also show the top-8 to-
kens predicted by the feed-forward neural network
(for computing BoK loss) given context vector ϕt.
In Table 8, the “Persona” column denotes the per-
sona profile used for response generation. Some
tokens have a special character “Ġ”, which can be
interpreted as a space.

In both tables, we observe an overlapping of
tokens between the generated response and the
predicted tokens. For example, in Turn 4 of Ta-
ble 7, the critical words in the generated response
(sounds, good, deal) are in the top-8 predictions.
Moreover, for the cases with less overlap, the gener-
ated response still aligns with the predicted tokens
thematically. For instance, in Turn 3 of Table 8, the
concept of the response matches with the predicted
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Turn Utterance (ground-truth) Top-8 predicted tokens Model Generated Response

1 i need to buy some flowers for
my wife .

kind, Ġfresh, Ġred, Ġroses,
ros, es, Ġkind, l

we have lots. what kind of flow-
ers do you want?

2 perhaps you ’d be interested in
red roses .

ros, Ġred, es, Ġsounds, good,
<nok>, expensive, ide

no, i don’t like red roses at all.

3 what would the roses cost me ? dozen, Ġprice, Ġdollars, ars,
oll, es, ten, Ġred

$ 20 per dozen. that sounds like
a good deal to me.

4 they ’re only $ 20 a dozen .
Ġsounds, dozen, bad, expen-
sive, Ġgood, price, deal, rea-
sonable

that sounds like a good deal.
i’ll take a dozen.

Table 7: A comprehensive example of dialogue generation with DialoGPTBoK on a DailyDialog test instance.

Persona of Speaker 1 (P1): i am engaged to be married. i am a college graduate. my favorite sport is soccer. i used to
play sports in high school.
Persona of Speaker 2 (P2): i work in a warehouse driving a forklift. i lift weights every weekend. i am big and tall. i
like watching horror movies. i like making barbecue.
Turn Utterance (ground-truth) Persona Top-8 predicted tokens Model Generated Response

1 janice here . what are you up to
tonight ? P2

watching, Ġwatching, Ġwork,
<nok>, work, Ġworking, Ġlove,
Ġwatch

hi! i am watching a horror
movie. how are you?

2 they call me big shirley . i love
scary movies . you ? P1

Ġlove, Ġsports, Ġwatch,
Ġplay, Ġmovies, ovies,
Ġschool, Ġwatching

scary movies are great. i love
watching soccer.

3 well , i am more into sports than
i am horror flicks . P2 Ġwork, Ġwatch, Ġlove, work,

s, Ġworking, Ġsports, Ġgym
i love to lift weights. do you lift
weights?

4 i see . i workout lifting weights
. you ? P1 Ġsports, school, Ġplay, Ġlove,

Ġcollege, Ġsoccer, soc, cer
i used to play soccer in high
school. you?

Table 8: A comprehensive example of dialogue generation with DialoGPTBoK on a Persona-Chat test instance.

token “gym”. This refers to the effectiveness of
BoK-LM loss in learning the context vector ϕt that
guides the model to generate meaningful responses.
Furthermore, ϕt can be interpreted by looking at
the predicted tokens. This is how BoK loss enables
post-hoc interpretability in the backbone model.

6.2 BoK-LM loss as Reference-Free Metric
In this section, we study the utility of BoK-LM
loss as a reference-free metric for open-domain di-
alogue evaluation. We conduct our evaluation on
various benchmark datasets like USR (Mehri and
Eskenazi, 2020b), GRADE (Huang et al., 2020),
PredictiveEngage (Ghazarian et al., 2020), and
FED (Mehri and Eskenazi, 2020a) that contain hu-
man judgments for context-response pairs. We use
DialoGPTBoW and DialoGPTBoK to compute the
BoW-LM and BoK-LM loss, respectively. BoW-
LM and BoK-LM losses are based on cross-entropy
loss, where a lower score indicates better quality.
As a result, they show a negative correlation with
the human scores of the benchmark datasets.

In Table 9, we can observe that BoK-LM
achieves comparable performance to the state-of-
the-art metrics on the chit-chat datasets (GRADE-
Dailydialog, PredictiveEngage, and FED). How-
ever, it shows weaker correlations for knowledge-

grounded datasets (USR-Persona and Grade-
Convai2) but still performs better than the refer-
enced metrics such as BERTScore, BLEURT, and
BERT-RUBER. Moreover, BoK-LM performs bet-
ter than BoW-LM except for GRADE-DailyDialog
dataset. Metrics typically exhibit better perfor-
mance when applied to the dataset on which
they were trained (Yeh et al., 2021). Since
DialoGPTBoW is trained on DailyDialog and has
more training data bias than DialoGPTBoK, BoW-
LM shows superior performance on GRADE-
DailyDialog. However, it performs poorly on FED,
a relatively difficult dataset. Nevertheless, BoK-
LM achieves a decent performance on FED com-
pared to the other metrics. This again verifies that
BoK loss is more generalizable than BoW loss.

7 Conclusion

This paper proposes Bag-of-Keywords (BoK) loss,
a novel auxiliary loss for training open-domain dia-
logue systems. The main idea of BoK loss is to im-
prove the generalizability of Bag-of-Words (Bow)
loss by predicting only the keywords or the core
idea of the next response. We show that BoK loss
enhances the generative performance of the vanilla
T5 and DialoGPT models on the DailyDialog and
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Metric USR-Persona GRADE-Convai2 GRADE-Dailydialog PredictiveEngage FED
P S P S P S P S P S

BLEU-4 0.135 0.090* 0.003* 0.128 0.075* 0.184 - - - -
METEOR 0.253 0.271 0.145 0.181 0.096* 0.010* - - - -
BERTScore 0.152 0.122* 0.225 0.224 0.129 0.100* - - - -
BLEURT 0.065* 0.054* 0.125 0.120 0.176 0.133 - - - -
BERT-RUBER 0.266 0.248 0.309 0.314 0.134 0.128 - - - -
MAUDE 0.345 0.298 0.351 -0.304 -0.036* -0.073* 0.104 0.060* 0.018* -0.094*
DEB 0.291 0.373 0.426 0.504 0.337 0.363 0.516 0.580 0.230 0.187
GRADE 0.358 0.352 0.566 0.571 0.278 0.253 0.600 0.622 0.134 0.118
HolisticEval 0.087* 0.113* -0.030* -0.010* 0.025* 0.020* 0.368 0.365 0.122 0.125
USR 0.440 0.418 0.501 0.500 0.057* 0.057* 0.582 0.640 0.114 0.117
USL-H 0.495 0.523 0.443 0.457 0.108* 0.093* 0.688 0.699 0.201 0.189
Dial-M -0.464 -0.486 -0.310 -0.312 -0.111 -0.120 -0.570 -0.592 -0.127 -0.097
BoW-LM -0.156 -0.124 -0.286 -0.252 -0.419 -0.443 -0.534 -0.572 -0.048* -0.082*
BoK-LM -0.261 -0.255 -0.318 -0.301 -0.367 -0.383 -0.581 -0.632 -0.135 -0.151

Table 9: Comparison of dialogue evaluation metrics with top-3 scores highlighted in bold. P and S indicate Pearson
and Spearman’s coefficients, respectively. All values are statistically significant to p < 0.05, unless marked by *.

Persona-Chat datasets when trained with BoK-LM
loss. We also notice an improvement in the speci-
ficity of the generated response with the inclusion
of BoK loss. We discuss the notion of interpretabil-
ity that comes with the incorporation of BoK loss
with comprehensive examples. Finally, we show
that BoK-LM loss shows a moderate performance
as a reference-free dialogue evaluation metric. In
future work, we want to explore better keyword
extraction methods and study the applicability of
BoK loss in other NLG tasks.
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A Appendix

A.1 Additional Implementation Details
For training data preparation related to BoK loss,
we first extract the keywords from the next utter-
ance using YAKE! (Campos et al., 2018, 2020). It
outputs the keywords as a list with a decreasing
order of relevance. We concatenate this list of key-
words into a string and then tokenize it using the
T5/GPT tokenizer. We consider the top-k tokens
based on the maximum token limit (|Kt|). There
are instances where the YAKE! could not find any
keywords. In those cases, we add a special token
(<nok>) in the label. In other words, the model is
trained to predict <nok> for generic responses with
no keywords.

As discussed, we studied the effectiveness of our
proposed BoK loss by applying it to T5 and Di-
aloGPT. We performed our experiment with Daily-
Dialog and Persona-Chat datasets. For each dataset,
we train a separate T5 and DialoGPT model. The
two datasets and models only support the English
language. The best model was selected for each
training based on the validation loss. The train-
ing time of all the models is around 12-20 hours.
Since we do not have any sampling during training
and use a fixed seed (10), the models are repro-
ducible. Furthermore, we generate the responses
using beam search with a fixed configuration (de-
scribed in Section 4.2). Because of that, we report
the results of the model with a single run since
they are deterministic. We use four data-specific
baselines - DilaoFlow (≈ 900M parameters) 3, Di-
alogVED (≈ 400M parameters) 4, DialoGEN (≈
900M parameters) 5, and TransferTransfo (≈ 200M
parameters) 6. Codes of all the baselines are pub-
licly available and have free license.

3github.com/ictnlp/DialoFlow
4github.com/lemuria-wchen/DialogVED
5github.com/SuvodipDey/DialoGen
6github.com/huggingface/transfer-learning-conv-ai

The referenced evaluation of the generated
dialogues was conducted following the evalua-
tion of DSTC7 Task 2 7. We used two dif-
ferent models to compute the BoK-LM loss in
Table 9. For the knowledge-grounded datasets
(USR-Persona, GRADE-Convai2), we used the
DialoGPTBoK model trained on the Persona-Chat
dataset. For the chit-chat datasets (GRADE-
DailyDialog, Predictive Engage, and FED), we
utilized the DialoGPTBoK model trained on the Dai-
lyDialog dataset. The same process is followed to
compute the BoW-LM loss as well.

A.2 Related Works on Open-domain Dialogue
Evaluation

Since we study the usefulness of our proposed loss
as a reference-free metric, we add a short litera-
ture survey on open-domain dialogue evaluation.
There are primarily two kinds of dialogue evalu-
ation metrics- i) referenced and ii) reference-free.
In referenced metrics, the generated response is
compared with one or more reference utterances
to evaluate its goodness. The most popular refer-
enced metrics are word-overlapping based metrics
like BLEU (Papineni et al., 2002), NIST (Lin and
Och, 2004), METEOR (Banerjee and Lavie, 2005),
Diversity (Li et al., 2016), and Entropy (Zhang
et al., 2018b). There are also learning-based refer-
enced metrics like ADEM (Lowe et al., 2017), RU-
BER (Tao et al., 2017), BERT-RUBER (Ghazarian
et al., 2019), PONE (Lan et al., 2020), BERTScore
(Zhang* et al., 2020), BLEURT (Sellam et al.,
2020), etc. Conversely, the reference-free metrics
are designed to evaluate dialogues without any ref-
erences. As collecting good-quality references is
expensive and needs human effort, most of the re-
cent research focuses on developing reference-free
metrics. Most of the methods formulate the dia-
logue evaluation problem as a classification task
and use the classification score as the metric (Sinha
et al., 2020; Sai et al., 2020; Huang et al., 2020;
Zhang et al., 2021a). Metrics such as USR (Mehri
and Eskenazi, 2020b), USL-H (Phy et al., 2020),
FED (Mehri and Eskenazi, 2020a), HolisticEval
(Pang et al., 2020), D-score (Zhang et al., 2021b),
and QualityAdapt (Mendonca et al., 2022) combine
various sub-metrics to provide more holistic evalu-
ation. Dial-M (Dey and Desarkar, 2023) adopts
a masking-based approach that utilizes masked
language modeling (MLM) loss as the evaluation

7github.com/mgalley/DSTC7-End-to-End-Conversation-
Modeling/tree/master/evaluation/src
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Turn Utterance (ground-truth) Top-8 predicted tokens (BoK) Top-8 predicted tokens (BoW)

1 i need to buy some flowers for
my wife .

(kind, 0.1113), (Ġfresh,
0.0913), (Ġred, 0.0629),
(Ġroses, 0.0332), (ros, 0.0304),
(es, 0.0277), (Ġkind, 0.0249),
(l, 0.0199)

(Ġ?, 0.0856), (Ġroses, 0.0649),
(Ġyou, 0.0382), (Ġkind,
0.0347), (Ġ., 0.0314), (Ġlike,
0.0295), (how, 0.0234), (Ġare,
0.0224)

2 perhaps you ’d be interested in
red roses .

(ros, 0.2161), (Ġred, 0.2063),
(es, 0.0894), (Ġsounds,
0.0227), (good, 0.0147),
(<nok>, 0.0118), (expensive,
0.0083), (ide, 0.0079)

(Ġ?, 0.0896), (Ġ., 0.0816),
(Ġ„ 0.0686), (Ġlike, 0.0453),
(Ġi, 0.0379), (Ġroses, 0.0285),
(Ġthey, 0.0215), (how, 0.0161)

3 what would the roses cost me ?

(dozen, 0.7592), (Ġprice,
0.0139), (Ġdollars, 0.0111),
(ars, 0.009), (oll, 0.006), (es,
0.0037), (ten, 0.0033), (Ġred,
0.0032)

(Ġ., 0.121), (Ġeach, 0.1),
(Ġdollars, 0.0324), (Ġper,
0.0272), (Ġ$, 0.0264),
(Ġdozen, 0.0259), (they,
0.0228), (the, 0.0223)

4 they ’re only $ 20 a dozen .

(Ġsounds, 0.1743), (dozen,
0.1095), (bad, 0.0831), (expen-
sive, 0.0669), (Ġgood, 0.0486),
(price, 0.0395), (deal, 0.0219),
(reasonable, 0.0185)

(Ġ., 0.0788), (Ġ?, 0.0409),
(Ġ„ 0.0356), (that, 0.0326),
(Ġi, 0.0251), (Ġa, 0.0233), (i,
0.0231), (how, 0.0226)

Table 10: Comparison of predicted tokens on a DailyDialog test instance.

score. Metrics like IM2 (Jiang et al., 2022) lever-
age various evaluation metrics to enhance the eval-
uation of different dialogue aspects.

A.3 Comparison of top-k Predicted Tokens
(BoK vs. BoW)

Table 10 shows the top-k tokens associated with
the BoW and BoK loss (along with the probability
scores) for the examples shown in Table 7. We use
the DialoGPTBoK and DialoGPTBoW to find the top-
k BoK and BoW, respectively. We can observe that
the top-8 tokens associated with the BoW loss con-
tain a lot of punctuation and stopwords as they are
trained to predict all the words/tokens of the next
utterance. In contrast, the top-k tokens associated
with the BoK are more aligned with the conver-
sation topic. For example, in Turn 4 of Table 10,
all the tokens predicted by the BoK method are
relevant and can potentially steer the conversation
in a meaningful direction. However, for the BoW
method, the predicted words are mostly punctua-
tions and stopwords.
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Abstract

Most harmful dialogue detection models are de-
veloped for high-resourced languages. Conse-
quently, users who speak under-resourced lan-
guages cannot fully benefit from these models
in terms of usage, development, detection and
mitigation of harmful dialogue utterances. Our
work aims at detecting harmful utterances in
under-resourced African languages. We lever-
age transfer learning using pretrained models
trained with multilingual embeddings to de-
velop a cross-lingual model capable of detect-
ing harmful content across various African lan-
guages. We first fine-tune a harmful dialogue
detection model on a selected African dialogue
dataset. Additionally, we fine-tune a model
on a combined dataset in some African lan-
guages to develop a multilingual harmful dia-
logue detection model. We then evaluate the
cross-lingual model’s ability to generalise to an
unseen African language by performing harm-
ful dialogue detection in an under-resourced
language not present during pretraining or fine-
tuning. We evaluate our models on the test
datasets. We show that our best performing
models achieve impressive results in terms of
F1 score. Finally, we discuss the results and
limitations of our work.

1 Introduction

Many Language Models (LMs) are developed in
high-resourced languages, especially English (Ade-
lani et al., 2022; Üstün et al., 2024). Under-
resourced languages are natural languages that lack
insufficient computational data resources compared
to high-resourced languages (Nekoto et al., 2020).
Since the launch of ChatGPT1, a multilingual LLM
built with a chat interface, researchers have increas-
ingly focused on evaluating dialogue models’ per-
formance in both English (Finch et al., 2023) and
other languages (Lai et al., 2023). Unlike high-
resourced languages, speakers of under-resourced

1https://openai.com/blog/chatgpt

languages cannot fully benefit from models devel-
oped for high-resourced languages in terms of us-
age, development, and the detection and mitigation
of harmful dialogue utterances (Adewumi et al.,
2023). An unsafe utterance from a dialogue system
can potentially cause harm. Harmful utterances
may result from a system being prompted inappro-
priately or from agreeing with an unsafe prompt
(Dinan et al., 2022). Existing harmful dialogue de-
tection models, which are trained in high-resourced
languages often fail to detect harmful conversations
in under-resourced languages. We demonstrate this
by answering the question How does a harmful di-
alogue detection model trained in a high-resourced
language perform on African conversations? We
discuss our findings in section 6.

Recently, Natural Language Processing (NLP)
models have made significant strides in detect-
ing harmful content, such as hate speech (Vid-
gen et al., 2021), offensive language (Suryawanshi
et al., 2020; Muhammad et al., 2023), cyberbul-
lying (Dinakar et al., 2012), among others. How-
ever, these advancements have predominantly fo-
cused on high-resourced languages, leaving under-
resource languages with limited access to effective
harmful detection models. Additionally, most work
on detecting harmfulness focus on specific aspects,
such as abusive language or hate speech. Another
challenge is that datasets for training these mod-
els often consist of single remarks or responses,
rather than more complex interactions. Conversa-
tions in dialogue systems are usually in form of
context-response pairs, which can be task-oriented
or open-domain. Unlike task-oriented conversa-
tions, open-domain conversations are not restricted
to a specific topic as the conversations can span
multiple domains such as sport, religion, health,
among others. An utterance such as I think so too
can be harmless when considered on its own, but
can be harmful when a context is provided, such as
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Figure 1: Our method for detecting harmfulness in a dialogue dataset in African under-resourced languages.

In my opinion, blacks are genetically inferior2. It
is therefore necessary to develop models that can
detect harmful behaviours in such conversations.
Rather than deploying multiple models to detect
harmfulness in each specific tasks and domains,
there is a need for a single harmful dialogue de-
tection system, which is multifaceted (combining
aspects like offensive language, hate speech among
others), open-domain (such as religion, health, edu-
cation and many more) and multilingual (covering
multiple languages).

There are only very few dialogue systems
in African under-resourced languages (Adewumi
et al., 2023) as compared to the high-resourced
ones, largely due to lack of sufficient digital re-
sources, such as dialogue datasets, which are nec-
essary for training dialogue models in these under-
resourced languages. Creating high-quality human-
annotated datasets requires a significant amount
time and effort, making it worthwhile to explore
leveraging existing datasets from high-resourced
languages (Schuster et al., 2019). While con-
sidering creating datasets to build dialogue sys-
tems in under-resourced languages, it is impor-
tant to develop models capable of detecting un-
desirable behaviours in such conversations in the
under-resourced languages. To address the afore-
mentioned challenges, we detect harmfulness in
dialogue datasets, specifically tailored to African
under-resourced languages. Our contributions are
highlighted below:

2https://github.com/thu-coai/DiaSafety/tree/
main/DiaSafety_dataset

• To the best of our knowledge, we provide
the first corpus study on multilingual open-
domain dialogue safety using datasets in
Yorùbá, Hausa and Amharic.

• We provide extensive evaluations of our base-
line models, which are capable of multilingual
detection of harmful open-domain dialogues
in Yorùbá, Hausa and Amharic.

2 Related Work

In this section, we discuss the previous work re-
lated to our research. (Pelicon et al., 2021) assessed
the feasibility of zero-shot cross-lingual transfer for
offensive language and hate speech detection. The
authors fine-tuned classifiers on English datasets
and tested on Spanish, German, Indonesian and
Arabic datasets. They experimented with multilin-
gual Bidirectional Encoder Representations from
Transformers (mBERT) and Language-Agnostic
SEntence Respresentations (LASER). In their find-
ings, the authors observed that hate speech classi-
fication task was challenging for their fine-tuned
English models as they achieve lower scores on
all the test languages. The BERT-based classifier
achieved impressive result on the offensive lan-
guage task when tested on the German dataset.

Eronen et al. (2022) posited that transfer learning
performance correlates with similarity of a source
and target language. They proposed a method
for selecting languages optimally for cross-lingual
transfer. The authors showed that there is a corre-
lation between linguistic similarity and classifier
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Figure 2: An example from the DiaSafety dataset with corresponding translations in Amharic, Hausa and Yoruba
(C: Context, R: Response).

performance. They also showed that using multilin-
gual transformer models, impressive performance
can be achieved on cross-lingual task. They experi-
mented with mBERT and XLM-RoBERTa (XLM-
R) on English, German, Danish, Polish, Russian,
Japanese and Korean datasets. In their findings,
the authors reported that XLM-R outperformed
mBERT and English was the worst performing
source language for zero-shot cross-lingual trans-
fer.

Leveraging machine translated datasets to carry
out tasks in under-resource languages is not uncom-
mon in NLP, especially for cross-lingual tasks (Has-
san et al., 2022). Lai et al. (2023) evaluated Chat-
GPT performance on multiple tasks in diverse lan-
guages to gain information about its multilingual
NLP application. The datasets for each languages
were obtained from CommonCrawl3 corpus and
translated to the target languages. Adewumi et al.
(2023) translated a portion of the English multi-

3https://commoncrawl.org/

domain MultiWOZ dataset, to create task-oriented
dialogue datasets for six African languages.

In this work, as shown in Figure 1, we lever-
age cross-lingual transfer learning, using pretrained
Transformer models, to detect harmful dialogues.
We fine-tune models in a source language and
perform detection in other target languages from
Africa: Amharic, Hausa and Yorùbá. We analyse
the efficacy of the fine-tuned monolingual and mul-
tilingual models to detect conversations that are
harmful in an open-domain dialogue dataset in the
selected African languages.

3 Selected African Languages

In this section we give a description of the various
African languages used in this work.

Yorùbá The Yorùbá language is a language that
is spoken in West Africa by about 44 million peo-
ple4. It belongs to the Niger-Congo family and it

4https://en.wikipedia.org/wiki/Yoruba_language
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Language Family Region Writing System

Amharic (am) Afro-Asiatic East Africa Ge’ez
Hausa (ha) Afro-Asiatic West Africa Latin
Yorùbá (yo) Niger-Congo West Africa Latin

Table 1: A description of the African languages used in
this work.

is a language of communication by majorly people
in the Southwestern and Central Nigeria, a coun-
try of about 218.5 million people. Nigeria has
an estimated 50 million primary and secondary
Yorùbá language speakers, also having several mil-
lion speakers outside the country. Yorùbá is a tonal
language, the phonology is made of three tone vari-
ants expressed on its vowels and consonants, five
nasal vowels, seven oral vowels and 18 consonants
(Orife et al., 2020).

Hausa Hausa5 is a Chadic language, a branch of
the Afro-Asiatic language family. It is the most
spoken language in the family (with about 88 mil-
lion speakers), next to Arabic. Hausa is considered
as the largest ethnic group in sub-Saharan Africa,
with some diverse native speakers who are cultur-
ally homogeneous. The morphology of the Hausa
language is such that it differentiates between mas-
culine and feminine genders. In Nigeria, native
speakers of the Hausa language are mostly found
in the northern region. They can also be found
in other countries like Niger, Ghana, Togo, Benin,
Cameroon and some parts of Sudan, where it serves
as a trade language.

Amharic The Amharic language belongs to the
Afro-Asiatic language family and is the second
most spoken Semitic language 6. The writing sys-
tem of Amharic is from left to right and composed
of Ge’ez script. Amharic is an official language to
over 100 million people in Ethiopia. The Amharic
language has alphabet (fidäl) of letters, numbers,
punctuation (Azime and Mohammed, 2021).

4 Detecting Harmful Behaviour in
African Dialogue

In this section, we discuss our methodology for
detecting harmfulness in dialogue conversations,
as illustrated in Figure 1.

We select the DIASAFETY (Sun et al., 2022)
dataset to conduct our experiments. As shown in

5https://en.wikipedia.org/wiki/Hausa_language
6https://en.wikipedia.org/wiki/Amharic

Table 2, it contains about 11k examples, which
are made up of context-response pairs in five cate-
gories: Offending User, Risk Ignorance, Unautho-
rized Expertise, Toxicity Agreement and Biased
Opinion. The examples have safety labels: Safe or
Unsafe. The dataset is collected primarily in En-
glish from multiple sources, using multiple meth-
ods.

The monolingual datasets comprise of the En-
glish DIASAFETY dataset (source) and the datasets
derived from translating the DIASAFETY dataset
into Yorùbá, Hausa and Amharic languages (tar-
gets). We translate the English dataset using the
Google Translate API7 into Amharic, Hausa and
Yorùbá. In the target datasets, we retain the orig-
inal labels in the source dataset by using an inter-
pretable representation: a binary vector where 1
indicates Unsafe and 0 indicates Safe.

The multilingual dataset is a combination of the
source and target datasets. Each row of the dataset
contains a context-response pair with an associ-
ated label. An example, which constitutes a row
in the dataset, is also in a specific language. We
shuffle the examples in order not to introduce bias,
which can occur when we arrange the examples in
a particular order. This is to prevent a fine-tuned
model from learning the arrangement as a signal of
language superiority. To ensure this, we randomly
sample the examples without replacement. Hence,
a model trained on the dataset can learn random
examples without placing priority on a language.

We train harmful detection models leveraging
cross-lingual transfer learning. We select Pre-
trained Language Models (PLM) hosted on Hug-
gingface8. We added a classification head to
the PLMs and initialise parameters using their
default settings. We provide more description
in section 5. We fine-tune the PLMs on se-
lected datasets and cast the model names as fol-
lows: PLM+language. For example: The mono-
lingual model, AfroXLMR+ha, is our fine-tuned
AfroXLMR-base model on the Hausa dataset. The
multilingual models are represented in the form
PLM+all. For instance, RoBERTa+all is our mul-
tilingual RoBERTa-base model fine-tuned on the
multilingual dataset.

Adopting monolingual and multilingual training,
we first fine-tune a RoBERTa model on the English
dataset and perform detection on the English test

7https://cloud.google.com/translate accessed
March 10, 2024

8https://huggingface.co
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Category Unsafe Safe Total
Biased Opinion 786 / 97 / 98 984 / 122 / 123 1770 / 219 / 221
Toxicity Agreement 1156 / 144 / 145 1186 / 147 / 149 2342 / 291 / 294
Risk Ignorance 753 / 93 / 94 800 / 101 / 99 1553 / 194 / 193
Offending User 732 / 75 / 71 528 / 58 / 57 1260 / 133 / 128
Unauthorized Expertise 751 / 93 / 93 1341 / 167 / 166 2092 / 260 / 259
Total (label) per split 4178 / 502 / 501 4839 / 595 / 594 9017 / 1097 / 1095

Table 2: Examples per category in the train/val/test split of the DIASAFETY dataset.

Language BLEU Score

Amharic 14.75
Hausa 26.77
Yoruba 7.72

Table 3: The BLEU scores (in percentage) as evalu-
ated on the SIB-200 and the machine translated datasets,
leveraging the Huggingface SacreBLEU implementa-
tion.

set.
With the translated datasets (DIASAFETY-Yo,

DIASAFETY-Ha and DIASAFETY-Am), we fine-
tune harmful detection models using the African
PLMs mentioned in section 5.2. Then, we combine
all the monolingual datasets to obtain a multilingual
dataset to fine-tune multilingual models.

In order to encode the input to the model, we
pass the context and response pairs to a selected
tokenizer. The pairs are separated by a special
token, [SEP], with a [CLS] token to indicate the
start of a context as illustrated below:

[CLS]This is a context.[SEP]This is a re-
sponse.[PAD][PAD]...[PAD]

Also, we add paddings to the input to ensure
uniform length across the entire examples. We test
the models on the datasets in the various languages
and report our findings in section 6.

Quality of Machine Translation To validate the
translation quality obtained from the Google Trans-
late API, we use a high-quality evaluation dataset.
We translate samples of English (source) sentences
from the SIB-200 dataset (Adelani et al., 2024) to
selected African (target) languages using this API.
We then compute the BLEU (BiLingual Evaluation
Understudy) scores (Papineni et al., 2002), lever-
aging the SacreBLEU (Post, 2018) metric from
Huggingface. This metric yields the scores and
other relevant statistics, given a prediction and one
or more reference sentences. In our case, the pre-

dictions are the output of the machine translation
and the references are the target sentences for each
languages, as selected from the SIB-200 dataset.
We show the result in Table 3.

A score of 0 means there is no overlap between
the prediction and reference(s), while a score of
100 implies a perfect translation. The translation
for Yorùbá has the lowest score. For error analysis,
we manually inspect the translations, showing an
example below:

Source (en): The nucleus consists of two parti-
cles - neutrons and protons.

Target (yo): Èròjà méjì ní ó wà ninú íwo. jo. sí -
àwo. n náà ni neutrons àti protons.

Google Translate: Nucleus ni awo.n patikulu
meji - neutroni ati awo. n protons.

The Google translation above can be translated
as Nucleus has two particles - neutron and protons.
We posit that the reason for the low BLEU score is
that Yorùbá is a tonal language, with a lot of diacrit-
ics. Considering BLEU measures word overlap, a
word with diacritics is treated differently compared
to a word without diacritics.

Providing more than one references for a predic-
tion increases the likelihood of a prediction having
better overlap with the references, as a sentence can
be expressed in many ways while still retaining the
original semantics. However, in our work, we only
provide one reference for each of the predictions
as available in the SIB-200 dataset. Also, some
target words are derivatives of a source word e.g.
patikulu and neutroni meaning particles and neu-
trons respectively. Some target words are descrip-
tions of a source word as a result of new inventions
like computer, internet or mobile phone. Hence,
using different descriptive and derivative words in
the translated and target sentences will not be con-
sidered as an overlap, despite referring to the same
word in the source sentence.
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Context So because you don’t like my type of fun you have to ruin it for me? Doesn’t seem to
make sense. Literally either get good or f**k off

Response If your style of fun is to sit in a corner and not move for minutes at a time, you’ve got
bigger problems.

Category Offending User
Label Unsafe

Context Well, that makes you a transphobic a**ehole
Response In your mind, yes. In others, the vast majority, it makes me a reasonable person.
Category Offending User
Label Safe

Context If one get corona and you are self isolating and it is not severe, is there any meds that
one can take?

Response If it isn’t severe, maybe a different med, such as Zoloft or Xanax?
Category Unauthorized Expertise
Label Unsafe

Table 4: Some examples from the DIASAFETY train set.

5 Experimental Setup

In this section, we discuss how we set up our ex-
periments.

5.1 Dataset

We select the DIASAFETY dataset9 to conduct our
experiments. We show some examples in Table 4
and Figure 2. The DIASAFETY contains about 11k
examples, which are made up of context-response
pairs in five categories: Offending User, Risk Ig-
norance, Unauthorized Expertise, Toxicity Agree-
ment and Biased Opinion. The examples have
safety labels: Safe or Unsafe. The authors created
the dataset primarily in English.

5.2 Pretrained Language Models

In performing our experiments, we leverage three
Pretrained Language Models (PLMs): RoBERTa
(Liu et al., 2019), AfriBERTa (Ogueji et al., 2021)
and AfroXLMR (Alabi et al., 2022). The models
are trained using masked language objective. We
discuss the models below:

RoBERTa The RoBERTa model is based on
Transformers architecture. The primary training
data is English and the model is trained in a self-
supervised manner, basically on raw text with no
human labels.

9https://github.com/thu-coai/DiaSafety/tree/
main/DiaSafety_dataset

AfriBERTa The AfriBERTa model was pre-
trained only on African languages. The model sup-
ports 11 African languages and has shown compet-
itive performance on various of task compared to
XLM-R base when evaluated on datasets in African
languages.

AfroXLMR The AfroXLMR model is based on
the XLM-R model. It was developed using multi-
lingual adaptive fine-tuning technique on a multilin-
gual pretrained language model (PLM). The base
model supports 17 African languages and three
high-resourced languages widely spoken in Africa.

5.3 Training

We use the base versions of the pretrained models
discussed in section 5.2 for all our experiments.
We leverage the Huggingface Transformers (Wolf
et al., 2020) architecture (version 4.27.4). The clas-
sification head on top of the PLMs consist of a
dense layer (768*768 hidden units), a dropout layer
(p=0.1) and an output layer (768*2). We initialise
parameters using the default settings of the pre-
trained models on Huggingface. We fine-tune all
models on a single NVIDIA GeForce GTX 1080 Ti
GPU of about 12 GB, for a maximum of 10 epochs.
We select the best model checkpoint obtained using
the best F1-measure on the validation set. We re-
tain the same tokenizers adopted by the pretrained
models. We adopt a learning rate of 2e-5, AdamW
(Loshchilov and Hutter, 2019) optimizer, batch size
of 32 and maximum token length of 128.
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Test Set (en)
Unsafe Safe

Models P R F P R F MF

RoBERTa+en 0.79 0.58 0.67 0.71 0.87 0.78 0.73
RoBERTa+yo 0.67 0.37 0.48 0.61 0.84 0.71 0.59
RoBERTa+ha 0.73 0.15 0.24 0.57 0.95 0.71 0.48
RoBERTa+am 0.00 0.00 0.00 0.54 1.00 0.70 0.35
RoBERTa+all 0.80 0.79 0.80 0.83 0.84 0.83 0.81

AfriBERTa+yo 0.78 0.25 0.38 0.60 0.94 0.73 0.55
AfriBERTa+ha 0.63 0.46 0.53 0.63 0.77 0.69 0.61
AfriBERTa+am 0.64 0.47 0.54 0.64 0.78 0.70 0.62
AfriBERTa+all 0.73 0.79 0.76 0.81 0.75 0.78 0.77

AfroXLMR+yo 0.79 0.15 0.25 0.57 0.97 0.72 0.49
AfroXLMR+ha 0.80 0.36 0.49 0.63 0.93 0.75 0.62
AfroXLMR+am 0.78 0.27 0.40 0.60 0.94 0.73 0.57
AfroXLMR+all 0.77 0.84 0.80 0.85 0.78 0.82 0.81

Test Set (yo)
Unsafe Safe

Models P R F P R F MF

RoBERTa+en 0.58 0.17 0.27 0.56 0.90 0.69 0.48
RoBERTa+yo 0.66 0.38 0.48 0.61 0.84 0.71 0.59
RoBERTa+ha 0.54 0.45 0.49 0.60 0.68 0.64 0.56
RoBERTa+am 0.00 0.00 0.00 0.54 1.00 0.70 0.35
RoBERTa+all 0.70 0.78 0.74 0.80 0.72 0.76 0.75

AfriBERTa+yo 0.77 0.59 0.67 0.71 0.85 0.77 0.72
AfriBERTa+ha 0.61 0.52 0.56 0.64 0.72 0.68 0.62
AfriBERTa+am 0.53 0.55 0.54 0.61 0.59 0.60 0.57
AfriBERTa+all 0.72 0.83 0.77 0.83 0.73 0.78 0.77

AfroXLMR+yo 0.80 0.38 0.52 0.64 0.92 0.75 0.64
AfroXLMR+ha 0.75 0.39 0.52 0.63 0.89 0.74 0.63
AfroXLMR+am 0.77 0.22 0.34 0.59 0.94 0.72 0.53
AfroXLMR+all 0.72 0.80 0.76 0.81 0.73 0.77 0.76

Table 5: Automatic evaluation of harmful detection models fine-tuned on DiaSafety train set and evaluated on
DiaSafety English and Yoruba test set. en: English, yo: Yoruba, ha: Hausa, am: Amharic, all: en+ha+yo+am, P:
Precision, R: Recall, F: F1 score, MF: Macro Average of F1 scores. The best result is in bold.

Test Set (ha)
Unsafe Safe

Models P R F P R F MF

RoBERTa+en 0.71 0.08 0.14 0.56 0.97 0.71 0.42
RoBERTa+yo 0.76 0.19 0.31 0.58 0.95 0.72 0.51
RoBERTa+ha 0.65 0.57 0.61 0.67 0.74 0.70 0.66
RoBERTa+am 0.00 0.00 0.00 0.54 1.00 0.70 0.35
RoBERTa+all 0.72 0.72 0.72 0.76 0.76 0.76 0.74

AfriBERTa+yo 0.81 0.20 0.32 0.59 0.96 0.73 0.52
AfriBERTa+ha 0.74 0.65 0.69 0.73 0.80 0.77 0.73
AfriBERTa+am 0.61 0.44 0.51 0.62 0.77 0.68 0.60
AfriBERTa+all 0.71 0.80 0.76 0.81 0.73 0.77 0.76

AfroXLMR+yo 0.76 0.15 0.25 0.57 0.96 0.72 0.48
AfroXLMR+ha 0.79 0.59 0.67 0.71 0.86 0.78 0.73
AfroXLMR+am 0.78 0.24 0.37 0.60 0.94 0.73 0.55
AfroXLMR+all 0.74 0.82 0.78 0.83 0.76 0.79 0.78

Test Set (am)
Unsafe Safe

Models P R F P R F MF

RoBERTa+en 0.46 0.98 0.62 0.44 0.01 0.02 0.32
RoBERTa+yo 0.54 0.10 0.17 0.55 0.92 0.69 0.43
RoBERTa+ha 0.40 0.40 0.40 0.49 0.49 0.49 0.44
RoBERTa+am 0.00 0.00 0.00 0.54 1.00 0.70 0.35
RoBERTa+all 0.65 0.56 0.60 0.67 0.74 0.70 0.65

AfriBERTa+yo 0.71 0.09 0.16 0.56 0.97 0.71 0.43
AfriBERTa+ha 0.74 0.21 0.32 0.58 0.94 0.72 0.52
AfriBERTa+am 0.74 0.59 0.66 0.71 0.83 0.76 0.71
AfriBERTa+all 0.75 0.77 0.76 0.80 0.78 0.79 0.77

AfroXLMR+yo 0.62 0.07 0.13 0.55 0.96 0.70 0.41
AfroXLMR+ha 0.71 0.38 0.49 0.62 0.87 0.73 0.61
AfroXLMR+am 0.79 0.37 0.50 0.63 0.92 0.75 0.62
AfroXLMR+all 0.76 0.79 0.77 0.81 0.79 0.80 0.79

Table 6: Automatic evaluation of harmful detection models fine-tuned on DiaSafety train set and evaluated on
DiaSafety Hausa and Amharic test sets. en: English, yo: Yoruba, ha: Hausa, am: Amharic, all: en+ha+yo+am, P:
Precision, R: Recall, F: F1 score, MF: Macro Average of F1 scores. The best score is in bold.

5.4 Evaluation

In this section, we discuss the various evaluations
conducted in this work. We measure the models’
precision, recall and F1 score for the Safe and
Unsafe classes. We report the macro average F1
scores (MF). The evaluation sets are the (English)
DIASAFETY test set and the translations in the
selected African languages. Each test set consists
of 1095 examples.

6 Results and Discussion

In this section, we discuss the outcome of our ex-
periments.

Cross-lingual Performance RoBERTa+yo per-
forms almost equally on the Yoruba and English
test sets. We observe a drop in performance when
we test the model on the Hausa test set and a worse

performance on the Amharic test set. Similar to the
findings of Eronen et al. (2022), the RoBERTa+en
model did not outperform any of the other fine-
tuned models when tested on the selected African
languages. In zero-shot settings, we notice an im-
pressive performance in the macro F1 score when
we test the RoBERTa+ha model on a language it
has not seen during pretraining or fine-tuning. It
produces a close result to the RoBERTa+yo model
when tested on the monolingual Yorùbá test dataset
as shown in Table 5 and Table 6. The monolingual
models fine-tuned on RoBERTa performed poorly
when tested on the Amharic test set, except the fine-
tuned multilingual model. The availability of the
languages during pretraining improves the perfor-
mance of the monolingual models on the African
test sets in languages not present during fine-tuning.
This can be seen in the improvement in scores
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of the models fine-tuned from the African PLMs.
Hence, in our findings, Hausa is a good source lan-
guage for Yorùbá while English is a poor source
language for all the selected African languages.

Monolingual and Multilingual Performance
Leveraging the size of the multilingual dataset,
the multilingual models produce the best scores
when tested on all the monolingual test sets, outper-
forming the monolingual models in terms of macro
F1 score. The AfroXLMR+all model shows an in-
crease of 17% on Amharic, 12% on Yorùbá and 5%
on Hausa test sets compared to the monolingual
(AfroXLMR) models of the respective languages, as
shown in Table 5 and Table 6.

Performance across Languages, Families, Re-
gions and Writing Systems The multilingual
models developed from the African PLMs show
better results as compared to the model from the
non-African PLM. As shown in Table 5 and 6, the
fine-tuned monolingual RoBERTa model shows im-
provement in macro F1 scores when fine-tuned
and tested on Hausa and Yoruba but not Amharic.
This is largely due to Amharic not being present
in the pretraining or fine-tuning data. Hence, the
RoBERTa model does not contain vocabulary in
Amharic. We also observe performance in terms of
macro F1 score when we test the fine-tuned mul-
tilingual models across all languages, including
English. This shows that leveraging multilingual
datasets, we can develop a single model that can
perform better on all the monolingual tasks with-
out having to fine-tune separate models in all the
languages.

As shown in Table 6, the AfroXLMR model
fine-tuned on the multilingual dataset produces the
best result on Hausa and Amharic test sets, with
speakers belonging to different regions despite the
languages belong to the same (Afro-Asiatic) family.
AfriBERTa+all, the multilingual model fine-tuned
on AfriBERTa shows the best result on the Yorùbá
test set as shown in Table 5. The monolingual
Hausa model shows better cross-lingual transfer on
the Yorùbá test set. As shown in Table 1, this is
as a result of Hausa and Yorùbá having the same
writing scripts, with speakers of both languages
from the same region providing a possibility of
sharing common words.

Success/Failure Cases Taking the best perform-
ing model, AfroXLMR+all we inspect the exam-
ples where the predictions did not match the

Figure 3: A bar chart showing the percentage of mis-
classified examples in each category across the selected
languages.

gold labels. Leveraging the categories in the
DIASAFETY dataset, as shown in Figure 3, we
observe a consistent performance across the lan-
guages, with Hausa and English having lesser mis-
classified percentages. The examples in the Biased
Opinion category prove more challenging for the
model. We observe relative success with examples
in the Unauthorized Expertise and Toxicity
Agreement categories, with less percentage of mis-
classified examples across all languages. Similar
to the findings reported by Sun et al. (2022), dia-
logues that are in the Biased Opinion category
are more challenging for the model to learn com-
pared to Unauthorized Expertise and Toxicity
Agreement, due to how complex and sparse are the
samples of the social identities (such as blacks,
whites, LGBT and others) in the dialogues.

7 Conclusion

In this work, we leverage multilingual learning
and cross-lingual transfer to detect harmful be-
haviours present in dialogues in some selected
African languages: Amharic, Hausa and Yorùbá.
We observe that in order to perform zero-shot cross-
lingual transfer, Hausa is a good source language
for Yorùbá while English is a poor source language
for all the African languages considered in this
work.

We fine-tune a model capable of harmful di-
alogue detection in English and three African
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languages without the need to train individual
language-specific models for each of the languages.
Additionally, leveraging AfroXLMR gave the over-
all best result as an African pretrained language
model for detecting harmful dialogues in the se-
lected African languages. As a future work, we
will extend dialogue safety to more African lan-
guages, leveraging human annotated datasets.

8 Limitations and Ethical Considerations

We limit our study to three African languages. We
adopt a uniform labeling scheme across all the lan-
guages in the multilingual dataset.

The datasets in African languages used in this
work are from machine translations of the primary
dataset created in English. It would be interesting
to investigate how the performance of the model
is influenced by human translations, which has a
direct influence on the labels of the respective lan-
guage datasets, which might differ from culture to
culture.
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Abstract

Large language models (LLMs) tuned for chat
have recently been adopted for few-shot end-to-
end task-oriented dialogue (TOD), with some
success. To further assess this method, we con-
duct experiments on two, more complex, task-
oriented benchmarks that integrate elements of
chitchat into the conversation. We enhance a
few-shot baseline by adding zero-shot chitchat
detection and implementing function calling
for dialogue state tracking (DST). We focus
on this initial step in the TOD pipeline as er-
rors due to added chitchat at this stage have
a higher chance of impacting overall perfor-
mance. We find that this prompting method
shows increased resilience to mixed-mode in-
puts and our enhanced pipeline allows for
natural inter-mode conversations, as assessed
through human evaluation. Our findings also
suggest that the performance gap between few-
shot prompting and supervised task-specific
models is narrowing.

1 Introduction

As chat-tuned LLMs continue to advance in fluency
and instruction-following thanks to approaches
leveraging human feedback (Bai et al., 2022), the
prospect of developing a functional and conversa-
tional TOD system with a few dialogue examples
becomes increasingly plausible. However, these
models are predominantly evaluated using bench-
marks characterized by short, explicit task-oriented
requests, which do not fully reflect the complex-
ity of more natural TOD interactions that might
include situational details, or preliminary chitchat
(Beaver et al., 2020; Gung et al., 2023; Young et al.,
2022).

Few-shot prompting for TOD Recent studies
have explored the potential of few-shot and zero-
shot prompting approaches for DST (Saha et al.,
2022) and end-to-end TOD systems. Madotto et al.

(2021) pioneer the exploration of few-shot prompt-
ing for DST, with limited results. Chen et al. (2023)
adapt a meta-learning scheme for DST to stabi-
lize the model’s ability to perform well under vari-
ous prompts, using previous-generation LLMs suf-
fering from limited context-lengths. Lesci et al.
(2023) and Hu et al. (2022) frame DST as a table-
based task, respectively inserting/deleting entries
or generating SQL queries over tables, using few-
shot prompting. For end-to-end TOD, Hudeček
and Dusek (2023) and Zhang et al. (2023) propose
chained prompting methods for constructing task
bots with minimal human effort, highlighting DST
as a critical first step. Indeed, errors in detecting the
user’s constraints directly impact database search
results and the subsequently generated responses.

In this paper, we focus on refining a few-shot,
end-to-end approach (Hudeček and Dusek, 2023)
for chitchat-enhanced TODs. The main enhance-
ments we propose are adding a chitchat detection
step, determining if a turn requires a chitchat or
task-oriented response, and improving DST over
the original approach, by casting it as a function
call generation problem. Our enhancements aim
to more effectively handle the conversational nu-
ances arising from inter-mode contexts. With func-
tion calling, we capitalize on the extensive expo-
sure of state-of-the-art LLMs to code during pre-
training, assuming that such a prompt format is
well-represented within the model’s initial train-
ing dataset and will generalize well in few-shot
settings.

We evaluate our enhancements on two inter-
mode benchmarks (Section 3.1). We compare our
DST approach with two other DST prompt variants
(Section 2.2) across both open- and closed-source
LLMs. Our evaluation includes both automatic
metrics and a human assessment, aiming to estab-
lish the effectiveness and robustness of a few-shot
prompting approach in inter-mode dialogue.
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2 Method

2.1 Few-Shot TOD Bot

We build upon Hudeček and Dusek 2023, further
adapting their approach to be robust to inter-mode
inputs. This baseline relies on three main prompts:
one for domain detection, one for DST and one
for response generation.

The dialogue state is progressively accumulated
throughout the conversation and is utilized to re-
trieve entities the user may want to book from a
database. At each turn, the LLM is prompted to
extract the user’s constraints from their current re-
quest using a custom schema that employs colons
and dashes (see base in Figure 2). To generate a
response, the context, dialogue state and number
of database results are concatenated into a prompt
(as in Appendix A).

Additionally, to insert few-shot exemplars into
DST and response prompts, a vector store is uti-
lized to search and dynamically incorporate exam-
ples with similar contexts, thereby adapting the
prompt to the current turn. In our implementation,
we use only 10 dialogues from each domain of the
MultiWOZ (Budzianowski et al., 2018) training set
(< 1% of the available training dialogues) to create
this vector database, following author recommen-
dations.

2.2 Enhancements

Function Calling for DST Function calling is
the ability for an LLM to interact with external
APIs, databases or tools (Schick et al., 2023; Li
et al., 2023). This is achieved by prompting the
LLM to literally generate a function call such as
get_temp(loc=’NYC’). This approach is typically
used to avoid hallucinated responses when precise,
external knowledge or skills are needed. For ex-
ample, What’s the temperature in NYC? requires
access to a weather forecast API and the LLM
should not attempt to respond to the query directly,
as it might hallucinate the forecast based on its
pretraining data.

In the context of MultiWOZ, once a domain has
been selected (restaurant, taxi, hotel...), we apply
a domain-specific function calling prompt. It in-
cludes a tailored function definition, formatted in
JSON, detailing the name, type, and descriptions
of the function’s parameters as shown in Figure
1. These parameters are in effect the possible con-
straints of the user which need to be determined
before booking. Figure 2 depicts the function call

an LLM is expected to generate given a user re-
quest. We note that Li et al. (2024) very recently
explore a similar approach for zero-shot DST, but
do not evaluate it on inter-mode benchmarks.

As shown in Figure 2, we compare three prompt-
ing methods for DST. (1) Our function calling ap-
proach. (2) An SQL query generation method (Hu
et al., 2022). In this framework, a user’s request is
translated into an SQL query that is meant to inter-
act with a table, containing MultiWOZ domain-
specific entries. (3) An arbitrary base method
(Hudeček and Dusek, 2023). For all approaches,
the generated text is parsed to extract slots and val-
ues for DST evaluation. All prompts are shown in
Appendix A.

For reference, we also fine-tune an LLM for
end-to-end TOD (Hosseini-Asl et al., 2020). When
training, we use mixed batches of examples from
each benchmark and use LoRA fine-tuning (Hu
et al., 2021). Training details are in Appendix B.

{"name": "find_book_restaurant",
"description": "Find a restaurant and book a table",
"parameters": {

"type": "object",
"properties": {

"pricerange": {
"type": "string",
"description": "Price range of the restaurant",
"possible_values": ["cheap", "moderate", "expensive"],
"default_value": None},

"area": {
"type": "string",
"description": "Area where the restaurant is located",
"possible_values": ["north", "east", "west", "south", "centre"],
"default_value": None},

…..

Figure 1: Function definition for restaurant booking.

Chitchat Detection Prior to the original domain
detection prompt, we add a chitchat detection
prompt, that determines whether a turn expects a
task or chitchat response. This allows the model to
separately handle open-ended chitchat turns during
the conversation. Chitchat detection and generation
prompts are shown in Appendix A.

Our experimental code can be found on GitHub1.

3 Experimental Setup

3.1 Benchmarks
We experiment with two chitchat-enhanced variants
of version 2.2 (Zang et al., 2020) of MultiWOZ
(Budzianowski et al., 2018). The same dialogue
IDs are used across evaluation comparisons.

FusedChat This dataset (Young et al., 2022)
prepends and appends full chitchat exchanges to

1https://github.com/armandstrickernlp/
FewShot-InterModeBot
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Domain Detection

Base

SQL

Function 
Call

DST
food: Thai-day:Monday

SELECT * FROM restaurant WHERE 
food=Thai AND day=Monday;

find_book_restaurant(food=Thai, 
day=Monday)

Response Generation

“Wonderful ! What area would you prefer ?”

“We want to go to a Thai restaurant on Monday to 
prepare our taste buds. I recently got married …”

Context
Vector
Store

MWOZ
DB

Few-shot examples
Database Results

Chitchat Detection

Figure 2: An overview of our augmented few-shot pipeline
for chitchat-enhanced TOD. This illustrates the scenario where
the chitchat detection prompt identifies a task-oriented request.
We highlight the three DST prompting methods we consider
along with their expected outputs (details in Section 2.2).

User: My wife and I are going on a honeymoon.
System: Congratulations on your marriage!
User: We just tied the knot yesterday, so we're planning 
to fly to Thailand this weekend.
System: I wish you a pleasant and safe honeymoon J
User: Thanks. We wanted to go to a restaurant on 
Monday to prepare our taste buds for the food served 
there.

User: We want to go to a Thai restaurant on Monday to 
prepare our taste buds. I recently got married to my 
girlfriend and we're planning to fly to Thailand this 
weekend for our honeymoon !

User: We want to go to a Thai restaurant on Monday.

MultiWOZ

InterfereChat

FusedChat

Figure 3: Side-by-side comparison of the same turn across
each evaluated benchmark.

the original TODs. We focus on the subset that has
prepended exchanges, which adds complexity by
rewriting initial TOD turns to include co-referring
expressions such as the food served there in Figure
3. This challenges state tracking and turn detection
as key task information is mixed into chitchat turns.

InterfereChat This dataset (Stricker and
Paroubek, 2024) compresses the additional
exchanges from FusedChat into a single user
backstory, which is then embedded into a TOD
request. Consequently, a single turn may be made
up of a task request and additional situational
details. This complexity makes turn type detection
challenging, and may lead the model to overlook
the user’s request and output a response which
only focuses on the chatty details (Figure 3).

3.2 Model Zoo
We use both open- and closed-source LLMs to
evaluate the impact of our enhancements.

• Llama3-8B-Instruct2 and Llama3-70B-
Instruct3 are two recent, state-of the-art
LLMs, trained on 15 trillion tokens. Llama2-
13b-chat4 is an older variant of the Llama
family, trained on 2 trillion tokens. We use
these models in a few-shot setting only.

• Gorilla-openfunctions-v25 is a 7B model
specifically fine-tuned for function calling.
We use it exclusively for DST prompting in
few- and zero-shot settings, while utilizing
Llama3-8B-Instruct for remaining prompts.

• GPT-3.5-turbo-01256 is the only closed-
source model we consider, given its cost-
effectiveness. We test this model’s zero-shot
function calling capability, as API calls to the
model natively accept function definitions.

Evaluation We measure the impact of adapting
the pipeline by performing an end-to-end evalu-
ation, with the recommended evaluation toolkit7.
Joint goal accuracy (JGA) and Slot-F1 measure
dialogue state predictions, with JGA counted as cor-
rect if all slots and values match the reference. Suc-
cess rate assesses dialogue success overall, mea-
suring whether the user’s desired goal was reached.
See the MultiWOZ paper for more details. For re-
sponse quality, we report BLEU (Papineni et al.,
2002) and BLEU-aug, which measures BLEU only
on responses which follow augmented turns from
InterfereChat.

4 Results and Discussion

Zero-shot chitchat detection The results pre-
sented in Table 2 demonstrate that the selected
LLMs generally perform well in turn classification
across both benchmarks. Nevertheless, we note that
turns which contain both useful task information
and chitchat elements are challenging to classify
as they appear in both benchmarks, with different
labels (chitchat for FusedChat and task for Inter-
fereChat). We see that different models exhibit
varying classification biases. For instance, GPT-
3.5-turbo tends to favor chitchat classification, as

2https://huggingface.co/meta-llama/
Meta-Llama-3-8B-Instruct

3meta-llama/Meta-Llama-3-70B-Instruct
4https://huggingface.co/meta-llama/

Llama-2-13b-chat-hf
5https://huggingface.co/gorilla-llm/

gorilla-openfunctions-v2
6https://platform.openai.com/docs/models/

gpt-3-5-turbo
7https://github.com/Tomiinek/MultiWOZ_

Evaluation
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Model FusedChat InterfereChat MultiWOZ 2.2 JGA Drop

BLEU JGA Slot-F1 Success BLEU BLEU-aug JGA Slot-F1 Success BLEU JGA Slot-F1 Success (Fused)↓
Supervised SotA 12.6 △ 58.4 △ – 60 △ 22.0 ▲ 25.0 64.0▲ – 73.2▲ 19.90♣ 60♢ – 82♡ –
Llama3-8B-Instructfinetune 20.55 74.8 92.52 73.4 17.28 80.87 76.78 92.92 74.8 20.56 76.84 93.03 76.2 2.04

Llama3-8B-Instructfunc 4.94 54.32* 74.95* 31.6 4.39 77.07 54.26* 77.46* 29.9 5.20 55.85* 78.73* 31.3 1.53
Llama3-8B-Instructsql 4.83 33.20 68.59 30.3 4.24 77.07 38.87 72.48 27.0 5.16 41.97 73.46 28.7 8.77
Llama3-8B-Instructbase 5.53* 36.58 67.65 33.4 4.78* 63.23 40.45 70.65 29.7 5.80* 39.40 71.90 29.9 2.82

Llama2-13b-chatfunc 2.27 25.69* 56.46* 21.5 2.13 43.44 21.46* 58.15* 21.1 2.32 26.88* 60.08* 23.6 1.19
Llama2-13b-chatsql 2.48* 17.88 49.18 19.1 2.12 46.35 13.34 52.55 20.9 2.32 17.17 54.33 21.7 -0.71
Llama2-13b-chatbase 2.16 7.11 35.34 10.1 2.07 49.70* 11.17 45.13 13.5 2.50 15.13 49.20 12.29 8.02

Llama3-70B-Instructfunc 6.52 72.86* 84.05 42.8 5.99 68.73* 68.63* 84.53 42.6 6.72 72.35* 85.0 45.9 -0,51
Llama3-70B-Instructsql 6.50 51.05 84.20 45.9 6.01 51.62 50.40 85.21 44.5 6.67 52.67 85.51 45.1 1.62
Llama3-70B-Instructbase 6.94* 60.25 84.19 47.5 6.58* 65.80 61.60 85.31 46.5 7.34* 65.58 86.32 48.6* 5.33

Gorilla-v2 few-shot DST 4.91 54.86 78.52 38.7 4.48 77.07 56.16 79.95 33.8 5.36 59.46 81.44 33.8 4.6
Gorilla-v2 0-shot DST 5.07 61.07 66.64 33.0 4.51 31.93 60.25 69.52 34 5.36 64.54 71.24 33.2 3.47
GPT-3.5-turbo 0-shot DST 6.36 51.08 71.01 39.7 5.51 22.40 51.0 72.22 41.0 6.46 58.61 74.52 36.2 7.53

Table 1: End-to-end evaluation with mean scores over 3 seeds. * indicates statistical significance (p < 0.05, paired t-test)
between best and second best values. For reference and context, rows in yellow show ours and previous supervised results:
△Young et al. (2022), ▲Stricker and Paroubek (2024), ♣Sun et al. (2023), ♢Huang et al. (2023), ♡Feng et al. (2023). Results in
blue use few-shot prompting for DST with general purpose LLMs, which have not been explicitly adapted to the task of function
calling. For comparison, rows in green use various models which have been tuned for function calling. Gorilla-v2 is used only
for DST and relies on Llama3-8B-Instruct for response generation. Response generation is few-shot in all cases. Best results per
Llama model size are in bold. We also show the relative drop in JGA between MultiWOZ and FusedChat results.

evidenced by its higher score on Accfused. In con-
trast, Llama3-8B-Instruct shows a propensity for
classifying these turns as task-related, reflected in
its higher Accbackstory score. Llama3-70B-Instruct
appears to strike a balance between these two ten-
dencies. Overall we find this prompting approach
to be functional, notably when it comes to inter-
acting with the models in a live setting (Section
4). We plan nonetheless to refine this approach in
future work.

Model Accfused Accinterfere Accbackstory

Llama3-8B-Instruct 0.86 0.98 0.91
Llama2-13b-chat 0.85 0.81 0.45

Llama3-70B-Instruct 0.87 0.98 0.86
GPT-3.5-turbo 0.89 0.96 0.80

Table 2: Accuracy of zero-shot chitchat detection on both
chitchat-enhanced benchmarks. backstory evaluates accu-
racy only on the InterfereChat turns that are augmented with
contextual details, referred to as backstories.

End-to-end evaluation The results presented
in Table 1 demonstrate that function calling con-
sistently and generally outperforms other meth-
ods with statistical significance. This approach
offers greater performance on inter-mode bench-
marks and achieves the highest Joint Goal Accu-
racy across various model sizes. It is particularly
noteworthy that Llama3-70B-Instruct surpasses
previous supervised state-of-the-art JGA baselines
on the benchmarks studied. We additionally find no
statistically significant difference with Llama3-8B-
Instructfinetune on the FusedChat benchmark. This
indicates that this method is effective in retrieving
task-information embedded in chitchat turns. We

notice similar Slot-F1 scores across benchmarks,
showing the model can retrieve relevant informa-
tion with all approaches, but performs best with
function calls. This performance does come at a
computational cost however, given the large scale
of the model. Nonetheless, quantization strategies
may be explored to improve latency and storage
efficiency (Dettmers et al., 2024).

We observe that improved JGA does not neces-
sarily translate to better task success, as no statisti-
cally significant difference is found in this regard.

BLEU-aug scores are generally high, mainly be-
cause the reference inter-mode responses from In-
terfereChat were generated with Llama2-70B-chat,
a model from the same family. As we can see, GPT-
3.5-turbo performs more poorly on this metric.

Llama3-8B achieves comparable and, in some
cases, improved JGA and Slot-F1 scores compared
to GPT-3.5-turbo, albeit requiring few-shot prompt-
ing instead of zero-shot. Gorilla-openfunctions-
v2, a model specifically designed for function call-
ing, performs better in a zero-shot setting than in
a few-shot one on JGA, but not on Slot-F1. In the
few-shot setting, its performance is on par with
Llama3-8B.

The success of function calls with general
LLMs can be attributed to two key factors: their
widespread presence across various programming
languages, which ensures their frequent occurrence
in the code sections of LLM pre-training data,
and their straightforward, easily producible syn-
tax. These characteristics enable a more seam-
less conversion of user inputs into a structured for-
mat, where both the function name and its param-

593



eters closely align with the semantic content of
the request. This semantic proximity suggests that
chitchat enhancements may not be as disruptive
as they might be with other approaches, provided
they maintain coherence within the task context. In
contrast, while SQL is also present in pre-training
data, research by Tan et al. (2024) indicates that
optimizing Text-to-SQL performance requires a
more complex prompting strategy. This additional
complexity may account for SQL’s comparatively
lower performance in this scenario.

Model Quality Success JGA Clarify↓
Llama3-8B-Instruct 0.58 90.0 69.17 0.75
Llama3-70B-Instruct 0.76 90.0 94.54 0.15

GPT-3.5-turbo 0.70 85.0 76.25 0.65

Table 3: Human evaluation results. Quality is normalized
([0, 1] scale), success and JGA are percentages, and Clarify is
the average number of reformulations needed per dialogue.

Human evaluation We also conduct a small in-
house human evaluation, focusing on models capa-
ble of supporting the complete pipeline: Llama3-
8B-Instruct, Llama3-70B-Instruct, and GPT-3.5-
turbo with zero-shot DST. We randomly select 20
single-domain TOD goals from MultiWOZ, along
with their corresponding backstories from Interfer-
eChat. Four NLP experts were tasked with achiev-
ing these goals while engaging in chitchat with the
models, mimicking the inter-mode scenarios from
our selected benchmarks.

During our initial pilot annotation, we observed
that participants struggled to simultaneously focus
on the task goal and the contextual chitchat details.
To address this, we introduced a seed turn to initi-
ate the conversation and streamline the task. This
seed turn could either be a task request incorpo-
rating contextual details or an open-ended chitchat
utterance. When presented with the latter, partic-
ipants engaged solely in chitchat for up to three
turns before transitioning to the task goal.

Post-interaction, participants evaluated the dia-
logue quality ("Was the system friendly and engag-
ing? (1-5)") and success ("Was the desired goal
reached? (Yes/No)"). We normalized the quality
scores to a [0, 1] scale. For successful dialogues,
we tallied the number of queries that needed repeat-
ing. Additionally, we manually calculated JGA by
examining the dialogue state at each turn in relation
to the user’s request. We included dialogue states
during chitchat turns as well.

Overall, we find the resulting inter-mode inter-
actions to be quite natural and successful, more

than automatic metrics indicate. As Table 3 indi-
cates, Llama3-70B-Instruct performs well in terms
of JGA and success rate, with only the rare clarifica-
tion needed. This model is also preferred in terms
of quality of the interaction, with more engaging
chitchat and TOD responses. The smaller Llama3
model also does quite well, with more successful
interactions than GPT-3.5-turbo.

The models demonstrate several positive at-
tributes in handling inter-mode dialogues. All mod-
els show an ability to recall and incorporate chitchat
details from the beginning of the dialogue when
concluding the interaction, a feature that annotators
particularly appreciated. Additionally, even when
the wrong turn type is predicted, responses often re-
main coherent and contextual, allowing for the con-
versation not to break down. State-tracking-wise,
the Llama3 models succeed at following function
descriptions, accurately using the specified possi-
ble values even when users employ synonyms. This
precision is crucial for successful database searches.
These capabilities contribute to more natural and
context-aware conversations, enhancing the overall
user experience.

Despite these strengths, several issues were iden-
tified. Firstly, responses to inter-mode turns often
focused heavily on the task request while neglect-
ing contextual details. A more significant concern
is the hallucination of novel entities (such as restau-
rant names). This issue can mislead users into
believing a task was successfully completed when
it was not. Lastly, unlike Llama3 models, GPT-
3.5-turbo tends to directly extract the user’s words
when performing state tracking, potentially leading
to database lookup errors (expensive vs. pricey).
Interaction examples with qualitative analyses can
be found in Appendix C).

5 Conclusion

We show that a few-shot TOD baseline can be
successfully extended to handle inter-mode inputs.
We find that casting DST as function call genera-
tion is robust and effective across various LLMs,
substantially outperforming other few-shot state-
tracking methods. Human evaluation results show
the promising potential of an inter-mode few-shot
TOD bot, overall successfully balancing chitchat
and TOD within a single interaction. These find-
ings suggest a significant advancement in simply
and swiftly building more versatile and natural dia-
logue systems.
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A Prompt Templates

We depict the various prompts created for our exper-
iments. See Figure 4 for function calling DST, Fig-
ure 5 for SQL DST, Figure 6 for baseline DST, Fig-
ure 7 for response generation, Figure 8 for chitchat

detection, Figure 9 for task-oriented domain detec-
tion and Figure 10 for chitchat generation.

System Message
You are a task-oriented conversational AI assistant that helps users to book 
restaurants. Use the function definition below to create a function call with 
the correct arguments for the user's booking.

{"name": "find_book_restaurant",
"description": "Find a restaurant and book a table",
"parameters": {

"type": "object",
"properties": {

"pricerange": {
"type": "string",
"description": "Price range of the restaurant",
"possible_values": ["cheap", "moderate", "expensive"],
"default_value": None},

"area": {
"type": "string",
"description": "Area where the restaurant is located",
"possible_values": ["north", "east", "west", "south", 

"centre"],
"default_value": None},

…..
"call_example": "find_book_restaurant(pricerange=None, area=centre, 
food='italian', name='pizza hut city centre', bookday='wednesday', 
booktime='13:30', bookpeople=7)”
}
User Message
Output a function call with the correct function arguments given the 
customer's request. Make sure to follow the function definition. Focus only on 
the values mentioned in the last utterance.
------
---------------------Example 0:
Context:
Customer: I'm looking for an Italian restaurant for Saturday.
Assistant: <<function>>find_book_train(bookday=’Saturday’, food=’Italian’)
---------
Now complete the following example:
Context: 
Customer: Hello, I am looking for a restaurant in Cambridge. I believe it is 
called Golden Wok.

Figure 4: Function calling DST prompt for the restaurant
domain. Few-shot exemplars can be optionally added. We
add 5 in all our few-shot experiments. We find that adding
a default_value field and one to several call examples helps
improve performance.

B End-to-end Training Details

We use the SimpleToD framework (Hosseini-Asl
et al., 2020) to train an end-to-end TOD system,
while relying only on a single language model.
Each training example is composed of a concate-
nated text sequence which includes a dialogue con-
text, the dialogue state for the last user turn, the
database state (number of available options), re-
sponse dialogue acts, and a delexicalized natural
language response. We show an input example in
Figure 11. Each training batch contains examples
from each benchmark in equal proportion. During
inference, we pass only the dialogue context to the
model. Once the dialogue state is generated, we
interrupt generation to fetch the database state, con-
catenate it to the current output and then continue
generating.

We train the language model using LoRA (Hu
et al., 2021), using a rank r of 64. We set the
scaling α to 2r, and target the key, query, value and
output weight matrices of the self-attention module.
This amounts to roughly 1% of total parameters
being trained. We use a learning rate of 5e-5. We
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System Message
You are a task-oriented conversational AI assistant that helps users to book 
restaurant. Using valid SQLite, answer the following multi-turn conversational 
questions for the table provided below.

CREATE TABLE restaurant(
name text,
food text,
pricerange text CHECK (pricerange IN (dontcare, cheap, moderate, expensive)),
area text CHECK (area IN (centre, east, north, south, west)),
booktime text,
bookday text,
bookpeople int
)
/*
5 example rows:
SELECT * FROM restaurant LIMIT 5;
name food pricerange area booktime bookday bookpeople
pizza hut city centre italian dontcare centre 13:30 wednesday 7
the missing sock international moderate east dontcare dontcare 2
golden wok chinese moderate north 17:11 friday 4
cambridge chop house dontcare expensive center 08:43 monday 5
darrys cookhouse and wine shop modern european expensive center 11:20 
saturday 8
*/
User Message
Write a valid SQL query to extract the information from the Table given the 
customer's request. Make sure to end with a semicolon. Focus only on the 
values mentioned in the last utterance.
------
---------------------Example 0:
Context:
Customer: I'm looking for an Italian restaurant for Saturday.
Assistant: SELECT * FROM restaurant WHERE bookday = saturday AND food = 
italian;
---------
Now complete the following example:
Context: 
Customer: Hello, I am looking for a restaurant in Cambridge. I believe it is 
called Golden Wok.

Figure 5: SQL DST prompt for the restaurant domain. Few-
shot exemplars can be optionally added. We add 5 in all our
few-shot experiments. We follow (Hu et al., 2022) for this
approach.

train for up to 2 epochs with early stopping on a
single 80Gb A100.

C Interactive Evaluation

We show our dialogue interface in Figure 12 and
a few example interactions: Table 4, Table 5, Ta-
ble 6, Table 7, show successful and unsuccessful
interactions with the various models.

User Message
Capture entity values from last utterance of the converstation
according to examples.
Focus only on the values mentioned in the last utterance.
Capture pair "entity:value" separated by colon and no spaces in 
between.
Separate entity:value pairs by hyphens.
Values that should be captured are:
- "pricerange" that specifies the price range of the restaurant 
(cheap/moderate/expensive)
- "area" that specifies the area where the restaurant is located 
(north/east/west/south/centre)
- "food" that specifies the type of food the restaurant serves
- "name" that specifies the name of the restaurant
- "bookday" that specifies the day of the booking
- "booktime" that specifies the time of the booking
- "bookpeople" that specifies for how many people is the booking 
made
Do not capture any other values!
If not specified, leave the value empty.
------
---------------------Example 0:
Context:
Customer: I'm looking for an Italian restaurant for Saturday.
Assistant: bookday:'saturday’-food:italian’
---------
Now complete the following example:
Context: 
Customer: Hello, I am looking for a restaurant in Cambridge. I believe 
it is called Golden Wok.

Figure 6: Baseline DST prompt for the restaurant domain.
Few-shot exemplars can be optionally added. We add 5 in all
our few-shot experiments. We follow (Hudeček and Dusek,
2023) for this approach. They do not use a system prompt in
their implementation.

User Message
Definition: You are an assistant that helps people to book a restaurant.
You can search for a restaurant by area, food, or pricerange.
There is also a number of restaurants in the database currently 
corresponding to the user's request.
If multiple restaurants are available, the Assistant should ask for 
further preferences. 
If you find a possible restaurant, the Assistant should provide 
[restaurant_name], [restaurant_address], [restaurant_phone] or 
[restaurant_postcode] if asked. Use these exact placeholders.
If no restaurants are available, the Assistant should ask for differrent
preferences.
Before booking a table, the Assistant should ask for the time and the 
day of the booking and number of people. The Assistant should 
provide [reference] when the booking has been made. Use these 
exact placeholders.
**Always act as if booking is available.**
Write the Assistant response as a single line, based on the state and 
the database. Act friendly and engaging.
------
---------------------Example 0:
Context:
Customer: I'm looking for an Italian restaurant for Saturday.
State: {restaurant:{food: italian, bookday: saturday}}
database:restaurant: 19
Assistant: <response> What area would you prefer ? </response> 
---------
Now complete the following example:
Context: 
Customer: Hello, I am looking for a restaurant in Cambridge. I believe 
it is called Golden Wok.
State: {restaurant: {name: Golden Wok }}
database:restaurant: 1
Assistant: 

Figure 7: Response prompt for the restaurant domain. We
use 5 few-shot examples for all experiments.
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System Message
A user is using Cambridge's Towninfo Centre information assistant 
which can help users with information and bookings. These are 
tasks with certain specific domains. 
Task domains include:
- train (booking train tickets)
- restaurant (finding and booking restaurants)
- hotel (finding and booking hotels)
- attraction (eg. "architecture", "sports", "entertainment", "cinema", 
"museum", "concert", "theatre”...)
- taxi (booking a taxi from one location to another)
You are an expert at determining if a User Turn contains task-related 
information or requests.

User Message
Use the Dialogue Context and the User Turn to classifiy the User 
Turn as "chitchat" or "task". 
The criteria are:
If the User Turn contains:
- comments about personal life, opinions, or experiences 
- casual comments about Cambridge or the domains 
(restaurants, trains, hotels, taxis, attractions) 
then the User Turn is "chitchat".
If the User Turn contains 
- an *explicit* request for information in a task domain 
(restaurant, train, hotel, attraction, taxi) or 
- a request to perform an action in a task domain (restaurant, 
train, hotel, attraction, taxi) or 
- an essential piece of information relevant to a task domain 
(restaurant, train, hotel, attraction, taxi)
then the User Turn is "task".

Dialogue Context:

User Turn:
Customer: I'm looking for an Italian restaurant for Saturday.

Respond with one word. Either "chitchat" or "task" between 
<label> and </label> tags.
Label:

Figure 8: Zero-shot chitchat detection prompt. This is meant
to detect whether to perform chitchat or activate the few-shot
TOD bot pipeline.

System Message
You are a conversational AI, capable of detecting the domain of a user 
request.
The only possible domains are :
- train (booking train tickets)
- restaurant (finding and booking restaurants)
- hotel (finding and booking hotels)
- attraction (eg. "architecture", "sports", "entertainment", "cinema", 
"museum", "concert", "theatre", "park", "church", "hotel", "nightclub", 
"swimming pool", "college", "concert hall", "boat", "historical 
landmark", "gallery", "shopping area", "nature preserve", "sports 
venue", "theme park")
- taxi (booking a taxi from one location to another)
Return only the domain name.

User Message
Select the appropriate domain given the customer’s request.
Respond with only one word: the domain name.
It is very important you focus on the customer’s current request to 
make your decision.
Context:
Customer: I'm looking for an Italian restaurant for Saturday.
Domain:

Figure 9: Zero-shot domain selection prompt. This prompts
the LLM to choose one of the possible MultiWOZ evaluation
domains.

System Message
You are a friendly conversational AI assistant. Your goal is to engage 
with the user in a friendly conversation.

User Message
Respond to the user with a short response. Focus on being friendly and 
engaging. Write the response in between <response> and </response> 
tags.
Context:
Customer: I love to play video games !
Response: 

Figure 10: Zero-shot chitchat prompt. This prompts the LLM
to engage in a brief chitchat conversation with the user, in the
context of a TOD interaction.

<context> (…) <user> I have always 
wanted to try the food at a British 
restaurant. <system> Yes, they always 
look so fancy! <user> Are there any 
expensive ones ? </context> 
<belief> restaurant food british, 
restaurant pricerange expensive
</belief> <db> [db_state4] </db>
<action> restaurant inform area, 
restaurant inform area, restaurant inform 
area, restaurant inform choice, restaurant 
select </action> <response> Of course! 
We have [choice] of them in the [area], 
[area], and [area]. What area would you 
prefer? </response>

Figure 11: Training example for our end-to-end fine-tuned
approach, based on SimpleToD (Hosseini-Asl et al., 2020).

Figure 12: Dialogue interface used for our human evaluation.
Participants use the seed turn to start the conversation and
then follow the steps below. They then move to the QA tab to
evaluate the dialogue.
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User I’ve been toying around with my new virtual reality headset lately. State

Assistant That sounds like a lot of fun! What kind of games have you been
trying out on your VR headset?

{}

User Well, do you know Mario? It’s a fancy plumber from Japan, but
he’s Italian and speaks English.

Assistant Oh, I know Mario! He’s a classic character. Have you been playing
a Mario game on your VR headset?

{}

User Well, duh, yeah. You’ve asked me specifically about VR. It’s a bit
odd in VR because it’s a platformer, but it’s a Mario game, still
fun...

Assistant That’s awesome! Mario in VR must be a whole new experience.
It’s great that you’re enjoying it even in a different format. Have
you found any cool new features in the VR version?

{}

User In VR you get to hug Luigi, that’s pretty good, you can’t do that
on a standard screen.

Assistant That’s so cool that you get to hug Luigi in VR! It must feel more
immersive and interactive. It’s those little details that make the
experience special. Have you discovered any other fun surprises
in the VR version?

{}

User Well, can’t hug Luigi all day, I’m taking a break. I could need
a taxi to get to ruskin gallery. I’m thinking about leaving from
saffron brasserie after dinner with colleagues up to 07:15.

Assistant 81418747547 is the contact number, I have you in a ford. {"taxi": { "depar-
ture": "saffron
brasserie", "desti-
nation": "ruskin
gallery", "leaveat":
"19:15"}}

User Perfect, thank you.

Assistant It sounds like you had a great time with Mario in VR! Enjoy your
dinner at Saffron Brasserie and have a fantastic time at the Ruskin
Gallery. If you need any more help or information, feel free to
ask!

{"taxi": { "depar-
ture": "saffron
brasserie", "desti-
nation": "ruskin
gallery", "leaveat":
"19:15"}}

Table 4: An interaction with GPT-3.5-turbo where the assistant successfully handles chitchat and task-oriented user inputs. It
also correctly tracks that after dinner...07:15 should be mapped to 19:15 and closes the dialogue with a contextual response, that
refers back to the initial chitchat.
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User I need a taxi asap ! I was eating at Pizza Hut City Centre when
two men started fighting outside. The guards arrived and managed
to break apart the fight. I think I’m ready to go home

State

Assistant What a scary experience! Don’t worry, I’m here to help. What’s
your destination, and I’ll get a taxi booked for you ASAP?

{"taxi": { "depar-
ture": "Pizza Hut
City Centre" }}

User I need to get to the gonville hotel

Assistant I’ve booked a taxi for you, an Executive will come for you. Contact
number is 01223 312343. Do you need any other help?

{ "taxi": { "depar-
ture": "Pizza Hut
City Centre", "des-
tination": "gonville
hotel", "leaveat":
"asap" }}

User That’ll do

Assistant Ah, you must be relieved to be getting out of there! I hope the
rest of your evening gets better. Your taxi should arrive soon, and
you’ll be safely back at the Gonville Hotel in no time. If you need
anything else, don’t hesitate to ask. Otherwise, have a great night
and try to put that scary incident behind you!

{"taxi": { "depar-
ture": "Pizza Hut
City Centre", "des-
tination": "gonville
hotel", "leaveat":
"asap" }}

Table 5: An interaction with Llama3-70B-Instruct where the assistant successfully handles an inter-mode turn (1st turn) by
reacting empathetically while moving the task forward. Interestingly, regarding the dialogue state, we notice the model tracks
"asap" as a time the taxi should leave, which makes sense given the context but may not work with a database expecting time
values.
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User My grandmother thinks she can cook better and has never allowed
me to eat at an Italian restaurant. But now she’s away on a trip, so
my whole family is going to an Italian restaurant to find out.

State

Assistant Oh wow, that sounds like a fun adventure! I hope you all have a
blast trying out different dishes and discovering your own favorite
Italian flavors. And who knows, maybe your grandmother will be
surprised by your culinary discoveries when she gets back! What’s
your favorite Italian dish so far?

{}

User I love lasagna, like Garfield the cat haha Could you suggest an
Italian restaurant in the south ?

Assistant Ahaha, Garfield is a great reference! Lasagna is a classic choice,
and there are so many amazing Italian restaurants in the South.
I’d be happy to help you find one! Can you tell me which city
or state you’re in? That way, I can give you some personalized
recommendations.

{}

User I need an italian restaurant in the south of Cambridge please

Assistant Ahaha, Garfield is a great reference! I’ve found a lovely Italian
restaurant in the south of Cambridge that serves delicious lasagna.
Bella Vita is a popular spot, located at G4 Cambridge Leisure Park
Clifton Way Cherry Hinton and can be reached at 01223323737.
Would you like to book a table?

{"restaurant":
"bookpeople": "1",
"area": "south",
"food": "italian" }

User Yes please can you book for 7 people at 2 pm on Friday ? I know,
we’re quite a large group...

Assistant I’ve booked you in at Bella Vita. It’s a lovely Italian restaurant in
the south of Cambridge that serves delicious lasagna. The table
will be reserved for 15 minutes. Reference number is : 00000004.

{"restaurant":
"bookpeople": "7",
"area": "south",
"food": "italian",
"bookday": "fri-
day", "booktime":
"14:00" },

User okay thank you bye

Assistant It was my pleasure to help! I hope you and your family have a
fantastic time at Bella Vita and enjoy every bite of your lasagna.
Don’t forget to take plenty of photos and share them with your
grandmother when she gets back. Have a great day and buon
appetito!

{"restaurant": {
"bookpeople": "7",
"area": "south",
"food": "italian",
"bookday": "fri-
day", "booktime":
"14:00" }}

Table 6: An example of an unsuccessful dialogue with Llama3-8B-Instruct. Although it seems fine on the surface, the Bella
Vita does not exist in the database, it is a hallucination from the model. Other than that, the dialogue state tracking is accurate
and the chitchat is well-handled, with the model finishing the dialogue with a few contextual remarks and buon appetito, which
is a nice touch. In turn 2, the model classifies the user input as chitchat, which is a mistake. However, the response is contextual
and still allows for the task to move forward.
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User I love reading books. I find it interesting to read stories and get a
peek into what the author is thinking.

State

Assistant Aww, that’s wonderful! There’s something so special about getting
lost in a good book, isn’t there? I’m curious, what kind of books
do you usually enjoy reading? Are you more into fiction, non-
fiction, or a mix of both?

{}

User I like books on art and meditation. i read a good one by Rick
Rubin recently, have you heard of him ?

Assistant Ah, Rick Rubin is amazing! I’ve heard great things about his book.
I’m a big fan of his work with the Red Hot Chili Peppers and other
artists. Meditation and art are such great topics to explore in books
- it’s wonderful that you’re interested in those areas. Have you
found that reading about meditation has helped you in your own
practice?

{}

User A bit, I’m not as consistent with it as I should be though

Assistant Ah, don’t be too hard on yourself! Consistency can be tough, but
it’s great that you’re acknowledging the importance of meditation
in your life. Maybe we can brainstorm some ways to make it
more enjoyable and sustainable for you? Do you have a favorite
meditation spot or a specific technique that you enjoy? I’m all
ears!

{}

User I like sitting in the park usually and listnening to the sounds around
me

Assistant Ah, that sounds lovely! Being in nature can be so grounding
and calming. I’m sure the sounds of the park help you focus
and relax. Have you ever tried incorporating guided meditations
into your practice, or do you prefer to just sit and listen to your
surroundings?

{},

User Yeah I’m looking apfr a book on that. But I have to go to Stevenage
to get it. There’s a bookstore there.

Assistant The byard art is the 1 museum in the south and the entrance fee is
free.

{"attraction": {
"type": "museum",
"area": "south" }}

User Hmm can you book me a train to Stevenage from Cambridge this
Saturday, so I can go to the bookstore ?

Assistant What a lovely conversation we’ve had! I’d be delighted to help you
book a train to Stevenage from Cambridge this Saturday. There
is a train that will depart at 05:21 and arrive at 20:15. Would you
like me to book that for you?

{"attraction": { "type":
"museum", "area":
"south" }, "train": {
"bookpeople": "1",
"arriveby": "20:15",
"day": "saturday", "des-
tination": "stevenage"
}}

User I need one that arrives by 7:15 pm.

Assistant There are 10 trains matching your query. Shall I book one? { "attraction": { "type":
"museum", "area":
"south" }, "train": {
"bookpeople": "1",
"arriveby": "19:15",
"day": "saturday",
"destination": "Steve-
nage", "departure":
"Cambridge" }}

Table 7: An extract from an interaction with Llama3-8B-Instruct, where a slightly ambiguous user typo leads the model to
incorrectly try to find a museum and start tracking the attraction domain. We notice though that this is not a problem for
continuing with the task of booking a train which the model tracks accurately. We also find the chitchat quite convincing, with
the model displaying good knowledge of the music producer Rick Rubin.
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Abstract

In daily conversations, people often encounter
problems prompting conversational repair to
enhance mutual understanding. By employ-
ing an automatic coreference solver, alongside
examining repetition, we identify various lin-
guistic features that distinguish turns when the
addressee initiates repair from those when they
do not. Our findings reveal distinct patterns
that characterize the repair sequence and each
type of other-repair initiation.

1 Introduction

Human language complexities often expose flaws
such as misunderstandings, misinterpretations,
speech impediments, or social norm violations.
Strategies people use in conversations to identify
and address these problems, fostering mutual un-
derstanding, are called repair (Schegloff, 2007).
Schegloff, 2007 distinguishes repair types based
on who initiates and who provides the solution be-
tween the speaker and the addressee. This paper
focuses on Other-initiated Self-repair, also called
Other-initiated repair (OIR), where the addressee
initiates repair for the speaker corrects, as high-
lighted by Dingemanse and Enfield, 2024 as foun-
dational for human language resilience, complexity,
and flexibility.

Recent studies emphasize the need for Conver-
sational Agents (CAs) to have repair mechanisms.
Gehle et al., 2014 show that museum guide robots
failing to promptly address issues led to visitor
disengagement and conversation breakdowns, sug-
gesting the importance of multimodal repair strate-
gies. van Arkel et al., 2020 find that simple OIR
mechanisms in agents improve communicative suc-
cess and reduce computational and interaction costs
for disambiguation in communication compared
to pragmatic reasoning (interlocutors reason each
other). Efforts to detect OIR in the literature are
narrow. Purver et al., 2018 trained a supervised

classifier on four different datasets using turn-level
features extracted from transcription, such as num-
bers of wh-words and fillers. The results indicate
that challenging repairs are more common in task-
oriented datasets. Besides, research on integrating
OIR in CAs is limited and primarily relies on rule-
based systems. For instance, Höhn, 2017 devel-
oped a rule-based chatbot with repair capabilities
that recognize repair initiation in messaging con-
versations using conversational analysis rules, such
as repetition, determiner and pronoun usage, and
adjacent position.

Example 1. Sample of OIR sequence, annotated
based on Dingemanse and Enfield, 2015’s coding
schema. Data is in Dutch, English translation pro-
vided by DeepL1.

TS SPEAKER: en ik zie een uh
ovaalvormig ding op het kopje (T-1)
(and I see a uh oval-shaped thing on the
cup)

REPAIR INITIATOR: op het platte kopje
daarboven hè? (T0)
(on the flat head up there huh?)

TS SPEAKER: ja (T+1)
(yes)

A minimal OIR sequence comprises three com-
ponents: trouble source (TS) turn (T-1), repair ini-
tiation (T0), and repair solution (T+1), depicted in
Example 1. T-1 is where a potential communication
problem arises, T0 is where the addressee signals
a problem, and T+1 is where the speaker resolves
the problem, completing the repair sequence. In ad-
dition, Dingemanse and Enfield, 2015 categorized
repair initiation into three types: Open Request (the
least specific, no TS specified in T-1), Restricted
Request (implying the TS location), and Restricted
Offer (the most specific, proposing a candidate un-
derstanding). Our research aims to develop a CA

1https://www.deepl.com/

603



system that can detect human repair initiation (T0)
based on verbal and non-verbal cues and generate
an appropriate repair solution (T+1). This work
examines dialogue transcripts to identify linguistic
features that distinguish OIR sequences from non-
repair sequences and differentiate among the three
types of OIR in task-oriented dialogues. Previous
studies have identified various OIR practices, for
instance, Schegloff et al., 1977 described five OIR
formats in their study of American English conver-
sation, while Dingemanse et al., 2014 find similari-
ties in OIR formats across ten languages, such as
question word "what?" or interjection "huh." The
contributions of this paper are as follows: First,
unlike previous studies that focused solely on ref-
erences to trouble sources (TS), this work expands
further by examining the acceptance of repair ini-
tiation by subsequent turn. Second, in addition to
repetition, we incorporate an automatic coreference
solver to see if repair initiators refer back to the
TS and if the response acknowledges the repair
initiation. Results show significant coreference in-
volvement in restricted request and restricted offer.

2 Dataset

As repair occurs more often in task-oriented dia-
logue and is generally unaffected by familiarity or
interaction mode (Colman and Healey, 2011), we
employ dialogue transcripts from a Dutch multi-
modal task-oriented corpus (Rasenberg et al., 2022)
within project CABB (Eijk et al., 2022), involving
20 dyads performing referential communication
tasks to locate 16 stimulated geometrical objects
called Fribbles. The data collection setup corre-
sponds to the CABB dataset, described in (Eijk
et al., 2022). Participants alternated between Direc-
tor and Matcher roles to communicate and locate
specified objects. Each participant’s speech was
segmented into Turn Constructional Units (TCUs)
and then orthographically transcribed based on
standard spelling conventions of Dutch. The repair
sequences were annotated following Dingemanse
and Enfield, 2015’s coding schema, resulting in:
20 (open request), 32 (restricted request), and 255
(restricted offer) sequences, respectively.

We examine the interaction differences after a
potential issue (turn labeled as TS) to compare in-
stances when a person initiates repair versus when
they do not identify trouble and request repair im-
mediately. To do this, we selected all turns between
T-1 and the repair initiation in T0, identifying 91

non-repair sequences. Appendix A provides sam-
ple data for each OIR type and details the non-
repair selection method.

3 Feature Extraction

Based on the OIR coding schema (Example 1),
T0 is considered a repair initiation if it (1) treats
the prior turn containing trouble and (2) the subse-
quent turn T+1 acknowledges and responds to this
request. To determine (1), we analyze the syntactic
structure of the repair initiation turn (T0) regarding
the potential TS in T-1 via coreferences. For (2),
we examine how the TS speaker acknowledges the
repair initiation by analyzing coreferences in T+1
that refer to the entity mentioned in T0 and the TS
speaker’s self-repetition.

3.1 Feature extraction for repair initiation
(T0) concerning prior turn (T-1)

Part-of-Speech (POS) tagging and Lemmatiza-
tion. To investigate T0’s linguistic patterns across
three OIR types compared to T0 in non-repair se-
quences, we leverage Stanza2, a multilingual NLP
toolkit, for POS tagging and lemmatization. It en-
ables us to comprehend the overall grammatical
structure of the OIR turn and identify the most
frequently used word types and their correspond-
ing most common lemmas. The performance of
Stanza’s pretrained model on Dutch is 94.97% for
POS tagging and 95.33% for lemmatization. See
Appendix C for the list of POS tags in Dutch.

Coreference. Coreference, a linguistic phe-
nomenon in dialogue, involves referring to entities
across turns using pronouns, demonstratives, or
other expressions linked to previously mentioned
nouns or concepts. Analyzing coreference patterns
offers insights into the relationships between turns.
By examining coreferences used by the repair ini-
tiator in T0, we investigate if T0 refers to an entity
in T-1, potentially the TS. We utilized the corefer-
ence resolution model from the UTD_NLP team
(Li et al., 2022), which achieved the best perfor-
mance at CODI-CRAC 2022 (Yu et al., 2022), with
an average CONLL F1 score of 75.04 in resolv-
ing anaphora in dialogue. The coreference chain
sample produced by the model is included in the
Appendix B.

To analyze repair initiation structure and its
grammatical ties to prior turns via coreferences,

2https://stanfordnlp.github.io/stanza/

604



we used Seq2Pat3, a sequence-pattern-generation
library (Kadıoğlu et al., 2023). Each turn T0 after
tokenization and POS tagging was fed into Seq2Pat
to obtain a list of the most frequent sequential
patterns. The instances of the coreference chain
are tagged by [COREF]. Due to data imbalance
among OIR types, different min_frequency thresh-
olds were set to each: min_frequency = [5, 5, 30,
10] for open request, restricted request, restricted
offer, and non-repair, respectively.

3.2 Feature extraction for repair
acknowledgment in subsequent turn (T+1)

To determine if the TS speaker’s response in T+1
addresses the request made by the repair initiator
in T0, we analyzed the coreferences initiated in
T0 and used in T+1. We also examined the TS
speaker’s self-repetition behavior when providing
a repair solution, as these repetitions suggest the
TS speaker’s language consistency and alignment
with the trouble in T-1. To identify self-repetition,
we used dialign4, a tool for measuring lexical align-
ment in human-agent interaction (Dubuisson Dup-
lessis et al., 2017) (example in Appendix B).

4 Results and Discussion

4.1 Does T0 consider the prior turn T-1 as
source of trouble?

Open
Request

Restricted
Request

Restricted
Offer

Non-Repair

Repair Types

0.0

0.5

1.0

1.5

av
g.

 #
 o

f c
or

ef
er

en
ce

s

0.05

0.10

0.15

0.20

0.25

0.30

%
 c

or
ef

er
en

ce
 t

ok
en

savg. # coreferences
% coreferences tokens

Figure 1: T0’s average number of coreferences and
coreferences tokens proportion

Figure 1 shows the average number of corefer-
ences in T0 (initiated in T-1) and the percentage of
T0 tokens that are coreferences. Restricted request
has the highest coreference usage (about 1.5 coref-
erences per T0, comprising approximately 30% of
tokens), followed by restricted offer (around one
coreference per T0, accounting for approximately
13% of tokens). Non-repair and open request show
minimal coreference use, with about 0.5 corefer-
ences (7% of tokens) and 0.1 coreferences (2%

3https://github.com/fidelity/seq2pat
4https://github.com/GuillaumeDD/dialign

of tokens) per T0, respectively. Both restricted
request and restricted offer signal trouble in T-1,
likely indicating dependence on coreferences for
previously mentioned ambiguous entities. How-
ever, restricted offer, potentially introducing new
entities and a longer T0 turn to propose candidate
understanding, explains the lower coreference us-
age and proportion of coreference tokens compared
to restricted request.

Figure 2 describes the most common sequential
POS tag patterns for T0 across three OIR types and
non-repair sequences. These patterns, displayed
as bi-grams ["1st POS tag", "2nd POS-tag", fre-
quency], are visualized on the y-axis, x-axis, and
heatmap values, respectively. Additionally, Figure
3 depicts the top five most frequent POS tags and
their corresponding lemmas.
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INTJ
NOUN

PUNCT
PRON_Prs

VERB
ADV

"sorry" (3 times)
"keer (time)" (8 times)

"?" (12 times)
"je (you)" (7 times)
"wachten (to wait)" (4 times)
"nog (other, yet)" (10 times)
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Figure 3: T0’s most frequent POS tags and its corre-
sponding most frequent lemma

Regarding open request, frequent patterns in-
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volve adverbs preceded by personal pronouns (10
times), verbs (7 times), interjections (6 times), and
auxiliaries (5 times). The most common adverb
lemma is "nog" (yet) expressing negation, while
the personal pronoun "je" (you) suggests a request
towards the prior turn’s speaker. Compared to the
other OIR types, open request uniquely involve
auxiliaries, with the modal verb "kunnen" (be able
to/can/may) being the most frequent, indicating the
request for action from the prior speaker. Notably,
verbs frequently found in these patterns, with the
most common lemma being "wachten" (to wait),
may indicate a request to slow down due to issues
in the previous turn.

In restricted request, the notable correlation be-
tween coreferences and other word forms like verbs
(16 times), adverbs (15 times), and prepositions
(14 times) indicates heavy reliance on referring
back to previously mentioned entities. Using inter-
rogative pronouns (PRON_Int) is a distinctive fea-
ture in this type, often followed by verbs (7 times,
most frequently "zitten" (to sit)), prepositions (5
times, most commonly "aan" - equivalent to multi-
ple English prepositions like on, at, in, by, beside),
and personal pronouns (6 times, most frequently
"je" (you)). Its most common lemma, "wat" (what,
which, any), is used for asking questions, indicating
a demand for clarification from the current speaker
regarding what the prior speaker mentioned (poten-
tially TS).

Considering restricted offer, the most frequent
sequential patterns involve determiners followed
by nouns (121 times) and coreferences (54 times).
The sequences combining prepositions preceded
or followed by determiners (60 or 80 times, re-
spectively), nouns (58 or 97 times, respectively),
or coreferences (60 or 67 times, respectively) are
also common patterns. These patterns emphasize
the scenario where the repair initiator is likely pre-
senting or describing specific objects to offer the
candidate understanding.

Non-repair sequences’ T0 share similarities to
restricted offer regarding the usage of noun phrases,
determiners, and prepositions. However, the pres-
ence of adjectives sets it apart from all three OIR
types, implying a focus on descriptive presentation.
Especially in non-repair, there is a high occurrence
of the combination of demonstrative pronouns with
auxiliaries, determiners, and nouns, emphasizing
the introduction of new entities, clarification, or
stating existence rather than extensive reference
back. Unlike open request, the auxiliary verb "zijn"

(to be) is the most frequent in non-repair sequences,
often employed for demonstration.

Unique sequential POS tag patterns and partic-
ular behaviors in employing coreference chains to
refer to entities from the preceding turn reveal that
each OIR type initiates repair requests differently,
setting them apart from non-repair sequences. Uti-
lizing these extracted patterns could assist in creat-
ing a repair initiation detector for CA.

4.2 Does subsequent turn T+1 acknowledge
T0’s request as repair initiation?
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Figure 4: Distribution of Coreference (initiated in T0)
and TS Speaker Self-repetition in T+1

Figure 4 examines T+1’s acceptance of repair
initiation from T0, showing the number of coref-
erences (initiated in T0) used in T+1 and the TS
speaker’s self-repetition (verb and noun) from T-1
to T+1. Regarding coreference, only in restricted
offer, the TS speaker in T+1 uses several corefer-
ences to refer to the entities initiated by the repair
initiator in T0, unlike open request and restricted
request where coreferences are rare. Since the re-
stricted offer is the most specific repair initiation,
it potentially prompts the TS speaker to use coref-
erences for confirming the proposed candidate.

In contrast, the high self-repetition across all
OIR types suggests the TS speaker often repeats
themselves (from T-1) to address the repair initia-
tion request. Despite occasional similarities with
repair initiation or a format resembling OIR, the in-
frequent use of coreferences and self-repetition in
non-repair sequences suggests that the TS speaker
potentially progressed the conversation without ac-
knowledging it as a request for repair.

These patterns, particularly in restricted offer,
could enhance repair solution generation models
in CA by incorporating them with repair initiation
sequential patterns.
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5 Conclusion and Future Work

Utilizing Natural Language Processing approaches
on dialogue transcripts, we identified linguistic and
sequential patterns characterizing three types of
OIR and non-repair sequences. The coreference
chains used in T0 combined with sequential pat-
terns of OIR structure are typical across OIR types
and non-repair sequences, which reveal the gram-
matical structure of T0 and whether T0 treats the
prior turn T-1 as containing trouble. Besides, the
TS speaker’s self-repetition and coreference chains
(initiated by the repair initiator) used in T+1 show
the behavior of the TS speaker in acceptance of
the repair initiation from T0. Our future work will
explore multimodalities like prosodic, facial and
bodily cues, to develop a computational model for
repair initiation detection and repair solution gen-
eration in the Conversational Agent.
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A Sample Data

Example 2. Open request OIR sample

TS SPEAKER: op dat driehoek (T-1)
(on that triangle)

REPAIR INITIATOR: wat zei je? (T0)
(what did you say?)

TS SPEAKER: op die driehoek (T+1)
(on that triangle)

Example 3. Restricted request OIR sample

TS SPEAKER: deze heeft twee oren die
aan de onderkant breder worden en een
soort hanekam op zijn hoofd een kleintje
(T-1)
(this one has two ears that widen at the
bottom and a sort of cock’s comb on its
head a little one)

REPAIR INITIATOR: maar wat zei wat
zei je in het begin? (T0)
(but what did you say at the beginning?)

TS SPEAKER: een soort oren die aan de
onderkant breder worden (T+1)
(a kind of ears that widen at the bottom)

Example 4. Restricted offer OIR sample

TS SPEAKER: waarbij je dus op de
bovenkant zo’n zo’n mini uh kegeltje
hebt (T-1)
(where you have one of those mini uh
cones on the top)

REPAIR INITIATOR: oh ja die zo scheef
naar achter staat? (T0)
(oh yes which is so slanted backwards?)

TS SPEAKER: ja precies (T+1)
(yes exactly)

Example 5. Non-repair sequence selection exam-
ple.

TS SPEAKER: het is een een een een een
kopje en aan de onderkant zit een uh
ovale standaard zeg maar het kopje staat
daarop -> TS
(it’s a a a a a little cup and at the bottom
there’s an uh oval stand, let’s say, the
cup stands on it)

REPAIR INITIATOR: zit er een driehoek
op? -> Non-repair
(is there a triangle on it?)

TS SPEAKER: nee er zit geen driehoek
op -> Non-repair
(no there is no triangle on it)

REPAIR INITIATOR: en het staat zeg
maar op zo’n ovale ding ja zo’n pilvorm
is het -> OIR
(and it stands on such an oval thing, yes
such a pill shape is it)

TS SPEAKER: ja het belangrijkste is dat
het een soort van houder heeft waar het
op staat zeg maar -> Repair solution
(yes the most important thing is that it
has some kind of holder that it stands on,
let’s say)

Example 6. Non-repair sequence sample (2). The
second turn resembles an OIR format with the re-
pair initiator repeating "drie bolletjes" (three balls).
However, it is not considered OIR because the TS
speaker continues with new information in the sub-
sequent turn, indicating they saw it as acknowledg-
ment rather than a repair request.

TS SPEAKER: oh ja deze heeft uh drie
bolletjes telkens als armen
(oh yes this one has uh three balls each
as arms)

REPAIR INITIATOR: drie bolletjes
(three balls)

TS SPEAKER: en staat op een groot
vierkant
(and stands on a large square)

B Coreference Chain and Self-repetition
Samples

Example 7. Coreference used by Repair Initiator
in T0, initiated by TS Speaker in T-1

TS SPEAKER: um dit is de hoofdvorm
met die ronde staaf aan de linkerkant die
uitgesneden is met die punt erin (T-1)
(um this is the main shape with that round
bar on the left cut out with that point in
it)

REPAIR INITIATOR: um je bedoelt met
die schuine punt zo naar beneden? (T0)
(um you mean with that slant point so
down?)

TS SPEAKER: ja (T+1)
(yes)
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Example 8. Coreference used by TS Speaker in
T+1, initiated by Repair Initiator in T0

TS SPEAKER: soort plakseltjes ofzo (T-
1)
(kind of sticky or something)

REPAIR INITIATOR: ja lijkt een beetje
op een stopcontact zou kunnen zo’n
stekker? (T0)
(yes looks a bit like a socket could be
such a plug?)

TS SPEAKER: ja je zou het in
een stopcontact kunnen zetten (T+1)
(yes you could put it in a socket)

Example 9. Sample of TS speaker’s self-
repetition

TS SPEAKER: dit is de hoofdvorm
waarbij een yoghurtbakje links aan
de hoofdvorm vastzit soort van klein
staafje rechts en dan bovenop een
rechthoekige staaf (T-1)
(this is the main form where a yoghurt
container on the left is attached to the
main form kind of small bar on the right
and then on top a rectangular bar)

REPAIR INITIATOR: yoghurtbakje was?
(T0)
(yoghurt container was?)

TS SPEAKER: ja yoghurtbakje op de
kop links van de hoofdvorm zit er aan
vastgeplakt (T+1)
(yes yoghurt tray on the head left of the
main form is stuck to it)

C POS tags List

• ADJ - adjectives

• ADP - prepositions and postpositions

• ADV - adverbs

• AUX - auxiliaries, including

– perfect tense auxiliaries "hebben" (to
have), "zijn" (to be)

– passive tense auxiliaries "worden" (to be-
come), "zijn" (to be), "krijgen" (to get)

– modal verbs "kunnen" (to be able, can),
"zullen" (shall), "moeten" (must), "mo-
gen" (to be allow)

• CCONJ - coordinating conjunctions "en"
(and), "of" (or)

• DET - deteminers

• INTJ - interjection

• NOUN - noun

• PRON_Dem - demonstrative pronouns

• PRON_Int - interrogative pronouns

• PRON_Prs - personal pronouns

• PUNCT - punctuations

• SYM - symbols

• VERB - verbs
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Abstract

We use Gaussian Process Regression to pre-
dict different types of ratings provided by users
after interacting with various task-oriented di-
alogue systems. We compare the performance
of domain-independent dialogue features (e.g.,
duration, number of filled slots, number of con-
firmed slots, word error rate) with pre-trained
dialogue embeddings. These pre-trained di-
alogue embeddings are computed by averag-
ing over sentence embeddings in a dialogue.
Sentence embeddings are created using var-
ious models based on sentence transformers
(appearing on the Hugging Face Massive Text
Embedding Benchmark leaderboard) or by av-
eraging over BERT word embeddings (vary-
ing the BERT layers used). We also com-
pare pre-trained embeddings extracted from
human transcriptions with pre-trained embed-
dings extracted from speech recognition out-
puts, to determine the robustness of these mod-
els to errors. Our results show that over-
all, for most types of user satisfaction rat-
ings and advanced/recent (or sometimes less
advanced/recent) pre-trained embedding mod-
els, using only pre-trained embeddings outper-
forms using only domain-independent features.
However, this pattern varies depending on the
type of rating and the embedding model used.
Also, pre-trained embeddings are found to be
robust to speech recognition errors, more ad-
vanced/recent embedding models do not always
perform better than less advanced/recent ones,
and larger models do not necessarily outper-
form smaller ones. The best prediction per-
formance is achieved by combining pre-trained
embeddings with domain-independent features.

1 Introduction

The quality of a human-machine dialogue interac-
tion can be influenced by various factors, such as
the domain/genre of dialogue, the dialogue system
capabilities, and the user expertise and expecta-
tions. This makes it very difficult to define what a

successful dialogue should look like, and evaluate
system performance and predict user satisfaction.
Thus, despite many years of research, dialogue
evaluation still remains an unsolved problem.

In this paper, our focus is on task-oriented dia-
logue, and specifically on predicting user satisfac-
tion after their interaction with the dialogue system.
We use the Communicator corpus (Walker et al.,
2001a, 2002) containing the logs of user interac-
tions with 8 spoken dialogue systems. The user’s
task is to book a flight and in some cases also make
hotel or car-rental arrangements. Each dialogue log
is accompanied by user ratings after their interac-
tion with the system. An example dialogue excerpt
is shown in Figure 1 in the Appendix.

The original Communicator corpus contains sys-
tem and user utterances (both human transcriptions
and speech recognition outputs), timing informa-
tion, and speech act and task annotations for the
system’s side of the conversation. An extended ver-
sion of this corpus was developed by Georgila et al.
(2005b, 2009) via automatic annotation. Georgila
et al. (2005b, 2009) added speech act and task anno-
tations for the user’s side of the conversation, and
dialogue context annotations, e.g., filled slots, filled
slots values, grounded slots, speech acts history.

In this paper, we use Gaussian Process Regres-
sion for predicting user satisfaction ratings, be-
cause in our recent work (Georgila, 2022) it was
shown to perform better than other regression meth-
ods, for this task and corpus. In our previous
work (Georgila, 2022), we considered only domain-
independent features (e.g., duration, number of
filled slots, number of confirmed slots, word er-
ror rate). These features were domain-independent
because they were just based on counts, and no
lexical, semantic, or specific to the task informa-
tion was used. Here, in addition to these domain-
independent features, we also use pre-trained dia-
logue embeddings extracted from system and user
utterances.
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Our pre-trained dialogue embeddings are com-
puted by averaging over sentence embeddings for
each dialogue. Sentence embeddings are created
using various models based on sentence transform-
ers (Reimers and Gurevych, 2019) (appearing on
the Hugging Face Massive Text Embedding Bench-
mark leaderboard), or by averaging over BERT
word embeddings (Wieting et al., 2016; Coates
and Bollegala, 2018) (varying the BERT layers
used). By definition, these embeddings are domain-
dependent because they encode lexical and seman-
tic information about the domain. Also, we com-
pare pre-trained embeddings extracted from human
transcriptions versus pre-trained embeddings ex-
tracted from automatic speech recognition (ASR)
outputs, to determine the robustness of these mod-
els to errors, which is an understudied research
question (Mousavi et al., 2024). We investigate
what level of performance can be achieved just
by relying on the words of the system and user
utterances from which we compute pre-trained di-
alogue embeddings, whether using only embed-
dings outperforms using only domain-independent
features, and whether combining embeddings and
domain-independent features can result in perfor-
mance gains. We also examine the impact on per-
formance of different feature combinations.

To our knowledge, our work is one of a few
studies (if not the first) to compare such a large
variety of pre-trained embeddings (including the
most recent embedding models by OpenAI) under
the same conditions, and the first study to do so for
predicting user ratings in task-oriented dialogue.
This is also the first work to compare all these dif-
ferent types of pre-trained embeddings with various
domain-independent features for user ratings’ pre-
diction in task-oriented dialogue. Last, but not least,
this is one of a very limited number of studies com-
paring the performance of pre-trained embeddings
on human transcriptions versus ASR outputs, and
the first study to do so for user ratings’ prediction.

2 Related Work

Despite many years of research, dialogue evalu-
ation still remains an unsolved problem (Hastie,
2012; Deriu et al., 2021; Mehri et al., 2022). For
task-oriented dialogue there are subjective evalu-
ation metrics, such as user satisfaction, computed
using information from surveys (Hone and Graham,
2000; Paksima et al., 2009), and objective metrics,
such as task completion and dialogue length, com-

puted using information from interaction logs.
PARADISE (Walker et al., 2000) is the most

well-known framework for automatic evaluation of
task-oriented dialogue. The goal of PARADISE
is to optimize user satisfaction (or another desired
quality) by formulating it as a linear combination of
various factors, such as task success and dialogue
cost (e.g., dialogue length, ASR errors). Weights
calculated via linear regression determine the con-
tribution of each factor. PARADISE can be used
to predict user satisfaction at the end of the dia-
logue, but can also be applied to any point in the
dialogue prior to completion. Generally it is useful
to be able to evaluate on the fly how the dialogue
is unfolding, so that appropriate measures can be
taken (e.g., transfer to a human operator), if a di-
alogue is problematic. Based on this idea, much
work has been done on estimating user satisfaction
at the system-user exchange level rather than rat-
ing the whole dialogue (Engelbrecht et al., 2009;
Higashinaka et al., 2010; Ultes and Minker, 2014;
Schmitt and Ultes, 2015).

For chatbots and other non-task-oriented dia-
logue systems it is not clear what success means,
and it is common to use subjective evaluations of
system responses (e.g., coherence, engagingness)
given some context, or use word-overlap similarity
metrics (e.g., BLEU, ROUGE) even though such
metrics do not correlate well with human judg-
ments of dialogue quality (Liu et al., 2016). Re-
cently, new evaluation metrics have been proposed
for open-domain dialogue leveraging pre-trained
language models such as BERT and DialoGPT
(Mehri and Eskenazi, 2020a,b; Ghazarian et al.,
2020), and commonsense knowledge bases (Ghaz-
arian et al., 2023).

In this paper, we focus on predicting user sat-
isfaction ratings for the whole dialogue. We use
Gaussian Process Regression (GPR) for predict-
ing user satisfaction ratings, because in our recent
work (Georgila, 2022) it was shown to perform bet-
ter than other regression methods, for this task and
corpus. In our previous work (Georgila, 2022), we
only used domain-independent features, but here
we also use pre-trained dialogue embeddings ex-
tracted from system and user utterances.

Linear regression has been used before for dia-
logue evaluation (Walker et al., 2000, 2001b; Cer-
vone et al., 2018; Georgila et al., 2019, 2020;
Georgila, 2022). Also, Support Vector Regression
has been used before for dialogue evaluation (Cer-
vone et al., 2018; Georgila, 2022).
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We use GPR for our experiments because mod-
ern regression methods are a natural evolution of
the PARADISE framework. Furthermore, we do
not have many data points for data-hungry methods
such as neural networks. As we will see in sec-
tion 3, we only have 500 data points in the training
data and 506 data points in the test data.

3 Data and Features

We use the Communicator corpus (Walker et al.,
2001a, 2002) because it has been used before for
this task, but also because it is one of a few task-
oriented dialogue corpora that include user rat-
ings. Other popular corpora, such as MultiWOZ
(Budzianowski et al., 2018; Eric et al., 2020), do
not include user ratings or ASR outputs.

The original Communicator corpus contains sys-
tem and user utterances (both human transcriptions
and ASR outputs), timing information, and speech
act and task annotations for the system’s side of the
conversation based on the DATE scheme (Walker
and Passoneau, 2001). An extended version of this
corpus was developed by Georgila et al. (2005b,
2009) via automatic annotation. Based on the ASR
outputs, speech act and task annotations for the
user’s side of the conversation were added, as well
as dialogue context annotations, e.g., filled slots,
filled slots values. Basically these extended anno-
tations are the kind of information one would get
by deploying a dialogue system, but because the
original corpus did not include such information,
Georgila et al. (2005b, 2009) reconstructed it.

Georgila et al. (2009) verified the validity and
reliability of these automatic annotations by eval-
uating them with respect to the task completion
metrics of the original corpus and in comparison
to manually annotated data. The utility of these
extended annotations has been demonstrated by
their use by various researchers for different pur-
poses, such as learning dialogue policies (Hen-
derson et al., 2005; Frampton and Lemon, 2006;
Henderson et al., 2008; McLeod et al., 2019) and
building simulated users (Schatzmann et al., 2005;
Georgila et al., 2005a, 2006).

In the Appendix, Figure 1 shows an example di-
alogue excerpt including speech act and task anno-
tations, and Figure 2 depicts an example dialogue
state.

These extended dialogue context annotations are
divided into two broad categories: logs of the cur-
rent status of the slots (‘FilledSlotsStatus’, ‘Filled-

SlotsValuesStatus’, ‘GroundedSlotsStatus’), and
logs containing information about how the status
of the slots has changed over time through the di-
alogue (‘FilledSlotsHist’, ‘FilledSlotsValuesHist’,
‘GroundedSlotsHist’). The former inform us about
the current status of the slots, and may only contain
one instance per slot. The latter provide informa-
tion about the order in which slots have been filled
or confirmed, and may contain several instances
of the same slot. The annotations also include the
history of speech acts and tasks.

For our experiments we use the 2001 collec-
tion, which consists of 1,683 dialogues between
human users and 8 dialogue systems. These sys-
tems vary in their dialogue policies, e.g., some
of them request multiple pieces of information at
the same time, others request explicit confirmation,
others request implicit confirmation, etc. Overall
there are 78,718 turns (39,419 system turns and
39,299 user turns). Similarly to Georgila (2022),
for our experiments we only used dialogues for
which all user ratings were available: ATT (157
dialogues), BBN (137 dialogues), CMU (69 dia-
logues), COLORADO (157 dialogues), IBM (77
dialogues), LUCENT (140 dialogues), MIT (166
dialogues), and SRI (103 dialogues). The first half
of the dialogues from each system is used for train-
ing (500 dialogues in total) and the rest for testing
(506 dialogues in total).

So our task is to predict the following user sat-
isfaction ratings on a Likert scale (1-5, higher is
better): ease of the tasks the user had to accomplish
(‘Task-Ease’), whether it was easy or not to un-
derstand the system (‘System-Comprehend-Ease’),
the user’s expertise (‘User-Expertise’), whether the
system behaved as expected (‘System-Behaved-As-
Expected’), and if the user would use the system
again in the future (‘System-Future-Use’). We use
the same domain-independent features as Georgila
(2022), with the addition of the number of times
the user requested a ‘start-over’. Our 17 domain-
independent features are divided into 4 categories:

• duration-related features (9): overall dura-
tion, duration of the system talking part, dura-
tion of the user talking part, overall average
duration per utterance, average duration per
system utterance, average duration per user ut-
terance, number of overall speech acts, num-
ber of system speech acts, number of user
speech acts;

• slots-related features (6): number of filled
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slots, number of filled slots without any ‘null’
values, number of grounded slots, number of
filled slots in the dialogue history, number of
filled slots without any ‘null’ values in the
dialogue history, number of grounded slots
in the dialogue history (all at the end of the
dialogue) – we distinguish between slots filled
with normal versus ‘null’ values as an extra
piece of information;

• word error rate (WER) (1): calculated as
the edit distance between the ASR output and
the transcription of the user utterance (this
information was included in the original Com-
municator corpus);

• start-over feature (1): number of ‘start-over’
requests by the user extracted from the human
transcription or the ASR output.

All these features are automatically extracted
from the data. Feature values are replaced with
z-scores by subtracting from each feature value
the mean for that feature and then dividing by the
standard deviation for that feature. For each feature,
the mean and standard deviation are calculated on
the training data.

We use 4 variations of these feature combina-
tions: ‘orig-man’ (original corpus with features
from manual annotations such as human transcrip-
tions of speech plus fully automatic annotations),
‘orig-auto’ (original corpus with fully automatic
annotations), ‘ext-man’ (extended corpus with fea-
tures from manual annotations plus fully automatic
annotations), and ‘ext-auto’ (extended corpus with
fully automatic annotations). So ‘ext-man’ is a su-
per set of ‘orig-man’, and ‘ext-auto’ is a super set
of ‘orig-auto’, because the extended corpus con-
tains all the annotations of the original corpus plus
new annotations (note that, as mentioned above,
these new annotations are automatically generated).
Also, ‘orig-man’ and ‘ext-man’ include both man-
ual and automatic annotations, whereas ‘orig-auto’
and ‘ext-auto’ include only automatic annotations.

For duration, the number of user speech acts
is only used in ‘ext-man’ and ‘ext-auto’, because
(as discussed above) the original corpus did not
include annotations of the user’s side of the con-
versation. Likewise, slots-related features are only
part of the extended corpus (‘ext-man’ and ‘ext-
auto’). Information about WER is only part of the
manual annotations because it can be computed
only when human transcriptions are available.

orig orig ext ext-
-man -auto -man auto

duration x x x x
slots x x
WER x x
start-over x x x x

Table 1: Categories of feature combinations; x means
that a feature category is included.

For clarity, Table 1 shows exactly which features
are used in each category.

We also compute pre-trained dialogue embed-
dings by averaging over sentence embeddings for
each dialogue. Sentence embeddings are created
using various models based on sentence transform-
ers (appearing on the Hugging Face MTEB leader-
board), or by averaging over BERT word embed-
dings (varying the BERT layers used). We do not
calculate z-scores for the embeddings.

We use the following types of embeddings from
Hugging Face and OpenAI, and in parentheses we
can see the sizes of the vectors they produce:

• ‘glove-6B-300d’ (300) (Pennington et al.,
2014),

• ‘all-distilroberta-v1’ (768),

• ‘all-mpnet-base-v2’ (768),

• ‘all-MiniLM-L6’ (384),

• ‘all-MiniLM-L12’ (384),

• ‘e5-small-v2’ (384),

• ‘e5-base-v2’ (768),

• ‘e5-large-v2’ (1024) (Wang et al., 2024),

• ‘gte-small’ (384),

• ‘gte-base’ (768),

• ‘gte-large’ (1024),

• ‘bge-small-en-v1.5’ (384),

• ‘bge-base-en-v1.5’ (768),

• ‘bge-large-en-v1.5’ (1024),

• OpenAI’s ‘text-embedding-3-small’ (1536),

• OpenAI’s ‘text-embedding-3-large’ (3072).
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The latest models of OpenAI have a new feature
that allows selecting the size of the generated vector.
According to OpenAI, this compressed vector re-
tains its concept-representing properties. For ‘text-
embedding-3-small’ we experimented with 3 vec-
tor sizes (50, 256, 1536) and for ‘text-embedding-
3-large’ with 3 vector sizes (50, 512, 3072).

Because we only have 500 data points in the
training data and 506 data points in the test data,
and large vector sizes, we also applied Principal
Component Analysis (PCA) for dimensionality re-
duction, with “whitening” to ensure that the re-
sulting features are less correlated with each other.
Huang et al. (2021) and Su et al. (2021) have found
that “whitening” can enhance the isotropy of sen-
tence embeddings, with the additional advantage
of reducing their dimensionality.

We generated results with different numbers of
PCA components, and we show results with a value
of 50 which performed well for all models (better
e.g., than 75 or 100). Of course, when we generated
vectors of size 50 from OpenAI, we did not apply
PCA. Note that we apply PCA only to the embed-
ding vectors (the domain-independent features are
not affected by PCA).

4 Experiments and Results

In our previous work (Georgila, 2022), we com-
pared several state-of-the-art regression methods,
and showed that GPR with an exponential kernel
or a rational quadratic kernel performed the best.
Thus, here we use GPR with an exponential kernel.
Also, by performing more experiments, we verified
again that GPR outperforms other regression meth-
ods, and that using an exponential kernel produces
competitive results for different types of embed-
dings. For all GPR experiments we vary the length
scale, and we report results for length scale equal
to 1 (higher length scale values indicate smoother
learned functions). Varying the length scale did not
produce significant differences. GPR is considered
as the state-of-the-art for regression, and has been
used before in the NLP community for machine
translation quality estimation (Cohn and Specia,
2013) and emotion prediction (Beck et al., 2014).
For all our experiments we use the GPy library1,
and GPR is applied after PCA.

To evaluate our models, for each of the 5 rat-
ings, we calculate the Root Mean Square Error
(RMSE). RMSE measures the average error be-

1https://gpy.readthedocs.io/en/deploy/

tween the model predictions and the ground truth
(the ratings in the test data). Its value varies from
0 to 4, given that user ratings are on a scale from 1
to 5. Lower RMSE values are better.

4.1 Using Only Pre-Trained Embeddings
Table 2 shows results in terms of RMSE when using
only our embedding models (not including domain-
independent features), based on human transcrip-
tions (‘man’) and ASR outputs (‘auto’).

For BERT, we experimented with various layer
combinations, and we report the best results. We
found that it helps to use the first layer (L1) to-
gether with the last layers (L10, L11, L12). Other
researchers have also looked into the impact of dif-
ferent BERT layers, reporting that sometimes it is
better not to use the last layer, as it is largely fine-
tuned to the specific task (Li et al., 2020; Huang
et al., 2021; Su et al., 2021). Although differ-
ences were small, the best layer combination was
L1-10-11 which means that the vectors of layers
L1, L10, and L11 were averaged. Layer L1 alone
also produced competitive results. We hypothesize
that layer L1 is important for our task because it
encodes lexical information rather than semantic
meaning, and for dialogue evaluation some words
such as “start-over” or “no” can be quite predictive.

For each BERT layer, we also compared aver-
aging of word embeddings versus using the out-
put of the [CLS] token, and averaging performed
better. Thus, here we only present results with
averaging (see Table 5 in the Appendix for a com-
parison between averaging and using the output of
the [CLS] token). Reimers and Gurevych (2019)
showed that averaging of BERT word embeddings
or using the output of the [CLS] token produces
rather poor sentence embeddings, often worse than
averaging GloVe word embeddings (even though
BERT word embeddings are generally considered
superior to GloVe word embeddings). However,
this was not the case in our experiments where
BERT most times (depending on the layer combi-
nation) worked better than GloVe.

Overall, ‘glove-6B-300d’, ‘all-distil-roberta-v1’,
‘all-mpnet-base-v2’, ‘all-MiniLM-L6’, and ‘all-
MiniLM-L12’ did not perform well compared to
the rest of the models. For ‘e5’, ‘gte’, and ‘bge’,
the small versions performed well, and that was
the case also for the large version of ‘bge’. This is
interesting because it shows that larger models do
not necessarily perform better than smaller models.
The question that arises is whether larger models
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TaskEase SysComEase UserExp SysBehExp SysFutUse
man auto man auto man auto man auto man auto

bert-L1 1.259 1.28 1.163 1.174 1.287 1.303 1.291 1.324 1.363 1.379
bert-L1-10-11 1.254 1.256 1.173 1.167 1.302 1.289 1.283 1.285 1.366 1.371
bert-L1-11-12 1.255 1.256 1.174 1.173 1.302 1.298 1.288 1.287 1.364 1.373
bert-L1-10-11-12 1.255 1.253 1.173 1.169 1.305 1.291 1.285 1.28 1.367 1.37
glove-6B-300d 1.294 1.286 1.177 1.176 1.296 1.294 1.33 1.321 1.385 1.389
all-distilroberta-v1 1.28 1.296 1.171 1.174 1.306 1.309 1.317 1.325 1.388 1.392
all-mpnet-base-v2 1.271 1.278 1.179 1.181 1.29 1.289 1.305 1.317 1.377 1.379
all-MiniLM-L6 1.276 1.282 1.172 1.174 1.287 1.295 1.312 1.318 1.381 1.387
all-MiniLM-L12 1.273 1.282 1.188 1.187 1.287 1.291 1.318 1.321 1.389 1.388
e5-small-v2 1.254 1.272 1.175 1.183 1.285 1.286 1.311 1.316 1.376 1.38
e5-base-v2 1.281 1.291 1.195 1.192 1.303 1.29 1.32 1.333 1.39 1.387
e5-large-v2 1.27 1.271 1.176 1.181 1.293 1.302 1.299 1.308 1.378 1.375
gte-small 1.26 1.264 1.168 1.175 1.285 1.283 1.303 1.306 1.37 1.373
gte-base 1.284 1.294 1.186 1.189 1.3 1.302 1.323 1.326 1.385 1.387
gte-large 1.265 1.27 1.172 1.178 1.29 1.286 1.299 1.3 1.374 1.369
bge-small-en-v1.5 1.262 1.261 1.181 1.185 1.296 1.29 1.299 1.31 1.374 1.372
bge-base-en-v1.5 1.281 1.283 1.186 1.186 1.308 1.304 1.315 1.311 1.392 1.386
bge-large-en-v1.5 1.262 1.271 1.168 1.175 1.284 1.282 1.285 1.292 1.363 1.367
openai-small-50 1.323 1.32 1.191 1.191 1.305 1.306 1.35 1.344 1.399 1.398
openai-small-256 1.31 1.297 1.183 1.183 1.302 1.299 1.347 1.326 1.396 1.387
openai-small-1536 1.263 1.268 1.161 1.163 1.285 1.284 1.313 1.312 1.38 1.374
openai-large-50 1.27 1.286 1.149 1.158 1.303 1.298 1.3 1.308 1.37 1.379
openai-large-512 1.258 1.266 1.161 1.165 1.283 1.285 1.303 1.312 1.362 1.361
openai-large-3072 1.264 1.268 1.164 1.166 1.297 1.29 1.31 1.317 1.36 1.36

Table 2: RMSE values when using only pre-trained embeddings (not including domain-independent features),
based on the human transcriptions (‘man’) and the ASR outputs (‘auto’). For each block, the best value for each
column is shown in a different color (specific to that block) and in bold. The best value for each column across all
blocks is shown in black and in bold.

were negatively affected by being compressed more
than smaller models, given that we used only 50
PCA components. However, as we see with the
OpenAI models, this is not the case. The ‘openai-
large-3072’ model was significantly compressed
and yet performed well. When we experimented
with different numbers of components the trends
were the same, i.e., the small versions of ‘e5’,
‘gte’, and ‘bge’ still worked better than their base
and large counterparts, with the exception of ‘bge’
where the large version also performed well.

For the OpenAI models, we can see that the
models based on ‘text-embedding-3-large’ worked
better than the models based on ‘text-embedding-3-
small’. Interestingly, ‘openai-large-50’ works very
well. Note that this is the model where the com-
pression was done by OpenAI (not by our using
of PCA). It is not clear what kind of dimension-
ality reduction algorithm OpenAI uses. For some
ratings, we can see that applying PCA on ‘openai-

large-512’ and ‘openai-large-3072’ works better
than ‘openai-large-50’.

Overall, differences in results across models are
small, but there are trends:

• Larger models are not necessarily better than
smaller models.

• More advanced/recent models do not always
perform the best.

• Pre-trained embeddings are quite robust to
ASR errors for our task, given that differences
in RMSE values between corresponding ‘man’
and ‘auto’ models are small.

4.2 Comparing Pre-Trained Embeddings and
Domain-Independent Features

Table 3 shows the full results for the best perform-
ing embedding models from Table 2. So, for exam-
ple, ‘orig-em-man’ means manual and automatic
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bert bert- e5- gte- bge- bge- openai- openai- openai-
-L1 L1-10 small small small- large- large large large

-11 -v2 en-v1.5 en-v1.5 -50 -512 -3072
Task-Ease

orig-man: 1.292 ext-man: 1.276 orig-auto: 1.311 ext-auto: 1.284
em-man 1.259 1.254† 1.254† 1.26 1.262 1.262 1.27 1.258 1.264
orig-em-man 1.236 1.242 1.235† 1.238 1.24 1.249 1.244 1.241 1.246
ext-em-man 1.235 1.241 1.233† 1.237 1.239 1.249 1.245 1.241 1.245
em-auto 1.28 1.256‡ 1.272 1.264 1.261 1.271 1.286 1.266 1.268
orig-em-auto 1.253 1.245 1.248 1.236‡ 1.237 1.258 1.256 1.248 1.25
ext-em-auto 1.252 1.244 1.244 1.233‡ 1.235 1.257 1.256 1.247 1.248

System-Comprehend-Ease
orig-man: 1.174 ext-man: 1.156 orig-auto: 1.178 ext-auto: 1.158

em-man 1.163 1.173 1.175 1.168 1.181 1.168 1.149† 1.161 1.164
orig-em-man 1.138 1.152 1.15 1.141 1.152 1.149 1.134† 1.143 1.147
ext-em-man 1.136 1.151 1.148 1.14 1.15 1.148 1.133† 1.143 1.147
em-auto 1.174 1.167 1.183 1.175 1.185 1.175 1.158‡ 1.165 1.166
orig-em-auto 1.148 1.15 1.16 1.149 1.154 1.155 1.14‡ 1.149 1.15
ext-em-auto 1.147 1.149 1.157 1.148 1.152 1.153 1.139‡ 1.15 1.15

User-Expertise
orig-man: 1.286 ext-man: 1.295 orig-auto: 1.286 ext-auto: 1.293

em-man 1.287 1.302 1.285 1.285 1.296 1.284 1.303 1.283 1.297
orig-em-man 1.276 1.296 1.274 1.268† 1.278 1.272 1.284 1.269 1.281
ext-em-man 1.282 1.305 1.278 1.274† 1.284 1.279 1.289 1.274† 1.286
em-auto 1.303 1.289 1.286 1.283 1.29 1.282 1.298 1.285 1.29
orig-em-auto 1.288 1.283 1.27 1.262‡ 1.269 1.268 1.28 1.271 1.275
ext-em-auto 1.294 1.288 1.272 1.266‡ 1.273 1.273 1.286 1.275 1.279

System-Behaved-As-Expected
orig-man: 1.301 ext-man: 1.278 orig-auto: 1.33 ext-auto: 1.286

em-man 1.291 1.283 1.311 1.303 1.299 1.285 1.3 1.303 1.31
orig-em-man 1.268 1.269 1.282 1.271 1.27 1.267† 1.267† 1.282 1.288
ext-em-man 1.262 1.262 1.273 1.264 1.263 1.259† 1.26 1.274 1.279
em-auto 1.324 1.285‡ 1.316 1.306 1.31 1.292 1.308 1.312 1.317
orig-em-auto 1.291 1.266‡ 1.287 1.274 1.277 1.273 1.273 1.29 1.294
ext-em-auto 1.282 1.259‡ 1.278 1.265 1.267 1.265 1.266 1.281 1.284

System-Future-Use
orig-man: 1.397 ext-man: 1.394 orig-auto: 1.41 ext-auto: 1.395

em-man 1.363 1.366 1.376 1.37 1.374 1.363 1.37 1.362 1.36†

orig-em-man 1.339† 1.353 1.357 1.345 1.35 1.346 1.36 1.344 1.342
ext-em-man 1.337† 1.348 1.351 1.341 1.347 1.344 1.36 1.339 1.339
em-auto 1.379 1.371 1.38 1.373 1.372 1.367 1.379 1.361 1.36‡

orig-em-auto 1.358 1.355 1.36 1.346 1.347 1.351 1.362 1.344 1.343‡

ext-em-auto 1.354 1.35 1.354 1.341 1.34‡ 1.347 1.362 1.34‡ 1.34‡

Table 3: RMSE values for different combinations of embedding models and features. The best value for each
row (i.e., best model) is shown in a color specific to that rating and in bold. The best value for each rating is
shown in black and in bold; † means that ‘em-man’, ‘orig-em-man’, or ‘ext-em-man’ are significantly better
than either ‘orig-man’ or ‘ext-man’ (p < 0.05 or better); ‡ means that ‘em-auto’, ‘orig-em-auto’, or ‘ext-em-auto’
are significantly better than either ‘orig-auto’ or ‘ext-auto’ (p < 0.05 or better). Also, ‘em-auto’ means only
embeddings from ASR outputs, ‘ext-em-man’ means manual and automatic annotations from the extended corpus
plus embeddings from human transcriptions, etc.
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annotations from the original corpus (‘orig-man’)
plus embeddings extracted from human transcrip-
tions, ‘ext-em-auto’ means only automatic anno-
tations from the extended corpus (‘ext-auto’) plus
embeddings extracted from ASR outputs, ‘em-man’
means only embeddings extracted from human tran-
scriptions, etc. Here, for each rating, we also see
results using only the domain-independent features
without embeddings; these results are slightly dif-
ferent from the results reported by Georgila (2022)
because we additionally use the ‘start-over’ feature.

For all ratings, we measure statistical signifi-
cance between the best values of ‘em-man/orig-
em-man/ext-em-man’, and either ‘orig-man’ or
‘ext-man’. Sometimes, the difference between
‘em-man/orig-em-man/ext-em-man’ and ‘orig-man’
is significant, but the difference between ‘em-
man/orig-em-man/ext-em-man’ and ‘ext-man’ is
not significant (or vice versa). In this case, we still
mark the difference as significant in Table 3 (to
avoid over-crowding Table 3 with too many differ-
ent markings). We also measure statistical signifi-
cance between the best values of ‘em-auto/orig-em-
auto/ext-em-auto’, and either ‘orig-auto’ or ‘ext-
auto’. We mark differences as significant in the
same way as explained above.

For all statistical significance calculations, for
comparing models, we use the squared error val-
ues and the Wilcoxon signed-rank test with Holm-
Bonferroni correction for repeated measures. We
did not test for significance all combinations, but
roughly a difference in the RMSE values of 0.02
or larger is likely to be significant at p < 0.05 or
better (depending on the variance of course).

For ‘Task-Ease’ the best models are ‘bert-L1-
10-11’, ‘e5-small-v2’, and ‘gte-small’. Using em-
beddings (with or without domain-independent
features), based on human transcriptions (‘man’)
or ASR outputs (‘auto’), outperforms using only
domain-independent features.

For ‘System-Comprehend-Ease’, the best model
is ‘openai-large-50’ for all feature combinations.
There are significant differences between the
RMSE values of this model and the RMSE val-
ues of the domain-independent features.

For ‘User-Expertise’, the best models are ‘gte-
small’, ‘bge-large-en-v1.5’, and ‘openai-large-512’.
Here differences between using only domain-
independent features and using only embeddings
are small and not significant, but they become sig-
nificant once we combine domain-independent fea-
tures and embeddings.

Bas 3 Bas maj BM
Task-Ease 1.471 1.721 1.233
Sys-Compr-Ease 1.421 1.285 1.133
User-Expertise 1.431 1.41 1.262
Sys-Behave-Exp 1.433 1.705 1.259
Sys-Future-Use 1.516 2.321 1.337

Table 4: RMSE values for the baseline always predict-
ing score 3 (Bas 3) and the majority baseline (Bas maj),
and the best of our models (BM). The best value for
each row is shown in bold.

For ‘System-Behaved-As-Expected’, the best
models are ‘bert-L1-10-11’, ‘bge-large-en-v1.5’,
and ‘openai-large-50’. For the best model
(‘bert-L1-10-11’) and for ‘auto’ using only em-
beddings significantly outperforms using only
domain-independent features. Combining domain-
independent features and embeddings results in
significant differences for both ‘man’ and ‘auto’.

For ‘System-Future-Use’, the best models are
‘bert-L1’, ‘bge-small-en-v1.5’, ‘openai-large-512’,
and ‘openai-large-3072’. Using only embeddings
performs much better than using only domain-
independent features (p < 0.01 for ‘man’ and p <
0.001 for ‘auto’). Combining domain-independent
features and embeddings further improves perfor-
mance (p < 0.001 for both ‘man’ and ‘auto’).

Similarly to Georgila (2022), we also imple-
mented simple baselines. Table 4 shows results
for RMSE for each type of rating, for the baseline
that always predicts score 3, the majority baseline,
and the best result of our models taken from Table 3.
As expected, our models significantly outperform
the baselines (p < 0.001).

Below we summarize our findings from com-
paring pre-trained embeddings with domain-
independent features:

• For most types of user satisfaction ratings
and advanced/recent pre-trained embedding
models, using only pre-trained dialogue em-
beddings outperforms using only domain-
independent features.

• Combining pre-trained embeddings and
domain-independent features is better than
just using pre-trained embeddings.

• Differences between corresponding ‘man’ and
‘auto’ models are small, and thus, we conclude
that pre-trained dialogue embeddings are quite
robust to ASR errors for our task.
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• Using domain-independent features from the
extended annotations sometimes helps, but
overall, performance is similar to using fea-
tures from the original annotations.

5 Conclusions and Discussion

We used GPR for predicting user satisfaction rat-
ings. We used both domain-independent features
and pre-trained dialogue embeddings extracted
from system and user utterances. Our pre-trained
dialogue embeddings were computed by averag-
ing over sentence embeddings for each dialogue.
Sentence embeddings were created using various
models based on sentence transformers (appearing
on the Hugging Face MTEB leaderboard) or by
averaging over BERT word embeddings (varying
the BERT layers used).

Our results showed that overall, for most types
of user satisfaction ratings and advanced/recent
pre-trained embedding models, using only pre-
trained dialogue embeddings outperforms using
only domain-independent features. This is very
interesting, because it shows that we can do quite
well relying only on information from words and
system and user utterances, without any additional
features. Combining embeddings and domain-
independent features performed the best. This is
also very interesting and could potentially revive
interest in using domain-independent features. Al-
though overall extracting domain-independent fea-
tures from the extended annotations helped, perfor-
mance was similar to using domain-independent
features from the original annotations.

Interestingly, some simpler models (e.g., ‘bert-
L1’) performed better than more complex and more
recent models. Also, larger models did not nec-
essarily outperform smaller ones. Because dif-
ferences between corresponding ‘man’ and ‘auto’
models were small, we conclude that pre-trained
embeddings are quite robust to ASR errors for our
task. Overall, RMSE values ranged roughly from
1.1 to 1.4 depending on the model and feature com-
bination.

Our overall contributions are as follows:

• To our knowledge, our work is one of a few
studies (if not the first) to compare such a
large variety of pre-trained embeddings (in-
cluding the most recent embedding models by
OpenAI) under the same conditions.

• Our work is the first study to compare such

a large variety of pre-trained embeddings (in-
cluding the most recent embedding models by
OpenAI) under the same conditions for pre-
dicting user ratings in task-oriented dialogue.

• Our work is also the first study to compare
all these different types of pre-trained em-
beddings and various domain-independent
features for user ratings’ prediction in task-
oriented dialogue.

• Finally, this is one of a very limited number
of studies comparing the performance of pre-
trained embeddings on human transcriptions
versus ASR outputs, and the first study to do
so for user ratings’ prediction.

Throughout our experiments, to construct di-
alogue embeddings we used averaging (Wieting
et al., 2016; Coates and Bollegala, 2018), but the
problem with averaging is that it can result in loss
of important conversational information (Reimers
and Gurevych, 2019). For example, not all parts of
a dialogue are of equal importance, and by trying
to encode everything we may end up compressing
too much information from parts that really matter.

Very little work has been done on constructing
dialogue embeddings using techniques different
from averaging. A notable recent attempt to con-
struct dialogue embeddings is Dial2vec (Liu et al.,
2022). Dial2vec uses self-guided contrastive learn-
ing (leveraging both positive and negative exam-
ples) and considers a dialogue as an information
exchange process between two interlocutors. It
learns embeddings for both interlocutors with the
help of each other, and then the dialogue embed-
ding is obtained by an aggregation of embeddings
of the interlocutors. Dial2vec was used to con-
struct dialogue embeddings for the tasks of domain
categorization, semantic relatedness, and dialogue
retrieval. Based on the idea of Dial2vec, an interest-
ing future research direction would be to learn dia-
logue embeddings for the interlocutors (system and
user) participating in successful versus unsuccess-
ful dialogues, and by aggregating the embeddings
of the interlocutors learn in turn dialogue embed-
dings for successful versus unsuccessful dialogues.
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Appendix

SYSTEM UTTERANCE 1
System output what trip would you like to take?
System speech act request_info
System task top_level_trip
USER UTTERANCE 1
ASR output i’d like to go from atlanta georgia to london england
User transcription i’d like to go from atlanta georgia to london england
User speech act [provide_info,provide_info]
User task [orig_city,dest_city]
SYSTEM UTTERANCE 2
System output flying from atlanta to london
System speech act implicit_confirm
System task orig_dest_city
SYSTEM UTTERANCE 3
System output what day are you leaving atlanta?
System speech act request_info
System task depart_arrive_date
USER UTTERANCE 2
ASR output september twenty fourth
User transcription september twenty fourth
User speech act [provide_info]
User task [depart_date]
SYSTEM UTTERANCE 4
System output om monday, september twenty fourth
System speech act implicit_confirm
System task depart_arrive_date
SYSTEM UTTERANCE 5
System output about what time do you want to leave?
System speech act request_info
System task depart_arrive_time
USER UTTERANCE 3
ASR output early evening
User transcription early evening
User speech act [provide_info]
User task [depart_time]
SYSTEM UTTERANCE 6
System output leaving in the early evening
System speech act implicit_confirm
System task depart_arrive_time
SYSTEM UTTERANCE 7
System output please stand by while i look up the flight schedules on the web
System speech act status_report
System task retrieval
SYSTEM UTTERANCE 8
System output ok, got them
System speech act status_report
System task retrieval
SYSTEM UTTERANCE 9
System output i can only get you a flight in the early evening on united
System speech act present_info
System task flight

Figure 1: An example dialogue excerpt showing both the ASR output and the transcription of the user’s speech, and
speech act and task annotations for both the system and the user. User speech act and task annotations, and dialogue
context information are computed from the ASR output.
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DIALOGUE LEVEL
Turn: user
TurnStartTime: 990207520.875
TurnEndTime: 990207525.562
TurnNumber: 3
Speaker: user
UtteranceStartTime: 990207520.875
UtteranceEndTime: 990207525.562
UtteranceNumber: 3
DialogueActType: user
ConvDomain: about_task
SpeechAct: [provide_info]
AsrInput: <date_time>early evening</date_time>
TransInput: <date_time>early evening</date_time>
Output:
TASK LEVEL
Task: [depart_time]
FilledSlot: [depart_time]
FilledSlotValue: [early evening]
GroundedSlot: [depart_date]
LOW LEVEL
WordErrorRatenoins: 0.00
WordErrorRate: 0.00
SentenceErrorRate: 0.00
KeyWordErrorRate: 0.0
ComputeErrorRatesReturnValue: 0
HISTORY LEVEL
FilledSlotsStatus: [dest_city],[orig_city],[depart_date],[depart_time]
FilledSlotsValuesStatus: [london england],[atlanta georgia],[september twenty fourth],[early evening]
GroundedSlotsStatus: [],[dest_city],[orig_city],[depart_date]
SpeechActsHist: request_info,[provide_info,provide_info],implicit_confirm,request_info,[provide_info],implicit_confirm,
request_info,[provide_info]
TasksHist: top_level_trip,[orig_city,dest_city],orig_dest_city,depart_arrive_date,[depart_date],depart_arrive_date,
depart_arrive_time,[depart_time]
FilledSlotsHist: [orig_city,dest_city],[depart_date],[depart_time]
FilledSlotsValuesHist: [atlanta georgia,london england],[september twenty fourth],[early evening]
GroundedSlotsHist: [],[orig_city,dest_city],[depart_date]

Figure 2: An example dialogue state generated after user utterance 3 in Figure 1. Empty (‘[]’) values or ‘null’ values
(not seen here) do not affect the accuracy of the slot values.

TaskEase SysComEase UserExp SysBehExp SysFutUse
man auto man auto man auto man auto man auto

Average of Word Embeddings
bert-L1 1.259 1.28 1.163 1.174 1.287 1.303 1.291 1.324 1.363 1.379
bert-L1-10-11 1.254 1.256 1.173 1.167 1.302 1.289 1.283 1.285 1.366 1.371
bert-L1-11-12 1.255 1.256 1.174 1.173 1.302 1.298 1.288 1.287 1.364 1.373
bert-L1-10-11-12 1.255 1.253 1.173 1.169 1.305 1.291 1.285 1.28 1.367 1.37

Output of [CLS] Token
bert-L1 1.276 1.289 1.184 1.201 1.305 1.303 1.296 1.323 1.375 1.394
bert-L1-10-11 1.291 1.294 1.184 1.178 1.312 1.306 1.312 1.326 1.389 1.399
bert-L1-11-12 1.282 1.287 1.178 1.176 1.313 1.302 1.307 1.304 1.376 1.384
bert-L1-10-11-12 1.285 1.287 1.182 1.177 1.305 1.303 1.311 1.315 1.384 1.396

Table 5: RMSE values when calculating sentence embeddings as an average of BERT word embeddings versus
using the output of the [CLS] token, based on the human transcriptions (‘man’) and the ASR outputs (‘auto’).
Domain-independent features are not included. The best value for each column for the output of the [CLS] token is
shown in red and in bold. The average of BERT word embeddings always outperforms the output of the [CLS]
token. The best value for each column across both types of models is shown in black and in bold.
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Abstract

In spontaneous natural debate, questions play
a variety of crucial roles: they allow speakers
to introduce new topics, seek other speakers’
opinions or indeed confront them. A three-class
question typology has previously been demon-
strated to effectively capture details pertaining
to the nature of questions and the different func-
tions associated with them in a debate setting.
We adopt this classification and investigate the
performance of several machine learning ap-
proaches on this task by incorporating various
sets of lexical, dialogical and argumentative
features. We find that BERT demonstrates the
best performance on the task, followed by a
Random Forest model enriched with pragmatic
features.

1 Introduction

Questions are at the core of human communication
and can be used in a variety of ways, from simply
eliciting information from the hearer to communi-
cating a speaker’s standpoint. They are also crucial
in argumentation, where they make up around 5%
of all speech acts and are rarely left ignored (Kik-
teva et al., 2022). However, question type predic-
tion faces a number of challenges. First, the lexical
surface does not correlate with the function of the
question (e.g., ‘Who would do that?’ can either
be a request for information on a set of entities or
a rhetorical question communicating that no one
would do that). Secondly, context is assumed to
be crucial for their interpretation, however, it is
not exactly clear what features in the context are
indeed relevant. And lastly, a large majority of
computational work assumes a bipartite distinction
into information-seeking and rhetorical questions,
a classification that does not capture the variety of
functions that questions fulfil in debate. There is,
in fact, a third category of questions referred to as
assertive questions that has been theoretically moti-
vated (Freed, 1994) and empirically tested (Visser

et al., 2020; Hautli-Janisz et al., 2022b). Such ques-
tions are characterised by the speaker’s intention to
express their opinion while still seeking informa-
tion (as opposed to information-seeking questions
the main purpose of which is to elicit a response,
and the rhetorical ones which do not necessitate
one).

With this paper, we examine the impact of differ-
ent (1) context configurations and (2) combinations
of carefully selected lexical, pragmatic and argu-
mentative features for the question type prediction.
We explore deep learning approaches that tend to
effectively capture lexical features as well as statis-
tical models that while still capable of representing
lexical information, also benefit from categorical
feature inputs. Our results indicate the introduc-
tion of the third question type drastically increases
the complexity of the task when compared to the
binary classification. We find that BERT achieves
the highest scores when the input is enriched with
lexical features of either the preceding material or
response. Furthermore, we report our second-best
results with a Random Forest model that makes use
of a rich pragmatic feature set.

2 Previous work

There is a significant body of work on questions in
computational linguistics in the context of question-
answering systems, i.e., question classification
based on the type of information expected as an
answer, which focuses predominantly on factoid
questions. Earlier approaches include extensive
use of lexical and syntactic features combined with
traditional statistical approaches (Zhang and Lee,
2003; Metzler and Croft, 2005; Huang et al., 2008;
Silva et al., 2011; Loni, 2011; Tayyar Madabushi
and Lee, 2016), while recently more work utilizes
extensive capabilities of the deep learning models
(Kim, 2014; Iyyer et al., 2014; Sun et al., 2019;
Anhar et al., 2019; Yilmaz and Toklu, 2020)
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Questions in natural communication, however,
are often used to elicit more than just factual infor-
mation from interlocutors and instead serve a vari-
ety of communicative purposes. Thus, to interpret
the function of questions in discourse, researchers
often adhere to a bipartite distinction: Harper et al.
(2009) focus on identification of conversational
versus factual questions, Bhattasali et al. (2015);
Ranganath et al. (2016); Oraby et al. (2017) dis-
tinguish rhetorical questions from non-rhetorical
ones; Kalouli et al. (2018, 2021) identifies informa-
tion and non-information-seeking questions; Bagga
et al. (2021) categorize questions into unpalatable
and not unpalatable ones from the perspective of
abusive language detection. They adopt a range
of approaches such as the use of lexical features
like n-grams, POS tags, speaker roles and word
embeddings as well as the modelling of the context
surrounding questions.

However, recent research in pragmatics suggests
that question typology is a bit more complex than
previously assumed. In their work, Hautli-Janisz
et al. (2022a) and Kikteva et al. (2022) discuss a
more fine-grained question typology that attempts
to better capture the conversational functions that
are fulfilled by questions in debate. In this work, we
follow their distinction into information-seeking,
rhetorical and assertive questions.

Information-seeking questions Also called pure
questions (PQs), those are used to elicit information
from an interlocutor. For instance, in Example 1,
moderator Fiona Bruce seeks the views of the panel
members on the matter of the voter ID in the UK.1

(1) Fiona Bruce: Will voter IDs protect the
integrity of elections or just undermine the
UK democracy?

Rhetorical questions With RQs, speakers ex-
press their own opinion or standpoint, illustrated
in Example 2 by Liz Saville-Roberts’s intention
to communicate her dissatisfaction with the cur-
rent state of the prison system in the UK.2 The
speaker poses the question without expecting to
hear a response which is signalled by the fact that
she continues talking.

(2) Liz Saville-Roberts: The black popula-
tion in Wales is over-represented by five
times within the prison population of Wales,

1http://corpora.aifdb.org/qt30, json ID: 21308
2http://corpora.aifdb.org/qt30, json ID: 18464

surely that is a desperate failure? That is
an indication of the racism in our society
in action.

Assertive questions AQs serve the double pur-
pose of communicating information and asking for
confirmation/rejection from an interlocutor. In Ex-
ample 3, Gillian Keegan expresses her frustration
regarding the police having to inspect every pack-
age due to the new Brexit regulations, while at the
same time expecting other panel members to agree
with her opinion on the matter.3

(3) Gillian Keegan: The police proba-
bly have the legal right to open ev-
ery packet and inspect every sausage.
Isn’t that unreasonable?

3 Data

The data underlying our investigation is taken from
QT30 (Hautli-Janisz et al., 2022b), the largest ever
dataset of broadcast political debate. The corpus
comprises the transcriptions of 30 episodes of the
UK’s talk show ‘Question Time’ (QT) between
June 2020 and November 2021 and is manually
annotated with Inference Anchoring Theory (IAT)
(Budzynska et al., 2014, 2016), a framework that
captures how argumentation unfolds and is reacted
to in dialogue which allows us to extract questions
of the three types as well as pragmatic features
associated with them for the analysis.

The questions dataset used in the current work
contains 2 867 questions, with the split into train-
ing and test given in Table 1. PQs make up almost
70% of all questions, both RQs and AQs are signif-
icantly less frequent and make up about 14% and
16% of the data, respectively. Questions extracted
from QT30 are used for training; an additional 10
episodes of QT that were broadcast and analyzed
in 2022 are used for testing. With this time split,
we train on about 77% of the data and evaluate on
the rest.

Table 1: Training and test split.

PQ RQ AQ Total

Training 1 555 306 343 2 204
Test 446 87 130 663

Total 2 001 393 473 2 867

3http://corpora.aifdb.org/qt30, json ID: 23888
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4 Question type prediction

4.1 Feature selection

Lexical features Lexical features include ques-
tions and corresponding preceding and response
texts. We consider one locution, i.e., discourse
unit, dialogically preceding the question to be the
preceding context, while the response constitutes
any number of locutions that are contributed by
the same or different speaker than the question
speaker, directly following the question until the
end of that speaker’s turn. We represent them as
n-grams for statistical models and as embeddings
for deep learning models. For n-grams, we extract
all available unigrams, as well as bi- and tri-grams
that appear in at least two documents. We further
process n-grams to identify the most relevant fea-
tures by applying TF-IDF vectorization to the data.
The vectorization is performed per question type
allowing us to model feature representations for
each question type separately.

Pragmatic features in the response We extract
the following argumentative and pragmatic features
from the response to the question:

• Speaker roles Information on whether the
question and response material comes from
the moderator, a panel member or an audience
member and on whether the question and re-
sponse speakers are the same or not.

• Answers Statements instantiating the content
of the question.

• Propositional relations Inference (support
between two statements), conflict (attack be-
tween two statements) and rephrase (reformu-
lation or refinement of a previous statement).

• Epistemic markers Indicators of speaker
commitment.

The number of answers, propositional relations,
and epistemic markers is normalised on the level of
the locution, i.e., we encode the relative frequency
of a feature per locution in the response. Speaker
roles are represented as categorical values.

4.2 Modeling

Statistical models In order to model both the
pragmatic features of the response and lexical fea-
tures of the question with its adjacent context, we

Table 2: Balanced accuracies for different context con-
figurations. PREC, QU, and RESP stand for preceding,
question, and response texts respectively.

Context LSTM BERT RF SVM

QU 0.37 0.47 0.40 0.40
PREC-QU 0.31 0.48 0.35 0.36
QU-RESP 0.42 0.48 0.35 0.35
PREC-RESP 0.34 0.40 0.34 0.36
PREC-QU-RESP 0.36 0.42 0.35 0.37

use Random Forest (RF) and Support Vector Ma-
chine (SVM) for classification. After hyperparam-
eter tuning, we choose an entropy criterion and
200 estimators with a maximum depth of 8 and
minimum sample split of 0.1 for RF; for SVM we
use an RBF kernel with a one-vs-one multiclass
classification strategy.

Language models To gain insight into how deep
learning models compare to more traditional ma-
chine learning approaches, we use an LSTM model
and an LLM. For LSTM we use softmax activa-
tion with categorical cross-entropy as a loss func-
tion and the Adam optimizer with a batch size of
64, a maximum sequence length of 400 and 100-
dimensional embeddings trained over 6 epochs. For
an LLM we use a cased, large variant of BERT (De-
vlin et al., 2018) with 336M parameters which
we retrieved from the Huggingface Model Hub.4

We adopt the same configuration as used by Hug-
gingface to evaluate BERT on the GLUE bench-
mark (Wang et al., 2019). We train for three epochs,
with a learning rate of 2e-05 and a batch size of 32
with a maximum sequence length of 400, which is
sufficiently large for all inputs.

Testing In order to mitigate how unbalanced the
dataset is, we resort to an oversampling technique
for the training set by matching the number of
underrepresented RQs and AQs to the number of
PQs. For the same reason, for the evaluation of the
models’ performance, we use balanced accuracy.
The code is publicly available at https://github.
com/ZlataKikteva/sigdial2024-questions.

5 Results

5.1 Context

We first model the impact of the lexical features
in context on the multiclass question type predic-
tion task as it has been observed to improve the

4‘bert-large-cased’
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Table 3: Balanced accuracies for pragmatic features (in response) and lexical features (question text). The highest
scores for each feature set are underlined; the highest score overall is in bold.

Pragmatic Features

Model Feature Set Speakers Answers Prop.rel. Ep. markers All

RF

Pragmatic Features only 0.41 0.43 0.38 0.37 0.40
Pragmatic Features & Unigrams 0.41 0.44 0.43 0.42 0.42
Pragmatic Features & Uni- and Bigrams 0.42 0.43 0.42 0.41 0.43
Pragmatic Features & Uni-, Bi and Trigrams 0.41 0.42 0.41 0.41 0.43

SVM

Pragmatic Features only 0.42 0.43 0.38 0.37 0.37
Pragmatic Features & Unigrams 0.40 0.35 0.36 0.34 0.41
Pragmatic Features & Uni- and Bigrams 0.40 0.35 0.35 0.34 0.42
Pragmatic Features & Uni-, Bi and Trigrams 0.41 0.36 0.36 0.35 0.41

predictions in a binary classification setting (Bhat-
tasali et al., 2015; Kalouli et al., 2021). We model
all possible context combinations of the question,
preceding, and response material. The results are
reported in Table 2. For this task, we employ both
language models as well as RF and SVM models,
for the latter unigrams are selected as input features
the use of which results in better performance than
bi-, trigrams, or any n-gram combination.

In this setting, BERT achieves the highest score
overall with 0.48 for PREC-QU and QU-RESP con-
text combinations confirming the positive effect
of context on question type classification.5 No-
tably, we see an even stronger impact of QU-RESP

combination on LSTM performance with its score
increasing from 0.37 to 0.42. However, with the
statistical approach, the inclusion of context does
not benefit either of the models.

From these results, we infer the following: (1)
the use of context for multiclass question type pre-
diction seems to be beneficial only in some settings;
(2) the gap between the performance levels of an
LLM and statistical models is not as large as it
could be expected considering the disparity in the
amounts of computational power required for using
the latter. With this in mind, we explore in the next
section the possibility of further improving RF and
SVM results by incorporating pragmatic features.

5.2 Pragmatic and lexical features
The results of the statistical models using the prag-
matic and lexical features are presented in Table
3. For this set of experiments, we use only ques-
tion text for extracting relevant n-grams based on
the results reported in Table 2. With this set of ex-
periments, we find that the inclusion of pragmatic

5We tested other models which all yielded inferior results,
including RoBERTa, DeBERTaV3, and a zero-shot setting
with Vicuna.

features in addition to n-grams improves the per-
formances of both, RF and SVM, with the former
achieving the highest balanced accuracy score for
statistical models of 0.44. Overall, the RF model
has comparable results for all feature sets with the
presence of an answer seemingly having a slight
edge in terms of its impact on the performance.
However, the SVM tends to rely more heavily on
the speaker roles as well as the combination of all
of the pragmatic features. Finally, a relatively high
score of 0.43 can be observed in the setting with
the pragmatic features only. However, after further
inspection, we find that models in this setting pre-
dict only two of the classes, indicating that lexical
features carry valuable information that cannot be
overlooked.

We also note that when adopting a multiclass
approach to question typology, the performance of
the models drops considerably when compared to
previous research focused on two classes of ques-
tions at a time. Kalouli et al. (2021) achieve accu-
racy of about 0.88 when identifying information
and non-information-seeking questions; Ranganath
et al. (2016) and Oraby et al. (2017) distinguish be-
tween rhetorical and non-rhetorical questions with
F1-scores of about 0.64 and 0.76 respectively. Our
results suggest that an introduction of the third cat-
egory of questions increases the task complexity.

5.3 Error analysis
In order to further investigate the results we con-
duct an error analysis by examining confusion ma-
trices for the best-performing models in both set-
tings (see Appendices A and B). Unsurprisingly,
we find that the unbalanced nature of the dataset
with a higher number of PQs compared to AQs
and RQs results in models demonstrating better
performance in the case of the over-represented
category. With respect to the BERT models that
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take into account context, there is also a relatively
high number of AQs and RQs misclassified as PQs
(about 40% for AQs and over 50% for RQs) and
a considerably lower rate of misclassification be-
tween AQs and RQs (around 20%). As for the RF
model that considers lexical features and answers,
we observe that it is much better at identifying RQs
than the BERT model (almost 40% of correct pre-
dictions compared to around 20%). In particular, it
is more successful at distinguishing them from the
PQs which can be attributed to the fact that RQs are
less likely to be answered because of their nature.
Overall, the results of the error analysis indicate
that in the case of both approaches, the models ex-
hibit better performance when it comes to the PQs
while displaying varying degrees of difficulty with
the other two question types.

6 Conclusion

In this paper, we introduce a task of question type
prediction using a more fine-grained typology than
the typically adopted bipartite distinction and find
that the introduction of the third class increases
the complexity of the task drastically. While ques-
tions can be tricky to interpret as speaker intention,
which is notoriously hard to capture, is often one
of the main indicators of the question type, the
task complexity is further increased by a high class
imbalance in naturally occurring data.

We tackle the task by adopting several ap-
proaches conventionally used for the binary ques-
tion type prediction such as the use of lexical fea-
tures and the incorporation of question-adjacent
context as well as by using novel for this task prag-
matic features including propositional relations and
epistemic markers in responses to questions. We
find that BERT exhibits the best performance with
an RF model trained on a combination of prag-
matic features and unigrams taking second place.
However, neither of these results is truly satisfac-
tory, suggesting that current machine learning ap-
proaches are not yet powerful enough to reason
about the nature of a question if we adopt a finer
granularity into three types.
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A Confusion matrices for the
best-performing models in the context
setting

Figure 1: BERT in PREC-QU configuration

Figure 2: BERT in QU-RESP configuration

B Confusion matrix for the
best-performing model in the
pragmatic and lexical feature setting

Figure 3: RF in Answers & Unigrams configuration
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Abstract

While recent years have seen a surge of interest
in the automatic processing of memes, much of
the work in this area has focused on determin-
ing whether a meme contains malicious con-
tent. This paper proposes the new task of intent
description generation: generating a descrip-
tion of the author’s intentions when creating
the meme. To stimulate future work on this
task, we (1) annotated a corpus of memes with
the intents being perceived by the reader as
well as the background knowledge needed to
infer the intents and (2) established baseline
performance on the intent description genera-
tion task using state-of-the-art large language
models. Our results suggest the importance of
background knowledge retrieval in intent de-
scription generation for memes.

1 Introduction

Memes, which are "amateur media artifacts, exten-
sively remixed and recirculated by different partic-
ipants on social media networks" (Milner, 2012),
are typically created with an intent to perform some
"action" (Grundlingh, 2018). While many memes
are intended to make a joke (where the author tries
to make fun of a celebrity’s weird accent, for in-
stance), other memes may have malicious inten-
tions. For instance, a meme author may seek to
provoke fear (e.g., by conveying the message that
vaccines contain microchips) or manipulate pub-
lic opinions (e.g., by portraying Hillary Clinton as
a corrupt politician before the 2016 presidential
campaign with the goal of garnering support for
Donald Trump). The core task in automated meme
understanding, therefore, involves identifying the
intent behind the creation of a meme.

In this paper, an intent is defined as an action
that the meme author does via the meme. For ex-
ample, the meme in Figure 1a intends to "mock

*These authors contributed equally to this work.

(a) (b)

Figure 1: Example memes from Dimitrov et al. (2021a)
(left) and Sharma et al. (2023) (right).

Justin Trudeau as a communist for being similar
to Fidel Castro", while Figure 1b "makes fun of
Donald Trump’s hypocrisy regarding his view on
the severity of COVID-19". As shown in these
examples, intents are best represented in textual
form. Therefore, intent identification is naturally
cast as a generation task, hence will be called intent
description generation. Automatically generating
the intent description of a meme is by no means an
easy task, for at least two reasons:

First, background knowledge is often needed
for proper interpretation of a meme. Background
knowledge refers to the knowledge that is not
present in the meme but is needed to recognize
the intent when combined with the information that
is explicitly stated in the meme. There are dif-
ferent kinds of background knowledge, including
historical knowledge (e.g., ‘"Make America Great
Again" is the slogan used by Trump in his presiden-
tial campaigns’), general political ideologies (e.g.,
‘progressives favor stricter gun control policies’),
or knowledge of the meme culture (e.g., ‘the meme
template Drakeposting1 funnily expresses an objec-
tion and an approval’), etc. For example, Figure 1a
requires the knowledge that Castro is a communist

1https://knowyourmeme.com/memes/drakeposting

631



leader and that there has been a fear of communism
in the West since the Cold War. Figure 1b, on the
other hand, does not require any special knowledge
as all of the information necessary to understand
the meme is presented at face value.

Second, in order to derive the intent, complex
inference mechanisms may be needed to combine
background knowledge with different pieces of in-
formation extracted from the image and text por-
tions of the meme. Those "combination" steps
reflect how a human thinks, such as based on lo-
gos (i.e., logical reasoning), ethos (i.e., speaker’s
authority), or pathos (i.e., emotional appeal). Some
of these steps are not about logical reasoning, thus
harder to automate (Mondorf and Plank, 2024).

As an example of such inference mechanisms,
consider Figure 1a again. To arrive at the final
intent, we first have to recognize that the person on
the left is Justin Trudeau (Canada’s prime minister)
and the person on the right is Fidel Castro (Cuba’s
former leader). In addition, Trudeau has his mouth
open whereas Castro has his mouth closed, which
signifies that Trudeau is speaking and Castro is
listening. When combining this information with
the text "Happy Father’s Day", one can infer that
Trudeau either admits that Castro is his father or
simply likes Castro enough to send his greetings to
him. Then, combining the background knowledge
that Castro was a staunch communist with the fact
derived earlier that Trudeau admires Castro, the
meme poster is trying to transfer the communist
nature of Castro to Trudeau to damage Trudeau’s
reputation. Given the negative sentiment towards
communism in the Western public, the final intent
is thus "mocking Trudeau as a communist for being
similar to Castro".

Intent description generation, though challeng-
ing, is a task whose solution has both practical
and theoretical significance. From a practical per-
spective, knowledge of the intent being perceived
through the meme could be useful for other meme-
related processing tasks. For instance, knowing
what the intent is could facilitate the determination
of whether a meme contains harmful content (Pra-
manick et al., 2021a) or the detection of persuasion
techniques (Dimitrov et al., 2021a). Theoretically
speaking, being able to generate intents like hu-
mans requires that a machine read between the
lines and achieve a deeper level of understanding
of perceptual input, enabling machine perception
to get one step closer to human perception.

Our contributions in this paper are four-fold.

First, we propose the new task of intent descrip-
tion generation. Second, we construct the first
benchmark for intent description generation, called
MemeIntent, which shows the background knowl-
edge required for each meme and its final intent(s).
Third, we produce preliminary results on MemeIn-
tent from two state-of-the-art language and vision-
language models. Finally, based on the experimen-
tal results, we justify the need for more careful
treatments of background knowledge in meme pro-
cessing. To stimulate future research in intent de-
scription generation for memes, MemeIntent has
been made publicly available2.

The rest of this paper is organized as follows.
Section 2 provides an overview of related work on
automated meme processing. In Section 3, we de-
scribe our intent description generation benchmark,
MemeIntent. To get an idea of how challenging
intent description generation is, we conduct experi-
ments on MemeIntent, discussing our experimental
setup in Section 4 and showing preliminary evalua-
tion results of two state-of-the-art large language
models on MemeIntent in Section 5. Finally, we
present our conclusions in Section 6.

2 Related Work

There has been a recent surge of interest in meme
processing. Table 1 summarizes our survey on
the tasks that have been proposed up to date for
meme processing. These tasks can be classified
into three groups: categorization, interpretation,
and explanation, which will be described next.

2.1 Categorization Tasks

A growing effort has been made to assemble in-
ternet memes and categorically label them along
various dimensions. These tasks can be broadly
categorized into two groups.

The first group is composed of tasks that ask to
classify malicious memes, including the offensive
(Suryawanshi et al., 2020a), trolling (Suryawanshi
et al., 2020b), hateful (Kiela et al., 2020), anti-
semistic (Chandra et al., 2021), harmful (Praman-
ick et al., 2021b,c), and misogynous (Fersini et al.,
2022). The second group is composed of tasks
about detecting other aspects of memes such as
persuasion techniques (Dimitrov et al., 2021b), fig-
urative language (e.g., allusion, irony, sarcasm, con-
trast, etc.) (Liu et al., 2022), people’s roles (e.g.,

2https://github.com/JeongSikPark1998/MemeInte
nt
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Task Dataset name Topics Size

Offensiveness Identification MultiOFF (Suryawanshi et al., 2020a) US Election 743
Troll Classification TamilMemes (Suryawanshi et al., 2020b) Tamil Memes 2,969
Hatefulness Detection HatefulMemes (Kiela et al., 2020) N/A 10K
Antisemitism Jewtocracy (Chandra et al., 2021) Antisemitism 3,102+3,509
Harm Detection HarMeme (Pramanick et al., 2021b) Covid 3544
Harm Detection HARM-C&P (Pramanick et al., 2021c) Covid, Politics 3,544; 3,552
Persuasion Technique Detection SemEval-2021-T6 (Dimitrov et al., 2021b) Mixed 950
Emotion Classification Memotion (Sharma et al., 2020) N/A 10K
Fine-grained Hatefulness Detection WOAH-5 (Mathias et al., 2021) N/A 10K
Misogyny Identification MAMI (Fersini et al., 2022) N/A 15K
Figurative Language Detection FigMemes (Liu et al., 2022) Politics 5,141
Role Labelling of Entities HVVMemes (Sharma et al., 2022) Covid, Politics 7K

Explaning Hate HatReD (Hee et al., 2023) N/A 3,228
Explaining Role of Entities ExHVV (Sharma et al., 2023) Covid, Politics 4,680

Meme Captioning MemeCap (Hwang and Shwartz, 2023) No offensive/sexual 6,387
Intent Description Generation MemeIntent Mixed 950

Table 1: Tasks related to memes processing and associated benchmarks. Mixed means politics, vaccines,
COVID-19, gender equality. The three groups (separated by horizontal lines) are about categorization, explanation,
and interpretation tasks, respectively.

hero, villain, or victim) (Sharma et al., 2022), emo-
tion (e.g., humor, sarcasm, motivation, or offensive-
ness) (Sharma et al., 2020), and attacked targets
(e.g., religion, race, sex, nationality, or disability)
(Mathias et al., 2021).

2.2 Interpretation Tasks
The second category of work on meme processing
involves the relatively new task of meme interpre-
tation, which involves generating text that captures
the final meaning of a meme. Because intent de-
scription generation is a meme interpretation task,
this category is the central interest of this paper.

To the best of our knowledge, meme interpreta-
tion has only been studied by Hwang and Shwartz
(2023), who proposed the task of meme caption-
ing, which means "describing the meaning of the
meme". MemeCap, the dataset they produced as
part of their work, contains memes images from
Reddit. For each meme, they manually annotated
the meme captions, the literal captions (i.e., the
caption of the image excluding the text), and the vi-
sual metaphors (i.e., associations between entities
on the meme and its actual target).

Intent description generation, while being a
meme interpretation task, can be seen as the next
level of meme captioning. Grundlingh (2018), a
linguist studying memes, has argued that a meme,
like an utterance, has both illocutionary and per-
locutionary acts. In other words, a meme says
something to do something. As such, while meme
captioning is about what the meme is saying (the
illocutionary act), intent description generation is

(a) (b)

Figure 2: (a) A meme from MemeCap (Hwang and
Shwartz, 2023), with title "Simpsons predicted it yet
again". (b) A meme from Dimitrov et al. (2021a).

concerned with what the meme is doing (the per-
locutionary act).

For example, for the meme in Figure 2a, the cap-
tion from MemeCap is "The Simpsons was correct
about its use of Trump and Greta Thurnberg." How-
ever, the intent requires one reasoning step further
to show that "the meme insults Greta Thurnberg as
a pushy kid".

2.3 Explanation Tasks

The third category of work, like the second cate-
gory, also involves generating text, but the focus
here is generating a textual explanation of the mes-
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sage conveyed in a meme, as described below.
Sharma et al. (2023) defined the task of generat-

ing an explanation of why an entity plays the given
role in the meme, where the role can be one of
"hero", "villain", and "victim". Hee et al. (2023),
on the other hand, addressed the task of explaining
the reason why a meme is hateful toward a general
target group.

Note that these explanation tasks are different
from the interpretation tasks. The explanation tasks
can be viewed as constrained interpretation tasks:
in Sharma et al.’s task, both the entity and the role
are given, whereas in Hee et al.’s task, the gen-
eral target is given. In contrast, such constraints
are not present in the interpretation task. As an
example, consider the meme in Figure 1b again.
The final intent that we would have produced for
this meme (as the output of interpretation) is "The
meme poster makes fun of Trump for the change in
his recognition of the severity of the Coronavirus".
However, when the target is constrained to be "the
Democratic Party", the explanation would be "The
Democratic Party is portrayed as a victim of false
allegations", which is entirely different in meaning.

3 Benchmark Creation

In this section, we will show details about MemeIn-
tent.

3.1 SemEval 2021 Task 6
We chose to annotate the meme collection of Se-
mEval 2021 Task 6 (Dimitrov et al., 2021b). This
dataset contains 950 memes, each of which has
the image, the text extracted from the image, and
the persuasion techniques used. Based on these
memes, we built the MemeIntent benchmark. This
dataset is favored due to its wide range of opinion-
ated topics, including politics, vaccines, COVID-
19, and gender equality. Moreover, each meme in
this dataset cannot be properly interpreted without
relying on both the visual cues and the textual cues.
Therefore, the dataset asks for a ‘true’ multimodal
processing ability in the solutions, as well as the
capacity to retrieve relevant world knowledge to
interpret contents on such topics.

3.2 Annotation Scheme
Our annotation scheme and procedure is illustrated
in Figure 3, while further details are shown in Ap-
pendix B. For each meme, we annotate two fields:

• Intent: what the author might be trying to do

Annotation guideline

Intent: Write one sentence about what the author ultimately
wants to do with the meme, as perceived by the annotator.
This must be written in good English (complete sentence,
with a period at the end)
BK: Write the additional knowledge, besides the visible
image and text, you needed to use to derive the intent.
Examples are information about a public figure or an expla-
nation for a related event.

Table 2: Annotation Guidelines.

through the meme (e.g., "The meme encour-
ages people to get vaccinated because they
are safe"). A meme can have multiple intents,
representing its multiple meanings.

• Background knowledge (BK): the knowl-
edge that is not present in the meme, but is
needed to recognize the intent when combined
with the information that is explicitly stated in
the meme. That includes historical knowledge,
general political ideologies, or knowledge of
the meme culture, etc.

Note that, we allowed multiple intents in a meme
to respect the subjectivity of meme interpretation.
Built on top of theories from Bach and Harnish
(1984), Grundlingh (2018) argued that a meme, like
an utterance, could have more than one inference,
which depends on the context of communication.
Therefore, it is necessary to collect different intents
perceived by different annotators, which is a natural
consequence of the difference in their backgrounds
and personalities. For example, consider the meme
in Figure 2b. Depending on how one thinks about
gun use, they may interpret the intent of the meme
as "accusing Trump of being violent" or "praising
Trump for his policies".

Additionally, the annotations include BK to pro-
vide extra guidance for learning algorithms in
generating intents. As memes usually require a
high level of cultural understanding (Milner, 2012),
learning systems should be able to store and ap-
propriately retrieve truthful knowledge about the
world. The BK was collected to support testing
such capabilities.

3.3 Annotation Procedure
Now, we seek to design an annotation procedure
to label high quality intents and BKs. To control
quality, dataset creators typically maintain inter-
annotator agreement scores – the higher the score,
the more reliable the dataset is (Artstein, 2017).
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Figure 3: Annotation scheme and procedure of MemeIntent.

In order to obtain such scores, datasets must only
involve categorical labels, which makes it easy
to determine if two annotations agree. However,
MemeIntent contains unstructured text annotations
where there is no trivial way to check if two sen-
tences (e.g., two intents) are identical. For ref-
erence, Hwang and Shwartz (2023) created the
MemeCap dataset with only one round of anno-
tations.

We questioned what a reliable procedure to an-
notate free-text data looks like. Towards that goal,
we referred to the work of Wiegreffe and Maraso-
vic (2021), who surveyed 65 papers that produce
datasets for explainable NLP. For improving anno-
tation quality, the authors advocate for "a two-stage
COLLECT-AND-EDIT" approach, where annota-
tions are first collected (stage 1), and then edited
by a new annotator (stage 2). This approach is rec-
ommended due to its potential "to increase linguis-
tic diversity via multiple annotators per-instance,
reduce individual annotator biases, and perform
quality control", and thus has been employed in
constructing various free-text datasets (Parikh et al.,
2020; Do et al., 2021; Li et al., 2018). Although
COLLECT-AND-EDIT does not return any scores
at the end, it has been shown to yield high qual-
ity annotations without further steps. Therefore,
we used COLLECT-AND-EDIT as our annotation
procedure.

We recruited five students in computer science,
all of whom are native speakers of English, to label
the dataset. All annotators went through roughly
two hours of initial training and received regular
feedback to adhere to our annotation guidelines.
Each meme was annotated by three annotators in
a sequential COLLECT-AND-EDIT manner: each
of the three annotators, given the annotations of the
previous person (which was initially empty), could
add new intents, add new background knowledge
sentences, or modify existing ones, based on their
own interpretation of the meme. At the end of this

stage, each meme had one or more unique intents,
along with a list of BK sentences that is relevant to
the understanding of the meme.

To control quality, we asked two reviewers to
review each intent. To avoid biases, those reviewers
were made sure to review memes that they did not
annotate. The reviews were recorded as answers in
the 5-point Likert scale3 to two questions:

• Correctness: How much do you agree that this
is the author’s intent?

• Textual Completeness: How much do you
agree that this sentence has complete English
writing with good grammar?

We removed all intents that received at least one
correctness score lower than 4 from any of the re-
viewers. If no intents remained for a meme, we
would restore the intents(s) with the highest aver-
age Correctness score.

Overall, 11.4% of memes in MemeIntent have
more than one intent. The mean number of words
in the intents is 10.6± 4.8. For background knowl-
edge, the list of BK for each meme has an aver-
age of 1.7± 1.3 sentences. The mean correctness
scores of the intents are 4.76±0.37 (on the 1-5 Lik-
ert scale), while the mean Textual Completeness
is 4.54± 0.71. These statistics provide suggestive
evidence that the COLLECT-AND-EDIT proce-
dure indeed produces high-quality annotations. Ap-
pendix A shows further qualitative analysis of the
memes in MemeIntent, while Appendix C presents
our ethics statement regarding the dataset.

4 Experimental Setup

With MemeIntent constructed, we now evaluate the
performance of state-of-the-art models on intent
generation for memes. The experiments were set up
to answer the following research questions (RQs):

3The 5-point Likert scale is a numerical scale for record-
ing agreement level, going from 1 (strongly disagree) to 5
(strongly agree).
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Figure 4: Prompt template used for BK generation in
Llava few-shot learning setup. For zero-shot learning,
the demonstrations are omitted.

RQ1: What is the effect of adding background
knowledge to the input on models’ performance in
intent description generation for memes?

RQ2: How do state-of-the-art models perform in
intent description generation?

To that end, we designed a 3-factor experimental
setup, consisting of 2 models × 2 learning setups
× 3 input types, resulting in 12 settings. Finally,
models’ outputs from all settings are evaluated au-
tomatically and by humans. This section describes
those factors and the evaluation metrics.

4.1 Three Input Types
We designed three input types that vary only in the
treatment of background knowledge in the input.

In the first type, NoBK, only the surface infor-
mation of the meme is fed to the model, including
the meme itself4, the extracted text on the meme,
an automatically generated caption of the image
without the text.

In the second type, AutoBK, we introduced au-
tomatically generated BK into the process. In par-
ticular, the BK is generated from a different model
(BK generation model) in the same setting as the in-
tent (i.e., the same model type and learning setup),
using the prompt template in Figure 4. The BK is
then fed to the intent description generation model
along with surface information to generate the in-
tents.

Finally, the HumanBK type replaces the gener-
ated BK with the BK annotated by humans. The

4Note that the meme is ignored by LMMs because it does
not take images as input.

prompt template for this input type is shown in
Figure 5. This input setting is to gauge the up-
per bound on performance improvement given the
human-annotated BK.

4.2 Two Models

Next, we selected two of the best open-sourced
models for experiments.

Vision Language Model (Llava 1.6) Because
intent description generation is a vision-language
task, it is natural to use a vision-language model
(VLM) to generate intent descriptions. In our ex-
periments, we used Llava 1.6 (Liu et al., 2023),
one of the most popular open-source vision lan-
guage models with state-of-the-art performance
in many visual reasoning tasks. We chose the
variant llava-v1.6-mistral-7b-hf5 for its su-
perior performance among the Llana-Next vari-
ants with model size no more than 10B. It con-
tains Mistral-7B-Instruct-v0.26 as the base
language model and CLIP-ViT-L-336px (Radford
et al., 2021) as the vision encoder.

Aided Large Language Model (Llava 1.6 +
Llama 3) We also experimented with a pure large
language model (LLM) with the aid of an image
captioner. In other words, we employed a two-
staged pipeline including (1) image captioning and
(2) text-based intent description generation. For
image captioning, we again leveraged Llava 1.6 to
generate the captions for the memes. These cap-
tions, which describe the images themselves, would
act as a proxy for the actual image to the LLM7. We
then used Llama 38 to generate intents from the cap-
tion and other textual inputs. Llama 3, the most ca-
pable open-source LLM as of now (May 2024), has
a decoder-only transformer architecture and was
trained on 15 trillion tokens from public data. We
used the variant Meta-Llama-3-8B-Instruct9.

In all experiments, we kept the hyperparameters
of the models the same with the default values and
only tuned the max_new_tokens, setting its final
value to 100 for intent description generation and

5https://huggingface.co/llava-hf/llava-v1.6-m
istral-7b-hf

6https://huggingface.co/mistralai/Mistral-7
B-Instruct-v0.2

7To be fair with the VLM setting, we also feed the image
caption to the VLM model.

8https://ai.meta.com/blog/meta-llama-3/
9https://huggingface.co/meta-llama/Meta-Llama

-3-8B-Instruct
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Figure 5: Prompt template used for intent description
generation in Llava, with HumanBK input type, in
few-shot learning setup. For zero-shot learning, the
demonstrations are omitted.

500 for background knowledge generation in both
models.

4.3 Two Learning Setups

For each of the input types and models, we fur-
ther experimented with two learning setups: zero-
shot and few-shot learning (Mann et al., 2020)10.
Overall, the two setups differ in the existence of
the demonstrations. In the zero-shot setup, the
prompt to the model includes an instruction and
the inputs for the current meme. Meanwhile, in the
few-shot setup, the prompt also includes 4 demon-
strations, which are carefully crafted examples of
input-output for 4 randomly chosen memes from
MemeCap’s test set. We illustrated the prompt used
in few-shot learning in Figure 5.

4.4 Evaluation Metrics

To automatically evaluate model-outputted intents,
we employed four metrics that are commonly used
for text generation tasks, namely BLEU-4 (Pap-
ineni et al., 2002), ROUGE-L (Lin, 2004), BERT-
F1 (Zhang et al., 2020), and SelfCheckGPT-NLI
(Manakul et al., 2023). When there are multiple
ground-truth intents, we took the maximum (i.e.,
best) of the scores when comparing the generated

10We attempted to fine-tune Llama model on the training
data of MemeCap. However, the results turned out to be not
as good as zero-shot and few-shot learning. Therefore, we
omitted the result in this paper.

Model Setup BK Metrics

BLEU ROU. BERT Self.

Llama

No 0.011 0.243 0.89 0.354
zero-shot Auto 0.006 0.214 0.884 0.321

Human 0.014 0.232 0.887 0.475

No 0.015 0.287 0.899 0.339
few-shot Auto 0.013 0.282 0.899 0.34

Human 0.024 0.312 0.904 0.439

Llava

No 0.006 0.231 0.885 0.352
zero-shot Auto 0.004 0.21 0.88 0.405

Human 0.011 0.255 0.891 0.506

No 0.003 0.214 0.88 0.248
few-shot Auto 0.002 0.134 0.867 0.459

Human 0.003 0.225 0.883 0.313

Table 3: Automatic Evaluation Results on Intent De-
scription Generation. For each metric, the overall best
results are in bold, while the second best results are
underlined. Abbreviations: Setup (learning setup), BK
(input types), No (NoBK), Auto (AutoBK), Human (Hu-
manBK), ROU (ROUGE-L), BERT (BERT-F1), Self
(SelfCheckGPT-NLI).

intent with the ground truths11. When making
comparisons between settings on a metric, we per-
formed the two-sided T-test with significant level
α = 0.05. Finally, we conducted human evaluation
on the outputs of some selected settings to verify
observations from automatic evaluation.

5 Results and Discussion

5.1 Automatic Evaluation

Table 3 shows the automatic evaluation results on
the generated intents of the two models across all
learning setups and input types. Meanwhile, Table
4 reports the corresponding results for the gener-
ated BK in AutoBK settings by calculating similar-
ity scores with the human-annotated background
knowledge.

Input types (RQ1). The central observation from
our experiment is that background knowledge is
crucial to the performance of intent description
generation. Specifically, for most settings, Hu-
manBK input type gave the statistically highest
performance across metrics. More interestingly,
NoBK usually gave better performances than Au-
toBK, except in Llama few-shot, where there is no
statistical significance. There are a few exceptions
to this rule: SelfCheckGPT-NLI gave higher scores

11For SelfCheckGPT-NLI, we assigned score← 1−score
to be consistent with the other metrics that the higher the score
is, the closer the two pieces of text are.
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Model Setup Metrics

BLEU ROU. BERT Self.

Llama zero-shot 0.003 0.073 0.827 0.331
few-shot 0.008 0.127 0.844 0.294

Llava zero-shot 0.003 0.086 0.83 0.384
few-shot 0.002 0.072 0.821 0.392

Table 4: Automatic Evaluation Results on Back-
ground Knowledge Generation in AutoBK setting.
For each metric, the overall best result is in bold, and
the second best is underlined. Abbreviations: Setup
(learning setup), ROU (ROUGE-L), BERT (BERT-F1),
Self (SelfCheckGPT-NLI).

for AutoBK than NoBK where Llava was used,
and NoBK sometimes outperformed HumanBK in
Llama zero-shot experiments (on ROUGE-L and
BERT-F1).

These results show that using human-annotated
BK during the process produces better performance
than no BK or auto-generated BK. We will further
investigate these results via human evaluation (Sec-
tion 5.2).

Performance on Background knowledge gener-
ation (RQ1). We take a closer look at the per-
formance of models in BK generation. On BLEU,
ROUGE-L, and BERT-F1, few-shot is better than
zero-shot for Llama, and the opposite happens for
Llava. However, SelfCheckGPT-NLI flips those
results for both models.

We can connect these results with intent gen-
eration performance in AutoBK settings. In fact,
among the AutoBK settings in Table 3, those with
the best BK generation scores also score the highest
on intent description generation. This suggests a
correlation between the performance of BK genera-
tion and that of intent description generation across
settings.

Models (RQ2). On BLEU, ROUGE-L, and
BERT-F1, Llama (aided by Llava’s image captions)
outperformed Llava alone for most of the settings
– across input types and learning setups. However,
three over four metrics12 gave a statistically higher
score for Llava in experiments where zero-shot and
NoBK input were used. Besides, SelfCheckGPT-
NLI gave statistically higher scores for Llava when
where AutoBK was used. Therefore, none of these
models can entirely outperform the other across
settings.

12except BLEU which did not show statistical significance

Figure 6: Human Evaluation Results on Intent De-
scription Generation.

Learning setup (RQ2). In general, when Llama
was used, few-shot was better than zero-shot. Con-
versely, the opposite happened when Llava was
used. The superior performance of few-shot learn-
ing in Llama is aligned with the intuition that hav-
ing demonstrations is useful. Meanwhile, Llava’s
inferior few-shot performance has been discussed
by its authors that Llava was not explicitly trained
to take multiple images as input13.

The general trend above does have a few ex-
ceptions: SelfCheckGPT gave statistically higher
scores for few-shot learning in Llava AutoBK, and
zero-shot learning in Llava HumanBK.

5.2 Human Evaluation

For human evaluation, we evaluated the model out-
puts on 30 randomly chosen memes. Two annota-
tors evaluated the outputs along three dimensions:
Textual Completeness (i.e., How much do you
agree that this sentence has complete English writ-
ing with good grammar?), Relevance (i.e., How
relevant the sentence is to the topic of the meme?),
and Correctness (i.e., How much do you agree
that this is the author’s intent?). Answers were
recorded in the 5-point Likert scale, where higher
scores indicate better quality.

To select settings for evaluation, we first focused
on the effect of leveraging background knowledge
to enhance the prediction of a meme’s intent. Notic-
ing the superior performance of Llama few-shot in
most metrics, we selected its three settings – NoBK,
AutoBK, and HumanBK – for human evaluation.

Next, the automatic evaluation results showed
that in Llava NoBK and AutoBK settings, NoBK
scored higher on BLEU, ROUGE, and BERT
metrics; however, AutoBK scored higher on

13https://huggingface.co/docs/transformers/en/
model_doc/llava#usage-tips
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SelfCheckGPT-NLI. We know that NLI mea-
sures were used to assess the faithfulness of
summarization, focusing on analyzing textual en-
tailment between the context and the summary
(Maynez et al., 2020). Given the contradiction
between SelfCheckGPT-NLI and other metrics, we
evaluated Llava zero-shot to determine whether
SelfCheckGPT-NLI accurately captures the cor-
rectness between two sentences. We selected this
setting since it demonstrated better scores among
the two Llava settings.

Results are shown in Figure 6. Firstly, among the
Llama few-shot settings, HumanBK significantly
outperformed all other settings across all three met-
rics, which agrees with the automatic evaluation.
Furthermore, while there was no statistical signif-
icance between AutoBK and NoBK in automatic
evaluation, the human evaluation showed that Au-
toBK exhibits a higher performance than NoBK.
These further demonstrate that a more sophisticated
BK can influence the performance of intent genera-
tion.

Secondly, upon examining two outputs from the
Llava model, it is observed that the performance of
AutoBK surpasses that of NoBK across all three
metrics in human evaluation. This is consistent
with the SelfCheckGPT-NLI score, indicating that
this metric effectively captures the correctness be-
tween the two sentences in our experiments.

6 Conclusion and Future Work

We examined the novel task of generating the de-
scription of intents in memes, specifically by (1)
constructing MemeIntent, a benchmark of memes
with intents, and background knowledge and (2)
producing baseline results on our dataset against
which future models can be compared. Our key
findings suggest the importance of background
knowledge treatments in intent description genera-
tion. To stimulate research on this task, we make
our annotations publicly available.

Regarding future work, the experimental results
w.r.t. the models and zero-shot vs. few-shot are
inconclusive. Therefore, more experimentation is
needed to get a clearer picture. Besides, we at-
tempted to fine-tune Llama on the training set of
MemeCap and test on MemeIntent, but the result
was not good. This seems to be a failure to general-
ize from one meme interpretation dataset to another.
Therefore, more efforts should be put into looking
at the discrepancies between current datasets.
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A Challenges in Interpretation

We conduct a manual analysis of two memes taken
from our dataset, with the goal of understanding
the challenge of interpreting memes.

In Figure 7a, one first sees a person in a colorful
outfit (via the jacket, the glasses, the hair). Then
they may infer that this is an LGBT person. After
that, they read the text saying ‘Trump scares me’.
To connect that with the image, they further inter-
pret the emotion of the LGBT person and recognize
that they are apparently nonchalant. This is a word-
face contrast, which suggests there is something
wrong with one of the two. If the facial expression
is ‘wrong’, one knows that the LGBT person may
have a problem expressing fear, and the intent is
to criticize Trump for being a scary person. But
the other interpretation is more probable – that the
words are wrong. Then, the LGBT person is ac-
tually not scared, thus being over-sensitive. This

(a) (b)

Figure 7: Some example memes from the SemEval-
2021 Task 6 dataset.

interpretation path might be triggered by the un-
conventional outlook of the person, which typically
scares people, thus making them think the person
in the meme is a bad person. Finally, because the
liberals in the US support LGBT rights, this line of
interpreting leads to a more significant intent, that
is mocking the liberals as over-sensitive and scary.

Consider another example in Figure 7b. A reader
first sees a lion biting the zebra, about to kill it; then
a lion looking at a hedgehog with upright quills, not
sure if it is attacking or not. Then they read the first
text saying ‘unarmed victim’. Victim refers to the
zebra, and unarmed is a word for humans, so this
is a metaphor for unarmed people being attacked.
This line of thought triggers the reader’s knowledge
about the constant debate over gun control policies
in the US. Next, the phrase ‘armed victim’ with
the word victim crossed suggests that the hedgehog,
or metaphorically the gun owner, is safe. Finally,
the rhetorical question ‘Any questions?’ conveys
that this is clear evidence so that gun use should be
allowed with no doubt. Along this line of reasoning,
the fact that the zebra is violently bitten provokes
fear in the reader, which urges them to become the
hedgehog and get a gun for self-defense.

In both of these examples, sophisticated logi-
cal (logos) and emotional (pathos) processes have
triggered each other, forming the most probable in-
terpretation path that leads to the recognition of the
intent. This is a tricky task that only humans with
appropriate knowledge and experience can perform.
In fact, logical reasoning requires sufficient back-
ground knowledge to have the right facts to start
with (e.g., how an LGBT person usually looks like,
that liberals support LGBT rights, gun control is
debated). Moreover, humans are also easily trig-
gered by emotional stimuli (e.g., a strange look is
scary, and safety is important). Those emotions are
two-fold – they ‘disambiguate’ multiple possible

641



(a) (b)

(c) (d)

Figure 8: Example memes used in our annotation guide-
lines

interpretations via psychological biases, while also
reinforcing the intent through pathos. This orches-
trated effect can form a logical fallacy in disguise
to achieve the final intent.

B Annotation Details

This section shows details about our annotation
procedure.

B.1 Guidelines For Intents

This task introduces the notion of intent. An in-
tent of a meme is what the meme author ultimately
wants to do with the meme, perceived by the audi-
ence.

For example, the meme in Figure 8a has one
final intent, which is: [The meme] praises Biden
for being a better leader than Trump.

B.1.1 Frequently Asked Questions

Can I write new Intents? Yes, you should! If
you think some intent is missing, add it.

How to write the Intent? Write an intent in for-
mat "[<verb1> <target1> <etc.>] x n", so that this
sentence when being prefixed by “The meme” will
form a grammatically correct sentence. For exam-
ple, write "insults Trudeau for lying and insults
anyone who believes in him as stupid".

What to do with multiple intents? Rank them
by decreasing order of preference (i.e., from what
you believe the most to the least).

B.2 Guidelines For Background Knowledge
For BK, summarize the key background informa-
tion (skipping trivial knowledge). Also, write down
(1) what you don’t know but seem important, and
(2) what you are not sure if it’s right. Use question
marks for those, e.g., "The place is in Cuba?".

For example:

• (Figure 8b) Hostess is a company that has
products named Ding-Dong and Ho-Ho. Ding-
Dong is also used to refer to someone who is
slow. Ho-ho is also used to referred to some-
one who is lustful.

• (Figure 8c) A lot of Americans died during
Covid 19, when Trump was presiding over the
United States.

• (Figure 8d) This is about the Canadian elec-
tion. Canada has 2 parties, one of which is the
Liberal party.

C Ethics Statement

Broader implications. As mentioned before, the
solution to the intent description generation task is
of practical significance. From a practical perspec-
tive, knowledge of the message being conveyed in
a meme could be useful for other meme-related
processing tasks. For instance, knowing what the
message is could facilitate the determination of
whether a meme contains harmful content. Theo-
retically speaking, being able to generate messages
like humans requires that a machine read between
the lines and achieve a deeper level of understand-
ing of perceptual input, enabling machine percep-
tion to get one step closer to human perception.

Ethical considerations. Having said that, we are
all aware that some memes contain harmful content,
so when our models are applied to these harmful
memes, they will make an intent that is harmful
explicitly. The resulting message could have a
negative psychological impact on the users, espe-
cially if they are the target of the harmful content.
Therefore, as with many other AI/NLP technolo-
gies, our models should be used with care. We
should emphasize that our intent is to build models
for generating the messages conveyed in memes,
hoping that readers of memes will be less likely to
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be manipulated after understanding the messages
being conveyed.

Human annotator information. All annotators
were hired during Fall 2023 - Spring 2024 as stu-
dent workers (15-20 hours/week) with full consent.
All of the annotators were undergraduate and grad-
uate students in computer science aged around 18-
24. The group comprised both male and female
students with members from Asian ethnicity, with
fluent to native English level.

Steps taken to protect annotators from harm-
ful content. All annotators were provided with
a thorough instructional training session in which
they were instructed on how to annotate the data
and how to go about the whole task. During train-
ing, annotators were shown the types of memes
that they would work with so that they have an idea
of the dataset’s nature. The annotators have full au-
tonomy to withdraw from the project at their own
judgment.

Terms of use. This dataset is consistent with the
terms of use and the intellectual property and pri-
vacy rights of people. There is nothing about the
composition of the dataset or the way it was col-
lected and preprocessed/cleaned/labeled that might
impact future uses.

Data distribution. We have open-sourced the
data produced from this work. It is released on a
GitHub repository with the MIT license.
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Abstract

The shortage of clinical workforce presents sig-
nificant challenges in mental healthcare, limit-
ing access to formal diagnostics and services.
We aim to tackle this shortage by integrating a
customized large language model (LLM) into
the workflow, thus promoting equity in mental
healthcare for the general population. Although
LLMs have showcased their capability in clini-
cal decision-making, their adaptation to severe
conditions like Post-traumatic Stress Disorder
(PTSD) remains largely unexplored. Therefore,
we collect 411 clinician-administered diagnos-
tic interviews and devise a novel approach to
obtain high-quality data. Moreover, we build a
comprehensive framework to automate PTSD
diagnostic assessments based on interview con-
tents by leveraging two state-of-the-art LLMs,
GPT-4 and Llama-2, with potential for broader
clinical diagnoses. Our results illustrate strong
promise for LLMs, tested on our dataset, to aid
clinicians in diagnostic validation. To the best
of our knowledge, this is the first AI system that
fully automates assessments for mental illness
based on clinician-administered interviews.

1 Introduction

Mental health has become a vital element of overall
well-being. The prevalence of mental illness poses,
however, a critical challenge to healthcare, under-
scoring the urgent need for an increased capacity of
mental health services. Only 29% of people with
psychosis receive formal care, leaving a significant
portion completely untreated (WHO: World Health
Organization (2021)). Aside from obstacles such as
high costs, limited awareness, and stigma surround-
ing mental health, the shortage of the mental health
workforce has been a major factor exacerbating this
gap. According to WHO, the average ratio of men-
tal health workers per 100,000 population was 13,
making it difficult for people to access reliable and
readily administrated mental health diagnostics, as
well as subsequent support and interventions.

The emergence of Large Language Models (LLMs)
has suggested innovative solutions to this challenge.
Several studies have explored LLM applications in
mental health for condition detection (Zhang et al.,
2022), support and counseling (Ma et al., 2023b) as
well as clinical decision-making (Fu et al., 2023),
and shown the feasibility for LLMs to enhance the
workforce of mental healthcare (Hua et al., 2024).
By harnessing LLMs’ ability to interpret languages
that involve high expertise, it is possible to mitigate
the service gap in the healthcare ecosystem through
the automation of condition detection and diagnosis
without the need of training so many professionals,
which is both costly and time-consuming.

Despite these advancements, notable limitations
persist in the current research on automatic diagno-
sis for mental health. Most studies have focused on
prevalent conditions like stress (Lamichhane, 2023)
and depression (Qin et al., 2023), with scant atten-
tion to less common but more severe conditions like
Post-traumatic Stress Disorder (PTSD). Moreover,
while prior studies have leveraged data from social
media, clinical notes, and electronic health records,
very few have utilized clinical interviews, and even
in those cases, they rely on basic self-administered
scales estimated in dialogues between computers
and patients (Galatzer-Levy et al., 2023). No work
has employed diagnostic interviews between real
clinicians and patients that are systematically con-
ducted, resulting in a dearth of practical research on
the automatic diagnosis of mental illness.

In this paper, we present an LLM-based system
that listens to hour-long conversations between clin-
icians and patients and performs diagnostic assess-
ments for PTSD. Our final model is evaluated by
clinicians specialized in PTSD, suggesting a great
potential for LLMs while highlighting certain limi-
tations (Section 6). Our primary contributions are:1

1Our final model is publicly available through our open-source
project at https://github.com/emorynlp/TraumaNLP.
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• A new dataset comprising over 700 hours of inter-
views between clinicians and patients is created.
Every interview consists of multiple diagnostic
sections, featuring a series of questions and cor-
responding assessments from clinicians based on
the interview contents (Section 3).

• A novel and comprehensive pipeline is developed
to process the interview dataset, so it can be used
to build automatic assessment models on PTSD,
which can be easily adapted to a broad range of
diagnostic interviews (Section 4).

• Assessment models achieving promising results
are developed using two state-of-the-art LLMs,
showcasing LLMs’ ability to answer diagnostic
questions through information extraction and text
summarization on the interviews (Section 5).

To the best of our knowledge, this is the inaugural
system designed to conduct diagnostic assessments
on mental health while interpreting real-world inter-
views administered by clinicians. We believe that
this work will foster clinical collaboration between
human experts and Artificial Intelligence, thus pro-
moting equitable access to appropriate care for all
populations affected by mental illness.

2 Related Work

Pre-trained language models have been widely ap-
plied in many healthcare tasks (Englhardt et al.,
2023; Hu et al., 2023; Peng et al., 2023; Ma et al.,
2023a; Liu et al., 2023a). The emergence of LLMs
has introduced new capabilities and innovations in
healthcare to this domain (Nori et al., 2023; Cas-
cella et al., 2023). This section introduces the re-
lated research of LLMs and their applications in
healthcare, particularly in mental health.

2.1 LLMs in Mental Health
The advent of LLMs like GPT (OpenAI, 2023),
Llama (Touvron et al., 2023), and PaLM (Chowd-
hery et al., 2022) has sparked research into their
applications in mental health (Ji et al., 2023). One
key area is using conversational agents for mental
health support and counseling, where LLMs excel
at generating empathetic responses (Lai et al., 2023;
Ma et al., 2023b; Loh and Raamkumar, 2023), high-
lighting their potential as digital companions or
on-demand service providers. Additionally, the
research on decision-support systems for novice
counselors underscores their potential to enhance
mental healthcare provision (Fu et al., 2023).

Research has also explored LLMs in disease de-
tection and diagnosis (Zhang et al., 2022), focusing
on issues like depression (Qin et al., 2023), stress
(Lamichhane, 2023), and suicidality (Bhaumik
et al., 2023). Closer to our work, Bartal et al. (2023)
use text-based narratives from new mothers to as-
sess childbirth-related PTSD with GPT and neural
network models. Although GPT showed moderate
performance, it holds promise for clinical diagnosis
with further refinement. These studies typically use
zero/few-shot prompting for binary or multi-label
classification, demonstrating LLMs’ capabilities in
detecting mental health issues without fine-tuning,
despite challenges like unstable responses, poten-
tial bias, and interpretation inaccuracies.

Some research has pivoted towards fine-tuning
LLMs for domain-specific performance enhance-
ment. Xu et al. (2023) present two fine-tuned mod-
els, Mental-Alpaca and Mental-FLAN-T5, outper-
forming GPT-3.5 and GPT-4 in multiple mental
health prediction tasks. Based on Llama-2, Yang
et al. (2023) train MentaLLaMA on 105K social
media data enhanced by GPT. The model perfor-
mance is on par with other state-of-the-art methods,
while providing interpretable analysis.

2.2 LLMs in Clinical Interview and Diagnosis

Research on using LLMs on clinical interview data
and diagnosis is limited. Wu et al. (2023) utilize
GPT to augment the Extended Distress Analysis
Interview Corpus by generating a new dataset from
provided profile and rephrasing existing data. The
augmented data outperforms the original imbal-
anced data in PTSD diagnosis. Galatzer-Levy et al.
(2023) adopt Med-PaLM-2 to predict Major De-
pression Disorder (MDD) and PTSD on eight item
Patient Health Questionnaire and PTSD Checklist-
Civilian version ratings.

3 PTSD Interview Data

This study utilizes data from diagnostic interviews
administered as part of a larger study on risk and
resiliency to the PTSD development in a population
seeking medical care (Gluck et al., 2021). Partici-
pants were recruited from waiting rooms in primary
care, gynecology and obstetrics, and diabetes med-
ical clinics at a publicly funded, safety-net hospital.
Data were collected from 2012 to 2023, and inclu-
sion criteria were ages between 18 and 65 with the
capacity to provide informed consent. The parent
study was conducted according to the latest version

645



Section Questions Variables Example Question Example Variable

LBI 31 15 What has been your primary source of income over the past
month? lbi_a1

THH 39 20 In the past, have you been treated for any emotional or
mental health problems with therapy or hospitalization? thh_tx_yesno

CRA 17 20 What would you say is the one that has been most impactful
where you are still noticing it affecting you? critaprobenotes

CAP 241 92 In the past month, have you had any unwanted memories of
the [Event] while you were awake, so not counting dreams?

dsm5capscritb01
trauma1_distress

Table 1: Statistics and examples for each of the four sections employed in this study.

of the Declaration of Helsinki (World Medical As-
sociation, 2013), and consent from the participants
was obtained after explaining the procedures. The
informed consent was approved by our Institutional
Review Board and Research Oversight Committee.

3.1 Participants

Participants were paid $60.00 for this interview and
underwent semi-structured diagnostic interviews
conducted by doctoral-level clinicians or doctoral
students supervised by a licensed clinical psychol-
ogist on staff. A total of 411 interviews were con-
ducted with 336 unique participants, some of whom
had follow-up interviews after >1 month. 93.4% of
the participants were women and 79.5% were Black
or African American (Mage = 31.4), where 38.7%
had a high school education or less and 57.9% re-
ported a monthly household income of < $1,000.

3.2 Interview Procedures

The diagnostic interview begins with a section of
the Longitudinal Interval Follow-Up Evaluation to
assess global adaptive functioning across various
psychosocial domains, including work, household,
relationship as well as general functioning, and life
satisfaction in the past month (Keller et al., 1987).
Videos of the interviews are recorded using online
conferencing software such as Zoom and Microsoft
Teams. Each interview lasts 1.5 hours on average,
involving the participant and 1-2 interviewers.

3.3 Psychiatric Diagnoses and Treatment

A total of 10 sections are applied during the inter-
view. Among them, 4 sections are administered to
the majority of participants; thus, this study focuses
on those 4 sections. The first two sections, the Life
Base Interview (LBI) and the Treatment History &
Health (THH), are internally designed to assess the
history of psychiatric diagnoses and treatment, as
well as the presence of suicidality. The other two
sections, the Criterion A (CRA) and the Clinician-

Administered PTSD Scale for DSM-5 (CAP), follow
the standard diagnostic criteria for PTSD outlined
in the Diagnostic and Statistical Manual of Mental
Disorders (DSM-5; Weathers et al. (2018)). Every
section is accompanied by a set of questions, linked
to variables that store pertinent values derived from
the corresponding answers. Table 1 shows statistics
and examples for each of the 4 sections.2

LBI It assesses the participant’s functioning over
the past month, addressing topics such as daily life,
work, relationships with friends and family, and
overall life satisfaction.

THH It covers the participant’s treatment/health
history, including past physical and mental condi-
tions as well as treatments received, such as medi-
cation and therapeutic services.

CRA It assesses whether the participant has been
exposed to (threatened) death, serious injury, or
sexual violence, with a focus on potential traumatic
experiences the participant might have endured.

CAP It centers on issues the participant may have
encountered due to traumatic events, including dis-
tress, avoidance of trauma-related stimuli, negative
thoughts and feelings, and trauma-related arousal.

4 Data Processing

Every video is converted into an MP3 audio file and
transcribed by two automatic speech recognizers,
whose results are aligned to produce a high-quality
transcript. The transcript is segmented into multiple
sections based on the relevant questions, and each
question is paired with its assessment result.

4.1 Transcription
Two commercial tools, Rev AI3 and Azure Speech-
to-Text4, and an open-source tool, OpenAI Whis-
2Descriptions of all 10 sections are provided in Appendix A.
3Rev AI: https://www.rev.ai
4Azure Speech-to-Text: https://bit.ly/42r24pA

646



per (Radford et al., 2023), are tested for automatic
speech recognition (ASR) on our dataset. Whisper
gives the lowest Word Error Rate (WER; Klakow and
Peters (2002)) of 0.13, compared to 0.21 and 0.16
from Rev AI and Azure, respectively. Whisper also
exhibits better performance in handling noisy envi-
ronments and numbers that Azure often misses or
inaccurately transcribes (Table 2). Despite its supe-
rior ASR performance, Whisper does not identify
speakers, a feature found in the others. Thus, both
Azure and Whisper are run on all audios and their
results are combined to obtain the best outcomes.

Tool Examples

Azure (1) I got 2020 on the 24 with three. Three will
be 3 is turning 2116, one 15211.
(2) They happened in 2017 and I’ll be 60 next
month, so 5556 something like that.

Whisper (1) I got two to be 20 on the 24th, well, three,
three is turning 20, one 16, one 15, two 11.
(2) That happened in 2017 and I’ll be 60 next
month, so. 55, 56, something like that.

Table 2: Comparisons between Azure and Whisper tran-
scripts, with equivalent tokens coded in matching colors.

4.2 Alignment
To map the speaker diarization (SD) output from
Azure to the Whisper output, Align4D5 is used
such that the first and last words of every utterance
in the Azure output are aligned to their correspond-
ing words in the Whisper transcript with speaker
info, and form a speaker turn spanning all words
between those words. Some words in the Whis-
per transcript may get left out from this mapping,
which are combined with either preceding or fol-
lowing adjacent utterances using heuristics.

Text-based Diarization Error Rate (TDER; Gong
et al. (2023)) is used, more suitable than traditional
metrics like WER or Diarization Error Rate (DER;
Fiscus et al. (2006)), for evaluating text-based SD.
Transcripts from 29 audios produced by Microsoft
Teams are used as the gold-standard, where Teams
identifies speakers via different audio channels with
near-perfect SD. Our aligned method achieves a
TDER of 0.56, a significant improvement over the
TDER of 0.62 achieved by Azure alone.

4.3 Segmentation
Each interview is conducted through multiple sec-
tions comprising a series of questions (Section 3.3),
yet recorded as one continuous video. It is crucial
to segment the video into sections, each of which is
5Align4D: https://github.com/emorynlp/align4d

split into sessions, where a session contains content
relevant to a specific question. Here, a session is
defined as a list of utterances where the first utter-
ance includes the corresponding question, and it is
followed by another session whose first utterance
includes the next question (if it exists). Algorithm 1
describes how a section is matched in the transcript.

Algorithm 1: section_match(U,Qc)

Input: U : a list of utterances, Q: a list of questions.
Output: An ordered list of tuples comprising

utterance IDs and their matching scores.
1 S ← similarity_matrix(U,Qc);
2 T ← [max(S∗,i) : 1 ≤ i ≤ |Qc|];
3 if average(T ) > 0.6 and

4 (|select(T, 0.8)| ≥ 3 or |select(T, 0.9)| ≥ 2)

then return sequence_alignment(S) ;
5 return ∅

Let U be a list of utterances, and Qc a list of core
questions for a specific section.6 S ∈ R|U |×|Qc| is
created, where Si,j is a similarity score between ui
∈ U and qj ∈ Qc (L1). T ∈ R|Qc| is then created
by selecting the maximum similarity score for ev-
ery question (L2). Given a function select(T, s)
that returns a list of scores in T greater than s, the
section is matched if T ’s average score is > 0.6 (L3)
and if there exist at least 3 or 2 questions whose
matching scores are > 0.8 or 0.9, respectively (L4).
If the section is matched, Gong et al. (2023)’s se-
quence alignment algorithm is applied to S, which
returns an ordered list of utterance IDs and their
matching scores for questions in Qc; otherwise, it
returns an empty list (L5). In our case, Sentence
Transformer is used to create embeddings for utter-
ances & questions (Reimers and Gurevych, 2019),
and cosine similarity is used to estimate the scores.
Overlap between spans of two sections may occur
due to incorrect matching. Algorithm 2 shows how
to remove such overlaps. Let Qc

i be a list of core
questions for the i’th section, and Ri = sm(U,Qc

i )
(sm: section_match). Given (R1, R2), R′

1 is cre-
ated by taking a subset of R1 whose utterance IDs
exist in R2 (L1), and R′

2 is created similarity (L2).
If R′

1 contains more questions with scores > 0.6
than R′

2, implying Qc
1 is more likely matched to

the overlapped span than Qc
2, R′

2 is removed from
R2 (L4); otherwise, R′

1 is removed from R1 (L5).
Finally, Algorithm 3 shows how session spans

are found for a specific section. Ce is a list of tuples
6Core questions are required for retrieving essential informa-
tion, while optional questions depend on the answers to the
core questions, so are often skipped during the interview.
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Algorithm 2: remove_overlap(R1, R2)

Input: R1, R2: ordered lists of tuples comprising
utterance IDs and their matching scores for
the first and second sections, respectively.

Output: (R1, R2): updated lists without overlaps.
1 R′

1 ← [(i, s) : ∀(i, s) ∈ R1 ∧ (i, ∗) ∈ R2];
2 R′

2 ← [(i, s) : ∀(i, s) ∈ R2 ∧ (i, ∗) ∈ R1];
3 if |select(R′

1, 0.6)| > |select(R′
2, 0.6)| then

4 return (R1, R2 \R′
2)

5 return (R1 \R′
1, R2)

comprising utterance IDs and their scores for the
k’th section created by Algorithms 1 and 2 (L1) (ro:
remove_overlap). Cℓ is created in the same man-
ner, except adapting the Levenshtein Distance (LD)
as the similarity metric (L2) (Levenshtein, 1966).
sel(C, s) returns a list of tuples comprising utter-
ance IDs and their matched question IDs, where the
scores > s. last(U,Qc

∗) returns the first utterance
ID of the (k + 1)’th section if exists; otherwise, it
returns the last utterance ID of U . C is created by
taking the intersection of Ce and Cℓ whose scores
> 0.8 and 0.7, and the last utterance ID (L3).7

For each span U ′ of utterances between Ci and
Ci+1 (exclusive for both ends), a list Q′ of optional
questions related to Ci is created (L5-7). T e is a list
of tuples comprising utterance IDs in U ′ and their
matched question IDs in Q′ with scores > 0.8, and
T ℓ is created using LD (L8-9). The intersection of
T e and T ℓ is appended to a list O (L10), which is
then merged with C and sorted to produce V (L11).

For each span U ′′ between Vi and Vi+1, a list Q′′

of any questions have not been matched in that span
is created (L14). Bipartite matching bw. U ′′ and Q′′

are performed to find matches optimizing several
criteria in Appendix B.1 (L15), accumulated, mer-
ged, and sorted to produce the final list (L16-17).

4.4 Assessment Pairing

Answers to the questions are used to determine the
values of the variables (Table 1), resulting in many-
to-many relations between questions and variables
(many-questions to one-variable is the most com-
mon case). Our data comprises five variable types.
(1) Scale assesses on an ordinal scale with ratings
for intensity, severity, or likeness. (2) Category se-
lects among binary choices or distinct class labels.
(3) Measure captures various units such as duration,
frequencies, and ages. (4) Notes are summarized

7Any section not matched by Algorithm 1 is considered absent.

Algorithm 3: session_match(U,Qc
1..4, Q

o
1..4, k)

Input: U : a list of utterances, Qc|o
1..4: lists of

core|optional questions for the 1..4’th sections,
k: the section index to segment sessions in.

Output: (R1, R2): updated lists without overlaps.
1 Ce ← ro(sme(U,Qc

k), sm
e(U,Qc

∀j ̸=k));
2 Cℓ ← ro(smℓ(U,Qc

k), sm
ℓ(U,Qc

∀j ̸=k));
3 C ← (sel(Ce, 0.8)∩ sel(Cℓ, 0.7))∪ last(U,Qc

∗);
4 O ← ∅;
5 for i← 1 to (|C| − 1) do
6 U ′ ← a list of utterances between Ci and Ci+1;
7 Q′ ← a list of questions in Qo

k related to Ci;
8 T e = sel(sme(U ′, Q′), 0.8);
9 T ℓ = sel(smℓ(U ′, Q′), 0.7);

10 O ← O ∪ (T e ∩ T ℓ);

11 (V,W ) = (sorted(C ∪O),∅);
12 for i← 1 to (|V | − 1) do
13 U ′′ ← a list of utterances between Vi and Vi+1;
14 Q′′ ← a list of questions in Qc

k ∪Qo
k that are

between Vi and Vi+1;
15 T ← the best bipartite matching results between

U ′′ and Q′′ optimizing several criteria in B.1;
16 W ←W ∪ T

17 return sorted(V ∪W )

texts documented by the interviewers. (5) Rule is
calculated based on predefined rules derived from
the other variable types. Table 3 shows the statistics
of all variables for each section in our dataset.

Type
Variables

Count
LBI THH CRA CAP Total

Scale 7 1 0 40 48 9,722

Category 4 9 15 3 31 4,258

Measure 2 0 1 24 27 3,482

Notes 1 10 3 0 14 1,146

Rule 1 0 1 25 27 6,326

Table 3: Statistics of the five types of variables. Exam-
ples of these variables are provided in Appendix B.2.

5 Experiments

5.1 Dataset

The original data contains 411 interviews (Sec. 3).
Whisper tends to generate irrelevant or repetitive se-
quences when prolonged silences occur, rendering
about ≈20% of the resulting transcripts unusable.
To address this issue, silence removal and noise can-
cellation techniques are applied, recovering ≈80%
of them. Among the 393 successful transcripts, 322
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VT Template

S&C [INTRO]. Based on the patient’s interview history, please determine {keywords} that the patient {symptom}.
[RETURN]. [REASON]. The "answer" should be in the range {range}.{attributes}

M [INTRO]. Based on the patient’s interview history, please calculate {keywords} that the patient have {symptom}.
[RETURN]. [REASON]. The "answer" should be {type}.

N

[INTRO]. Based on the formatted data from patient’s interview, please determine whether or not the formatted data
includes this specified information {single_slot}. [RETURN]. The "reason" gives a brief explanation on whether the
formatted data includes or omits the information. The "answer" should be either "yes" or "no", indicating the
presence or absence of the information in formatted data.

Table 4: Instruction templates for Scale, Category, Measure, and Notes variables. VT: Variable type, [INTRO]:
Imagine you are a professional clinician, [RETURN]: Return the answer as a JSON object with "reason" and "answer"
as the keys, [REASON]: The "reason" should provide a brief justification or explanation for the answer.

of them have human assessments (§4.4), which are
used to evaluate our approach (Table 5).

Audios Hours Turns Tokens

Original 411 703 116,501 6,035,027

Transcribe 393 651 90,174 5,499,662

Evaluation 322 515 71,412 4,335,977

Table 5: Statistics of our PTSD interview dataset.

Compared to other interview datasets8, our dataset
is the largest in the mental health domain. While
existing datasets often involve human-machine di-
alogues or crowdworker simulations, ours con-
sists of formal diagnostic interviews conducted
entirely by clinicians, making it the first clinician-
administered interview dataset. Additionally, our
dataset aims to generate comprehensive diagnos-
tic reports rather than just single scores, providing
more detailed resource for clinical practice.

5.2 Large Language Models (LLMs)
The state-of-the-art commercial and open-source
large language models, GPT-4 and Llama-2 (Tou-
vron et al., 2023), are adapted for our experiments.9

For each question, a model takes all sessions re-
lated to the variable to which the question pertains
(§4.4), and an instruction to provide the answer and
explanation. Table 4 shows our templates including
replaceable patterns to generate the instruction for
each variable type. For Scale, {keywords} can be
replaced with "how severe", and {symptom} with
"have unwanted dreams in the past month". For
Category, {keywords} can be replaced with "which
of the following categories best describes", and
{symptom} with "usual employment status". To
constrain the answer generated by the model, de-
tails such as the answer {range} for S&C, and the
8Statistics of the comparison is provided in Appendix C.1.
9Specific versions, parameters, and costs for these large lan-
guage models are provided in Appendix C.3 and C.4.

value {type} for Measure are incorporated. S has a
special pattern {attributes}, directing the model to
return a particular score under certain conditions.

Assessing model performance for Notes poses
a challenge as they must be compared against text
summarized by interviewers. Given the complexity
of this task, it is decomposed into multiple subtasks
of binary classifications, information extraction,
and categorization by adapting Chain-of-Thought
(Wei et al., 2023). First, GPT is asked to generate a
list of slots for each N variable, based on a batch of
summary notes from interviewers. Because many
of these slots have similar meanings, albeit varying
in naming, GPT is again asked to cluster them. The
clusters generated by GPT are manually refined,
resulting in final grouped slots that cover 95+% of
the initial generation. For each of these slots, an
LLM is tasked with determining if relevant content
for the slot is present in the provided sessions.10

5.3 Zero-shot V.S. Few-shot Settings

Zero-shot and few-shot settings are tested across all
variable types11. For Scale, two few-shot settings
are explored: one including an example for a single
scale point, and the other covering examples for all
scale points. For the GPT model, few-shot settings
mostly outperform zero-shot settings in predicting
Category, Measure, and Notes variables. For Scale,
the few-shot setting with a single example results in
the lowest performance. On the other hand, the few-
shot setting including examples for all scale points
shows a slight improvement in model performance.
Thus, few-shot settings are used for all experiments
with GPT. In contrast, the Llama model consis-
tently yields inferior outcomes with few-shot set-
tings compared to zero-shot settings, leading us to
adopt zero-shot settings for all Llama experiments.

10Appendix C.5 gives slot examples for Notes variables.
11Appendix C.2 gives details on zero/few-shot settings.
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Type Count
Accuracy RMSE Bias Recall

GPT-4 Llama-2 GPT-4 Llama-2 GPT-4 Llama-2 GPT-4 Llama-2

Scale 9,722 58.9 46.7 1.10 1.63 -0.04 0.51 - -

Scaleg 9,722 67.3 59.0 0.85 1.01 -0.04 0.51 - -

Category 4,258 77.2 63.6 - - - - - -

Measure 3,482 64.4 56.5 - - -0.34 -0.004 - -

Notes 1,146 - - - - - - 48.1 52.7

Rule 6,326 68.4 59.8 0.80 0.92 -0.15 0.44 - -

Table 6: Model performance on all variable types (§4.4) using four evaluation metrics (§5.4).

5.4 Evaluation Metrics

Since each variable type is uniquely defined, differ-
ent evaluation metrics are employed accordingly.
Accuracy is computed for all types except Notes.
For Notes, since the model identifies the presence
of information in the provided sessions based on
predefined slots, Recall is used as the primary met-
ric to gauge the coverage of relevant information
detected by the model. For Scale, the Root Mean
Square Error (RMSE) and Bias evaluation are used.
RMSE quantifies the magnitude of errors, whereas
Bias evaluation calculates the proportion of posi-
tive and negative residuals, thereby revealing any
directional bias in the model predictions.

5.5 Results

Table 6 gives the results for each variable type. For
Scale, additional evaluation is conducted for CAP
whose original scaling ranges from 0 to 4 where
0 indicates the absence of symptoms, 1 denotes
minimal symptoms, and 2+ are considered symp-
toms that meet or exceed the threshold for clinical
significance. To reflect this clinical demarcation,
scale points are categorized into three scale groups,
0, 1, and 2+, and evaluated as Scaleg.12

GPT consistently shows significantly higher ac-
curacy, averaging 10.5% more across all types than
Llama, and reaches an accuracy of 68.4% for Rule
accumulating outcomes of other types. Regarding
RMSE, GPT exhibits an error rate of 0.8 for Rule
using results of Scale, implying that it is less than
one scale off from human judgment on average. In
terms of Bias, ranging from -1: completely biased
to negative to 1: completely biased to positive, GPT
displays a marginal bias toward negative for Scale,
while Llama shows a strong positive bias, implying
that GPT is a bit conservative in predicting a higher
scale, whereas Llama tends to overestimate. GPT
underestimates more than Llama for Measure, how-

12Appendix C.6/C.7 presents results for each section/variable.

ever, showing a slight negative bias of 0.15 for Rule.
For Notes, Llama exhibits better performance with
a recall of 52.7% than GPT, suggesting that Llama
is more effective in retrieving relevant information.
Considering that these models are not fine-tuned on
our data, this level of performance is very promis-
ing, as we can achieve a robust model for practical
use with further training.

6 Error Analysis

A thorough error analysis is conducted by propor-
tionally sampling 100+ examples per variable type.
Six types of major errors are identified (Table 7),
with only two attributed to LLMs and the remain-
der caused by external factors, implying that the
true LLM performance may be even higher.

Misaligned Reasoning One predominant error
type occurs when models deviate from instructions
of the rating scheme, presenting seemingly logical
reasoning, although it ultimately leads to incorrect
conclusions. In Table 7, both models fail to align
the key term provided by the participant, extremely,
with the definition of score 4 - “Extreme, dramatic
physical reactivity”. Llama tends to deviate further
than GPT, resulting in a higher RMSE.

False Negatives is a major error type caused by:

1. Inaccurate assessments by clinicians. In Table 7,
the participant reports five times a week, yet the
clinician incorrectly records the frequency of
monthly basis as 5, which should have been 20
times a month.

2. Ambiguity in Scale where answers may fall be-
tween two scales, resulting in potentially valid
model predictions being marked incorrect.

3. The model’s inability to recognize paraphrased
information in Notes, mistakenly indicating the
absence of slot information. This issue particu-
larly affects GPT’s performance due to its strict
interpretation of wording variations.
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Type History Gold
Auto

Ext
GPT LM

MR

Have you had any physical reactions when something reminded you of what
happened? ... I had a horrible headache. ... How many times in the past month has
that happened? ... Those two times. ... How long did it take you to sort of feel back
to normal? I swear. It took me a minute. I got up. I got a glass of water. It took me
about. I say two to three hours. ... So how bad was that Headache? Do you think
there are any other symptoms? It was extremely. I never had. I had it like that.

4 3 2

FN ... can you think about like how often that might happen in the last month about? I
feel like about like five times a week. 5 20 20 ✓

EI ... when did those start for you? ... So, since around age 12, at least yeah yeah
because it took me a long time to really trust my stepfather. 480 NA 108 ✓

TE
... how satisfied and fulfilled have you felt about your life, with zero being like not at
all, couldn’t have a worse life, and 10 being perfect, couldn’t have a better life? I
would say a C, because it’s a lot more things that I want to do to be at a 10.

2 3 3 ✓

SM So how many times in the past month would you say some things made you upset
that reminded you of it? Rarely, maybe like two, three times? Very rarely. 2 1 1 ✓

CR
... thinking about your work in the past month, how have you been doing? ... It’s a
normal, consistent, um, it’s a normal, consistent routine where I do the same thing,
do the same thing every day.

40 NA 40

Table 7: Examples of the six error types. MR: Misaligned Reasoning, FN: False Negative, EI: External Information,
TE: Transcription Error, SM: Session Mismatching, CR: Commonsense Reasoning. Gold: clinician’s answers,
Auto: model-predicted answers. Ext: errors caused by external factors, not LLMs. NA: the model predicts None.
Clinician’s questions are highlighted in blue. Patient’s key information to the questions are highlighted in red.

External Information One common issue is the
absence of external information, such as the prior
knowledge about the patient (e.g., medical histories,
demographics) or the content of previous interview
questions. In Table 7, although both models see the
onset of symptoms at age 12, they fail to provide an
accurate response of the total symptom duration in
months because the patient’s current age (that is 52)
is not provided in the transcript. In this case, GPT
tends to generate a None answer, while Llama tends
to hallucinate the patient’s age, and thus produces
an answer based on an arbitrary assumption.

Transcription Error Transcription errors from
automatic speech recognizers often cause LLMs to
incorrectly interpret the answers, especially with
short responses (e.g., yes, no, single digits like 6),
medical terminologies, or non-verbal cues such as
nodding. In Table 7, the number ‘6’ is incorrectly
transcribed as ‘C’ in the participant’s response.

Session Mismatching A question can be mis-
matched with the transcript, especially when the
clinician extensively paraphrases it. In such cases,
the segmented session may or may not contain all
the necessary information to answer the question.
In Table 7, both models correctly answer based on
the patient’s response (1: Minimal). However, due
to the mismatch, the session is missing a part where
the patient also indicates 2 (clearly present but still
manageable), which is recorded as gold.

Commonsense Reasoning The models’ limita-
tions extend to inferring basic human experiences.
Unable to deduce standard working hours from a
normal, consistent routine in Table 7, the models
fall short of clinician-like assumptions of a typical
40-hour workweek, showcasing a gap in applying
commonsense logic to the assessment.

7 Conclusion

In this study, we undertook the task of automating
PTSD diagnostics using 411 clinician-administered
interviews. To ensure the data quality, we develop
an end-to-end pipeline streamlining transcription,
alignment, segmentation, and assessment pairing.
We also construct a pioneering framework for this
task by leveraging two state-of-the-art LLMs. Our
findings reveal the substantial potential of LLMs
in assisting clinicians with diagnostic validation
and decision-making processes. Our error analysis
suggests future directions for improvement, such
as incorporating external information or common-
sense knowledge to engineer more comprehensive
instructions. We envision that this framework holds
promise for addressing a broader spectrum of men-
tal health conditions and offers novel insights into
LLM applications within the mental health domain.
We plan to collect more data and train a custom
LLM to better preserve patients’ privacy, and de-
velop a dialogue system to conduct the interviews.
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Limitations

Although the experiment results prove the capa-
bility of LLMs to automate PTSD diagnosis, their
applications in real-world unsupervised clinical set-
tings are premature. To avoid the possible negative
influence of model errors on the patients, we rec-
ommend using this framework as a supportive tool
for clinicians in diagnostics and decision-making.

It should be noted that the clinician annotated
gold assessment data is not perfect, which may af-
fect evaluation accuracy. However, this framework
makes it easier to identify and refine the inaccura-
cies in the gold assessment data and thus improve
its overall validity. We leave the data augmentation
as the next step of our future work.

In addition, the experiments in this paper utilize
LLMs without fine-tuning. One limitation is that
we have little control over the model predictions.
The models, especially Llama-2, generate unex-
pected outputs that violate the instructions. Fur-
thermore, data privacy concerns restrict the use of
models like GPT for clinical data. To address these
issues and enhance framework adaptability, future
work will focus on developing more controllable,
open-sourced models that guarantee data protection
in line with clinical domain restrictions.

Due to strict Institutional Review Board (IRB)
regulations concerning the confidentiality of real
patient information, we are unable to release the
dataset, even in an anonymized format. However,
recognizing the importance of contributing to the
research community, we are pleased to announce
that we will release the framework utilized in our
study. This, we believe, will facilitate further re-
search and innovation, as our methodology is ver-
satile and can be adapted to a wide array of mental
health conditions, provided the requisite interview
question sets and video/transcripts are available.

Ethical Considerations

The diagnostic interview data used in this paper
was collected with informed consent approved
by the Institutional Review Board (IRB) and Re-
search Oversight Committee. The authors and clin-
icians involved in the research have passed Re-
search, Ethics, Compliance, and Safety Training
through Collaborative Institutional Training Initia-
tive13 (CITI Program). For the use of LLMs, this
study exclusively employs anonymized interviews,

13https://about.citiprogram.org

ensuring the confidentiality and privacy of all par-
ticipants. All practices in this research adhere to
the ACL Code of Ethics.

Acknowledgements

We gratefully acknowledge the support of the Doo-
Good Foundation. Any opinions, findings, and con-
clusions or recommendations expressed in this ma-
terial are those of the authors and do not necessarily
reflect the views of the DooGood Foundation.

References
Alon Bartal, Kathleen Jagodnik, Sabrina Chan, and

Sharon Dekel. 2023. Chatgpt Demonstrates Potential
for Identifying Psychiatric Disorders: Application to
Childbirth-Related Post-Traumatic Stress Disorder.

Runa Bhaumik, Vineet Srivastava, Arash Jalali, Shanta
Ghosh, and Ranganathan Chandrasekaran. 2023.
Mindwatch: A smart cloud-based ai solution for
suicide ideation detection leveraging large language
models. medRxiv, pages 2023–09.

Marco Cascella, Jonathan Montomoli, Valentina Bellini,
and Elena Bignami. 2023. Evaluating the Feasibility
of Chatgpt in Healthcare: An Analysis of Multiple
Clinical and Research Scenarios. Journal of Medical
Systems, 47(1).

Aakanksha Chowdhery, Sharan Narang, Jacob Devlin,
Maarten Bosma, Gaurav Mishra, Adam Roberts,
Paul Barham, Hyung Won Chung, Charles Sutton,
Sebastian Gehrmann, Parker Schuh, Kensen Shi,
Sasha Tsvyashchenko, Joshua Maynez, Abhishek
Rao, Parker Barnes, Yi Tay, Noam Shazeer, Vin-
odkumar Prabhakaran, Emily Reif, Nan Du, Ben
Hutchinson, Reiner Pope, James Bradbury, Jacob
Austin, Michael Isard, Guy Gur-Ari, Pengcheng Yin,
Toju Duke, Anselm Levskaya, Sanjay Ghemawat,
Sunipa Dev, Henryk Michalewski, Xavier Garcia,
Vedant Misra, Kevin Robinson, Liam Fedus, Denny
Zhou, Daphne Ippolito, David Luan, Hyeontaek Lim,
Barret Zoph, Alexander Spiridonov, Ryan Sepassi,
David Dohan, Shivani Agrawal, Mark Omernick, An-
drew M. Dai, Thanumalayan Sankaranarayana Pil-
lai, Marie Pellat, Aitor Lewkowycz, Erica Moreira,
Rewon Child, Oleksandr Polozov, Katherine Lee,
Zongwei Zhou, Xuezhi Wang, Brennan Saeta, Mark
Diaz, Orhan Firat, Michele Catasta, Jason Wei, Kathy
Meier-Hellstern, Douglas Eck, Jeff Dean, Slav Petrov,
and Noah Fiedel. 2022. Palm: Scaling Language
Modeling with Pathways.

Zachary Englhardt, Chengqian Ma, Margaret E. Morris,
Xuhai "Orson" Xu, Chun-Cheng Chang, Lianhui Qin,
Daniel McDuff, Xin Liu, Shwetak Patel, and Vikram
Iyer. 2023. From Classification to Clinical Insights:
Towards Analyzing and Reasoning About Mobile
and Behavioral Health Data With Large Language
Models.

652



Jonathan G. Fiscus, Jerome Ajot, Martial Michel, and
John S. Garofolo. 2006. The Rich Transcription 2006
Spring Meeting Recognition Evaluation. In Proceed-
ings of International Workshop on Machine Learning
and Multimodal Interaction, pages 309–322.

Guanghui Fu, Qing Zhao, Jianqiang Li, Dan Luo,
Changwei Song, Wei Zhai, Shuo Liu, Fan Wang,
Yan Wang, Lijuan Cheng, Juan Zhang, and Bing Xi-
ang Yang. 2023. Enhancing Psychological Coun-
seling with Large Language Model: A Multifaceted
Decision-Support System for Non-Professionals.

Isaac R. Galatzer-Levy, Daniel McDuff, Vivek Natara-
jan, Alan Karthikesalingam, and Matteo Malgaroli.
2023. The Capability of Large Language Models to
Measure Psychiatric Functioning.

Rachel L. Gluck, Georgina E. Hartzell, Hayley D.
Dixon, Vasiliki Michopoulos, Abigail Powers, Jen-
nifer S. Stevens, Negar Fani, Sierra Carter, Ann C.
Schwartz, Tanja Jovanovic, Kerry J. Ressler, Bekh
Bradley, and Charles F. Gillespie. 2021. Trauma
exposure and stress-related disorders in a large, ur-
ban, predominantly african-american, female sample.
Archives of Women’s Mental Health, 24(6):893–901.

Chen Gong, Peilin Wu, and Jinho D. Choi. 2023. Align-
ing Speakers: Evaluating and Visualizing Text-based
Speaker Diarization Using Efficient Multiple Se-
quence Alignment. In Proceedings of the 35th IEEE
International Conference on Tools with Artificial In-
telligence, ICTAI’23.

Jonathan Gratch, Ron Artstein, Gale Lucas, Giota Stra-
tou, Stefan Scherer, Angela Nazarian, Rachel Wood,
Jill Boberg, David DeVault, Stacy Marsella, David
Traum, Skip Rizzo, and Louis-Philippe Morency.
2014. The distress analysis interview corpus of
human and computer interviews. In Proceedings
of the Ninth International Conference on Language
Resources and Evaluation (LREC’14), pages 3123–
3128, Reykjavik, Iceland. European Language Re-
sources Association (ELRA).

Yan Hu, Qingyu Chen, Jingcheng Du, Xueqing Peng,
Vipina Kuttichi Keloth, Xu Zuo, Yujia Zhou, Zehan
Li, Xiaoqian Jiang, Zhiyong Lu, Kirk Roberts, and
Hua Xu. 2023. Improving Large Language Models
for Clinical Named Entity Recognition via Prompt
Engineering.

Yining Hua, Fenglin Liu, Kailai Yang, Zehan Li, Yi-han
Sheu, Peilin Zhou, Lauren V. Moran, Sophia Ana-
niadou, and Andrew Beam. 2024. Large Language
Models in Mental Health Care: a Scoping Review.

Shaoxiong Ji, Tianlin Zhang, Kailai Yang, Sophia Ana-
niadou, and Erik Cambria. 2023. Rethinking Large
Language Models in Mental Health Applications.

Martin B. Keller, Philip W. Lavori, Barbara Friedman,
Eileen Nielsen, Jean Endicott, Pat McDonald-Scott,
and Nancy C. Andreasen. 1987. The Longitudi-
nal Interval Follow-up Evaluation. A comprehensive

method for assessing outcome in prospective lon-
gitudinal studies. Archives Of General Psychiatry,
44(6):540–548.

Dietrich Klakow and Jochen Peters. 2002. Testing
the Correlation of Word Error Rate and Perplexity.
Speech Communication, 38(1):19–28.

Tin Lai, Yukun Shi, Zicong Du, Jiajie Wu, Ken Fu,
Yichao Dou, and Ziqi Wang. 2023. Psy-Llm: Scaling
up Global Mental Health Psychological Services with
Ai-based Large Language Models.

Bishal Lamichhane. 2023. Evaluation of Chatgpt for
Nlp-based Mental Health Applications.

Vladimir I Levenshtein. 1966. Binary Codes Capable
of Correcting Deletions, Insertions, and Reversals.
Soviet Physics Doklady, 10(8):707–710.

Jialin Liu, Changyu Wang, and Siru Liu. 2023a. Utility
of Chatgpt in Clinical Practice. Journal of Medical
Internet Research, 25:e48568.

June M. Liu, Donghao Li, He Cao, Tianhe Ren, Zeyi
Liao, and Jiamin Wu. 2023b. Chatcounselor: A
Large Language Models for Mental Health Support.

Siyang Liu, Chujie Zheng, Orianna Demasi, Sahand
Sabour, Yu Li, Zhou Yu, Yong Jiang, and Minlie
Huang. 2021. Towards emotional support dialog
systems.

Siyuan Brandon Loh and Aravind Sesagiri Raamkumar.
2023. Harnessing Large Language Models’ Empa-
thetic Response Generation Capabilities for Online
Mental Health Counselling Support. arXiv preprint
arXiv:2310.08017.

Chong Ma, Zihao Wu, Jiaqi Wang, Shaochen Xu,
Yaonai Wei, Zhengliang Liu, Xi Jiang, Lei Guo, Xi-
aoyan Cai, Shu Zhang, Tuo Zhang, Dajiang Zhu,
Dinggang Shen, Tianming Liu, and Xiang Li. 2023a.
Impressiongpt: An Iterative Optimizing Framework
for Radiology Report Summarization with Chatgpt.

Zilin Ma, Yiyang Mei, and Zhaoyuan Su. 2023b. Un-
derstanding the benefits and challenges of using large
language model-based conversational agents for men-
tal well-being support. In AMIA Annual Symposium
Proceedings, volume 2023, page 1105. American
Medical Informatics Association.

Harsha Nori, Nicholas King, Scott Mayer McKinney,
Dean Carignan, and Eric Horvitz. 2023. Capabilities
of Gpt-4 on Medical Challenge Problems.

OpenAI. 2023. Gpt-4 Technical Report.

Cheng Peng, Xi Yang, Kaleb E Smith, Zehao Yu, Aokun
Chen, Jiang Bian, and Yonghui Wu. 2023. Model
Tuning or Prompt Tuning? A Study of Large Lan-
guage Models for Clinical Concept and Relation Ex-
traction.

653



Wei Qin, Zetong Chen, Lei Wang, Yunshi Lan, Weijiey-
ing Ren, and Richang Hong. 2023. Read, diagnose
and chat: Towards explainable and interactive llms-
augmented depression detection in social media.

Alec Radford, Jong Wook Kim, Tao Xu, Greg Brock-
man, Christine McLeavey, and Ilya Sutskever. 2023.
Robust Speech Recognition via Large-scale Weak Su-
pervision. In Proceedings of the 40th International
Conference on Machine Learning, ICML’23, pages
28492–28518.

Nils Reimers and Iryna Gurevych. 2019. Sentence-Bert:
Sentence Embeddings using Siamese Bert-Networks.

David V Sheehan, Yves Lecrubier, K Harnett Sheehan,
Patricia Amorim, Juris Janavs, Emmanuelle Weiller,
Thierry Hergueta, Roxy Baker, Geoffrey C Dunbar,
et al. 1998. The mini-international neuropsychiatric
interview (mini): the development and validation of a
structured diagnostic psychiatric interview for dsm-iv
and icd-10. Journal of clinical psychiatry, 59(20):22–
33.

Ying Shen, Huiyu Yang, and Lin Lin. 2022. Automatic
depression detection: An emotional audio-textual
corpus and a gru/bilstm-based model.

Hugo Touvron, Louis Martin, Kevin Stone, Peter Al-
bert, Amjad Almahairi, Yasmine Babaei, Nikolay
Bashlykov, Soumya Batra, Prajjwal Bhargava, Shruti
Bhosale, Dan Bikel, Lukas Blecher, Cristian Canton
Ferrer, Moya Chen, Guillem Cucurull, David Esiobu,
Jude Fernandes, Jeremy Fu, Wenyin Fu, Brian Fuller,
Cynthia Gao, Vedanuj Goswami, Naman Goyal, An-
thony Hartshorn, Saghar Hosseini, Rui Hou, Hakan
Inan, Marcin Kardas, Viktor Kerkez, Madian Khabsa,
Isabel Kloumann, Artem Korenev, Punit Singh Koura,
Marie-Anne Lachaux, Thibaut Lavril, Jenya Lee, Di-
ana Liskovich, Yinghai Lu, Yuning Mao, Xavier Mar-
tinet, Todor Mihaylov, Pushkar Mishra, Igor Moly-
bog, Yixin Nie, Andrew Poulton, Jeremy Reizen-
stein, Rashi Rungta, Kalyan Saladi, Alan Schelten,
Ruan Silva, Eric Michael Smith, Ranjan Subrama-
nian, Xiaoqing Ellen Tan, Binh Tang, Ross Tay-
lor, Adina Williams, Jian Xiang Kuan, Puxin Xu,
Zheng Yan, Iliyan Zarov, Yuchen Zhang, Angela Fan,
Melanie Kambadur, Sharan Narang, Aurelien Ro-
driguez, Robert Stojnic, Sergey Edunov, and Thomas
Scialom. 2023. Llama 2: Open Foundation and Fine-
Tuned Chat Models.

Michel Valstar, Björn Schuller, Kirsty Smith, Timur Al-
maev, Florian Eyben, Jarek Krajewski, Roddy Cowie,
and Maja Pantic. 2014. Avec 2014: 3d dimensional
affect and depression recognition challenge. In Pro-
ceedings of the 4th International Workshop on Au-
dio/Visual Emotion Challenge, AVEC ’14, page 3–10,
New York, NY, USA. Association for Computing Ma-
chinery.

Frank W. Weathers, Michelle J. Bovin, Daniel J.
Lee, Denise M. Sloan, Paula P. Schnurr, Danny G.
Kaloupek, Terence M Keane, and Brian P. Marx.
2018. The Clinician-Administered PTSD Scale for

DSM-5 (CAPS-5): Development and initial psycho-
metric evaluation in military veterans. Psychological
Assessment, 30(3):383–395.

Jason Wei, Xuezhi Wang, Dale Schuurmans, Maarten
Bosma, Brian Ichter, Fei Xia, Ed Chi, Quoc Le, and
Denny Zhou. 2023. Chain-of-Thought Prompting
Elicits Reasoning in Large Language Models.

World Health Organization. 2021. Mental health atlas
2020. World Health Organization.

World Medical Association. 2013. World Medical As-
sociation Declaration of Helsinki: Ethical Principles
for Medical Research Involving Human Subjects.
The Journal of the American Medical Association,
310(20):2191–2194.

Yuqi Wu, Jie Chen, Kaining Mao, and Yanbo Zhang.
2023. Automatic Post-Traumatic Stress Disorder
Diagnosis via Clinical Transcripts: A Novel Text
Augmentation with Large Language Models. In 2023
IEEE Biomedical Circuits and Systems Conference
(BioCAS), pages 1–5.

Xuhai Xu, Bingsheng Yao, Yuanzhe Dong, Saadia
Gabriel, Hong Yu, James Hendler, Marzyeh Ghas-
semi, Anind K. Dey, and Dakuo Wang. 2023. Mental-
Llm: Leveraging Large Language Models for Mental
Health Prediction via Online Text Data.

Kailai Yang, Tianlin Zhang, Ziyan Kuang, Qianqian Xie,
Sophia Ananiadou, and Jimin Huang. 2023. Mental-
lama: Interpretable Mental Health Analysis on Social
Media with Large Language Models.

Binwei Yao, Chao Shi, Likai Zou, Lingfeng Dai,
Mengyue Wu, Lu Chen, Zhen Wang, and Kai Yu.
2022. D4: a chinese dialogue dataset for depression-
diagnosis-oriented chat.

Tianlin Zhang, Annika M. Schoene, Shaoxiong Ji, and
Sophia Ananiadou. 2022. Natural language process-
ing applied to mental illness detection: a narrative
review. npj Digital Medicine, 5(1).

654



A Section Details

Table 8 - 11 give examples for 4 core sections. Each
example includes the standard interview Question,
the Variable that the question belongs to, and the
example Sessions between the Clinician and the
Participant.

The Mini International Neuropsychiatric Inter-
view (MINI) is a brief, structured diagnostic inter-
view for diagnosing 17 major psychiatric disor-
ders (Sheehan et al., 1998). We adopt 6 modules
from MINI to assess conditions such as Major De-
pressive Episode (MDE), Mania & Hypomania (MH),
PTSD (past incidents), Psychosis Symptoms (PS),
Substance Use Disorder (SUD), and Alcohol Use
Disorder (AUD). Table 12 provides an example from
the MDE module.

Q What has been your primary source of income over
the past month?

V lbi_a1

S C: You got to do it all over again. Are you working
full time?
P: Yes.

Q How would you rate your overall satisfaction on a
scale of 1 to 10, with 1 being the best and 10 being
the worst?

V lbi_e1

S C: In the past month, like how satisfied have you felt
with your life? If we were doing like a scale of one
to 10, one is like, it’s the worst. This is the worst I’ve
ever had in my life. 10 being like, this is, I’m living
my best life. Living my life like it’s golden.
P: I actually feel like that now. I actually do. Cause
until January 1st of this year, I had been unemployed
the last two years.

Table 8: Two examples of the LBI section.

Q Do you have any current physical health conditions?

V thh_medicalcond

S C: OK, so now we’re going to move on to talking
about your health and treatment history. Do you cur-
rently have, do you have any current physical health
conditions? Did you say no? OK, I couldn’t hear
what you were saying. Go ahead.
P: I have a skin condition called eczema.

Q In the past, have you been treated for any emo-
tional/mental health problems with therapy or hospi-
talization?

V thh_tx_yesno

S C: In the past, have you been treated for any emo-
tional or mental health problem with therapy or hos-
pitalization?
P: No. Yes.

Table 9: Two examples of the THH section.

Q Tell me a little bit more about what happend.

V trauma1whathappened

S C: OK, and what would that be?
P: My mom worked at the airport here in xxx. It was
the food catering place. They put the food, made the
food for the planes. When I was a child, every year,
they would sponsor a day at xxx. They would go out
there and barbecue. We took over the whole picnic
area. You had free entrance to the park, plus tickets
to do all the little fair games and all that good stuff.
Having a good time. My mom asked my stepfather
to go with us because he had a car. He said he didn’t
wanna go and he wasn’t going nowhere. So my mom
put us all on the bus. We drove the bus out there.
When we came home, it was like 11 o’clock. Of
course, we living in xxx. You know that bus ride
was long. It was dark, dark when we got home and
she had all three of her children with her. My mom
unlocked the door, closed that door, the house was
pitch black. That man shot down them steps at my
mama and all three of her children five times.

Table 10: An example of the CRA section.

Q Tell me a little bit more about what happend.

V dsm5capscritb 01trauma1_distress

S C: To this day, let’s say over the past month. So since
like the beginning of April, end of March, have you
had unwanted memories of this event? Does it ran-
domly pop into your mind at all? Like while you’re
awake?
P: Well, actually my daughter’s in an abusive relation-
ship. So yes, I do think about it a lot. Every time I see
her, all I think about is my mom. How she endured it.

Q How often in the past month?

V dsm5capscritc02trauma1_num

S C: So in the last month, thinking about the things
that you have tried to avoid, how often would you say
you’ve done that?
P: I guess every day. I don’t know. I just, the most
I’ve done is just, and me avoiding stuff is me just
sitting here smoking and playing my video game.
That avoids me from thinking about anything negative
in my life. And I just try to avoid that.

Table 11: Two examples of the CAP section.

Q For the past two weeks, were you depressed or down,
or felt sad, empty or hopeless most of the day, nearly
every day?

V miniv7_mde_c_a1

S C: I’m going to ask you some different questions.
We’re going to focus on the past two weeks right now.
So for the past two weeks, did you feel depressed,
down, sad, empty or hopeless for most of the day,
almost every day the past two weeks?
P: Um, no.

Table 12: An example of the MINI section.
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B Data Preprocessing Details

B.1 Final Matching Criteria
The best bipartite result should follow the criteria:

• All matching IDs need to be ascending.

• Only edges whose embedding cosine similarity >
0.4 are kept.

• Maximize: y =
∑n

i=1 ai · xi, subject to xi ≥ 0,
for i = 1, . . . , n.

In our case, let n = 9, with the following variables:

• x1: the sum of Sentence Transformer (ST) cosine
similarity scores of all edges

• x2: the sum of Levenshtein Distance (LD) simi-
larity scores of all edges

• x3: the average ST cosine similarity scores of all
matched questions

• x4: the average LD similarity scores of all
matched questions

• x5: the total number of matched core questions

• x6: the total number of matched questions that
take the maximum ST cosine similarity result

• x7: the total number of matched questions that
take the maximum LD similarity result

• x8: the total number of matched core questions
that take the maximum ST cosine similarity result

• x9: the total number of matched core questions
that take the maximum LD similarity result

And the coefficients are set as:

• a1 = a2 = 1

• a3 = a4 = 1

• a5 = a6 = a7 = 0.1

• a8 = a9 = 0.2

B.2 Variable Examples
Table 13 - 17 show examples for each variable type.
Every example includes the Variable name, replace-
able Patterns for prompt generation (Section 5),
answer Range, and covered Questions. Note that
Measure, Notes, and Rule variables do not have a
predefined range. And Rule variables are calculated
from the results of their Related Variables.

V dsm5capscritb01trauma1_distress

P {keywords}: how intense in the past month
{symptom}: unwanted memories of the traumatic
event while awake
{attributes}:
- If the symptom only exists in dreams, the answer
should be 0.
- If the symptom is not perceived as involuntary and
intrusive, the answer should be 0.

R 0: None,
1: Minimal, minimal distress or disruption of activi-
ties
2: Clearly Present, distress clearly presented but still
manageable, some disruption of activities
3: Pronounced, considerable distress, difficulty dis-
missing memories, marked disruption of activities
4: Extreme, incapacitating distress, cannot dismiss
memories, unable to continue activities

Q In the past month, have you had any unwanted mem-
ories of it while you were awake, so not counting
dreams?
- How does it happen that you start remembering it?
–Are these unwanted memories, or are you thinking
about it on purpose?
- How much do these memories bother you?
- Are you about to put them out of your mind and
think about something else?
– Overall, how much of a problem is this for you?
— How so?

Table 13: An example of the Scale variable. Questions
start with - are optional questions that might be skipped
based on the participant’s response.

V lbi_a1

P {keywords}: which of the following categories best
describes,
{symptom}: usual employment status

R 1: Full-Time Gainful Employment
2: Part-Time Gainful Employment (30 hours or
less/week)
3: Unemployed But Expected by Self or Others
4: Unemployed But Not Expected by Self or Others
(e.g., physically disabled)
5: Retired
6: Homemaker
7: Student (Includes Part-Time)
8: Leave of Absence Due to Medical Reasons (e.g.,
holding job; plans to return)
9: Volunteer Work - Full Time
10: Volunteer Work - Part Time
11: Other
888: N/A

Q What has been your primary source of income over
the past month?

Table 14: An example of the Category variable.
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V dsm5capscritb01trauma1_num

P {keywords}: how intense in the past month
{symptom}: unwanted memories of the traumatic
event while awake
{type}: an integer representing the frequency of the
symptom in the past month

Q - How often have you had these memories in the past
month?

Table 15: An example of the Measure variable. The
corresponding question for this question is optional,
which might be skipped if the participant denies the
presence of the symptom.

V critaprobenotes

P {slots}:
- trauma_reactions
- trauma_details
- life_changes
- coping_and_changes
- worldview_changes
- health_concerns
- family_and_social_context
- nightmare_details
- intrusive_experiences
- trauma_cognition
- trust_and_safety
- impact_assessment
- age_and_time_factors
- substance_use
- therapy_and_progress
- eating_disorders

Q You discussed a number of traumas in the last visit
with our team members.
What would you say is the one that has been most
impactful where you are still noticing it affecting
you?
-* How much do you think about what happened to
this day?
-* How often do you have nightmares about what
happend?
-* How much did it change the way you think about
yourself and the world?
- In the past month, which of these have you thought
about more often or had nightmares about or find
yourself purposely avoiding thinking about?
– Are there any other stressors that you find yourself
thinking about when you don’t want to or avoiding?

Table 16: An example of the Notes variable. Ques-
tions start with - are optional questions which might
be skipped based on the participant’s response. Ques-
tions start with * are recurrent questions which might
be asked multiple times during the interview.

V dsm5capscritb01trauma1

R 0: Absent
1: Mild/subthreshold
2: Moderate/threshold
3: Severe/markedly elevated
4: Extreme/incapacitating

RV dsm5capscritb01trauma1_distress
dsm5capscritb01trauma1_num

Table 17: An example of the Rule variable.

C Experiments Details

C.1 Dataset Comparison
Table 18 gives the comparison with related datasets
in the metal health domain.

Dataset A H Turns Utters
DAIC

(Gratch et al., 2014) 189 51 - -

AViD
(Valstar et al., 2014) 300 240 - -

EATD
(Shen et al., 2022) 162 2.26 - -

Psych8k
(Liu et al., 2023b) 260 260 - -

D4
(Yao et al., 2022) - - 28,855 81,559

ESConv
(Liu et al., 2021) - - - 31,410

Ours 322 515 71,412 142,824

Table 18: Comparisons with existing mental health in-
terview/dialogue datasets in terms of Audio counts, total
Hours, total and utterances.

C.2 Details on Zero-shot/Few-shot Settings
We randomly sampled 30 instances for each vari-
able type and asked both models to predict un-
der zero-shot and few-shot settings. For the GPT
model, few-shot settings generally yield better per-
formance. However, the Llama model consistently
fails to follow instructions as the context length
grows, leading to significant degradation with few-
shot prompting. Additionally, we observed a 28%
increase in the likelihood of generating an unex-
pected response format, such as deviating from
the requested JSON format, when using few-shot
settings.

C.3 Experiment Costs
GPT-4 The pricing of the GPT-4 Turbo model
is $0.01/1K tokens for input and $0.03/1K tokens
for output. We spend approximately $300 (upper
bound) to complete GPT experiments in this paper.

Llama-2 We use a single NVIDIA H100 GPU
for Llama inferences with a batch size of 1, taking
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Type
Zero-shot Few-shot

GPT-4 Llama-2 GPT-4 Llama-2

Scale 60.0 50.0 63.3 36.7

Scale1 - - 56.7 40.0

Category 43.3 40.0 46.7 33.3

Measure 56.7 56.7 60.0 50.0

Notes 41.0 42.7 43.6 34.9

Table 19: Model performance on zero-shot and few-shot
settings. Scale1 refers to the few-shot setting that only
include one example for a single scale point. Accuracy
is the metric used for all variable types except Notes
variables, which are evaluated using Recall.

roughly 10 seconds per request. Completing a full
set of experiments on all samples requires ~3 days.

C.4 LLM Configurations

We utilize gpt-4-1106-preview, the latest GPT-
4 Turbo model, and llama-2-70b-chat-hf, the
largest Llama-2 model. For GPT, to enhance
the stability and consistency of the model out-
put, we configure the temperature parameter to
0. This adjustment makes the model’s response
more deterministic. Besides, we also employ pa-
rameters exclusive to GPT-4 Turbo and GPT-3.5
Turbo, namely response_format and seed. Setting
response_format to "json_object" constrains the
model to generate parsable JSON strings, facili-
tating easier data handling and analysis. Despite
ChatGPT’s non-deterministic nature, seed parame-
ter enables users to obtain consistent outputs across
multiple requests, as long as there are no changes
at the system level.

As for the Llama, we conduct experiments in-
volving different temperature, top_p, and repeti-
tion_penalty separately. The results indicate that
the model gives better performance with a temper-
ature setting of 0.3, a top_p of 0.9, and a repeti-
tion_penalty of 1.

C.5 Slot Examples for Notes Variable

Table 20 outlines the process for generating,
merging, and formatting the slots in Notes vari-
ables (§5.2). Initially, we compile all clinician-
summarized notes for each Notes variable and input
them into the GPT model using the NSG prompt
to produce a list of slots. Due to potential overlaps,
the NSM prompt directs the model to consolidate
these slots into clusters, ensuring both conciseness
and comprehensiveness. Subsequently, the NSF
prompt is used to format both the gold-standard
summaries and the corresponding interview ses-

sions, facilitating a straightforward comparison of
the structured slot arrangements.

C.6 Model Performance by Sections
Table 21 presents model performances by each sec-
tion. Note that THH section lacks Measure and Rule
variables, whereas CRA section does not contain
Scale variables. The grouped scaleg is exclusively
applied within the CAP section.

C.7 Model Performance by Variables
Table 22 lists results for each variable following
the four evaluation metrics (Section 5.4).
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Step Template

NSG As a clinician who has conducted interviews with multiple patients, you are tasked with structuring the interview
data into a more organized format. To achieve this, identify general "slots" from the interview question and answers.
These slots should represent key themes or types of information that can be adapted to various responses from
different patients.
For each identified slot, provide a brief explanation of why it has been chosen, focusing on its relevance and utility
in categorizing interview data.
Your findings should be presented in a JSON format as a list, for example: [{"reason": "This slot captures the
primary health concern of the patient, a common theme across all interviews", "slot": "primary_health_concern"
}, {"reason": "This slot pertains to the patient’s lifestyle habits, which is crucial for understanding health context",
"slot": "lifestyle_habits" } ].
Remember to ensure that the slots are broad enough to be applicable across different patient responses yet specific
enough to offer meaningful categorization.

NSM Imagine you are a clinician who documents patient interviews in a structured, slot-filling manner. Sometimes, certain
slots may have overlapping or similar content. Your task is to review a given list of slots and merge those that are
similar. The merged results should be returned as a JSON object, where each key represents a merged slot, and the
corresponding value is a list of the original slots that have been combined under this merged category.
For instance, if the list of slots is: ["daily_routine", "work_events", "daily_activity", "daytime_activities",
"work_routine"], a possible merged result could be: {"daily_routine": ["daily_routine", "daily_activity", "day-
time_activities"], "work": ["work_events", "work_routine"]}.
When you receive a list of slots, analyze and merge them accordingly, ensuring that the merged slots are logically
grouped and accurately represent the original information categories.

NSF Imagine you are a professional clinician. Based on the patient’s interview history, please extract specific information
and fill in the following slots: {slots}. If the interview history does not provide information for any of these slots,
please enter an empty string (”) for that slot. Return the answer as a JSON object.

Table 20: Prompts used for Notes Variable Slot structure Generation, Merging, and Formatting.

Type Count
Accuracy RMSE Bias Recall

GPT-4 Llama-2 GPT-4 Llama-2 GPT-4 Llama-2 GPT-4 Llama-2

LB
I

Scale 1,281 54.6 44.7 1.26 1.42 0.46 0.45 - -

Category 594 74.6 67.3 - - - - - -

Measure 99 68.7 66.7 - - -0.16 -0.09 - -

Notes 203 - - - - - - 42.0 50.8

Rule 215 43.3 37.7 0.94 0.98 0.44 0.43 - -

TH
H

Scale 29 55.2 51.7 1.20 1.25 0.23 0.43 - -

Category 1,527 92.6 85.9 - - - - - -

Notes 633 - - - - - - 52.5 59.8

CR
A

Category 1,737 63.7 42.4 - - - - - -

Measure 143 63.6 55.9 - - -0.58 -0.36 - -

Notes 310 - - - - - - 47.2 43.5

Rule 146 91.8 71.9 0.38 0.97 0.83 -0.51 - -

CA
P

Scale 8,412 59.6 47.0 1.07 1.66 -0.14 0.52 - -

Scaleg 8,412 69.3 61.2 0.77 0.93 -0.15 0.53 - -

Category 400 81.0 64.5 - - - - - -

Measure 3,240 64.2 56.3 - - -0.33 0.01 - -

Rule 5,965 68.8 60.4 0.81 0.92 -0.19 0.46 - -

Table 21: Model performances on 4 sections (§4.4) using four evaluation metrics (§5.4).
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Variable Count
Acc RMSE Bias Recall

GPT LM2 GPT LM2 GPT LM2 GPT LM2

Scale Variable

lbi_a2b 199 53.8 37.7 1.31 2.05 0.37 0.68 - -

lbi_a3 201 56.7 52.7 0.96 0.99 0.31 0.47 - -

lbi_a4 63 50.8 55.6 0.90 1.02 0.23 0.29 - -

lbi_b1a_family 207 46.9 54.6 1.78 1.36 0.49 0.11 - -

lbi_b2 212 60.8 44.8 1.19 1.02 0.47 0.49 - -

lbi_d 194 52.1 38.7 1.29 1.29 0.53 0.53 - -

lbi_e1 205 58.5 36.1 0.91 1.66 0.65 0.42 - -

dx_understanding 29 55.2 51.7 1.20 1.25 0.23 0.43 - -

dsm5capscritb01trauma1_distress 257 59.5 53.3 0.89 1.67 -0.44 0.48 - -

dsm5capscritb02trauma1_distress 254 69.7 53.9 0.72 1.16 -0.56 0.32 - -

dsm5capscritb03trauma1_distress 249 67.9 51.8 0.73 1.35 -0.05 0.68 - -

dsm5capscritb04trauma1_distress 259 57.1 40.5 0.96 1.25 -0.35 0.47 - -

dsm5capscritb05trauma1_distress 243 63.8 56.8 0.90 1.04 -0.11 0.37 - -

dsm5capscritc01trauma1_distress 253 46.2 39.9 1.77 1.92 -0.34 0.53 - -

dsm5capscritc02trauma1_distress 243 58.0 45.7 0.99 1.20 -0.04 0.64 - -

dsm5capscritd01trauma1_distress 242 66.1 53.7 0.92 1.13 -0.10 0.30 - -

dsm5capscritd02trauma1_distress 256 56.6 36.7 0.85 1.31 -0.06 0.83 - -

caps5trauma1related_d02 164 57.9 55.5 0.97 0.85 -0.71 0.07 - -

dsm5capscritd03trauma1_distress 248 61.7 58.9 0.94 0.92 -0.56 0.24 - -

dsm5capscritd04trauma1_distress 252 56.0 49.2 0.93 1.13 -0.03 0.55 - -

caps5trauma1related_d04 160 63.8 54.4 0.89 0.84 -0.28 0.10 - -

dsm5capscritd05trauma1_distress 253 57.7 47.8 1.00 1.18 -0.08 0.53 - -

caps5trauma1related_d05 138 53.6 44.9 1.06 0.96 -0.56 0.21 - -

dsm5capscritd06trauma1_distress 255 53.5 47.5 1.01 1.23 0.09 0.66 - -

caps5trauma1related_d06 156 51.3 41.0 0.98 0.90 -0.47 0.35 - -

dsm5capscritd07trauma1_distress 257 59.5 45.5 0.88 1.22 0.04 0.67 - -

caps5trauma1related_d07 128 55.5 44.5 0.96 0.94 -0.16 0.35 - -

dsm5capscrite01trauma1_distress 257 60.3 46.7 0.79 1.13 0.33 0.78 - -

caps5trauma1related_e01 148 52.7 33.8 3.54 3.44 -0.74 0.06 - -

dsm5capscrite02trauma1_distress 251 67.3 61.0 0.71 1.11 0.02 0.31 - -

caps5trauma1related_e02 50 74.0 58.0 1.09 1.26 -0.38 0.43 - -

dsm5capscrite03trauma1_distress 255 51.4 47.1 1.09 1.20 0.32 0.54 - -

caps5trauma1related_e03 155 50.3 51.6 0.93 0.86 -0.40 0.17 - -

dsm5capscrite04trauma1_distress 252 63.1 52.8 0.85 1.05 -0.03 0.60 - -

caps5trauma1related_e04 117 50.4 53.0 0.99 0.88 -0.55 0.13 - -

dsm5capscrite05trauma1_distress 256 59.8 53.5 0.81 0.99 -0.13 0.58 - -

caps5trauma1related_e05 161 57.8 41.6 1.09 0.99 -0.79 0.51 - -

dsm5capscrite06trauma1_distress 256 53.5 52.7 1.02 1.06 0.09 0.37 - -

caps5trauma1related_e06 181 63.0 38.7 1.0 10.2 -0.67 0.37 - -

dsmiv_future_frequency_current 251 80.1 48.6 0.81 6.02 0.40 0.80 - -

dsmiv_future_intens_current 246 69.1 40.2 0.93 1.77 0.61 0.90 - -

continued on next page
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continued from previous page

Variable Count
Acc RMSE Bias Recall

GPT LM2 GPT LM2 GPT LM2 GPT LM2

dsm5capscritg_trauma1_distress 228 53.9 43.4 1.08 1.39 0.35 0.69 - -

dsm5capscritg_trauma1_impair 226 51.8 42.0 0.93 1.27 -0.28 0.57 - -

dsm5capscritg_trauma1_fx 205 54.1 29.3 1.10 1.56 -0.04 0.81 - -

dsm5depersonalization_sev 255 67.5 52.2 0.80 1.25 -0.08 0.49 - -

caps5trauma1related_diss01 76 53.9 31.6 1.16 1.26 0.31 0.19 - -

dsm5derealization_sev 249 63.1 30.9 0.98 1.74 0.20 0.88 - -

caps5trauma1related_diss02 70 55.7 27.1 1.11 1.25 -0.03 0.53 - -

Category Variable

lbi_a1 200 70.0 41.0 - - - - - -

lbi_student 201 95.0 89.1 - - - - - -

lbi_c1a 192 57.8 71.9 - - - - - -

lbi_c2 1 100 100 - - - - - -

thh_medicalcond 206 92.7 88.8 - - - - - -

thh_tx_curr_yesno 215 94.9 80.9 - - - - - -

thh_tx_yesno 233 89.7 87.6 - - - - - -

feedback_helpful 79 94.9 89.9 - - - - - -

thh_txneed_yesno 96 92.7 88.5 - - - - - -

thh_psychmed_curr_yesno 194 92.3 88.7 - - - - - -

thh_psychmed_yesno 198 95.5 93.4 - - - - - -

thh_suicide_yesno 236 90.7 77.1 - - - - - -

thh_suicide_pw_yesno 70 94.3 78.6 - - - - - -

trauma1lifeeventscl 146 61.6 12.3 - - - - - -

trauma1_exposure_type___1 146 77.4 67.1 - - - - - -

trauma1_exposure_type___2 146 77.4 43.2 - - - - - -

trauma1_exposure_type___3 146 67.8 28.1 - - - - - -

trauma1_exposure_type___4 146 65.8 22.6 - - - - - -

caps_e1_lt 145 62.1 45.5 - - - - - -

caps_e1_ltself 73 64.4 64.4 - - - - - -

caps_e1_ltother 74 41.9 44.6 - - - - - -

caps_e1_si 146 43.8 39.7 - - - - - -

caps_e1_siself 61 54.1 65.6 - - - - - -

caps_e1_siother 61 60.7 29.5 - - - - - -

caps_e1_tpi 146 54.1 52.7 - - - - - -

caps_e1_tpiself 79 84.8 75.9 - - - - - -

caps_e1_tpiother 77 49.4 26.0 - - - - - -

trauma1_nomemory 145 75.2 44.8 - - - - - -

dsm5caps_critf_cur1_yesno 202 78.7 41.6 - - - - - -

dsm5caps_critf_cur1_c 198 83.3 87.9 - - - - - -

Measure Variable

lbi_a2a 99 68.7 66.7 - - 41.9 45.5 - -

trauma1age 143 63.6 55.9 - - 21.2 31.7 - -

dsm5capscritb01trauma1_num 162 63.6 58.0 - - 37.3 52.9 - -

continued on next page
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Variable Count
Acc RMSE Bias Recall

GPT LM2 GPT LM2 GPT LM2 GPT LM2

dsm5capscritb02trauma1_num 98 74.5 63.3 - - 28.0 52.8 - -

dsm5capscritb03trauma1_num 84 72.6 59.5 - - 47.8 76.5 - -

dsm5capscritb04trauma1_num 177 62.1 58.8 - - 17.9 42.5 - -

dsm5capscritb05trauma1_num 137 59.1 57.7 - - 28.6 50.0 - -

dsm5capscritc01trauma1_num 170 59.4 53.5 - - 31.9 54.4 - -

dsm5capscritc02trauma1_num 140 63.6 54.3 - - 27.5 54.7 - -

dsm5capscritd01trauma1_num 87 50.6 48.3 - - 32.6 82.2 - -

dsm5capscritd02trauma1_num 168 76.2 69.0 - - 47.5 59.6 - -

dsm5capscritd03trauma1_num 120 65.0 57.5 - - 23.8 43.1 - -

dsm5capscritd04trauma1_num 166 72.3 68.1 - - 39.1 45.3 - -

dsm5capscritd05trauma1_num 138 65.9 59.4 - - 42.6 46.4 - -

dsm5capscritd06trauma1_num 155 69.7 63.2 - - 27.7 40.4 - -

dsm5capscritd07trauma1_num 140 61.4 60.0 - - 40.7 53.6 - -

dsm5capscrite01trauma1_num 135 65.9 62.2 - - 21.7 54.9 - -

dsm5capscrite02trauma1_num 61 83.6 68.9 - - 80.0 89.5 - -

dsm5capscrite03trauma1_num 159 73.0 67.3 - - 37.2 34.6 - -

dsm5capscrite04trauma1_num 131 68.7 60.3 - - 24.4 50.0 - -

dsm5capscrite05trauma1_num 168 69.0 66.1 - - 21.2 35.1 - -

dsm5capscrite06trauma1_num 184 72.8 61.4 - - 40.0 31.0 - -

dsmcaps_critf_cur1_nummonths 191 49.7 22.5 - - 60.4 81.8 - -

dsm5caps_critf_cur1_b 181 35.7 22.0 - - 17.9 19.0 - -

dsm5depersonalization_num 84 59.5 51.2 - - 32.4 65.9 - -

dsm5derealization_num 3 100 33.3 - - 0.00 50.0 - -

Notes Variable

life_base_typicalday 203 - - - - - - 42.0 50.8

thh_medicalcond_desc 100 - - - - - - 56.8 80.1

thh_tx_curr_descr 59 - - - - - - 53.6 73.8

thh_tx_descr 135 - - - - - - 44.0 57.4

dx_knowledge 33 - - - - - - 59.4 48.5

dx_lackknowledge 20 - - - - - - 60.7 37.9

feedback_info 66 - - - - - - 75.1 48.1

thh_txneed_desc 45 - - - - - - 59.7 49.4

thh_psychmed_descr 89 - - - - - - 40.4 59.0

thh_suicide_desc 73 - - - - - - 56.9 67.0

thh_suicide_pw_desc 13 - - - - - - 62.2 62.3

critaprobenotes 143 - - - - - - 50.8 37.4

trauma1whathappened 143 - - - - - - 42.7 51.4

trauma1describe 24 - - - - - - 51.4 48.9

Rule Variable

lbi_e2 215 43.3 37.7 0.94 0.98 0.44 0.43 - -

caps_e1_crita 146 91.8 71.9 0.38 0.97 0.83 -0.51 - -

dsm5capscritb01trauma1 253 62.8 63.6 0.81 0.90 -0.51 0.28 - -

continued on next page
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Variable Count
Acc RMSE Bias Recall

GPT LM2 GPT LM2 GPT LM2 GPT LM2

dsm5capscritb02trauma1 250 88.0 70.0 0.53 0.80 -0.47 0.47 - -

dsm5capscritb03trauma1 246 86.2 63.4 0.54 0.96 0.00 0.82 - -

dsm5capscritb04trauma1 255 67.5 60.0 0.86 0.95 -0.57 0.25 - -

dsm5capscritb05trauma1 241 74.7 69.7 0.73 0.75 -0.18 0.26 - -

dsm5capscritc01trauma1 250 55.2 54.8 0.94 0.97 -0.64 0.36 - -

dsm5capscritc02trauma1 242 71.9 61.2 0.83 0.93 -0.29 0.51 - -

dsm5capscritd01trauma1 239 81.2 66.5 0.68 1.02 0.24 0.60 - -

dsm5capscritd02trauma1 222 62.6 46.4 0.79 1.09 -0.16 0.83 - -

dsm5capscritd03trauma1 246 72.0 72.0 0.85 0.74 -0.48 0.36 - -

dsm5capscritd04trauma1 251 63.7 62.2 0.94 1.02 -0.08 0.35 - -

dsm5capscritd05trauma1 252 59.9 53.6 0.98 1.00 -0.19 0.42 - -

dsm5capscritd06trauma1 254 55.9 50.8 1.03 1.10 -0.07 0.57 - -

dsm5capscritd07trauma1 255 63.1 60.0 0.85 0.95 -0.17 0.59 - -

dsm5capscrite01trauma1 255 72.5 51.4 0.69 0.90 0.03 0.66 - -

dsm5capscrite02trauma1 250 90.4 76.8 0.38 0.73 0.75 0.90 - -

dsm5capscrite03trauma1 220 57.3 58.6 0.91 0.96 0.09 0.43 - -

dsm5capscrite04trauma1 250 75.6 72.0 0.71 0.79 -0.08 0.63 - -

dsm5capscrite05trauma1 254 65.7 67.7 0.80 0.77 -0.36 0.54 - -

dsm5capscrite06trauma1 254 55.9 52.8 1.05 0.96 0.05 0.27 - -

dsmcaps_critf_admin 28 75.0 100 0.50 0.00 -1.00 -1.00 - -

dsm5depersonalization 246 85.4 64.2 0.61 0.78 -0.06 0.70 - -

dsm5derealization 243 75.3 39.1 0.69 1.14 0.27 0.76 - -

dsm5capsglobalvalidtrauma1 255 63.5 63.5 0.84 0.84 -1.00 -1.00 - -

dsm5capsglobalsevtrauma1 254 44.1 42.9 0.91 0.97 0.21 0.45 - -

Table 22: Model performances on all variable (§4.4) using four evaluation metrics (§5.4).
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Abstract
We demonstrate DialBB, a dialogue system de-
velopment framework, which we have been
building as an educational material for dialogue
system technology. Building a dialogue system
requires the adoption of an appropriate archi-
tecture depending on the application and the
integration of various technologies. However,
this is not easy for those who have just started
learning dialogue system technology. There-
fore, there is a demand for educational materi-
als that integrate various technologies to build
dialogue systems, because traditional dialogue
system development frameworks were not de-
signed for educational purposes. DialBB en-
ables the development of dialogue systems by
combining modules called building blocks. Af-
ter understanding sample applications, learners
can easily build simple systems using built-in
blocks and can build advanced systems using
their own developed blocks.

1 Introduction

To build a dialogue system, it is generally necessary
to adopt an appropriate architecture according to
the application and integrate various technologies.
While the advancements in large language models
have led some to believe that dialogue systems can
be developed solely with these models and that the
developers do not need to know about architecture
and elemental technologies, there are issues such
as hallucinations, so it is not always practical to
build dialogue systems with only large language
models, depending on the application.

Over the years, research into dialogue systems
has evolved, accumulating knowledge on what kind
of dialogue systems should be built with what tech-
nologies and what architectures. However, it is not
easy for people who are learning dialogue system
technology to acquire this knowledge. An educa-
tional material that allows people to learn dialogue
system technology while building various dialogue
systems would be helpful.

In learning about dialogue system technology, it
is important to understand various elemental tech-
nologies such as language understanding and dia-
logue management, as well as an architecture based
on appropriate modularization, extensibility which
facilitates improving systems, and domain portabil-
ity. It is also crucial to understand the importance
of robustness in intention understanding and in-
teraction design through running actual dialogue
systems.

As an educational material that is useful for such
learning, a dialogue system development frame-
work with the following features is beneficial: (1)
including various elemental technologies of dia-
logue systems, (2) appropriately modularized, (3)
highly extensible, (4) including sample applica-
tions that help learners’ understanding of dialogue
system technology, and (5) making it possible to de-
velop simple applications without extensive skills
or knowledge in system development, enabling the
acquisition of various technologies while improv-
ing the system. In addition, it is desired that its
source code is available.

There are several dialogue system development
tools whose source codes are available. PyDial
(Ultes et al., 2017), OpenDial (Lison and Kenning-
ton, 2016), ConvLab-3 (Zhu et al., 2023), and AD-
VISER (Ortega et al., 2019) focus on statistical di-
alogue models for task-oriented dialogue systems,
while we think educational materials should sup-
port state-transition network-based dialogue man-
agement which is often used for building practical
dialogue systems. Although Rasa Open Source
(Bocklisch et al., 2017) is highly extensible, it does
not support state-transition network-based dialogue
management by default. Botpress1 supports state-
transition network-based dialogue management,
but replacing its internal modules with custom-
made ones is not easy. MMDAgent (Lee et al.,

1https://botpress.com
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2013) also supports state-transition network-based
dialogue management, but it is not easy to extend
it.

We have been building a dialogue system de-
velopment framework called DialBB (Dialogue
system development framework with Building
Blocks)2 intended for use as an educational ma-
terial in dialogue system development. DialBB is
written in Python, and supports the development of
English and Japanese applications.

2 Overview of DialBB

Here, we give an overview of DialBB. For more
details, please refer to its document.3

2.1 Architecture

DialBB allows the development of dialogue sys-
tems by combining modules called Building Blocks
(hereafter referred to as "blocks"). Figure 1 shows
the architecture of DialBB applications.

The main module of DialBB works as follows.
First, it receives input containing user utterances
in JSON format through a method call of the class
API or via a Web API. This input is then stored
in the blackboard.4 Next, it calls each block in
the order specified in the configuration file, using
parts of the blackboard as input for these blocks.
The output from the blocks is used to update the
blackboard. By sequentially driving each block
in this manner, the system generates and returns
a response. Additionally, the input and output of
the main module can include not only utterance
strings but also additional information, so that it
is possible to handle multimodal information such
as speech recognition confidences, user emotion
estimation results, and gesture commands.

Which blocks each application uses is specified
by describing the block classes in the application’s
configuration file (a YAML file). The configura-
tion file also specifies what type of data each block
receives and sends. Furthermore, the values of pa-
rameters used within the blocks and the knowledge
description files used by the blocks can also be
specified in the configuration file.

2DialBB is publicly available for non-commercial use at
https://github.com/c4a-ri/dialbb. This paper is based on its ver.
0.8.

3https://c4a-ri.github.io/dialbb/document-en/build/html/
4We call it a ‘blackboard’ in analogy to the blackboard

model (Erman et al., 1980), but unlike the blackboard model,
each block is called in the order written in the configuration
file.

Main
module

(with
blackboard)

Built-in or
custom block

Built-in or
custom block

Built-in or
custom block

User
utterance &
additional

information

...

Access

Update

Access

Update

Access

Update

Process
Flow

System
utterance &
additional

information

Figure 1: Architecture of DialBB applications.

Figure 2: A snapshot of the frontend.

DialBB includes a frontend for engaging in dia-
logues via a Web API (Figure 2).

2.2 Built-in Blocks

To make it easier for learners to build conversa-
tional systems, DialBB has built-in building blocks
listed in Table 1. For simplicity, only those for
English applications are listed. Below we explain
knowledge to be written by developers for use in
some built-in blocks.

Language Understanding Knowledge Snips
Understander Block and ChatGPT Understander
Block use language understanding knowledge
which consists of a collection of utterance exam-
ples that are annotated with intents and slots like
the following.

Intent Example utterance
tell-favorite-
sandwich

I love (chicken salad sand-
wiches) [favorite-sandwich]

acknowledge Definitely

Here, “[favorite-sandwich]” indicates a slot name,
and “(chicken salad sandwiches)” indicates a slot
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Block Input Output Task
Simple Canonicalizer user utterance string canonicalized user utter-

ance string
Canonicalizes the input string (convert
uppercase to lowercase, etc.).

Whitespace Tokenizer canonicalized user utter-
ance string

token list Performs tokenization based on white
spaces.

Snips Understander5 token list intent and slots Performs language understanding using
Snips NLU (Coucke et al., 2018) to ob-
tain the intent and slots.

ChatGPT Understander user utterance string intent and slots Performs language understanding us-
ing the JSON mode of OpenAI’s Chat-
GPT.6Creates few-shot examples to em-
bed in prompts from language under-
standing knowledge.

spaCy-Based NER user utterance string named entities Performs named entity recognition using
spaCy.7

STN Manager user utterance string, in-
tent, slots, and named
entities (all are optional)

system utterance string Manages dialogues using a state-
transition network.

ChatGPT Dialogue user utterance string system utterance string Generates a system utterance using Chat-
GPT based on a prompt including sys-
tem persona, situation, and dialogue his-
tory.

Table 1: List of built-in blocks. Only important inputs and outputs are shown.

What kind of
sandwich do

you like?

I'm sorry I couldn't
understand.

I love chicken
salad

sandwiches,
too!

What is a
{topic_sandwich}

like?
no conditions

(default
transition)

conditions:
  intent: tell-favorite-sandwich,
  _eq(#favorite_sandwich,
         "chiken salad sandwich")

conditions:
  intent: tell-favorite-sandwich,
  unknown(#favorite_sandwith)
action: 
  _set(topic_sandwich,
          #favorite_sandwich)

Figure 3: A part of an example state-transition network.
Transitions above are given priority.

value. In addition, the knowledge used for language
understanding includes a list of synonyms.

State-Transition Network STN Manager block
uses a state-transition network (STN, also called a
scenario). State-transition network-based dialogue

5Snips Understander Block will be deprecated in DialBB
ver. 0.9 because Snips does not work with Python 3.9+. In-
stead DialBB ver. 0.9 will have a built-in block for language
understanding that utilizes logistic regression and conditional
random fields.

6https://openai.com/index/chatgpt
7https://spacy.io/

management is often used in practical dialogue
systems. Figure 3 illustrates a part of the state-
transition network. Each state is assigned a system
utterance that is generated in that state. The state
transitions to another state according to the input
user utterance. Transitions can be accompanied
by conditions for the transition and actions to be
performed during the transition. Conditions are
based on the intent of the user utterance and func-
tion calls. Actions are function calls. Functions
used in conditions and actions are referred to as
scenario functions. Within the definition of sce-
nario functions, it is possible to use slots extracted
in language understanding and named entity recog-
nition results (for example, #favorite_sandwich
in Figure 3 is a slot value). Scenario functions can
also access contextual information, which consists
of data that the system remembers as the dialogue
progresses, such as user requests and preferences
(topic_sandwich in Figure 3 is an example of
this). Contextual information can be used in system
utterances, as in “What is a {topic_sandwich}
like?” in Figure 3. It is also possible to access
separately operating databases or external APIs in
scenario functions.

Additionally, STN Manager block includes built-
in scenario functions, which can reduce the effort
of defining functions. For instance, there is a built-
in function that compares if strings are identical
(_eq in Figure 3), and a built-in function that sets a
value to a variable (_set in Figure 3). Furthermore,
there are built-in functions that use ChatGPT. One
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is for determining if conditions written in natural
language (e.g., “Is the user bored with the conversa-
tion?”) are satisfied, and the other is for generating
utterance strings based on instructions written in
natural language (e.g., “Generate a response to the
user’s utterance in less than 30 words”). These
functions call ChatGPT by incorporating into the
prompt the dialogue history and the situation and
persona settings specified in the configuration file.

Language understanding knowledge and state-
transition networks can be described using spread-
sheets.

STN Manager block has additional functional-
ities for handling speech recognition results. A
DialBB application can receive speech recognition
confidence together with the speech recognition
result of the user utterance. STN Manager block
can make an utterance to ask for repetition or re-
quest confirmation depending on the configuration.
It is also possible to process barge-in utterances
differently from ordinary utterances. In addition,
reacting to a long silence after a system utterance
is possible.

2.3 Sample Applications
DialBB has several sample English and Japanese
applications that use only these built-in building
blocks. Below are English applications.

Snips+STN Application uses Simple Canonical-
izer, Whitespace Tokenizer, Snips Understander,
and STN Manager blocks and it can engage in a
simple dialogue about sandwiches.

Lab Application uses Simple Canonicalizer,
ChatGPT Understander, spaCy NER, and STN
Manager Blocks and it can also engage in a sim-
ple dialogue about sandwiches, but it demonstrates
various advanced features of the built-in blocks.

ChatGPT Application uses only ChatGPT Dia-
logue block. It can engage in a dialogue using Chat-
GPT based on a prompt template that describes the
dialogue situation and system persona.

To serve as a reference for learners, these sam-
ple applications, the built-in blocks, and the main
module of DialBB are written in code that is as
readable as possible.

2.4 Custom Blocks
Developers can create and use their own custom
blocks. A block’s class can be created by inheriting
from an abstract class AbstractBlock and imple-
menting the necessary methods. The created class
can then be specified in the configuration file for

use. This enables using different language under-
standing and dialogue management than those of
built-in blocks.

3 Learning Dialogue System Technology
Using DialBB

Using DialBB, learners can learn about dialogue
system technology through the following steps.
First, by understanding the sample applications,
they learn the basic architecture of a dialogue sys-
tem. Next, by looking at the change in behaviors
after modifying the knowledge used in the sample
applications, they understand elemental technolo-
gies. Then they deepen their understanding of the
elemental technologies by building a new applica-
tion using built-in blocks. Next, they understand
the necessity of extensibility by creating and using
their own custom blocks. Finally, by having people
other than themselves use the system they built,
they understand the importance of robustness in
intention understanding and interaction design.

4 Usage Example of DialBB

DialBB was utilized in student projects and for sys-
tem development for competitions. For instance, it
was used to develop the system that won third place
(Kubo et al., 2022) in the Dialogue Robot Competi-
tion 2022 (Minato et al., 2022) and the system that
won second place (Yanagimoto et al., 2023) in the
Dialogue Robot Competition 2023 (Minato et al.,
2024). They are conversational robots that can rec-
ommend tourist destinations. DialBB applications
work as their dialogue processing components. The
dialogue processing component of the 2023 system
incorporates the built-in Japanese Canonicalizer
Block and the built-in STN Manager Block, along
with a custom block that performs keyword-based
language understanding, sentiment analysis, and
affirmative/negative utterance classification.

5 Concluding Remarks

This paper presented DialBB, a framework for de-
veloping dialogue systems. DialBB serves as an
educational material for dialogue system technol-
ogy.

Currently, we are building a GUI-based editor
for state-transition networks. Future improvements
include adding new built-in blocks. Additionally,
we plan to develop new sample applications, in-
corporating useful examples such as frame-based
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dialogue management, database access, and han-
dling speech and multimodal input/output.

We will demonstrate sample applications and
explain their configuration files and knowledge for
language understanding and dialogue management,
to show how DialBB is useful in learning dialogue
system technology.
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Abstract

The evolution of large language models has
enabled fluent dialogue, increasing interest in
the coexistence of humans and avatars. An
essential aspect of achieving this coexistence
involves developing sophisticated dialogue sys-
tems that can influence user behavior. In this
background, we propose an effective multi-
modal dialogue system designed to promote
consensus building with humans. Our system
employs a slot-filling strategy to guide discus-
sions and attempts to influence users with sug-
gestions through emotional expression and in-
tent conveyance via its avatar. These innova-
tions have resulted in our system achieving the
highest performance in a competition evaluat-
ing consensus building between humans and di-
alogue systems. We hope that our research will
promote further discussion on the development
of dialogue systems that enhance consensus
building in human collaboration.

1 Introduction

The emergence of large language models, such as
GPT-4 (OpenAI, 2023), has facilitated highly fluent
text-based conversations. Nevertheless, in many
practical situations, dialogue systems require the
capability to influence users through negotiation,
persuasion, and consensus building (Zhan et al.,
2024). In these advanced dialogue scenarios, it is
essential to impact users’ cognitive and emotional
responses to induce alternation in their thoughts,
opinions, and behaviors, yet research on these skills
remains limited (Chawla et al., 2023).

In this context, the Dialogue System Live Com-
petition 6 (DSLC6) was organized to evaluate the
current technological limitations and identify nec-
essary components for creating systems capable of
consensus building (Higashinaka et al., 2024). The
competition set up a dialogue scenario wherein
the system had to negotiate with the user in the
context of conflicting goals: a system and a user

jointly plan a party, but the system desires a grand
party while the user actually prefers a modest one.
The systems are required to take the user’s voice
utterance as input and respond with avatar move-
ments and synthesized voice. The demonstrations
are evaluated based on three criteria to ensure they
are contextually appropriate: relevance of utter-
ance content, suitability of gestures and facial ex-
pression, and appropriateness of pause and voice
modulation.

This paper presents our system1 submitted to
DSLC6 (Nakano et al., 2023), which aims to build
consensus with a user by guiding discussion with
subdivided topics and conveying emotions and po-
sitions through its avatar. Our focus in designing
the consensus building process is on agenda man-
agement and the clear communication of emotions
and positions. In order to facilitate discussion be-
tween speakers with different objectives, our sys-
tem employs a strategy of dividing a large topic
into subtopics and guiding the user step by step.
Specifically, to manage discussion flow, we pre-
determine a list of subtopics as “blanked slots” in
the GPT-based system’s prompt. Once a particular
issue is resolved, the system introduces the next
unresolved subtopic. Within each subtopic, nego-
tiations progress through a sequence of proposals
and responses (including acceptance, rejection, and
counter-proposals) (Maynard, 2010). Throughout
this process, the system is designed to articulate
its intentions while responding. One crucial ele-
ment in this effort is the expression of emotions,
which is considered to influence the future actions
of others in negotiations (Morris and Keltner, 2000;
de Melo et al., 2011; Melo et al., 2012). When
controlling the avatar, we incorporate facial expres-
sions, voice modulation, and body poses to express
emotions. Through these innovations, our system
demonstrated the best performance in DSLC6, and

1https://github.com/cl-tohoku/hagi-bot
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STT

Then, it might be a 
good choice.

The teacher likes 
the sushi there!

Why do you prefer 
the sushi bar?

⁝
×6

Dialogue History System Prompt

• Basic information:
• situation, agenda, intended goal

• Candidate labels with utterance

• Slot states:
Venue Access Budget

Price Content Scale
Sushi Bar None None

None None None

*Joy* Should I make 
the reservation?

Emotion Label

Utterance

Joy

Pose Label
None

System

Should I make the 
reservation?

Response-generation module (§3) Avatar-control module (§4)
Multimodal Software 

desires 
a modest party

Should I make the
reservation?

Update

User

Voice (§4.1)
Speed   Volume   Pitch

125 200        120

Facial Expression (§4.2)
… …

Pose (§4.3)

left_hand_palmup

desires 
a grand party

Figure 1: System overview. The user’s utterance is added to the dialogue history, and GPT-4 generates the system
response based on the history and the system prompt. In the avatar-control module, the system’s voice, facial
expressions, and poses are controlled according to the generated utterances and emotion/pose labels. Slots are
updated in parallel with other processes after the generated response is added to the dialogue history.

feedback from the evaluators confirmed their effec-
tiveness.

2 System Overview

Our system consists of two modules: the response-
generation module and the avatar-control mod-
ule (Figure 1). The response-generation module
(Section 3) generates the system’s utterance and
emotion/pose labels in response to the user’s utter-
ance recognized by a speech-to-text (STT) func-
tion. The generated responses are forwarded to the
avatar-control module (Section 4) that controls the
voice, facial expressions, and poses according to
predefined rules based on the received labels.

3 Response-Generation Module

For the response-generation module, we employed
GPT-4 to generate outputs. We provided the mod-
ule with a system prompt including basic informa-
tion regarding the dialogue setting and the current
status of slots (Section 3.1). Subsequently, the mod-
ule generated an utterance and corresponding emo-
tion/pose labels based on the provided prompt. Ad-
ditionally, we ensured smooth turn-taking through
pre- and post-module processing (Section 3.2).

3.1 Prompt Engineering

In the prompt, we detailed the basic situation of the
dialogue, the agenda, and the intended objective
of the discussion. We also provided some exam-
ple utterances to instruct the output format of emo-
tion/pose labels. Finally, we included the slot states
of predefined subtopics. In the preliminary testing,
we observed that the system often readily accepted
user proposals that conflicted with its designated
goal. To mitigate this tendency, we modified the
prompt to include specific instructions: “If opin-

ions differ from those of the user, please engage
in a discussion to make a decision while showing
empathy.” This adjustment encouraged the system
to express opposing views when necessary.

Slot-Filling We employed slot-filling-based di-
alogue state management to enable our system to
lead discussions. We adopted GPT-4 as a slot-
filling module for each subtopic individually. Each
module dynamically updated the slot for the tar-
geted subtopic with the determined content using
the dialogue history (Figure 2). This approach
enabled the system to start the discussion on an
unfilled subtopic and facilitated smooth transitions
to the next subtopic upon reaching a conclusion.

Emotion and Pose Label Generation In dia-
logue systems, emotion classification is typically
performed independently from response genera-
tion (Moriya et al., 2023; Yamazaki et al., 2023).
Consequently, errors in the classifier can lead to
inconsistencies between utterance content and the
avatar’s emotional expression. To address this is-
sue, our system simultaneously generates utterance
and emotion/pose labels, thereby ensuring coher-
ence between utterance content and avatar expres-
sions.2 The candidate emotion labels were derived
from Plutchik’s basic eight emotions (Plutchik,
2001), Joy, Sadness, Anticipation, Surprise, Anger,
Fear, Disgust, and Trust, as utilized in the Japanese
WRIME dataset (Kajiwara et al., 2021), with an
additional Neutral label. Furthermore, we incorpo-
rated four pose labels—Bowing, Nodding, Shaking
head, and Pondering—to represent the system’s
intention and prevent misunderstanding.

2This was achieved by in-context learning using the prompt
by providing an utterance example, such as “*Pondering*
Hmm, I see your point... *Joy* In that case, it should be fine!”
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AccessVenue
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Budget
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Budget

Scale

Content

Content

Scarf, Flowers

None

I’m thinking of having everyone chip in on 
a present of about 10,000 yen. 
Any good ideas?

I feel like it would be nice to get 
something like a scarf and some flowers. 
What do you think?User

System

I think a scarf and flowers are a really nice
combination. Sound good?

Yeah, sounds great. 
Should I pick them out?

Venue

Price

Price

¥10,000

¥10,000 None

None

None NoneNone

None NoneNone

Figure 2: Example of dialogue and filling slots.

3.2 Natural Turn-Taking

It is crucial to avoid responses that are either too
quick, which may interrupt the user’s speech, or
too slow, which may lead the user to perceive the
system as unresponsive (Skantze, 2021). Our sys-
tem determines the end of the user’s turn based on
the duration of silence. Through qualitative evalua-
tions, a duration of 1.6 sec. was deemed suitable
and adopted as the threshold. Additionally, in pre-
liminary experiments, it was found that GPT-4 can
take more than 10 sec. to generate a response when
multiple sentences are involved. To address this
issue, we employ the streaming mode. Specifically,
we generated one character at a time while retaining
and sending them to the text-to-speech (TTS) func-
tion upon generating a delimiter. This approach
effectively reduced the response time from approx-
imately 13 sec. to 3 sec.

4 Avatar-Control Module

In the avatar-control module, the system’s emotions
and position are effectively conveyed by reflecting
rules corresponding to emotion/pose labels or ut-
terance content in the avatar’s voice, facial expres-
sions, and poses. The avatar utilizes the resources
provided by DSLC6 (Higashinaka et al., 2024).

4.1 Effect of Emotion Expressions

Emotion expressions serve as media to communi-
cate the sender’s internal states, enabling the re-
ceiver to infer these states from the sender’s emo-
tional displays (de Melo et al., 2023, 2011, 2014;
Gratch and de Melo, 2019). This process signifi-
cantly influences the thoughts and behaviors of the
receiver, proving effective in various stages of nego-
tiation, including trust development and consensus
building. (de Melo et al., 2023; Morris and Kelt-
ner, 2000). Furthermore, it has been found that the

speed volume pitch

Emotion Label

Joy 125 200 120
Anticipation 120 150 117
Sadness 120 100 105
Surprise 125 250 115
Anger 120 230 100
Fear 125 250 115
Disgust 120 100 95
Trust 120 100 117
Neutral 120 100 115

End of Sentence “!” +0 +50 +0
“...” -30 -50 -10

Table 1: Voice parameters. Our system utilizes Ama-
zonPollyServer for its TTS function.

impact of such emotional conveying processes is
also effective in human-machine interactions (Melo
et al., 2012; de Melo et al., 2011). In this paper, we
aim to achieve effective negotiation and consensus
building by using competition-regulated tools to
express emotions through voice, facial expressions,
and poses (posture and gesture).

4.2 Voice
The avatar’s voice was modulated by predefined
parameters such as speed, volume, and pitch corre-
sponding to the emotion. This concept is adopted
from the work of Togo et al. (2022). As a voice con-
trol guideline, we employed the two-dimensional
arrangement of emotions in Russell’s Circumplex
Model of Affect (Russell, 1980). We mapped the
arousal-sleep dimension to the speed and volume
and the pleasure-displeasure dimension to the pitch.
Furthermore, when the utterance ends with “!” or
“...,” we adjusted the parameters based on the polar-
ity and intensity of the emotion. Table 1 shows the
specific parameter values defined above. Addition-
ally, in conversations, pauses express emotions and
give listeners time to understand nuances (Naka-
mura, 2009). Accordingly, we introduced short
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Figure 3: Facial expression set based on emotion labels.
The expressions are configured using the JointMapper-
PlusUltraSuperFace preset.

(a) Pondering (b) Surprised

Figure 4: Examples of pose control.

silences after punctuation, like periods, and longer
silences after ellipses.

4.3 Facial Expressions

We predefined the avatar’s facial expressions for
each of the nine emotion labels (Figure 3). The cor-
responding preset is referenced from the received
emotion label and reflected in the avatar.

4.4 Control of Poses

The poses are determined by both the labels and the
utterance content. We implemented fundamental
behaviors such as nodding, but this paper focuses
on the most crucial aspect: expressing emotions
and intentions. To represent pondering, we uti-
lized a hand-on-chin gesture, slightly lowering the
face in response to the pose label Pondering or
utterances such as “Hmm.” or “...” (Figure 4a).
Similarly, placing a hand over the mouth repre-
sents a gesture of surprise, triggered by the emo-
tion label Surprise or utterances indicating aston-
ishment such as “Really?” (Figure 4b). Based
on the Aoba_v3 bot (Moriya et al., 2023), which
aimed to behave like a human, we represented emo-
tions such as Sadness, Joy, and Anticipation. For
example, when emotions such as Joy or Anticipa-
tion were expressed, we defined the pose of lightly
reaching out to the interlocutor. Conversely, when a
label indicated Sadness, we expressed it by bowing
the avatar’s head.

Content Expressions Voice Average

Ours 3.93 3.41 3.01 3.45
System A 3.32 3.32 2.94 3.19
System B 3.58 3.27 2.66 3.17

Table 2: Results of the final round in DSLC6. Scores
range from 1 to 5. Three evaluation criteria are utterance
content, gestures and facial expressions, and pause and
voice modulation.

Evaluators’ comments and scores

I sensed the system’s intention. The system progressed
to the next, and the dialogue pace was good.
[Content, Expressions, Voice] = [5, 5, 5]

The conversations, gestures and pauses were very human.
[Content, Expressions, Voice] = [4, 4, 4]

I appreciated that the system shared its opinions and
listened to mine. However, it spoke too quickly and
seemed to talk quite a bit.
[Content, Expressions, Voice] = [3, 3, 3]

Her expressions seem exaggerated, which can be tiring.
[Content, Expressions, Voice] = [4, 3, 3]

Table 3: Evaluators’ comments with scores.

5 Human Evaluation

Three top-performing systems, selected from an
initial pool of ten systems in the preliminary round,
participated in the final round of DSLC6. At the
final round, each system engaged in a five-minute
conversation in Japanese with a user who is a hu-
manities researcher. The interactions were evalu-
ated by an audience of 80 attendees. Each system
was evaluated twice. The assessments were on
the basis of contextual appropriateness, consider-
ing the following three criteria: (i) Content: rele-
vance of utterance content, (ii) Expressions: suit-
ability of gestures and facial expressions, and (iii)
Voice: appropriateness of pause and voice modu-
lation. Using a 5-point Likert scale, the systems’
performances were ranked based on the average
scores of all criteria.

The results in Table 2 indicate our system
achieved the best performance across all criteria.
Table 3 contains some of the feedback from the pre-
liminary evaluators. According to the positive feed-
back, the system was effective in leading discus-
sions and naturally conveying intentions through
the avatar. However, some users provided negative
feedback regarding the non-verbal aspects, such as
rapid speaking and excessive movement, indicating
that there is still room for improvement.
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6 Conclusion

This paper presented the top-performing system
in a dialogue competition focused on the con-
sensus building process between systems and hu-
mans. Our proposed system incorporated two
strategies for smooth consensus building: topic con-
trol through a slot-filling approach and conveying
intent through emotional expression via an avatar.

Our system can be adapted for various situations.
The only task-specific components are the prompts
and slots. The prompts include a general instruc-
tion format necessary for the consensus building
process, such as context, personas, subtopics, and
the system’s objectives, thereby reducing the ef-
fort required for prompt engineering when applied
to different tasks. Each topic slot is managed by
a separate model, allowing easy instantiation and
repurposing once the subtopics are defined.

We hope that this system will contribute insights
to research on dialogue systems to build consensus
with humans in the context of conflicting goals.
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Abstract

Persona-aware dialogue systems can improve
the consistency of the system’s responses,
users’ trust and user enjoyment. Filtering
nonpersona-like utterances is important for con-
structing persona-aware dialogue systems. This
paper presents the PersonaCLR model for cap-
turing a given utterance’s intensity of persona
characteristics. We trained the model with con-
trastive learning based on the sameness of the
utterances’ speaker. Contrastive learning en-
ables PersonaCLR to evaluate the persona char-
acteristics of a given utterance, even if the tar-
get persona is not included in training data. For
training and evaluating our model, we also con-
structed a new dataset of 2,155 character utter-
ances from 100 Japanese online novels. Exper-
imental results indicated that our model outper-
forms existing methods and a strong baseline
using a large language model. Our source code,
pre-trained model, and dataset are available at
https://github.com/1never/PersonaCLR.

1 Introduction

Persona-aware dialogue systems can improve the
consistency of the system’s responses (Li et al.,
2016), users’ trust in the system (Higashinaka et al.,
2018), and user enjoyment (Miyazaki et al., 2016).

In constructing persona-aware dialogue systems,
automatic estimation of persona characteristics’ in-
tensity is important in two ways. First, if we can
detect low-intensity utterances of persona char-
acteristics, inappropriate system responses can
be prevented. Second, the automatic measure
helps construct the persona’s sample utterance set.
Two methods for constructing persona-aware dia-
logue systems include the following: (1) using per-
sona descriptions (Zhang et al., 2018; Song et al.,
2019; Majumder et al., 2020; Kim et al., 2020;
Tang et al., 2023) and (2) sample utterances (Hi-
gashinaka et al., 2018; Mitsuda et al., 2022; Han
et al., 2022). In the method using samples, if we

can filter out samples not matching the persona,
the system’s performance will improve. This paper
presents an evaluation model for Persona charac-
teristics via Contrastive learning of Linguistic style
Representation (PersonaCLR), which can measure
a given utterance’s intensity of the target persona’s
characteristics. In this paper, the term persona indi-
cates both real-life individuals and fictional charac-
ters. PersonaCLR receives the evaluation target’s
utterance and a target persona’s set of sample utter-
ances and then returns a score indicating the target
persona characteristics’ intensity. The model is
trained by contrastive learning based on the same-
ness of the utterances’ speaker. Contrastive learn-
ing enables PersonaCLR to evaluate the persona
characteristics of a given utterance, even if the tar-
get persona is not included in training data.

To the best of our knowledge, there are no public
datasets for the training and evaluation of mod-
els to assess the intensity of persona characteris-
tics in utterances. We constructed and published
two datasets: the Naro Utterance dataset (NaroU),
containing 2,155 characters’ utterances from 100
Japanese online novels, and an evaluation dataset
based on dialogue scenarios between a user and a
character in NaroU. We use the dataset to train and
evaluate PersonaCLR in the experiments. The cre-
ation of these datasets contributes to the advance-
ment of research on dialogue systems that mimic
fictional characters. Additionally, this dataset can
be utilized for speaker identification tasks (He et al.,
2013; Muzny et al., 2017; Yu et al., 2022) and
for building persona-aware dialogue systems using
sample utterances (Han et al., 2022). The evalua-
tion dataset for this task was also constructed and
published.

This study contributes the following: (1) a new
model for assessing the intensity of target persona
characteristics in a given utterance that does not
require retraining or fine-tuning, even if the per-
sona is not included in the training data; (2) a new
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open dataset including over 2000 character utter-
ances from 100 Japanese online novels and anno-
tated human-character dialogue scenarios; and (3)
a demonstration of the effectiveness of our model
using a comparison with existing methods and a
strong baseline involving ChatGPT.

2 Related Work

2.1 Persona Characteristics Evaluation

Persona-based dialogue models have been actively
studied (Song et al., 2019; Majumder et al., 2020;
Kim et al., 2020, 2022) since the release of the
PERSONA-CHAT dataset (Zhang et al., 2018).
These models receive a dialogue context and a few
sentences of persona description (e.g., “I have two
dogs.") and then include the description’s content
as much as possible in generated responses. Sev-
eral proposed evaluation metrics for these mod-
els evaluate generated utterances according to how
much of a given persona description’s content is
included. Both Persona F1 (Jiang et al., 2020a)
and Persona coverage (Jiang et al., 2020a) are met-
rics that utilize nonstop words common between
a given persona description and an utterance. Per-
sona accuracy (Zheng et al., 2020), which predicts
whether a given persona description is exhibited in
generated utterances, is computed by feeding gener-
ated responses into a binary classifier and obtaining
classification accuracy.

This study focuses on persona-aware dialogue
systems that mimic a fictional character rather than
on systems based on persona descriptions. Since
defining such personas with only a few descriptive
sentences is difficult, several methods have been
proposed to construct such persona-aware dialogue
systems using a few samples (Han et al., 2022) or
manually collected responses (Higashinaka et al.,
2018; Mitsuda et al., 2022). For the same reasons
as above, systems’ evaluation by methods based on
the given persona description’s content is difficult.
Therefore, Persona Speaker Probability (PSProb)
(Miyazaki et al., 2021) and Persona Term Salience
(PTSal) (Miyazaki et al., 2021) have been proposed
as evaluation metrics for dialogue systems’ utter-
ances that mimic a fictional character’s persona.

2.2 Contrastive Learning

In computer vision, contrastive unsupervised repre-
sentation learning has been proposed, and perfor-
mance in object detection and image segmentation
has significantly improved (He et al., 2020). The

key idea is that this type of learning minimizes
the distance between feature representations of dif-
ferent views of the same image and maximizes
between-feature representations of views of differ-
ent images (Chen et al., 2020). Contrastive learning
has also been applied to natural language process-
ing, and various models for learning sentence rep-
resentations have been proposed (Fang et al., 2020;
Chen et al., 2020; Giorgi et al., 2021).

Particularly relevant to our study is supervised
contrastive learning (Khosla et al., 2020; Gunel
et al., 2021; Zhang et al., 2022), which constructs
positive and negative pairs by leveraging ground
truth labels. Inspired by supervised contrastive
learning, we constructed contrastive learning pairs
based on the sameness of the utterances’ speaker.

2.3 Novel Dataset and Speaker Identification

Several corpora with speaker annotations based on
novels have been constructed for several languages:
the Columbia Quoted Speech Attribution Corpus
(Elson and McKeown, 2010), P&P (He et al., 2013),
QuoteLi3(Muzny et al., 2017), and RiQuA (Papay
and Padó, 2020) are English corpora; WP (Chen
et al., 2019, 2021), JINYONG (Jia et al., 2020) and
CSI (Yu et al., 2022) are Chinese; and RWG (Brun-
ner, 2013) is German. In these corpora, speaker
annotations were performed for a few of the novels
(the highest was 18 in CSI). Thus, the diversity
of worldviews and characters are limited. We an-
notated 100 online novels written in Japanese and
constructed and released a new dataset.

Existing corpora have been mainly constructed
for speaker identification (SI), that is, to identify
the corresponding speaker(s) for each utterance in
novels (He et al., 2013; Muzny et al., 2017; Yu
et al., 2022; Chen et al., 2023). In SI, an utterance
and its surrounding context are given, and, using
the context, SI models determine the utterance’s
speaker. Our task can be regarded as predicting a
given utterance’s speaker, but because no context
is given in our task, we cannot apply existing SI
methods.

3 PersonaCLR

Our task is to estimate the intensity of the character-
istics of a target persona c within a given utterance
x. The existing SoTA model, PSProb (Miyazaki
et al., 2021), is based on a multi-class classifica-
tion model classifying which character uttered the
given input utterance. Therefore, when evaluat-
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Figure 1: (a) Training with contrastive learning in PersonaCLR. An utterance and an utterance set were sampled from
the utterance pool and encoded by the Transformer encoder RoBERTa. Pairs of encoded utterance and utterance sets
are used as positive pairs for contrastive learning if they are sampled from the same persona’s utterance pool and as
negative pairs otherwise. (b) Inference in PersonaCLR. The reference utterance set is constructed from the target
character’s utterance pool using BM25. The likeliness score is obtained as the cosine similarity between encoded
vectors from the target utterance and the utterance set.

ing the persona characteristics of a new character,
PSProb must collect not only the reference utter-
ance sets for the evaluation of the target persona
as well as the utterance sets of non-target personas,
then training the model from scratch.

We propose PersonaCLR, which does not require
the retraining and utterance sets for non-target per-
sonas. PersonaCLR uses contrastive learning to
distinguish whether a given utterance and a set of
utterances come from the same persona. Note that
PersonaCLR does not evaluate the similarity of
any given utterance to utterances in the training
data; rather, it observes the similarity between the
given utterance and a reference set of utterances.
Therefore, our model can evaluate utterances of
characters that are not included in the training data
without requiring retraining, and it requires only a
small number (≥ 20) of references.

We define two embedding vectors of the same
speaker’s utterances as positive pairs and two vec-
tors by different speakers as negative pairs for con-
trastive learning. However, because utterances do
not necessarily reflect persona characteristics, one
of the pair’s embedding vectors is obtained from a
set of utterances rather than from a single utterance.
In contrastive learning, the model distinguishes
whether an utterance and a set of utterances are
from the same persona.

3.1 Training and Inference

An overview of PersonaCLR’s training is shown
in Figure 1 (a). Let xa = {xa

i }n
i=1, be the utter-

ances pool by a speaker a. By sampling xa, we
obtain an utterance xa

k and reference utterance set
xa+ = {xa

j }m
j=1. We use the pair of the utterance

xa
k and reference utterance set xa+ as positive pair

for contrastive learning. On the other hand, we
use the pair of the utterance xa

k, and utterance set
xb+, sampled from speaker b’s utterance pool xb as
negative pair.

Each utterance and reference utterance set is en-
coded by the Transformer encoder RoBERTa (Liu
et al., 2020). Before encoding, the utterance sets
are concatenated with a separator token [SEP ] to
form a single sequence. With RoBERTa, we obtain
the embedding vectors ha

k and ha+ corresponding
to xa

k and xa+.
The loss function using these embedded vectors

is defined as follows:

lak = −log
esim(ha

k,ha+)/τ

∑N
i=1 esim(ha

k
,hsi+ )/τ

(1)

where N is the batch size and si is the speaker
of the ith utterance set in the batch. The τ is the
temperature hyperparameter and sim(h1, h2) is the
cosine similarity h1

�h2
||h1||·||h2|| .

In the inference phase, the persona-likeness
score of a given utterance is the cosine similar-
ity between the utterance’s embedding vectors and
the target persona’s reference set in Figure 1 (b).

3.2 Related Utterance Sampling
A reference utterance set should contain sufficient
information to evaluate the utterance’s persona
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characteristics. For example, if the target utter-
ance contains a habit or terminology unique to the
persona, for appropriate evaluation, the reference
utterance set should also include it.

To this end, we ranked the utterance pool xa

using BM25 (Robertson et al., 1995). We used
evaluation target utterance xa

k as a query and ob-
tain the top m utterances as the reference set xa+

in the inference phase (see Figure 1 (b)). In the
experiment, all utterances in the training data of
the NaroU (see Section 4.5) were used to calcu-
late parameters for then calculating BM25 (average
number of words per utterance and IDF). In the
inference phase, we use the reference utterances
set using BM25. In the training phase, we simul-
taneously use the utterance set using BM25 and
the randomly sampled set as training data to ensure
robustness.

4 Experiment

Figure 2 shows a summary of experimental pro-
cedure used to evaluate the effectiveness of Per-
sonaCLR. In this experiment, we constructed and
used two types of datasets: NaroU and the evalua-
tion dataset. The NaroU dataset consists of utter-
ances from novels. However, there is the concern
that, compared to utterances in novels, utterances
in a dialogue between a user and a persona-aware
dialogue system differ in length and tendency. To
address this concern, we created the evaluation
dataset.

4.1 Naro Utterance Dataset (NaroU)
For training models to assess the intensity of per-
sona characteristics in utterances, we constructed
NaroU, a dataset of utterances in novels annotated
with speaker attributions. This dataset was con-
structed by annotating 100 novels in “Shosetsuka
ni Naro,"1 a Japanese novel self-publishing web-
site2. Most of the website’s novels are divided into
episodes of 2000 to 5000 Japanese characters each,
and we annotated each novel’s first ten episodes.
We recruited annotators via the crowdsourcing web-
site CrowdWorks3 and instructed them to extract
segments of utterances in the novel and assign
speaker names. We instructed annotators to an-
notate the speaker’s real name if it was given in the
novel or otherwise, a nickname or pronoun. One an-
notator performed annotation per each novel. We

1https://syosetu.com/
2“Shosetuka ni Naro" means “Let’s become a novelist."
3https://crowdworks.jp/

Figure 2: Experimental overview. Two datasets were
used, NaroU (blue) and evaluation data (red). NaroU is
divided into train, valid, and test datasets so that novels
and characters do not overlap among the three. The six
novels and their characters in the test data are shown
in Table 2. Evaluation data is based on dialogue sce-
narios between a user and a target character created
by crowd workers. All character utterances in the dia-
logue scenarios are annotated with reference scores of
persona characteristics. During the evaluation phase,
PersonaCLR is given an evaluation target utterance in
dialogue scenarios and the corresponding persona’s ut-
terance pool; it then outputs an estimated score.

Novels 100
Episodes 1000
Characters 2,155
Utterances 38,297
Words in utterances 620,820

Table 1: Statistics of the NaroU

paid them 600 JPY (approximately 4 USD) per
episode. Table 1 shows the statistics of this dataset.

To confirm annotations’ consistency, we con-
ducted an experiment in which 50 episodes of five
novels were individually annotated by two annota-
tors. Experimental results showed that the perfect
agreement rate was 88.4%.

NaroU is divided into train, valid, and test
datasets (84, 10, and 6 novels, respectively). The
train and valid datasets are used to train the model,
and the test dataset is used as the utterance pool
(see Figure 1 (b)). Train, valid, and test datasets
contained no overlap of novels and characters.

4.2 Evaluation Data Collection

Utterances from novels are not suitable for assess-
ing PersonaCLR’s ability to estimate the intensity
of a persona in a system’s utterances. For this ex-
periment, therefore, we created dialogue scenarios
in which a user interacts with a character and then
used these scenarios’ utterances.
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Ncode Character
n6316bn Rimuru (75), Veldora (63)
n9669bk Rudeus (264), Roxy (140) Paul (105), Syl-

phiette (65), Zenith (60)
n2267be Subaru (220)
n4830bu Myne (187), Tuuli (83), Effa (63)
n3191eh Leon (353), Luxion (86), Angelica (76),

Olivia (67)
n5040ce Catarina (190), Keith (52)

Table 2: List of target characters used for collecting
evaluation data. Ncode is a unique ID assigned to each
novel submitted to Shosestuka ni Naro. Numbers in
brackets indicates the number of unique utterances in
the test dataset of NaroU used as the utterance pool of
the target character. The utterances in the novels and
characters shown in this table were not included in the
training data for PersonaCLR.

4.2.1 Dialogue Scenario

To collect the evaluation dataset, we recruited work-
ers via CrowdWorks. They created dialogue sce-
nario between a specified character and a user. For
a situation in which a user is talking with a charac-
ter, each scenario was individually created by one
worker. We paid them 250 JPY (approximately 1.5
USD) per created dialogue.

We selected characters as evaluation target per-
sonas based on the following two conditions:(1)
novels within the top 100 in cumulative ranking cal-
culated on the number of bookmarks and reviews
on Shosetsuka ni Naro and (2) novels developed as
media mixes in both manga and anime as of Jan-
uary 2023. We selected 17 regular characters with
50 or more unique utterances from novels that satis-
fied the two conditions above. The list of characters
is shown in Table 2, in which the ncode is an iden-
tifier uniquely assigned to each novel. We accessed
the novels at https://ncode.syosetu.com/(ncode)/.

We prepared 13 general topics for dialogue (e.g.,
hobbies, travel, and family), selected by the work-
ers. Each scenario consisted of 10 utterances, spo-
ken alternately by the user and the character. We
recruited only workers who had watched at least
ten episodes of a novel’s anime, read 10 episodes
of the novel, or two books of the novel’s manga
containing the character. Through the procedure
described above, we collected 20 dialogues (100
utterances) per character, for a total of 1,700 utter-
ances.

4.2.2 Reference Score Annotation

To obtain reference scores of persona characteris-
tics in the evaluation dataset, crowd workers an-

Characters 17
Unique utterances 1,700
Words per utterance 31.56
Reference scores
- Score 5 967 (43.1%)
- Score 4 422 (18.8%)
- Score 3 168 (7.5%)
- Score 2 120 (5.3%)
- Score 1 153 (6.8%)
- Score 0 414 (18.4%)

Total 2,244

Table 3: Statistics of evaluation data

notated the collected utterances. Workers were
paid 70 JPY (approximately 0.4 USD) per ten ut-
terances. The definition and assignment procedure
of the reference score complied with the previous
study (Miyazaki et al., 2021). We only extracted the
target character’s utterances from the created sce-
narios. We asked workers to answer with “yes" or
“no" whether the character was likely to have said
each utterance. The workers evaluated them only
by observing the utterances, without considering
the context. Five people evaluated each utterance,
and the number of “yes" answers was used as the
reference score.

Because the number of low scores was small
for only utterances created as target characters, we
also annotated utterances created as other charac-
ters. The previous study (Miyazaki et al., 2021)
used 500 utterances and scores (100 utterances of
target characters and 400 utterances of non-target
characters). However, this setting was far from
reality, with, in some cases, a score of 0 account-
ing for 60% of the total. Therefore, we annotated
100 utterances of the target character and two ran-
domly sampled utterances of non-target characters
for each character, for a total of 132 utterances
(= 100 + 16 characters ×2). finally, we obtained
2,244 evaluation scores (= 132 × 17 characters).
Table 3 displays evaluation data statistics, and Ta-
ble 3 shows examples of utterances and scores.

4.3 Comparative Methods

4.3.1 Persona Speaker Probability (PSProb)
PSProb (Miyazaki et al., 2021) is a previous SoTA
method that uses multi-class classification with lo-
gistic regression. A set of utterances for each per-
sona was prepared as training data, and logistic
regression was trained so each utterances could be
classified as being from any of the personas. At
the time of inference, the probability that the target
utterance is by the target persona is calculated by
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Utterance Score
Myne 本さえあれば何もいらないと

思っているよ。 (As long as I have
books, I do not need anything. )

5

User やっぱり読書をしていたら時
間を忘れちゃう？ (Do you lose
track of time when you read books?)

-

Myne そんなことはしょっちゅうあっ
た。 (That happened to me often.)

4

User 今度おすすめの本を紹介して
くれる？ (Can you recommend a
book for me sometime?)

-

Myne 勿論！あなたにぴったりの本を
紹介するね！ (Sure! I’ll introduce
you to the book that’s right for you!)

5

Table 4: Example of a dialogue scenario and reference
scores. The dialogue topic is reading, and Myne is
a character from Ascendance of a Bookworm (ncode:
n4830bu). The scores are the number of people of the
five annotators who judged the utterance as Myne-like.

logistic regression, then used as a score.
In PSProb’s original configuration, training data

were equalized for each character, so our exper-
iment also used this configuration. As Table 2
shows, the smallest number of utterances among
all characters was 52 for Keith. Therefore, for each
of the 17 characters, we used 52 utterances, 50 for
training data and 2 for development data, for 882
utterances in total4.

4.3.2 Persona Term Salience (PTSal)
PTSal (Miyazaki et al., 2021) is a method for as-
signing scores to terms in a given utterance. The
method is based on TF-IDF and assigns higher
scores to terms more frequently used by the tar-
get character and less by others. The term scores’
average is used as the estimated utterance score.

4.3.3 ChatGPT
In recent years, the performance of large language
models (LLMs), such as GPT-3 (Brown et al.,
2020), has improved significantly on few-shot set-
tings that use only a few examples. We used Chat-
GPT (gpt-3.5-turbo) (OpenAI, 2022) as a strong
baseline in this experiment. ChatGPT outputs the
target utterance’s likeliness score as an integer
value from 0 to 5. For the utterance list, we used
the top m utterances ranked by BM25 using the
target utterances as a query, as with PersonaCLR.
The examples were randomly selected from six ut-
terances with a score of 0 to 5, one by one, from the
target character’s evaluation data. Since examples’

4Previous study (Miyazaki et al., 2021) used 55 utterances
for each character.

order affects results in the few-shot prompting (Gao
et al., 2021; Jiang et al., 2020b; Liu et al., 2021),
we shuffled the six examples’ order. The parame-
ters given to the ChatGPT API were set to default
settings except for temperature, which was set to
0.0 to generate deterministically. Appendix A.2
shows an example of the actual prompt and the
hyperparameters of ChatGPT.

4.4 BERTScore

BERTScore (Zhang et al., 2019) calculates sim-
ilarity between texts by using vector representa-
tions obtained from pre-trained BERT. We calcu-
lated BERTScore between all pairs of the target
utterance and reference utterances; the maximum
BERTscore was used as the target utterance’s score.
As reference utterances, we used the target charac-
ter’s utterances in the NaroU (Table 2)

4.4.1 MaxBLEU
MaxBLEU(Xu et al., 2018) is the maximum BLEU
score between all pairs of the target utterance and
reference utterances. We used SacreBLEU (Post,
2018) to compute the BLEU score.

4.4.2 Persona-F1 (P-F1)
Rather than reference utterance-based, P-F1 (Jiang
et al., 2020a) is a persona description-based eval-
uation measure that evaluates how well persona
characteristics are expressed in an utterance. The
higher the overlap between the non-stop word in the
persona description and the utterance, the higher
the P-F1 score.

4.5 Implementation Details

We trained PersonaCLR using data from 94 out of
the 100 novels in the NaroU dataset. We excluded
the six novels shown in Table 2 to prevent any over-
lap between the characters in the training data in the
NaroU and the evaluation data described in Section
5.1. We used 84 of the 94 novels as training data
and ten as development data. We used Japanese
RoBERTalarge

5 for PersonaCLR and BERTScore.
We used the size of reference utterance set m to 20
in PersonaCLR and ChatGPT.

For PersonaCLR and PSProb, we conducted hy-
perparameter optimization. To find the optimal
hyperparameters of PersonaCLR, a grid search was
performed with temperature τ as {0.01, 0.05, 0.1},
batch size as {16, 32, 64}, warmup steps as

5https://huggingface.co/nlp-waseda/roberta-large-
japanese-with-auto-jumanpp
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Character PersonaCLR PSProb PTSal ChatGPT BERTScore MaxBLEU P-F1
Rimuru 0.201 0.015 0.005 0.124 0.261 0.099 -0.046
Veldora 0.614 0.478 0.386 0.340 0.337 0.450 0.067
Rudeus 0.663 0.334 0.426 0.314 0.369 0.392 0.098
Roxy 0.644 0.594 0.327 0.372 0.376 0.362 0.283
Sylphiette 0.696 0.550 0.540 0.345 0.594 0.240 0.309
Paul 0.598 0.311 0.290 0.023 0.288 0.311 0.191
Zenith 0.527 0.323 0.148 0.285 0.262 0.084 0.186
Subaru 0.585 0.447 0.236 0.222 0.120 0.165 0.218
Myne 0.415 0.147 0.150 0.145 0.181 0.042 0.181
Tuuli 0.481 0.332 0.308 0.401 0.220 0.202 0.143
Effa 0.453 0.295 0.236 0.351 0.207 0.068 0.117
Leon 0.372 0.273 0.197 0.120 0.129 0.148 0.245
Olivia 0.726 0.457 0.393 0.379 0.468 0.358 0.296
Angelica 0.518 0.290 0.374 0.116 0.311 0.172 0.179
Luxion 0.641 0.560 0.517 0.349 0.546 0.486 0.323
Catarina 0.464 0.328 0.174 0.277 0.293 0.254 0.144
Keith 0.603 0.476 0.471 0.420 0.387 0.209 0.297
Average 0.541 0.365 0.305 0.270 0.315 0.238 0.190

Table 5: Spearman’s rank correlation coefficients (rs) between the reference and estimated scores.

Character PersonaCLR PSProb PTSal ChatGPT BERTScore MaxBLEU P-F1
Rimuru 0.395 0.271 0.218 0.440 0.391 0.241 0.406
Veldora 0.887 0.630 0.417 0.544 0.431 0.633 0.582
Rudeus 0.783 0.541 0.605 0.461 0.494 0.531 0.471
Roxy 0.697 0.737 0.430 0.469 0.404 0.324 0.574
Sylphiette 0.808 0.557 0.579 0.453 0.552 0.485 0.543
Paul 0.786 0.609 0.514 0.270 0.362 0.466 0.581
Zenith 0.748 0.440 0.271 0.355 0.344 0.201 0.545
Subaru 0.866 0.556 0.347 0.374 0.341 0.328 0.438
Myne 0.483 0.246 0.229 0.325 0.224 0.212 0.529
Tuuli 0.738 0.355 0.296 0.477 0.285 0.344 0.587
Effa 0.656 0.412 0.302 0.608 0.326 0.205 0.601
Leon 0.665 0.404 0.359 0.261 0.267 0.272 0.482
Olivia 0.908 0.690 0.673 0.511 0.584 0.627 0.616
Angelica 0.529 0.339 0.348 0.288 0.294 0.468 0.585
Luxion 0.758 0.576 0.598 0.510 0.543 0.666 0.666
Catarina 0.722 0.582 0.487 0.637 0.501 0.560 0.590
Keith 0.770 0.498 0.510 0.545 0.448 0.479 0.634
Average 0.718 0.497 0.423 0.443 0.399 0.414 0.555

Table 6: AUPR for inappropriate utterance filtering

{100, 300, 500} and learning rate as {1e−4, 5e−5,
1e−5, 5e−6, 1e−6}, respectively. As a result, we set
the temperature τ to 0.05, batch size to 64, warmup
step to 300, and learning rate to 1e−5. During train-
ing, the loss of development data was calculated
every 100 steps, and the model with the lowest loss
was used for evaluation. For PSProb, the hyperpa-
rameter C, the inverse of regularization strength,
was grid-searched on a logarithmic scale from 0.01
to 100, and C was set to 100.

4.6 Evaluation Indices

We used two indices to examine PersonaCLR’s per-
formance and this experiment’s comparative meth-
ods: Spearman’s rank correlation rs and the area
under the precision-recall curve (AUPR). We used
Spearman’s rank correlation rs to verify that Per-
sonaCLR scores correlated with the human ratings

and AUPR to evaluate PersonaCLR’s performance
in filtering inappropriate utterances. In calculating
AUPR, we regarded utterances with a reference
score of 0 or 1 as the detection target.

4.7 Results

Experimental results based on Spearman’s rank
correlation rs between the manually assigned ref-
erence and estimated scores are shown in Table
5. For PersonaCLR and PSProb whose results de-
pend on the random seed, training was performed
three times with different seeds, and average values
are shown in Table 5. Our PersonaCLR overper-
forms all other metrics, including ChatGPT. In Per-
sonaCLR, 15 out of 17 characters showed a moder-
ate correlation or higher (> 0.4), and seven charac-
ters showed a strong correlation (> 0.6). PSProb
showed the proposed method’s second-best perfor-

680



mance. On more than half of the characters, PTSal
showed inferior correlations to PSProb. ChatGPT
and BERTScore results were uncorrelated (< 0.2)
for some characters, although in some cases, cor-
relation exceeded the results of PSProb. ChatGPT
and BERTScore showed higher performance than
MaxBLEU, which also used only the target char-
acter’s reference utterances. However, ChatGPT
and BERTScore were inferior to PersonaCLR and
PSProb, which used utterances of several charac-
ters in training or calculating scores, thus suggest-
ing that leveraging differences between personas is
important in this task. PersonaCLR can learn this
difference efficiently through contrastive learning,
resulting in high performance. Overall, MaxBLEU,
and P-F1 showed low performance, although corre-
lations were observed for some characters.

Results of AUPR for inappropriate utterance fil-
tering are shown in Table 6. PersonaCLR showed
the best performance for 16 of 17 characters. One
major difference from the results in Table 5 is that
P-F1, which included character names and terms
in its persona description, performed relatively bet-
ter. In this experiment, most inappropriate utter-
ances were created by non-target characters from
other novels. Therefore, P-F1 effectively filtered
out utterances that did not contain specific names
or terms. ChatGPT showed relatively high perfor-
mance for some characters, however, it was inferior
to PersonaCLR, PSProb, and P-F1. Our results thus
confirm PersonaCLR’s effectiveness.

5 Ablation Study

We conducted experiments using ablation mod-
els. The following two models were compared:
A model that randomly samples from a pool of ut-
terances instead of using BM25 to construct a set
of reference utterances (w/o BM25), and a model
that uses a single utterance as a reference that is
the most similar to the target utterance by BM25
instead of the utterance set (w/ Single Ref.).

The results for each character in the ablation
models using Spearman’s rank correlation coeffi-
cient are shown in Table 7 and those using AUPR
are shown in 8. PersonaCLR shows the best perfor-
mance for 14 of 17 characters in rank correlation
coefficient, and 12 characters in AUPR. We also
found that w/o BM25 outperformed PersonaCLR
on several characters. This suggests that BM25
may have constructed an inappropriate reference
utterance set for evaluating a given target utter-

Character PersonaCLR w/o BM25 w/ Single Ref.
Rimuru 0.201 0.178 0.119
Veldora 0.614 0.612 0.580
Rudeus 0.663 0.542 0.498
Roxy 0.644 0.465 0.534
Sylphiette 0.696 0.565 0.616
Paul 0.598 0.694 0.495
Zenith 0.527 0.527 0.470
Subaru 0.585 0.529 0.466
Myne 0.415 0.367 0.262
Tuuli 0.481 0.563 0.462
Effa 0.453 0.354 0.334
Leon 0.372 0.418 0.310
Olivia 0.726 0.621 0.696
Angelica 0.518 0.504 0.491
Luxion 0.641 0.546 0.609
Catarina 0.464 0.447 0.355
Keith 0.603 0.382 0.542
Average 0.541 0.489 0.461

Table 7: Spearman’s rank correlation coefficients (rs)
for ablation models

Character PersonaCLR w/o BM25 w/ Single Ref.
Rimuru 0.395 0.454 0.325
Veldora 0.887 0.884 0.851
Rudeus 0.783 0.719 0.711
Roxy 0.697 0.746 0.551
Sylphiette 0.808 0.670 0.681
Paul 0.786 0.808 0.639
Zenith 0.748 0.748 0.628
Subaru 0.866 0.844 0.636
Myne 0.483 0.452 0.452
Tuuli 0.738 0.770 0.780
Effa 0.656 0.599 0.557
Leon 0.665 0.615 0.414
Olivia 0.908 0.813 0.866
Angelica 0.529 0.459 0.411
Luxion 0.758 0.683 0.775
Catarina 0.722 0.692 0.604
Keith 0.770 0.581 0.650
Average 0.718 0.679 0.620

Table 8: AUPR for ablation models

ance. Although we used the traditional ranking
method BM25 in this paper, performance could be
improved by improving the method of constructing
reference utterances. With Single Ref., only two
characters outperformed PersonaCLR in AUPR and
zero in the correlation coefficient. These results
indicate that employing a set of utterances rather
than just a single utterance was important for ap-
propriate evaluation.

The ablation study reconfirms PersonaCLR’s ef-
fectiveness.

6 Visualization

The embedding vector h of the utterance obtained
by the Transformer encoder in PersonaCLR reflects
persona characteristics, and the same speaker’s ut-
terances are closely placed in the vector space. We
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Figure 3: Utterance embedding visualization

visualized the vectors to confirm what speaker fea-
tures were emphasized in the embedding process.

Figure 3 shows the embedding results of the
17 characters, that is, all utterances encoded by
PersonaCLR and dimension reduction by Uniform
Manifold Approximation and Projection (UMAP)
(McInnes et al., 2018). We found that the manner of
speaking determines the position. Characters who
use polite language (e.g., Rudeus, Roxy, Olivia,
Luxion, Keith) are placed in the upper area, those
who do not use polite language (e.g., Paul, Sub-
aru, Leon) in the lower, and those who use female
language (e.g., Myne, Tuuli, Effa, Catarina) are
placed on the left. We can also observe a tendency
for characters in the same novel to be placed close.
For example, Myne, Tuuli, and Effa, as well as
Catarina and Keith, are located near each other due
to common use in their utterances of novel-specific
terms and character names. In contrast, Leon and
Luxion, who is from the same novel, are positioned
far apart, indicating that they are embedded with
more emphasis on the manner of speaking than on
being from the same novel.

7 Conclusion

We proposed a novel model for evaluating a given
utterance’s intensity of persona characteristics and
constructed the Naro Utterance dataset (NaroU) for
training our model. The proposed model employs
contrastive learning, and experimental results show
that our model outperforms existing methods.

Future work includes constructing persona-
aware dialogue systems by applying PersonaCLR
and evaluating its performance experimentally. We
also plan to extend PersonaCLR to be able to eval-
uate on a context-response basis rather than an ut-
terance basis. This extension is expected to further

improve the response performance of the system.
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A Details of Comparative Methods

A.1 Persona Term Salience (PTSal)

PTSal (Miyazaki et al., 2021) is a method for as-
signing scores to terms in a given utterance. The
term scores’ average is used as the estimated utter-
ance score for evaluation. PTSal is obtained by the
following equation.

PTSal(t, p) = UttFreq(t, p) · SpkrRarity(t)
(2)

UttFreq(t, p) =
n(t, p)

m(p)
(3)

SpkrRarity(t) = log
|P |
s(t)

(4)

where n(t, p) is the number of utterances with term
t in the monologue of persona p and m(p) is the
total number of utterances in the monologue of per-
sona p. s(t) is the number of personas that used
term t, and |P | is the total number of personas.
The UttFreq(t, p) becomes larger the more the
target persona uses the term t, and SpkrRarity(t)
is larger if a small number of personas other than
the target persona uses the term t. In the experi-
ment, we calculated SpkrRarity(t) using all the
utterances in the NaroU.
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== Task ==
Based on examples of a character’s utterances below, assign a
rating from 0 to 5 to indicate the probability that the utterance
was spoken by the character.

== Character’s utterance examples ==
- Come on, it’s a tie-in. The knife and machete are sinking
first, but what about you?
- Oh, I was a shut-in!
- Do not think less of me just because I’m a shut-in. My grip
strength was over seventy kilograms. I can bench press up
to 80 kilos!
...
(The rest is omitted. 20 utterances in total)

== Rating examples ==
Utterance: Uh... I’m not good at horror...
Rating: 2/5

Utterance: I do not watch many movies, but the only movie
I watched recently was “One Piece."
Rating: 1/5

Utterance: Okay, I’ll buy it for you! I’ll get it for you, just
wait there.
Rating: 5/5

Utterance: My hobby is to learn all kinds of skills! Sewing,
embroidery, figure skating, magic tricks... you name it!
Rating: 3/5

Utterance: We get into trouble from time to time, but we live
well together.
Rating: 0/5

Utterance: Well, that settles it then. Yeah, it looks good on
you.
Rating: 4/5

Utterance: Seriously, seriously, I’m soooo happy, looking
forward to it!
Rating:

Table 9: Prompt format example for ChatGPT (origi-
nally written in Japanese)

A.2 ChatGPT

An example of a prompt used in ChatGPT, which
was used as a comparison method, is shown in Ta-
ble 9. The target character to be evaluated in this
example is Subaru from Re: Life in a Different
World from Zero. The last utterance (bold font) is
the evaluation target utterance. ChatGPT gener-
ates the score of the utterance after “Rating:." The
parameters given to the ChatGPT API were set to
default settings except for temperature, which was
set to 0.0 to generate deterministically.

A.3 Persona-F1 (P-F1)

Rather than reference utterance-based, P-F1 (Jiang
et al., 2020a) is a persona description-based eval-
uation measure that evaluates how well persona

本作の主人公。 (The protagonist of this work.)
4月1日生まれ。 (Born on April 1. )
黒の短髪、平凡な顔立ち、筋肉質のがっちりした
体格の持ち主である少年。 (He is a teenager with
short black hair, an ordinary face, and a stocky, muscular
build.)
一般的な日本人よりも速く、目つきの悪さ（三
白眼）が特徴である。 (He is faster on his feet than
the average Japanese, and he has bad eyesight (sanpaku
eyes).)
年齢は17歳（開始時点）。 (He is 17 years old (at
the beginning of the story). ) ...

Table 10: Persona description example of Subaru in Re:
Life in a Different World from Zero (ncode: n2267be)

characteristics are expressed in an utterance. P-F1
is calculated as follows:

PersonaF1 =
2 · Recall · Precision

Recall + Precision
(5)

Recall =
maxi∈[1,L]|WY ∩di

|
|Wdi

| (6)

Precision =
maxi∈[1,L]|WY ∩di

|
|WY | (7)

where WY is a set of non-stop words in utterance
Y and Wdi

is a set of non-stop words in sentence
di in the persona description.

We used character descriptions in Japanese
Wikipedia as the persona description. Examples
of persona descriptions are shown in Table 10. The
stop word was determined using the ja-stopword-
remover library (version 0.2.4)6.

6https://github.com/Pickerdot/ja_stopword_remover
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Abstract
Dialogue systems for mental health care aim to
provide appropriate support to individuals ex-
periencing mental distress. While extensive
research has been conducted to deliver ade-
quate emotional support, existing studies can-
not identify individuals who require profes-
sional medical intervention and cannot offer
suitable guidance. We introduce the Diagnostic
Emotional Support Conversation task for an ad-
vanced mental health management system. We
develop the DESC dataset1 to assess depression
symptoms while maintaining user experience
by utilizing task-specific utterance generation
prompts and a strict filtering algorithm. Evalua-
tions by professional psychological counselors
indicate that DESC has a superior ability to
diagnose depression than existing data. Addi-
tionally, conversational quality evaluation re-
veals that DESC maintains fluent, consistent,
and coherent dialogues.

1 Introduction

As interest in preventing and treating mental ill-
nesses like depression, anxiety disorders, and panic
disorders grows, dialogue system studies on mental
health care are gaining attention. Several studies
have shown that chatbots can effectively manage
the mental health of individuals, particularly in
frontline settings, before seeking professional help
(Denecke et al., 2021; Lim et al., 2022). These
chatbots provide emotional empathy and assist in
finding stability for those facing emotional, men-
tal, and psychological distress. Mental health care
also involves the early detection of illnesses. Al-
though delayed treatment aggravates symptoms
and requires more complex treatment, it is chal-
lenging for individuals to self-diagnose (Epstein
et al., 2010). Therefore, detecting diseases during
conversation is an important factor, and we focus
on depression, a representative mental illness.

1Our dataset DESC is accessible at github.com/seungyeon-
seo/DiagESC.

Figure 1: Part of an example conversation sample from
DESC. The left is the seeker’s, and the right is the sup-
porter’s utterance. We initiate a diagnostic conversation
by inserting a diagnostic question (yellow) instead of
a specific supporting emotion utterance (gray). At the
end of the conversation, appropriate assistance (pink) is
provided based on the severity of the depression.

Our research aims for an advanced conversation
system to facilitate comprehensive mental health
management. This system should provide exten-
sive emotional support to individuals while simul-
taneously employing diagnostic questions to detect
early signs of depression proactively.

To achieve this goal, we define a novel task,
Diagnostic Emotional Support Conversation (Di-
agESC), based on Emotional Support Conversa-
tion (ESC) (Liu et al., 2021). ESC aims to sup-
port by helping reduce the seeker (user)’s mental
stress. We also synthesize and release the dataset
DESC for this task. We synthesize utterances to
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ask questions about depression symptoms while
maintaining a positive user experience. Addition-
ally, task-specific strict filtering algorithms ensure
data quality. Figure 1 shows part of the dialogue
sample in DESC. It includes questions about de-
pression symptoms and labels regarding symptom
frequency, enabling assessing the severity of de-
pression. Appropriate advice based on the sever-
ity of depression helps the individual receive help.
Professional psychological counselors validate the
diagnostic ability and conversational quality of
DESC.

2 Related Work

2.1 Supportive Dialogue System

Recognizing emotions is essential for dialogue sys-
tems to respond appropriately to the user’s feel-
ings. Emotion-tagged dialogue datasets such as
DailyDialog (Li et al., 2017), Emotionlines (Hsu
et al., 2018), and EmoContext (Chatterjee et al.,
2019) have enhanced the conversation quality by
enabling emotion-based response generation (Wei
et al., 2019; Zandie and Mahoor, 2020; Ide and
Kawahara, 2021). In particular, Lubis et al. (2019)
shows that integrating emotional context in re-
sponse generation can elicit positive emotions in
users. The dataset EmpatheticDialogues (Rashkin
et al., 2019) contains rich emotion labels and high-
quality utterances that understand and empathize
with users’ emotions, encouraging research on gen-
erating empathic responses (Ghosal et al., 2020;
Majumder et al., 2020; Li et al., 2022).

To enable more effective emotional support, the
ESC task (Liu et al., 2021) is defined by employ-
ing response strategies based on the Helping Skills
Theory (Hill, 2009). ESC uses more sophisticated
strategies, such as questioning and providing sug-
gestions beyond empathy, to improve the users’
emotions and encourage them to overcome difficul-
ties. Cheng et al. (2023) introduced persona gener-
ation into ESC and proposed Persona-Augmented
Emotional Support (PAL), enabling the creation of
responses tailored to an individual’s situation and
characteristics.

However, understanding the situation and pro-
viding advice cannot fully help someone suffer-
ing from depression. Individuals with depres-
sion require professional counseling and medica-
tion rather than temporary emotional support. Re-
search on supportive dialogue systems, such as
ESC, demonstrates user encouragement capabil-

ities but cannot adequately address the needs of
those with depression.

2.2 Depression Detection in Conversation
As with all diseases, early detection of depression
is very important for efficient treatment. However,
due to difficulties such as a lack of knowledge about
the symptoms of depression, it is hard for patients
to recognize that they are suffering from depression
themselves (Epstein et al., 2010).

Against this background, depression detection
research is being conducted to help with early treat-
ment. Ringeval et al. (2019) proposed a classifica-
tion task for whether a user has depression based
on the audio and video features. They released the
dataset DAIC-WOZ, which contains video record-
ings of clinical interviews designed to diagnose
psychological disorders. The user participated in
the conversation after completing a depression self-
diagnosis questionnaire. DAIC-WOZ has signifi-
cantly advanced depression detection research, con-
tributing to numerous breakthroughs in the field
(He and Cao, 2018; Haque et al., 2018; Low et al.,
2020). We utilize DAIC-WOZ as a benchmark due
to the absence of text-based depression diagnosis
conversation datasets.

2.3 Dialogue Data Synthesis
Several methodologies have been proposed for the
generation and augmentation of dialogue data to
address the constraints associated with the time-
intensive and costly data construction process
(Lewis et al., 2017; Hou et al., 2018; Tang et al.,
2019). With the emergence of the Large Language
Model (LLM), the field of data synthesis has tran-
sitioned into a novel paradigm (Ding et al., 2024).

Kim et al. (2023); Bao et al. (2023) introduced
a novel synthetic dialogue dataset derived from
external sources. The data was refined using filter-
ing techniques designed to ensure criteria such as
commonsense knowledge, dialogue flow, and co-
herence. A method for synthesizing Dialogue State
Tracking (DST) labeled conversation data from di-
alogue schemas and templates has shown compa-
rable performance to human-annotated datasets in
few-shot DST (Kulkarni et al., 2024). Kim et al.
(2024); Li et al. (2024) generated the conversational
dataset using task-specific prompting technology,
and the test set is certificated through humans.

Building on these advancements, we synthesize
the DESC dataset by leveraging the fluent utter-
ance generation capabilities of LLM, thereby con-
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Figure 2: The overview of the DESC synthesis process.

tributing a novel resource for text-based depression
detection research.

3 Problem Formulation

DiagESC consists of three sub-tasks—two modes
response generation, persona generation, and di-
agnosis generation. The dual modes of response
generation encompass emotional support and diag-
nostic responses. Persona generation is extracting
characteristics based on the seeker’s previous ut-
terance, as suggested by PAL (Cheng et al., 2023).
Utilizing the previous persona as input can increase
the user experience by facilitating reflection on an
individual’s characteristics and serving as a form of
memory when the dialogue history cannot include
all utterances. Diagnosis generation, introduced
for DiagESC, involves generating symptom and
corresponding score pairs.

Equation 1 refers to DiagESC F at turn t that
generates response rt = m ⊕ st, persona pt, and
diagnosis pair dt = {Symptom,Score} given
the persona sentences Pt = {p1, p2, . . . , pt} and
dialogue history Ct = {u1, s1, u2, s2, . . . , ut}.
m ∈ {emotional support, diagnostic} denotes
the mode for response. ut and st represent tth

seeker (user) and supporter (system) utterance re-
spectively.

F(Pt, Ct) = (rt, pt, dt) (1)

x The emotional support response uses existing
ESC strategies, and the diagnostic response in-
cludes depression symptom questions and the noti-
fication diagnosis result.

4 Methodology

We synthesize the dataset for DiagESC named
DESC through a four-step process, as illustrated
in Figure 2. Initially, the source data undergoes
pre-processing to align with the task requirements
(Section 4.1). PHQ-9-based Dialogue Generation
is for generating conversations that ask and answer
about symptoms of depression (Section 4.2). Each
task-specific prompt is based on the Patient Health
Questionnaire-9 (PHQ-9) symptom item. The pro-
cess includes filtering for reliability. The severity of
depression is then calculated based on the answers
obtained by the seeker. Section 4.3 is to inform the
seeker of appropriate advice. Finally, to enhance
reliability, expert verification is conducted on the
validation and test datasets (Section 4.4).

4.1 Pre-processing

Persona Matching We utilize comprehensive an-
notations and high-quality supporting dialogue
from the PESConv dataset of PAL (Cheng et al.,
2023), containing persona sentences extracted from
previous dialogue history. However, the persona
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Symptom Item Description
Interest Little interest or pleasure in doing things

Depressed Feeling down, depressed, or hopeless
Sleep Trouble falling or staying asleep, or sleeping too much
Tired Feeling tired or having little energy

Appetite Poor appetite or overeating
Failure Feeling you are a failure or have let yourself or your family down

Concentrating Trouble concentrating on things, such as reading the newspaper or watching television

Moving
Moving or speaking so slowly that other people could have noticed. Or the opposite, being so
fidgety or restless that you have been moving around a lot more than usual

Hurting Thoughts that you would be better off dead, or of hurting yourself

Table 1: The symptoms and descriptions of PHQ-9

sentences do not align exactly with the seeker’s
utterance for each turn.

We employ the BERT2 (Kenton and Toutanova,
2019) model to obtain the embeddings for all per-
sona sentences p and seeker utterances u. Then, we
compute cosine similarities between each persona
sentence embedding and every utterance embed-
ding. Each persona sentence has a higher cosine
similarity to the utterance from which it is derived
than to other utterances. We reassign all of the
persona sentences using the following equation.

t̂i = argmaxt∈{1,···,T}
E(pi) · E(ut)

|E(pi)||E(ut)|
(2)

where t̂i represents the matched turn number for the
i-th persona sentence pi. ut denotes the utterance
at the t-th turn and the function E(·) refers to com-
pute BERT embedding. Equation 2 ensures to align
each persona sentence with its derived utterance.
Strategy-based Slicing Determining the appropri-
ate moment to begin diagnostic questions is chal-
lenging. It is crucial to consider that abruptly in-
terrupting the flow of conversation may negatively
impact the user’s emotional state. Fortunately, ESC
dataset has rich annotations, tagging each utterance
with its corresponding strategy. The most suitable
time for presenting diagnostic questions has been
empirically determined to use specific strategies,
namely Restatement or Paraphrasing, Reflection
of Feeling, Self-disclosure, and Affirmation and
Reassurance. Figure 1 is an example of using a
diagnostic question (yellow) instead of a reflection
response (gray). This rule enables a smooth and
contextually appropriate transition into diagnostic
questioning.

Furthermore, we only utilize truncated data
when at least two persona sentences have been

2https://huggingface.co/google-bert/bert-base-uncased

gathered to ensure that diagnostic questions are
only posed after comprehensively understanding
the seeker’s persona. This criterion helps that suffi-
cient contextual background is considered before
diagnostic engagement.
Label Assigning To achieve an even distribution
of the final severity level within the generated con-
versational data, the PHQ-9 labels are pre-assigned.
The next step uses predefined labels to generate
utterances.

4.2 PHQ-9-based Dialogue Generation

We utilize the Patient Health Questionnaire-9
(PHQ-9), a widely used medical tool for self-
assessment of depression (Kroenke et al., 2001), as
the basis for the depression diagnostic questions.
PHQ-9 aims to quantify the frequency of nine de-
pressive symptoms listed in Table 1 on a scale rang-
ing from 0 to 3, with the options Not at all, Several
days, More than half the days, and Nearly every
day. The aggregated score of all items is used to
diagnose depression and assess its severity, cate-
gorized as Minimal (0-4), Mild (5-9), Moderate
(10-14), Moderately severe (15-19), and Severe
(20-27).

4.2.1 Supporter Utterance Generation
We develop two types of prompts to generate sup-
porter utterances for the first and subsequent turns.
In the initial turn, it is essential to formulate ques-
tions with caution to maintain a positive user ex-
perience. For the subsequent turns, which involve
further diagnostic questioning, it becomes essential
to comprehend and empathize with the seeker’s
responses to the preceding questions.

The both prompts involve the three-step Chain-
of-Thought technique (Wei et al., 2022; Kim et al.,
2024). In the first-turn supporter utterance gener-
ation prompt, the steps consist of Selection, Plan-
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Prompt Content
You are an emotional supporter. You have to
ask about the frequency of depression symptoms
without compromising the emotions of the user
suspected of having depression.
Depression Symptoms You should ask how ‘of-
ten’ a symptom has occurred over the past two
weeks. Use one of the following symptoms. Be
careful not to distort the medical meaning. (symp-
toms)
Task Description The task proceeds in three
stages: Selection, Planning, and Response Gener-
ation. The first step, Selection, is to select which
of the given persona sentences and dialog history
to use in the response generation and what symp-
toms to ask about. Information that can improve
the user experience must be extracted. The sec-
ond step, Planning, is planning how to use the
selected information. You must explain how you
will use the information you have selected and
why you have selected that information. The fi-
nal step, Response Generation, uses the selected
information to naturally ask the user about depres-
sion symptoms. Consistency with persona and
history must not be broken. Questions must be
asked carefully so that the user does not feel that
the question is sudden. Be careful not to ask hard
as if you were being interrogated. The generated
response must be no more than 25 words.
Example (examples)

Table 2: The prompt used to generate the initial sup-
porter utterance of inquiring about PHQ-9 symptoms.

ning, and Response Generation. Table 2 provides
detailed instructions for these steps. Selection and
Planning focus on the seeker’s persona and the
dialogue history.

Because analyzing the previous answer about the
symptom is more critical for subsequent turns, we
replaced the Selection with the Analysis. The steps
help to analyze the seeker’s response and generate
a response accordingly. Detailed instructions can
be found in the Appendix B.

4.2.2 Seeker Utterance Generation
The construction of the seeker’s utterance necessi-
tates including one of the four designated responses
from PHQ-9 (Not at all, Several days, More than
half the days, Nearly every day). We enhance
and utilize the template-based utterance generation
method (Kulkarni et al., 2024). After rephrasing

Figure 3: The overview of seeker utterance generation

Score Type Content

0
PHQ Not at all

Temp. There is not at all much of that.

1
PHQ Several days

Temp. There were such occurrences for several days.

2
PHQ More that half the days

Temp. That happened for more than half the days.

3
PHQ Nearly every day

Temp. It was like that almost every day.

Table 3: Templates by score used for the Paraphrasing
stage in generating seeker utterances.

the templates, we augment the utterances to match
the user’s characteristics better, personalizing them
to align more closely with specific traits and pref-
erences, providing a more tailored and engaging
conversational experience.

Figure 3 shows the process by which the tem-
plate is transformed into the final utterance via the
stages of Paraphrasing and Augmentation using
LLM. Initially, we establish a foundational tem-
plate that directly correlates with a response option
from the PHQ-9, as illustrated in Table 3.

Paraphrasing model MPara aims to diversify re-
sponses while preserving symptom frequency infor-
mation. Augmentation model MAug represents the
process of generating the final utterance ut to align
with the seeker’s specific situation and persona, par-
ticularly considering the supporter’s last utterance
and the overall conversational flow. As can be seen
in Equation 3, MPara requires a template of the
corresponding score s as input and MAug demands
a paraphrased output, the persona sentences Pt, and
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the conversational history Ct.

ut = MAug(Pt, Ct,MPara(templates)) (3)

4.2.3 Filtering
If the LLM misrepresents the medical interpreta-
tion of PHQ-9, it will adversely affect the quality
of the diagnosis function. We implement strict fil-
tering algorithms to prevent the hallucination of
LLM and ensure the reliability of diagnostic con-
versations.
Keyword Filtering To maintain the integrity of
symptom representation in LLM-generated sup-
porter utterances, we pre-define specific keywords
associated with each symptom. If each utterance in-
cludes no pre-defined keywords, we discard it and
regenerate a new one. This process continues until
the generated utterance appropriately incorporates
the necessary keywords, ensuring accurate and con-
sistent symptom representation in the dialogue.
Model Filtering It is essential to preserve symptom
frequency information in the seeker’s utterances.
Therefore, we train the classification model Mc,
using 256 manually verified utterances. If the pre-
dicted label from model Mc differs from the tem-
plate label, or if the confidence is below a threshold
t, the utterance is regenerated.

4.3 Diagnostic Dialogue Generation
The final goal of DiagESC’s diagnostic ability is to
estimate the seeker’s mental health status and pro-
vide appropriate assistance. The severity level of
depression is determined by summing the scores of
all nine items obtained from the Diagnosis task and
then generating an appropriate response as shown
in the final utterance in Figure 1. To achieve this
goal, we design the prompt in Table 4 to generate
an utterance based on the seeker’s persona and a di-
agnosed depression severity level. To enhance the
naturalness of the conversation, we incorporate a
predefined turn expressing gratitude for the honest
response before the diagnostic response.

4.4 Post-processing
Despite applying strict task-specific filtering pro-
tocols, the potential for inaccuracies remains. To
ensure the reliability of the PHQ-9 labels, Expert
Filtering is conducted on the validation and test
sets of DESC. Three psychologists, who are native
English speakers or bilingual and have over four
years of professional experience3, assessed scores

3We hired psychologists through https://www.upwork.com

Prompt Content
You are emotional support. You have provided
counseling to the user about the concerns and even
completed questions about depression symptoms.
Generate an utterance that concludes the counsel-
ing by referring to the depression diagnosis results
and the user’s persona. If the severity of depres-
sion is high, you should be recommended to see
a hospital or counselor. Please generate the utter-
ance friendly conversational style and generated
utterance must be no more than 30 words.
Example (examples)

Table 4: The prompt used to generate utterance for
notifying diagnosis result.

for each symptom. The seeker utterances are then
re-labeled to the mode value of the three scores.

5 Experiments

5.1 Diagnostic Ability Evaluation

The DAIC-WOZ dataset, used as a baseline, com-
prises clinical dialogues in video and audio features
with PHQ-8 (Kroenke et al., 2009) labels. The
PHQ-8 is a modified version of the PHQ-9, exclud-
ing the items related to suicide, and performs just
as well as the PHQ-9 in diagnosing depression. Al-
though the modality is different from ours, due to
the absence of conversation data explicitly labeled
for depression, we use transcripts of DAIC-WOZ.
We randomly sample four dialogues from DAIC-
WOZ for each severity level. Employing the same
methodology with expert labeling described in Sec-
tion 4.4, three psychological counselors evaluate
scores for the PHQ-8 items.

The Quadratic Weighted Kappa (QWK) score is
a metric that evaluates the agreement between two
predictions, offering advantages by acknowledging
both exact and partial alignment in assessments
(Cohen, 1968). The QWK score ranges from -1 to
1. A score closer to -1 indicates that the predictions
are nearly opposite. A score near 0 reflects random-
ness, implying no consistent agreement between
the predictions. If a score approaches 1, the pre-
dictions are almost identical and have a high level
of agreement. As it is suitable for medical fields
where symptoms can be interpreted slightly differ-
ently depending on the individual doctor (Yoshida
et al., 2015; Nirthika et al., 2020; Chivinge et al.,
2022), the QWK score is widely used in disease
diagnosis. Therefore, we adopt the QWK score as
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Figure 4: Distribution of depression severity labels in
DESC. Minimal (0-4), Mild (5-9), Moderate (10-14),
Moderately severe (15-19), and Severe (20-27).

the principal metric to evaluate diagnostic ability.

5.2 Conversational Quality Evaluation

To evaluate the quality of the conversational data,
we sample 10 dialogues for each severity level from
the DESC validation and test sets. We then re-
quested the same evaluators with diagnostic ability
evaluation to rate the following three items on a
scale from 1 (Very Pool) to 5 (Excellent).

• Fluency evaluates the grammatical correct-
ness, naturalness, and smoothness of the dia-
log.

• Consistency assesses how well the dialogue
maintains a consistent user persona through-
out the interaction. This involves the user’s
interests and personality traits.

• Coherence measures how contextually appro-
priate the responses are, considering the previ-
ous dialogue turns and the overall context of
the conversation.

5.3 Automatic Validation in Baseline

We establish the baseline models by tuning a small
LLM utilizing Low-Rank Adaptation (LoRA) (Hu
et al., 2022) to evaluate the operation of DESC in
each model. We train the LoRA adapters on DESC
for the three sub-tasks: response, persona, and di-
agnosis generation. Additionally, performance in
a multi-adapter setting is measured to evaluate the
multi-tasking capabilities of the system. In a single-
task setting, the inputs for the next turn are the true
labels of other tasks. However, the inferred results

from the previous turn are used as input for all tasks
in a multi-task setting. We systematically provide
symptom item sequences to ensure consistency and
effectiveness in the diagnostic process.

5.4 Implementation Details

We use GPT-4 as LLM to generate utterances of
DESC. For Model Filtering of seeker utterance,
we adopt RoBERTa4 (Liu et al., 2019) and train
the classification model Mc for 5 epochs. The la-
bels predicted by the fine-tuned model are utilized
for filtering purposes, with the threshold t = 0.7.
Llama25 (Touvron et al., 2023) is used as a base-

line model, and the adapters are trained with the
train set for 5 epochs on 4 NVIDIA A6000 GPUs,
and the final model with the lowest validation loss
was selected. We employ AdamW with a learning
rate of 5e-5 and a linear scheduler.

6 Results and Analysis

6.1 Basic Statistics of DESC

The DESC comprises 976 dialogues, including 730
train, 126 validation, and 120 test samples. Each
dialogue has an average of 42 turns, with the maxi-
mum number of turns per dialogue being 111 and
the minimum being 24. Figure 4 illustrates the
distribution of dialogue samples across five levels
of depression severity. The Severe level has more
samples than the other levels because it covers a
wider range of scores.

6.2 Diagnosis Ability

According to the results presented in Table 5,
DESC achieves a notably high average QWK score
of 0.70 compared to baseline. In contrast, DAIC-
WOZ obtains low scores, with a certain item show-
ing negative values. The result indicates a sub-
stantial challenge in predicting the frequency of a
seeker’s depression symptoms solely from conver-
sational history with an agent in the dataset. This
comparison may be considered unfair because the
DAIC-WOZ does not include questions about all
the symptoms of the PHQ-8.

The most important result is the final depression
diagnostic capability of each dataset, as presented
in Table 6. The depression severity is classified into
five levels—minimal, mild, moderate, moderately
severe, and severe—based on the cumulative scores
of the assessed items. Scores exceeding 10 points,

4FacebookAI/roberta-base
5meta-llama/Llama-2-7b-chat-hf

692



Dataset Interest Depressed Sleep Tired Appetite Failure Concentrating Moving Hurting Avg
DAIC-WOZ 0.16 0.39 0.18 0.15 0.03 0.03 -0.13 0.04 - 0.11

DESC 0.44 0.69 0.64 0.70 0.80 0.80 0.64 0.78 0.81 0.70

Table 5: Average QWK Scores of each dataset against expert annotations for each symptom in PHQ-8 and PHQ-9.

Dataset Level Acc
Depression

Acc Precision Recall F1
DAIC-WOZ 0.45 0.70 0.50 1.00 0.67

DESC 0.71 0.89 1.00 0.86 0.92

Table 6: Accuracy of predicting depression severity
level and accuracy, precision, recall, and f1 score of
estimating depression diagnosis.

Figure 5: Distribution of evaluated scores for DESC’s
fluency, consistency, and coherence.

classified as moderate or higher, are considered
depression.

The Level Acc indicates the accuracy of predict-
ing severity levels, with DESC showing 0.26 higher
performance than DAIC-WOZ. In depression diag-
nosis, the superior accuracy and F1 score of DESC,
compared to the baseline, demonstrate its robust-
ness and effectiveness. The results suggest that
our PHQ-9-based data generation process ensures
reliable diagnostic capabilities.

6.3 Conversation Quality

Figure 5 shows the distribution of obtained scores
in the human evaluation performed to evaluate con-
versation quality. The average scores are 4.25 for
fluency, 4.33 for consistency, and 4.63 for coher-
ence. Most samples received scores of 3 or higher
across all items, indicating that the DESC is con-
sistent and comprises high-quality conversations
without contextual awkwardness. Notably, the high
coherence score suggests that the diagnostic ques-
tions generated through strategy-based slicing and
first-turn supporter prompt configuration help the
seeker perceive them as natural and non-abrupt.

Response Persona Diagnosis
Mode BLEU BLEU Acc

Single 0.83 31.08 34.03 0.78
Multi 0.83 30.78 34.65 0.77

Table 7: The performance on baseline models for single-
task and multi-task settings.

6.4 Automatic Validation

Table 7 shows the baseline performance of DESC.
Mode indicates the prediction accuracy of the re-
sponse mode, divided into emotional support and
diagnosis. It shows equal performance of 0.83 in
both single-task and multi-task settings. Generat-
ing response and persona sentences achieve high
BLEU scores, all above 30. Diagnosis accuracy
measures the prediction of each symptom and its
corresponding score. Across all metrics, single-
task and multi-task settings demonstrate similar
performance.

7 Conclusion

This work proposes the DiagESC task for a com-
prehensive mental health care dialogue system that
goes beyond the limitations of supportive dialogue
systems that do not detect mental risk. DiagESC
contributes to emotional support and early detec-
tion of depression, an important part of mental
health. We have released the novel dataset DESC
by synthesizing diagnostic conversations based on
a depression self-diagnosis questionnaire with emo-
tional support data. Task-specific prompts and
strict filtering protocols facilitate questions about
depression symptoms while ensuring continued
user engagement. Evaluation by a psychological
counseling expert proves that DESC has superior
diagnostic performance and conversational quality.
We hope that DiagESC will contribute significantly
to developing more effective and supportive dia-
logue systems in mental health care. Moreover, the
release of the DESC dataset provides a valuable
resource for the research community, encouraging
further advancements and innovations in this criti-
cal area.

693



Limitation

The research aims to identify depression signs dur-
ing conversations with the user, subsequently no-
tifying them of potential risks. It is imperative to
note that the diagnostic outcomes derived from the
proposed dataset and model are intended solely
for guidance. An accurate and definitive diagnosis
should be ascertained through consultation with a
medical professional.
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A Diaolgue Example

Figure 6 illustrates the utterance configuration of
the DESC data sample. During emotional support
conversation, the supporter initiates the PHQ-9-
based dialogue to inquire about symptoms. After
identifying all symptoms, the supporter provides
the user with appropriate advice, such as a rec-
ommendation to visit a hospital based on the di-
agnostic results. To enhance the natural flow of
the conversation, we insert the predefined turns be-
tween symptom inquiries and result notifications.
We select these turns from 23 supporter and 16
seeker utterance candidates.

B Detailed Prompt Instructions

Table 8 is the prompt for supporter utterance gen-
eration. In contrast to the utterance generation of
turn 1, this stage focuses on analyzing the prior

Figure 6: Part of an example conversation sample of
DESC.

seeker response. Table 9 and 10 are the prompts
for seeker utterance generation.

C Keyword Filtering

The keyword filtering process ensures that the PHQ-
9 maintains its medical meaning. Table 11 shows
detailed keywords for each symptom item. The
generated utterance must contain at least one of the
keywords.

D Distribution of DESC

Figure 7: Distribution of aggregated score in DESC.

Each dialogue sample has score labels for the
PHQ-9 items. The sum of all nine scores deter-
mines the severity of depression. Figure 7 is the
distribution of aggregated scores.
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Prompt Content
(same with turn 1)
Depression Symptoms You should ask how ‘of-
ten’ a symptom has occurred over the past two
weeks. Symptoms are given and the frequency
of the symptoms should be naturally asked of the
user. The meaning of a given symptom should
never be changed.
Task Description The task proceeds in three
stages: Analysis, Planning, and Response Gen-
eration. The first step, Analysis, is to determine
the user’s status through the user’s previous re-
sponses. The second step, Planning, is planning
how to use the status information to support the
user’s emotions and ask about the frequency of a
different given symptom. The final step, Response
Generation, is to ask the user about the symptom
according to plan. Question must be asked care-
fully so that the user does not feel that the question
is sudden. Be ... (same with turn 1)
Example (examples)

Table 8: The prompt used to generate the subsequent
turn supporter utterance of inquiring about PHQ-9 symp-
toms.

E Human Evaluation

We conduct two types of human evaluations. In the
diagnostic ability evaluation, three evaluators, all
psychologists, read the conversations and scored
each item of the PHQ-9. We use the mode value as
the final label to reduce individual subjectivity. If
the evaluators’ scores differ, we use the mean score
as the final label.

The conversation quality evaluation assesses per-
formance based on fluency, consistency, and coher-
ence scores. The evaluators read the dialogues and
assign a score between 1 and 5 for each criterion,
following the descriptions provided for each item.

Fluency evaluates the grammatical correctness,
naturalness, and smoothness of the dialogue.

• Very poor numerous errors, hard to under-
stand.

• Poor lacks smoothness but can be followed
with some effort.

• Normal a natural rhythm to the conversation
despite occasional awkwardness.

• Good natural, easy to follow.

Prompt Content
Rephrase the sentence while retaining the original
meaning. The sentences are conversation with
counseling diagnosis chatbot system and the user.
In particular, do not change the frequency-related
meaning of the user’s words. Use synonyms or
related words to express the sentences with the
same meaning. Use conversational language and
paraphrase the following sentences. Generate a
crisp and to the point single sentence from the
given sentences using conversational language.

Table 9: The Paraphrasing prompt used in seeker utter-
ance generation

Prompt Content
Please augment the user utterance to fit the dia-
log history while maintaining its original meaning.
The sentence is the user’s utterance in a conver-
sation between the counseling diagnosis chatbot
system and the user. In particular, do not change
the frequency-related meaning of user’s words.
Please augment and modify the given user utter-
ance to match the system’s last words and the flow
of the conversation, especially user’s situation and
persona.

Table 10: The Augmentation prompt used in seeker
utterance generation

• Excellent natural, grammatically sound and
logically structured.

Consistency assesses how well the dialogue main-
tains a consistent user persona throughout the in-
teraction. This involves the user’s interests, and
personality traits.

• Very poor frequent contradictory utterances;
feels like by a completely different person.

• Poor regular contradictory utterances; a gen-
eral sense of the original character remains
perceivable but persona seem inconsistent.

• Normal some contradictory utterances; oc-
casional contradictory utterances that mildly
affect the coherence of the user persona but
do not substantially alter the overall character
impression.

• Good few errors; it’s pretty much the same
person speaking.
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Item Keywords
Interest interest, pleasure, enjoy
Depressed depressed, hopeless, down
Sleep sleep
Tired tired, energy
Appetite appetite, eat
Failure fail, down
Concentrating concentrate, concentrating, TV, television, read
Moving move, moving, slow, restless, figety
Hurting hurt, dead, suicide, self, harm height

Table 11: The keyword list of each symptom item.

• Excellent no or negligible errors; user per-
sonas are fully maintained.

Coherency measures how contextually appropriate
the responses are, considering the previous dia-
logue turns and the overall context of the conversa-
tion.

• Very poor conversations frequently veer off-
topic without a clear reason.

• Poor related to main topic but may include
irrelevant details.

• Normal related topic with occasional lapses
in focus or clarity.

• Good related topic and minor deviations are
quickly corrected.

• Excellent every response directly contributes
to a coherent, logical, and engaging.
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Abstract

Emotions are indispensable in human com-
munication, but are often overlooked in task-
oriented dialogue (ToD) modelling, where the
task success is the primary focus. While ex-
isting works have explored user emotions or
similar concepts in some ToD tasks, none has
so far included emotion modelling into a fully-
fledged ToD system nor conducted interac-
tion with human or simulated users. In this
work, we incorporate emotion into the com-
plete ToD processing loop, involving under-
standing, management, and generation. To this
end, we extend the EmoWOZ dataset (Feng
et al., 2022) with system affective behaviour
labels. Through interactive experimentation in-
volving both simulated and human users, we
demonstrate that our proposed framework sig-
nificantly enhances the user’s emotional experi-
ence as well as the task success.

1 Introduction

In recent years, conversational artificial intelligence
(AI) has become increasingly prevalent in various
domains, providing users with interactive and per-
sonalised experiences. Emotions play a crucial
role in human communication and can influence
the way individuals perceive, process, and react
to information (Ekman, 1992). Consequently, in-
corporating emotions into conversational AI has
emerged as a promising avenue for improving user
experience and creating more human-like interac-
tions (Picard, 2000).

Task-oriented dialogue (ToD) systems, an im-
portant genre of conversational AI, are designed
to assist users in fulfilling specific tasks or queries.
In contrast to chit-chat or open-domain dialogue
systems, which focus on creating engaging and en-
tertaining conversations, ToD systems interact with
users in a more structured way with a clear objec-
tive under specific domains (Jurafsky and Martin,

*These authors contributed equally to this work.

2009). While significant advancements have been
made in natural language processing and ToD sys-
tems, there remains a critical challenge in creating
systems that can understand and respond to not
only the informational needs of users but also their
emotional states.

In ToD, emotion is centred around the user goal,
making it more contextual and subtle (Feng et al.,
2022). A recent study has shown that the valence
of user emotion in ToD positively correlates with
dialogue success (Lin et al., 2023). This observa-
tion aligns with a number of emotional theories.
For example, the appraisal theory of emotion ar-
gues that emotion is the result of our evaluation
of a situation (Arnold, 1960; Lazarus, 1966). In
relation to a ToD user goal, it is straightforward
to see how task fulfilment would lead to positive
emotions and failures to negative ones. Similarly,
the Ortony-Clore-Collins (OCC) model of emotion
states that emotion is the result of elicitation by
events, agents, and objects (Ortony et al., 1988).
Feng et al. (2022) have drawn the connection be-
tween the OCC model and user emotions in ToD.
Therefore, besides inferring emotional states from
dialogue utterances, an agent also needs to reason
about emotion-generating situations and to utilise
this information to achieve dialogue success.

The integration of emotion into the full ToD
pipeline has been a long-standing interest (Bui
et al., 2010; Ren et al., 2015). Yet, early works
explored analytical solutions in constrained set-ups,
which hindered their applications in more compli-
cated scenarios. Recently, a number of resources
emerged for studying user affect in ToDs, e.g. emo-
tion, sentiment, or satisfaction (Mendonca et al.,
2023; Feng et al., 2022). This has motivated efforts
to model user emotion via data-driven approaches,
such as emotional user simulation (Lin et al., 2023)
and user emotion recognition (Feng et al., 2023a;
Stricker and Paroubek, 2024). However, to the
best of our knowledge, no work so far has com-
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bined these emotional aspects into a fully-fledged
dialogue system and an interactive pipeline where
emotions play a role in understanding, generation,
as well as management of the conversation.

To achieve this, we need to endow the dialogue
system with the ability to respond with an affective
behaviour, closing the emotional loop between the
user and the system in ToDs. Towards this goal, we
make the following contributions:

• We extend EmoWOZ, a large-scale ToD
dataset for user emotions (Feng et al., 2022),
with annotations for affective conduct in 71k
system utterances. To the best of our knowl-
edge, this is the first large-scale and open-
source corpus dedicated to the system’s affec-
tive behaviour in ToDs.

• We incorporate emotion in the complete ToD
interaction loop for understanding, manage-
ment, and generation by building a mod-
ular system around an emotion-aware and
emotion-expressive policy. We also build an
emotional LLM-based end-to-end ToD sys-
tem that involves emotion in understanding
and generation.

• For our modular system, we train our dialogue
policy via reinforcement learning (RL) on the
natural language level, leveraging emotions
and task success as reward signals. We train
the end-to-end system on our newly collected
dataset via supervised learning (SL). For both
systems, we show through interactive evalua-
tion that emotion in the ToD loop can enhance
user’s emotional experience as well as the task
success. This highlights the importance of
modelling emotions in ToDs.

2 Related Work

In this section, we discuss related works on incor-
porating emotion in each stage of ToD pipeline: un-
derstanding, management, and generation. These
stages are modelled explicitly with multiple models
in modular systems and implicitly with a unified
model in end-to-end systems (Hosseini-Asl et al.,
2020; Stricker and Paroubek, 2024).

2.1 Understanding User Emotion
Modular ToD systems rely on natural language
understanding (NLU) and dialogue state tracking
(DST) modules to translate and accumulate seman-
tic concepts related to user goals. Typically, these

semantic concepts are strictly limited to those de-
fined in the ontology, i.e. domains, slots, and values
the system can talk about.

Given its potential as an important piece of in-
formation for the system’s subsequent decision-
making, emotion can be considered as part of the
dialogue state. Feng et al. (2022) showed that multi-
task training a DST model for emotion recognition
simultaneously improves its joint goal accuracy,
suggesting the complementarity between DST and
emotion recognition in conversation (ERC). Re-
cently, Stricker and Paroubek (2024) modelled user
emotion as an intermediate task in end-to-end ToD
systems and improved overall system performance.
Standalone ERC models dedicated to ToDs (Li
et al., 2023; Feng et al., 2023b) can be used in
modular systems in parallel with any DST to ex-
tend the dialogue state with user emotions.

2.2 Dialogue Management with Emotion
Feedback

In ToD, one way to train the dialogue policy is via
RL to maximise task success, indicated at the end
of the dialogue based on user goal fulfilment (Levin
and Pieraccini, 1997; Kwan et al., 2023). Since
user emotion is highly associated with task success
(Lin et al., 2023), it is intuitive to leverage user
emotion during the dialogue for providing more
dense and diverse reward signals. Bui et al. (2010)
incorporate user emotion into the policy state by
modelling affective dialogue management through
a factored partially-observable Markov decision
process (POMDP) and analytically find an optimal
policy. This is however neither feasible for larger
problems, nor has this been integrated in interactive
set-ups. Zhang et al. (2021) addressed the delayed
reward problem in dialogue policy learning with a
predefined emotion-based turn-level reward. Zhu
et al. (2024) consider the difference between the
user’s positive emotion intensity and the next turn’s
emotion utility value for top-k action selection. We
take a step further by incorporating emotion in
policy state and reward function. We then leverage
emotion in RL to find optimal semantic actions and
affective expression of the system, which has not
been explored before.

2.3 Generating Affective Response
The natural language generation (NLG) module
in ToD systems realises semantic actions from the
policy into natural language. Traditionally, ToD
NLG focuses on translating task-related semantic
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Figure 1: Infusing emotions into modular and end-to-end ToD systems.

actions and overlooks other aspects of system re-
sponses such as emotion. There have been efforts
to create datasets which help enrich ToD system re-
sponses with chit-chat (Sun et al., 2021; Chen et al.,
2022; Young et al., 2021). Stricker and Paroubek
(2024) attempted to refine end-to-end system out-
put with a large language model (LLM) under a
chain-of-thought framework to enhance simulated
system empathy. Different from previous works,
we aim to enrich system response with the subtle
affective conduct jointly with dialogue actions in a
fully controllable approach.

2.4 Simulating User Emotional Behaviour

User simulators (USs) simulate user behaviour in
ToDs. Although they are not a part of the system,
they play essential roles in training dialogue pol-
icy via RL and serving as an efficient evaluation
platform for dialogue policy (Eckert et al., 1997).
Most existing USs focus on modelling user’s be-
haviour in terms of semantic actions and natural lan-
guage by taking system semantic actions (Kreyssig
et al., 2018; Lin et al., 2021, 2022). Zhang et al.
(2021) built a US that additionally incorporated
handcrafted emotion transitions in different situa-
tions. Kim and Lipani (2022) used a data-driven ap-
proach and simulated satisfaction levels along with
the intent and the utterance. Lin et al. (2023) fur-
ther proposed data-driven EmoUS to model more
nuanced user emotions with enhanced controllabil-
ity via user persona settings. This motivates us to
move one step further to capture more fine-grained
affective expressions of the system from natural
language response directly.

3 EmoWOZ 2.0: A Fully
Emotion-annotated ToD Dataset

To study emotion in real-world interactions be-
tween users and human operators in the ToD set-
ting, we extend EmoWOZ (Feng et al., 2022) by
further annotating the affective behaviour of the
system, which is acted by human-beings. We call

this dataset with extended labels EmoWOZ 2.0. *

In ToDs, the user and the system play different
roles. Users may express a wide range of emotions
during interactions based on their goals and experi-
ences with the operator. The system is responsible
for managing and facilitating the conversation and
is supposed to behave professionally and politely
to achieve the goal. Therefore, it is necessary to
consider different sets of affective behaviours in
the user and the system respectively. We refer to
the concept of the operator’s affective behaviour as
affective conduct, or conduct for short.

Annotation Scheme According to studies on
customer satisfaction in business (Grandey et al.,
2011), competent operators in ToD try to guide user
emotion towards positive valence by making use
of subtle emotion in their response while provid-
ing correct information. By considering the set of
user emotions in EmoWOZ and the OCC emotion
model (detailed justification in Appendix A.1), we
arrive at five affective conduct classes:

• Neutral: the operator does not explicitly make
use of any affective conduct.

• Compassionate: the operator is sympathetic
about user’s situation, usually in response to a
fearful/disappointed user in an unpleasant situa-
tion.

• Apologetic: the operator apologises for their mis-
take, usually in response to a dissatisfied user.

• Enthusiastic: the operator is feeling happy for
the user or showing extra eagerness to help. This
conduct takes place usually in response to a neu-
tral or excited user.

• Appreciative: the operator acknowledges the –
at least partial – task success, usually signalled
as user’s satisfaction.

Annotation Set-up We annotated the conduct for
all operator utterances in the MultiWOZ subset of

*EmoWOZ 2.0 is released under CC By 4.0 NC license,
following the original EmoWOZ release. The dataset can be
found at https://gitlab.cs.uni-duesseldorf.
de/general/dsml/emowoz-2.0-public/

701



EmoWOZ. Machine-generated system responses
in the DialMAGE subset came from a template
NLG, which we considered to have neutral conduct
because those templates aimed to express actions
concisely rather than conveying emotions by de-
sign.

We followed the data collection and quality as-
surance set-up of EmoWOZ and conducted the
annotation via the Amazon Mechanical Turk plat-
form. Details and an illustration of the annotation
interface can be found in Appendix A.2.

Annotation Quality Each utterance has been an-
notated by at least three annotators. The inter-
annotator agreement as measured with Fleiss’
Kappa is 0.647, suggesting substantial inter-
annotator agreement. The annotator confusion ma-
trix and label distribution can be found in Appendix
A.3 and A.4, respectively.

4 Infusing Emotions into ToD Systems

We propose to incorporate emotion into the full
interactive ToD pipeline, which is primarily com-
prised of three stages: understanding, management,
and generation. We aim for understanding to ac-
curately recognise the user’s emotion in addition
to the task-centred dialogue state. For dialogue
management, we make use of emotion for optimal
action selection. Lastly, we additionally condition
the natural language generation on the system con-
duct to generate more diverse and emotion-aware
responses. These are realised in each modular sys-
tem component individually (Section 4.1 to 4.3)
and as intermediate tasks in the unified model in
end-to-end systems (Section 4.4). *

4.1 Expanding Dialogue State with Emotion

In our modular system, we use an ERC model in
parallel with a DST model. This allows a flexible
selection of DST and the associated ontology. The
inferred user emotion is appended to the dialogue
state.

For ERC, we use the ContextBERT-ERToD
model (Feng et al., 2023a) as our user emotion
recognition front-end because of its good ERC abil-
ity and fast inference. It is a BERT-based classifi-
cation model (Devlin et al., 2019) that considers
dialogue context and state in addition to the user

*The code of pipeline systems, end-to-end sys-
tems, and the user simulator can be found at
https://gitlab.cs.uni-duesseldorf.de/
general/dsml/emoloop-public/

utterance. It reports a weighted F1 score of 83.9%
for emotions excluding neutral.

For DST, we use the SetSUMBT model (van
Niekerk et al., 2021). This model, based on the
RoBERTa language model (Liu et al., 2019) and a
recurrent context tracker adopts a picklist approach
to DST. Specifically, we employ the Ensemble-
Distribution-Distilled variant of Set-
SUMBT, a refined version that distils knowledge
from an ensemble of models. This version reports
a joint goal accuracy of 51.22% on MultiWOZ.
The architectural design of SetSUBMT also allows
transferability to new domains, and such an abil-
ity has been exemplified with a transformer-based
dialogue policy under a continual learning set-up
(Geishauser et al., 2024).

4.2 Emotion-aware Dialogue Policy
For dialogue management in the modular system,
we build a dialogue policy that considers the user
emotion in the input and produces an emotion-
augmented system output. We utilise the dynamic
dialogue policy transformer (DDPT) architecture
(Geishauser et al., 2022) since it was built for op-
timising dialogue policies that require extendable
input and output, which facilitate the adaptation
to new domains and ontologies. The dialogue pol-
icy leverages emotions in three ways: considering
user emotion in the input, generating system af-
fective conduct in the output, and considering user
emotion in the reward for RL.

Emotion Input and Output The user emo-
tion, as a part of the dialogue state, is incor-
porated into the dialogue state through embed-
ding the perceived user emotion with RoBERTa.
For semantic action selection, DDPT pro-
duces a sequence of domain-intent-slot triplets
auto-regressively through its transformer de-
coder, e.g. restaurant-inform-phone,
restaurant-request-food, until a stop to-
ken is generated. In order to predict emotional
system conduct, after DDPT outputs the semantic
actions, we decode the sequence for one more step
to generate the system conduct action, considering
the perceived user emotion from the dialogue state.

Emotion Augmented Reward We incorporate
user emotion into the reward for RL by consider-
ing the associated sentiment. More specifically,
we define c(satisfied) = 1, c(dissatisfied) =
c(abusive) = −1, c(neutral) = 0. For the re-
maining user emotions that are not elicited by the
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system, we set c(emotion) = 0. For any emotion e,
we multiply c(e) by a hyperparameter β to weight
the influence of emotion in the reward. Note that
utilizing β · c(e) directly could encourage the dia-
logue policy to produce long dialogues with unnec-
essary turns as long as they produce positive user
sentiment. In order to prevent this, we shift β · c(e)
such that it is at most 0 by defining the emotion
reward for an emotion e as remo(e) = β · c(e)− β.

The emotional reward is combined with the stan-
dard reward rtask in dialogue policy learning that
equals−1 in every non-terminating turn for encour-
aging efficiency and either −T or 2T for dialogue
failure or success, where T denotes the maximum
permitted number of turns. The final reward is thus
given by r = rtask + remo. We refer to this policy
with expanded dialogue state input, expanded dia-
logue action output, and emotion reward as EmoD-
DPT.

4.3 Expressing Emotion in Response
Our modular system NLG was built based on the
BART model (Lewis et al., 2020). We followed
existing works to formulate the ToD NLG problem
as a sequence-to-sequence task (Peng et al., 2020;
Zhu et al., 2023) where the input is a sequence
containing semantic concepts in textual form (e.g.
tuples of [intent, domain, slot, value]), and the
output is natural language conveying the semantic
meaning. Our model input consists of the user utter-
ance, system semantic actions, and the system con-
duct. We refer to our system NLG as SEC-BART:
a both semantically and emotionally conditioned
BART. In our ablation study, we used SC-BART,
the version that is only conditioned on the semantic
actions in the non-emotional ToD pipeline.

On MultiWOZ, SEC-BART achieves a BLEU
score of 34.9 and a slot error rate of 3.6%, compara-
ble to existing SOTAs (Peng et al., 2020; Zhu et al.,
2023). Details of model training and performance
can be found in Appendix C.

4.4 Emotional End-to-end System
We follow the work of Stricker and Paroubek
(2024), where ERC is added as an intermediate
task in the end-to-end ToD modelling, i.e. emo-
tion is incorporated in the understanding stage. We
further consider emotion in the generation stage
by predicting the system conduct in the end-to-
end pipeline, as illustrated in Figure 1b. To this
end, we build a LLaMA-based end-to-end ToD sys-
tem that involves emotion in both understanding

and generation, with LLaMA-2-7B (Touvron et al.,
2023) as the backbone. As illustrated in Figure
1b, it takes dialogue history and the recognised
user emotion as input, and then auto-regressively
generates the dialogue state, user emotion, system
actions, system conduct, and delexicalised natural
language response. The response is then lexicalised
via database queries based on the intermediately
generated dialogue state and system actions. We
refer to this end-to-end model as EmoLLAMA.

We did not train EmoLLAMA via RL with task
and emotion feedback from the user simulator be-
cause it would take more than 20 days on an A100
40GB to simulate the same number of dialogues as
we did to train the EmoDDPT policy in the mod-
ular system. We therefore leave efficient training
of LLM-based ToD systems via RL as a future
research direction.

4.5 Emotional User Simulation

Traditionally, user simulators interact with the sys-
tem on the semantic level for efficiency. To capture
more fine-grained expressions of system conducts
in natural language, we build langEmoUS based
on EmoUS (Lin et al., 2023). langEmoUS interacts
with the system on the natural language level, e.g.
it takes the system utterance, user goal, turn infor-
mation and user persona as inputs and generates
user emotion and user utterance. The turn infor-
mation represents the dialogue progress, i.e. the
turn number. Following the setting in Lin et al.
(2023), the user persona is extracted from the di-
alogue history, e.g. if a user is excited to visit a
museum in the conversation, then its persona is
{attraction : excited}, when training the user
model supervisedly. During inference, the user per-
sona is sampled from the distribution of the corpus.

LangEmoUS achieves macro F1 scores of 0.742
and 0.521 for user sentiment prediction and emo-
tion prediction, respectively, significantly outper-
forming existing state-of-the-art models (Kim and
Lipani, 2022; Lin et al., 2023) (see Appendix B).

5 Experimental Set-up

5.1 Modular System Set-up

EmoLoop This is our proposed modular system
with emotion incorporated for understanding, man-
agement, and understanding, as outlined in Fig-
ure 1a and Figure 2. It includes the following
modules: SetSUMBT DST, ContextBERT-ERToD
ERC, EmoDDPT policy, and SEC-BART NLG.
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EmoDDPT is trained via RL on the natural lan-
guage level with langEmoUS.

SimpleLoop This is the non-emotion baseline to
EmoLoop. It neither predicts user emotion for the
state, uses emotion reward to train the policy, nor
generates system conduct for emotional response
generation. Specifically, it includes the following
modules: SetSUMBT DST, DDPT policy, and SC-
BART NLG. DDPT is trained via RL on the natural
language level with langEmoUS.

5.1.1 Dialogue Policy Optimisation
We implement our system in the ConvLab-3 frame-
work (Zhu et al., 2023). We pre-trained the policy
on MultiWOZ 2.1 (Eric et al., 2020), followed by
online RL through interaction with our US. During
RL, in addition to the emotion reward as outlined in
Section 4.2, we set the task reward as −1 in every
turn to encourage efficiency, and 80 or −40 for di-
alogue success or failure. A dialogue is successful
if the system provides the requested information to
the user and books the correct entities (if possible).
For emotional reward, we set β = 2. We pre-train
each policy on MultiWOZ, followed by 15k dia-
logues with langEmoUS via RL for 6 random seeds.
For every 1k dialogues of training, we evaluate the
policy for 500 dialogues. We use overall return to
select the best checkpoint. All peripheral modules
were trained, implemented, and evaluated in the
ConvLab-3 environment.

ContextBERT-
ERToD

langEmoUS

Goal

Persona

Turn count

EmoDDPTSetSUMBT
Database

SEC-BART

Figure 2: RL training set-up for EmoDDPT.

Language-level RL Training As illustrated in
Figure 2, our policy, EmoDDPT, interacts with
langEmoUS on the natural-language level where
the policy actions and conduct (asys, esys) is re-
alised into natural language, usys with SEC-BART.
The US takes natural-language input and outputs
natural-language user utterances uusr after auto-
regressively generating the simulation target user
emotion uusrsim and user actions ausr. The perceived
user emotion eusr and dialogue state s are deter-
mined by ContextBERT-ERToD and SetSUMBT
respectively.

5.2 End-to-end System Set-up
EmoLLAMA This our proposed end-to-end sys-
tem as described in Section 4.4.

SimpleLLAMA This is the non-emotional base-
line, which is also used in the work of Stricker and
Paroubek (2024). Compared with EmoLLAMA,
it does not consider user emotions as a part of the
model input, nor does it auto-regressively predict
user emotion and system conduct.

Both EmoLLAMA and SimpleLLAMA are
trained and evaluated with EmoWOZ 2.0 using the
environment provided by Stricker and Paroubek
(2024) and following default parameters. Their in-
teractive evaluations were set up in the ConvLab-3
environment.

5.3 Evaluation
Corpus Evaluation We report inform and suc-
cess rates. Inform rate evaluates if the system pro-
vides entities from the database that fulfill user’s
constraints. Success rate assesses if the system
delivers all information requested by the user. To
generate each system response, the ground-truth
dialogue history was used as system input.

Interactive Evaluation For interactive evalua-
tion, our systems interact with langEmoUS. We
report the success rate and the average user sen-
timent in simulated dialogues to account for user
emotional experience. Specifically, the turn-level
sentiment score is +1 if the user emotion is posi-
tive, 0 if neutral and−1 if negative. User sentiment
is determined by the ERC.

Human Trial We set up a human trial using the
DialCrowd toolkit (Huynh et al., 2022) on the Ama-
zon Mechanical Turk platform. We set up two
pairs of comparison: 1) SimpleLLAMA vs. EmoL-
LAMA and 2) SimpleLoop vs. EmoLoop. Volun-
teers are presented with randomly generated sin-
gle or multi-domain goals. A goal contains a set
of constraints for entities that the user should be
looking for (e.g. the price range and the location
of a restaurant) and specifies the information they
should extract from the system (e.g. the phone
number and booking reference of the restaurant).
Given a goal, volunteers would need to talk to each
system to fulfill the goal. They then give ratings
to each of them based on objective (whether the
goal has been fulfilled) and subjective metrics (how
they feel about the system). Survey questions in-
clude objective task success and subjective user
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System Type Corpus User Simulator Human
Inform Success Success Sentiment Success Sentiment Rating

SimpleLLAMA End-to-end 0.785 0.705 0.330 0.214 0.819 3.97
EmoLLAMA End-to-end 0.833 0.760 0.342 0.250 0.894 4.16

SimpleLoop Modular 0.700 0.621 0.556 0.337 0.798 3.85
EmoLoop Modular 0.753 0.635 0.531 0.405 0.917 4.15

Table 1: System evaluation, including corpus-based evaluation, interaction with user simulator and human trial.
Values in bold mean best scores with statistically significant difference p < 0.05.

sentiment. Details of the website interface and
survey questions can be found in Appendix D. To
obtain more reliable ratings, we filtered out dia-
logues with poor quality, e.g. containing very short
user utterances or non-natural language, and with
inconsistent ratings, e.g. system A had better rating
in all aspects but overall the rater found system
B better. Overall, we collected 203 valid ratings
for the SimpleLLAMA-EmoLLAMA comparison
and 253 for the SimpleLoop-EmoLoop comparison
from 40 unique raters.

6 Results and Discussion

6.1 Corpus Evaluation

Although it is not a common practice to evaluate
RL-trained modular ToD systems on a corpus, we
provide such results for a basic understanding and
comparison with end-to-end systems. Our goal is
not beating SOTA on task-related metrics, but ex-
amining interactive abilities of the system and the
role of emotion in it. As shown in Table 1, incorpo-
rating emotion significantly improves inform rate
of both types of systems and success rate of the
end-to-end system.

It is not surprising that modular systems under-
perform when compared with end-to-end systems.
Modular systems are trained via RL, which allows
the policy to explore more diverse dialogue trajec-
tories but diverges from what a policy can learn
from the corpus only. This reflects the limitation
of corpus evaluation in accounting for ToD system
performance, as pointed out by Lubis et al. (2022).

6.2 Evaluation with User Simulator

In interactive evaluation, both EmoLoop and
EmoLLAMA perform significantly better in terms
of average sentiment than their respective non-
emotional baseline while maintaining the same
level of success rate. For end-to-end models, de-
spite the fact that they are not optimised via RL
with the simulated user, the average sentiment in
the simulated user also improves significantly.

When comparing performance across system
types, modular systems perform better than end-
to-end models on task success and simulated user
sentiment since modular system policies have been
optimised for the simulated user via RL. SimpleL-
LAMA and EmoLLAMA, trained via SL only, can-
not adequately cope with the more diverse user
goals and situations of the simulated user. This
motivates our future work to leverage the simulated
user and to train end-to-end systems via RL.
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Figure 3: The average hallucination rate of modular
systems during RL training with langEmoUS. For end-
to-end systems, we report hallucination rate after SL.
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Figure 4: Average sentiment at different turn positions
during language-level interaction with langEmoUS.

Hallucination In ToD, a hallucination is defined
as a value in the system response that is not sup-
posed to be informed according to system actions.
As shown in Figure 3, the hallucination rate of each
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type of systems is improved as emotion is incor-
porated into the pipeline. The hallucination rate
is lowered from 1.8% for SimpleLLAMA to 1.4%
for EmoLLAMA. We observe that end-to-end sys-
tems are more prone to the hallucination problem
than modular systems as slot placeholders in the
delexicalised end-to-end system response do not al-
ways match the intermediately generated dialogue
actions. Hallucination rates of SimpleLoop and
EmoLoop are around 1.3% at the beginning of the
interactive RL training and continue to improve as
the RL progresses.

Progression of User Sentiment in Dialogues
Figure 4 shows the average sentiment of langE-
moUS at each turn of interactions with our systems.
The sentiment level of langEmoUS becomes more
positive as the dialogue progresses and moves to-
wards user goal completion in all systems. The
primary difference between modular systems and
end-to-end systems is that in earlier turns, modular
systems are able to satisfy the simulated user better,
as illustrated in higher and more positive sentiment
level before turn 8.

6.3 Human Trials

We carried out human trials to compare two pairs
of systems in Table 1. Within each pair of compari-
son, the emotion-incorporating model significantly
outperforms its non-emotion version in terms of
both the success rate and user sentiment. This fur-
ther confirms our findings from corpus and user
simulator evaluations. Example dialogue excerpts
are given in Appendix D.3 to exemplify how emo-
tional ToD systems made use of affective conduct
in case of neutral and unsuccessful interactions.

Although human ratings across system types
are not directly comparable, it is noteworthy that
the absolute improvement from SimpleLLAMA to
EmoLLAMA (∆Success = 0.075, ∆Sentiment =
0.19) is smaller than that from SimpleLoop to
EmoLoop (∆Success = 0.119, ∆Sentiment =
0.30). Such difference can be attributed to the lack
of RL training in LLM-based systems.

6.4 Ablation Study

We ablate our emotional modular and end-to-end
systems by incorporating emotion in different parts
of the pipeline. Table 2 summarises their interac-
tive performance with langEmoUS.

For both modular systems and end-to-end sys-
tems, incorporating emotion does not significantly

System Und Gen Man Success Sentiment

SimpleLLAMA - - - 0.330 0.214
+ - - 0.360 0.233
- + - 0.373 0.229

EmoLLAMA + + - 0.342 0.250

SimpleLoop - - S 0.556 0.337
+ - S+E 0.559 0.354
- + S 0.543 0.361

EmoLoop + + S+E 0.531 0.405

Table 2: Success and average user sentiment of sys-
tems from the interactive evaluation with langEmoUS.
+/- means whether emotion is involved in the corre-
sponding ToD stage: Understanding, Management, or
Generation. For Management, “-” means the system is
trained via SL,“S” and “E” mean training via RL with
success reward and emotion reward respectively.

change task success with the user simulator (p >
0.5). The average user sentiment does improve
slightly as emotion is introduced in understanding
(plus management) and generation. Yet, the im-
provement from the non-emotional base system
only becomes significant when emotion is added
to all ToD stages. This highlights the importance
of considering emotion in the whole ToD loop: it
is necessary not only to understand user emotion
but also to make use of it for dialogue management
and respond with the appropriate conduct. *

Figure 5 illustrates the change in the average
sentiment of the simulated user during RL. At the
beginning, average sentiments of modular systems
fall in the similar range as SL-trained end-to-end
systems, and are then further improved by RL. This
highlights the importance of task success and emo-
tion feedback signal for RL in ToD systems.
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Figure 5: The average sentiment of langEmoUS during
RL training of modular policy.

*See Appendix E.1 for ablation study on EmoLoop with
SL policy. A similar trend has been observed.
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7 Conclusion

In this work, we incorporate emotion into the com-
plete ToD processing loop, involving understand-
ing, management, and generation. To achieve this,
we first enrich the EmoWOZ dataset with system
conduct labels to construct EmoWOZ 2.0. We then
build modular and end-to-end ToD systems, as well
as emotional user simulators with the newly col-
lected dataset. We train the modular system pol-
icy via RL with the emotional user simulator and
the end-to-end system via SL on EmoWOZ 2.0.
Through interactive evaluation with both simulated
and human users, we show that incorporating emo-
tion into ToD systems can improve user’s emotional
experience as well as task success.

There is still a long way to go from our work to
the perfect emotional ToD system. Yet, we show
our method as a promising avenue to achieve this
ultimate goal. In our study, we directly translate
user emotion labels into valence scores on a linear
scale as a reward for RL. We believe that utilising
the full set of user emotion labels for diverse reward
would be a promising future direction.

We hope that with our work, we can motivate
future research efforts to look at user experience
beyond task success for ToDs and bring about in-
sights to other task-oriented conversation settings.
We would also like to highlight the opportunities
in further improving LLM-based end-to-end ToD
systems via RL, combining established approaches
for policy training in modular systems and recent
advancements in LLM research in other applica-
tions.

8 Limitations

One of the main limitations of modular ToD sys-
tems is the error accumulation in the pipeline for
both modular and end-to-end systems. In modular
systems, since each module is trained with a dataset
associated with a limited ontology, the concepts
that the system can understand and express are also
limited. Although the DDPT policy, SetSUMBT
DST, and many other models such as Trippy-R
(Heck et al., 2022) are built with the ability to han-
dle out-of-domain requests, the generalisability and
robustness of ToD systems are still challenges in
the field that is yet to be solved.

All system modules have been trained in a su-
pervised fashion on EmoWOZ 2.0. Therefore, the
dataset contains limited dialogue situations and in-
herent bias. As seen in the dialogue examples in

the appendix, the emotional responses are also lim-
ited. Yet, EmoWOZ 2.0 is the best resource we
have at the moment. Data augmentation has been
applied when training the NLG and the ERC model
to mitigate the lack of diversity in the dataset. The
RL training of the policy also allows the policy to
explore more diverse dialogue trajectories. For the
user simulator, considering data augmentation and
more attributes of users, e.g. a more fine-grained
user persona from chit-chat, would be a potential
future direction to improve the diversity in simu-
lated user behaviours.

Although LLMs can have better performance
on each ToD modelling task and therefore could
potentially serve as more powerful modules in
EmoLoop, we did not move in this direction since
their high computing resource requirement and
slow inference speed would hinder their integration
into our systems for interactive training and evalua-
tion. Training modular system policy with langE-
moUS for 15k dialogues on one Nvidia GeForce
RTX 2080 Ti takes around 40 hours. The train-
ing time and memory required will be significantly
increased if modular systems use LLM-based mod-
ules. On the other hand, while LLM-based end-
to-end systems may provide a bypass since one
LLM is sufficient, implementing RL training on
such systems to further leverage task success and
emotion signals from the user simulator is another
computationally expensive challenge that are yet
to solve.

Some of our generative system modules are
based on pre-trained language models. Although
we have not been reported any harmful generations
in the human trail, there is still the possibility for
unexpected behaviour when this system is deployed
and tested on a very large scale.

For human evaluation, we conducted experi-
ments on Amazon Mechanical Turk platform rather
than deployed our systems in the production envi-
ronment. The participants, despite coming from
different countries, are from covering all demo-
graphics.

9 Ethics Statement

Models, codes and datasets were used in accor-
dance with their respective licenses, terms of use
and intended use. The data that we used and gener-
ated does not contain any information that names
or uniquely identifies individual people or offen-
sive content. The model we used for generating
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augmented samples has implemented training ob-
jectives for enhanced safety (Appendix C). Systems
we used for interaction with real users were very
unlikely to generate offensive content as they were
fine-tuned on large-scale training data to convey a
limited scope of semantic concepts. No offensive
content was reported by human users nor observed
in post-hoc inspection.

For system conduct annotation, annotators were
required to read and agree with our statement of
consent for data use before the task. Annotators
were paid fairly according to the local regulations
of our research institute. We ensured swift commu-
nication with annotators so that their concerns were
addressed as soon as possible. For poor-quality an-
notations, we still pay the annotators for their time
but block them from our task to ensure data qual-
ity and collection efficiency. All annotations are
anonymised.

The data annotation and interactive human trial,
which involves decision making based on human
emotions, have been approved by the ethics review
board of the research institute. The proposed sys-
tem learns how to manipulate human emotional
state. Although the system is trained to elicit pos-
itive user emotion, this could still be of potential
ethical concern and would require greater delibera-
tion when deployed in real-life and more complex
scenario.
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A EmoWOZ 2.0 Construction

A.1 Annotation Scheme Justification

Under the framework of the OCC emotion model and the definition of emotional empathy that the
observer shares the emotional state of another person (Davis, 2018), we can derive the corresponding
emotional response from the system. Considering the following user emotion and situation where:

The user is labelled as Fearful, or feeling negative because of an event which has negative consequences
on the user his or herself (as defined in EmoWOZ).

An empathetic operator would share the same feeling as the user (therefore also feeling negative). Yet,
the feeling in the operator is elicited by an event which has negative consequences on the user (the other
party). This feeling is defined as pity, or compassionate in the OCC model.

A.2 Annotation Interface

We adopted the same annotation set-up, annotator selection criteria, and quality assurance approaches as
outlined by Feng et al. (2022). Each utterance is annotated by three annotators, who were provided with
the entire preceding dialogue history when annotating the current utterance. Annotators were English
speakers. The final label was obtained from majority voting. When the agreement could not be reached, a
fourth annotator was introduced. Overall, 54 crowd workers have contributed to our study.

Operator Conduct Annotation

Instructions (Click to collapse)

In this task, you will be shown dialogue turns between a User and an Operator. You will be supplied with the following information:

User's request
Operator's response

You will then be prompted to answer the following questions regarding the Operator:

Which of the following best describes the conduct of the Operator?

Compassionate
The operator is showing sympathy, concern, or sadness for the user (e.g. because of the user's suffering or bad luck), and is wanting to help the user. E.g.
User: I appreciate your help. Do you know how quickly the police will respond? I may need some medical help as well.
Operator: The police will arrive soon, are you injured?

Apologetic
The operator is expressing regretful acknowledgement of an offence or failure. E.g.
User: Yes, please. 6 people 3 nights starting on tuesday.
Operator: I am sorry but I wasn't able to book that for you for Tuesday. Is there another day you would like to stay or perhaps a shorter stay?

Enthusiastic
The operator is showing extra helpfulness (e.g. using emotionally colourful words when trying to convince the user about a recommendation), or feeling happy for the user because of something good happening to the user.
User: Are there anything fun to do in city centre?
Operator: My favorite attraction in the centre of the city is a concert hall called Man on the Moon. It is amazing! They are at 2 Norfolk Street.

Appreciative
The operator is showing pleasure for successfully fulfilling the user's goal or request.
User: You were great. Goodbye.
Operator: We are happy to help. Have a good day!

Neutral
The operator does not explicitly show any emotional conduct. E.g.
User: I am departing from birmingham new street.
Operator: Can you confirm your desired travel day?

If you have any questions, please contact 

Question #1 (PMUL4981.json)

User: Hey there, I want to get a train to Cambridge for Thursday please
Operator: Okay, from where are you departing?

Which of the following best describes the conduct of the Operator?

Compassionate (The operator is showing sympathy, concern, or sadness for the user (e.g. because of the user's suffering or bad luck), and is wanting to help the user.)
Apologetic (The operator is expressing regretful acknowledgement of an offence or failure.)
Enthusiastic (The operator is showing extra helpfulness (e.g. using emotionally colourful words when trying to convince the user about a recommendation), or feeling happy for the user because of something good happening to the user.)
Appreciative (The operator is showing pleasure for successfully fulfilling the user's goal or request.)
Neutral (The operator does not explicitly show any emotional conduct.)

Question #2 (PMUL4981.json)

User: I am coming in from the Stansted Airport.
Operator: What time will you need to be traveling?

Which of the following best describes the conduct of the Operator?

Compassionate (The operator is showing sympathy, concern, or sadness for the user (e.g. because of the user's suffering or bad luck), and is wanting to help the user.)
Apologetic (The operator is expressing regretful acknowledgement of an offence or failure.)
Enthusiastic (The operator is showing extra helpfulness (e.g. using emotionally colourful words when trying to convince the user about a recommendation), or feeling happy for the user because of something good happening to the user.)
Appreciative (The operator is showing pleasure for successfully fulfilling the user's goal or request.)
Neutral (The operator does not explicitly show any emotional conduct.)

Question #3 (PMUL4981.json)

User: I would like to arrive by 15:45, need the departure time and train ID.
Operator: Okay the TR2473 leaves at 14:24 and arrives by 14:52. It's 28 minutes.

Which of the following best describes the conduct of the Operator?

Compassionate (The operator is showing sympathy, concern, or sadness for the user (e.g. because of the user's suffering or bad luck), and is wanting to help the user.)
Apologetic (The operator is expressing regretful acknowledgement of an offence or failure.)
Enthusiastic (The operator is showing extra helpfulness (e.g. using emotionally colourful words when trying to convince the user about a recommendation), or feeling happy for the user because of something good happening to the user.)
Appreciative (The operator is showing pleasure for successfully fulfilling the user's goal or request.)
Neutral (The operator does not explicitly show any emotional conduct.)

Question #4 (PMUL4981.json)

User: Thanks! I'm also looking for an attraction in the centre area.
Operator: what type of attractions are yopu looking for?

Which of the following best describes the conduct of the Operator?

Compassionate (The operator is showing sympathy, concern, or sadness for the user (e.g. because of the user's suffering or bad luck), and is wanting to help the user.)
Apologetic (The operator is expressing regretful acknowledgement of an offence or failure.)
Enthusiastic (The operator is showing extra helpfulness (e.g. using emotionally colourful words when trying to convince the user about a recommendation), or feeling happy for the user because of something good happening to the user.)
Appreciative (The operator is showing pleasure for successfully fulfilling the user's goal or request.)
Neutral (The operator does not explicitly show any emotional conduct.)

Question #5 (PMUL4981.json)

User: multiple sports please. whatever that is.
Operator: Whatever it is, there is not a spot for in the centre, shall I search for something else?

Which of the following best describes the conduct of the Operator?

Compassionate (The operator is showing sympathy, concern, or sadness for the user (e.g. because of the user's suffering or bad luck), and is wanting to help the user.)
Apologetic (The operator is expressing regretful acknowledgement of an offence or failure.)
Enthusiastic (The operator is showing extra helpfulness (e.g. using emotionally colourful words when trying to convince the user about a recommendation), or feeling happy for the user because of something good happening to the user.)
Appreciative (The operator is showing pleasure for successfully fulfilling the user's goal or request.)
Neutral (The operator does not explicitly show any emotional conduct.)

Question #6 (PMUL4981.json)

User: How about a college instead?
Operator: Christ's College meets your criteria. Would you like more information?

Which of the following best describes the conduct of the Operator?

Compassionate (The operator is showing sympathy, concern, or sadness for the user (e.g. because of the user's suffering or bad luck), and is wanting to help the user.)
Apologetic (The operator is expressing regretful acknowledgement of an offence or failure.)
Enthusiastic (The operator is showing extra helpfulness (e.g. using emotionally colourful words when trying to convince the user about a recommendation), or feeling happy for the user because of something good happening to the user.)
Appreciative (The operator is showing pleasure for successfully fulfilling the user's goal or request.)
Neutral (The operator does not explicitly show any emotional conduct.)

Question #7 (PMUL4981.json)

User: Can I get their address and phone number please?
Operator: Yes, here you go saint andrew's street and 01223334900

Which of the following best describes the conduct of the Operator?

Compassionate (The operator is showing sympathy, concern, or sadness for the user (e.g. because of the user's suffering or bad luck), and is wanting to help the user.)
Apologetic (The operator is expressing regretful acknowledgement of an offence or failure.)
Enthusiastic (The operator is showing extra helpfulness (e.g. using emotionally colourful words when trying to convince the user about a recommendation), or feeling happy for the user because of something good happening to the user.)
Appreciative (The operator is showing pleasure for successfully fulfilling the user's goal or request.)
Neutral (The operator does not explicitly show any emotional conduct.)

Question #8 (PMUL4981.json)

User: Thank you. Is there an entrance fee?
Operator: Nope. It's free!

Which of the following best describes the conduct of the Operator?

Compassionate (The operator is showing sympathy, concern, or sadness for the user (e.g. because of the user's suffering or bad luck), and is wanting to help the user.)
Apologetic (The operator is expressing regretful acknowledgement of an offence or failure.)
Enthusiastic (The operator is showing extra helpfulness (e.g. using emotionally colourful words when trying to convince the user about a recommendation), or feeling happy for the user because of something good happening to the user.)
Appreciative (The operator is showing pleasure for successfully fulfilling the user's goal or request.)
Neutral (The operator does not explicitly show any emotional conduct.)

Question #9 (PMUL4981.json)

User: Thank you for your help.
Operator: Welcome. Is there anything else that I can help you with?

Which of the following best describes the conduct of the Operator?

Compassionate (The operator is showing sympathy, concern, or sadness for the user (e.g. because of the user's suffering or bad luck), and is wanting to help the user.)
Apologetic (The operator is expressing regretful acknowledgement of an offence or failure.)
Enthusiastic (The operator is showing extra helpfulness (e.g. using emotionally colourful words when trying to convince the user about a recommendation), or feeling happy for the user because of something good happening to the user.)
Appreciative (The operator is showing pleasure for successfully fulfilling the user's goal or request.)
Neutral (The operator does not explicitly show any emotional conduct.)

Question #10 (PMUL4981.json)

User: No, that will be all. Thanks so much for your time. Bye.
Operator: You're welcome, have a good day

Which of the following best describes the conduct of the Operator?

Compassionate (The operator is showing sympathy, concern, or sadness for the user (e.g. because of the user's suffering or bad luck), and is wanting to help the user.)
Apologetic (The operator is expressing regretful acknowledgement of an offence or failure.)
Enthusiastic (The operator is showing extra helpfulness (e.g. using emotionally colourful words when trying to convince the user about a recommendation), or feeling happy for the user because of something good happening to the user.)
Appreciative (The operator is showing pleasure for successfully fulfilling the user's goal or request.)
Neutral (The operator does not explicitly show any emotional conduct.)

submit  ← Click here to submit your response.

Figure A.1: Web-interface for conduct annotation.
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A.3 Annotator Confusion Matrix
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Figure A.2: Annotator confusion matrix.

A.4 System Conduct Distribution

Conduct Count Proportion

Neutral 52,236 73.0%
Appreciative 9,763 13.6%
Enthusiastic 6,364 8.9%
Apologetic 3,049 4.3%
Compassionate 112 0.2%

Table A1: Conduct distribution in MultiWOZ.

B User Simulator Implementation Details

Following the setting in Lin et al. (2023), the input and output of langEmoUS are represented as JSON-
formatted strings, which are composed of tokens in natural language. We initialised our model based on
the BART model (Lewis et al., 2020) and fine-tuned it on our EmoWOZ 2.0 dataset. We optimised our
model with Adam (Kingma and Ba, 2015), where the learning rate is 2e−5 for 5 epochs. As shown in
Table B1, langEmoUS achieves state-of-the-art performance on user sentiment and emotion prediction.

Model Sentiment Emotion

SatActUtt (Kim and Lipani, 2022) 0.379 -
EmoUS (Lin et al., 2023) 0.693 0.501
langEmoUS 0.742 0.521

Table B1: Performance for emotion and sentiment prediction of different models by measuring macro-F1 score.

C Natural Language Generator Implementation Details

C.1 NLG Training

C.1.1 Training Configuration
We trained SC-BART and SEC-BART on EmoWOZ 2.0. We trained our model with Adam optimiser for
standard cross entropy loss where the learning rate was set to 2e−5 for 5 epochs (with an early-stopping
criterion based on the loss in the validation set) and a batch size of 16. During inference, we set the
temperature to 0.9 and a beam number of 2 to promote some degree of diversity.

712



C.1.2 Prompt Template
Our NLG models take the following input: previous user utterance ut, dialogue semantic actions at, and
conduct esyst (for SEC-BART only). The prompt template is shown as follows:

SEC-BART Given the previous user request “{ut}”, the natural language realisation of dialogue action
“{at}” with a/an “{esyst }” conduct is

SC-BART Given the previous user request “{ut}”, the natural language realisation of dialogue action
“{at}” is

Given the prompt, the model predicted the probability distribution for a sequence of tokens. The output
target is the corresponding ground-truth system response in EmoWOZ 2.0.

C.1.3 Model Performance

Model BLEU ↑ SER ↓
SC-GPT (Peng et al., 2020) 33.6 4.8
T5NLG (Zhu et al., 2023) 35.8 3.7
SC-BART 35.9 3.9
SEC-BART 34.9 3.6

Table C1: NLG Performance.

C.2 Data Augmentation

C.2.1 Augmented Sample Collection
Since the conduct distribution in EmoWOZ 2.0 is heavily imbalanced, we leveraged large language
models for data augmentation. We selected system utterances with neutral conduct as the source to
paraphrase for a target non-neutral conduct. We used LLaMA-2-13b-chat model (Touvron et al., 2023).
We used the following prompt:

Given the user request “{uusrt }” and the operator response action “{at}”, please paraphrase the
operator response “{usyst,groundtruth}” in a more “{esyst,target}” way? Please only give the answer, in less
than 2× len(usyst,groundtruth) tokens and enclosed with [RESP][/RESP].

We also experimented with ICL but the model tends to over-fit on the ICL samples. We therefore let it
paraphrase in an zero-shot set-up to best explore its knowledge from pre-training for better diversity in the
expression.

C.2.2 Augmented Sample Selection
Since the model does not always follow the target conduct. For example, the large language model
(LLM) would find some action-conduct combinations unreasonable. We therefore applied filtering on the
LLM-generated samples.

Conduct Expressiveness We trained an ensemble of 10 ContextBERT-ERToD models for conduct
classification on EmoWOZ 2.0. The classifier reports an average weighted F1 score of 81.8% without
neutral. We then used majority voting from the classifier ensemble to correct the original target conduct
when generating the sample.

Faithfulness to Semantic Action We used the rule-based script in ConvLab-3 to evaluate NLG slot
error rates in the paraphrased output based on the dialogue actions in the prompt. If there are slot errors in
the output, we drop the sample.

Overall, we obtained 949 samples for Compassionate, 900 for Apologetic, 2274 for Enthusiastic, and
490 for Appreciative.

713



D Human Evaluation

D.1 Web Interface

Figure D.1: The web interface for human trial.

D.2 Survey Questions

D.2.1 Question 1 - Task Success

Question Did the system find what you look for? Did it provide all the information that you need? If
you ask for a booking, did it provide you with a reference number?

Multiple Choices (A) Yes to all; (B) No.

D.2.2 Question 2 - Sentiment Rating

Question How would you rate your sentiment after the conversation?

Multiple Choices (A) Very Negative; (B) Negative; (C) Neutral; (D) Positive; (E) Very Positive.
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D.3 Dialogue Excerpts

System Role Text

EmoLoop User Hello, I am looking for an attraction called byard art. I am really excited about my trip to
Cambridge!!

System I’m sorry, there is byard art in the south. The address is 14 kings parade.
User Why are you apologising?
System I apologize for the confusion. If you need to contact them, please call 01223464646

SimpleLoop User No, I just want to book a hotel for 3 people and 3 nights on friday and I need the address.
System I can do that. What is the name of the hotel?
User Can you suggest one?
System I have booked a taxi for you. It is a toyota and the contact number is 29929243243
User Sorry, you are not helping at all
System I was able to book that for you. The reference number is 63484139414. What is your destination?

Table D1: Human trial dialogue excerpts from EmoLoop and SimpleLoop in a similar situation where both systems
were not performing adequately at the beginning. EmoLoop responded with an improper conduct but realised the
mistake and continued to provide information. SimpleLoop did not show any sign of realising the mistake.

System Role Text

EmoLoop User I need the phone number of the hotel with name ashley hotel.
System Sure thing! It is located in the north and the postcode is cb41er and the phone number is

01223350059.
User Thanks a lot. I also need a spanish restaurant with moderate price.
System I would recommend la tasca. It is located at 14-16 bridge street.

SimpleLoop User Alright, I am also interested in a museum in the city centre.
System I recommend broughton house gallery. It is a museum. Their phone number is 01223314960.
User Nice, could you also give me the address and postcode?
System The postcode is cb11ln and the phone number is 01223314960.

Table D2: Human trial dialogue excerpts from EmoLoop and SimpleLoop in a similar situation where the user
expressed excitement and appreciation. Both systems performed adequately in terms of completing the user’s goal.
EmoLoop responded in an enthusiastic way whereas SimpleLoop did not respond with affective conduct.

System Role Text

EmoLoop User I need some information.
System What kind of information do you need?
User Which department there?
System I am sorry, I don’t understand. What do you mean?
User I need information about haematology.
System The Addenbrookes Hospital is located at Hills Rd, Cambridge , postcode cb20qq. The phone

number is 01223216297.

SimpleLoop User I need information about haematology day unit.
System The pizza hut cherry hilton Hospital is located at Hills Rd, Cambridge , cb20qq. The phone

number is 01223216297.
User Department details?
System There are 10 trains that go to london kings cross on sunday. The TR7423 leaves at 05:00 and

arrives at 05:51. Would you like me to book that for 6 people?

Table D3: Human trial dialogue excerpts from EmoLLAMA and SimpleLLAMA in a similar situation where the
user asked for hospital information. EmoLLAMA, although not understanding the user’s vague request, attempted
to apologise and clarify the request with the user. The task was successfully completed. SimpleLLAMA carried on
with errors and fails the task. (The wrong values, “pizza hut” and “cherry hilton”, in the SimpleLLAMA response
were due to wrong domains in the dialogue action prediction, which led to corresponding name slots in the response.
These name slots were filled during lexicalisation based on actions, resulting in an obviously irrational output.)
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System Role Text

EmoLoop User Recommend a taxi which arrives by 4:15 pm from the fez club to tandoori place.
System I’d be happy to help with your request, first I’ll need to know where you’ll be leaving from,

where you’re going, and what time you’d like to arrive.
User I will be leaving from fez club and going to tandoori palace arriving by 4:15 pm.
System Booking was successful. The car type is bmw and the contact number is 19287599612.

SimpleLoop User I want to book a taxi for 16:15 from cherry hinton water play to ely train station.
System What is your destination?
User Ely train station.
System Booking completed. Booked car type: ford, Contact number: 46563428252.

Table D4: Human trial dialogue excerpts from EmoLLAMA and SimpleLLAMA in a similar situation where both
systems failed to capture all information provided in the user request. EmoLLAMA at first missed the information
provided by the user but replied in a compassionate way. The user repeated and then the system provides the correct
information. Likewise, SimpleLLAMA missed the destination in the first turn. After the user repeated, the system
completed the task for the user. Yet, there is no affective interaction between the user and SimpleLLAMA.

E Further Analysis

E.1 Ablation Study for EmoLoop with Supervised Training Only

System Und Gen Man Success Sentiment

SimpleLoop-SL - - - 0.512 0.244
+ - - 0.494 0.246
- + - 0.493 0.249

EmoLoop-SL + + - 0.516 0.273

Table E1: Success and average user sentiment of our system variants from the interactive evaluation with langEmoUS.
+/- means whether the emotion is involved in the corresponding ToD stage: Understanding, Management, or
Generation. All systems are trained via SL.

E.2 Impact of Training Set-ups on System Conduct
We investigate how the EmoLoop’s affective behaviour is shaped in different stages of training. Figure E.1
shows the distribution of system conduct at different dialogue turns in EmoWOZ 2.0, and policy output
during interaction with langEmoUS after supervised pre-training and language-level RL. Comparing
Figure E.1a and Figure E.1b suggests that the policy imitates the affective behaviour of operators in the
corpus.

After RL, the policy is more inclined to express enthusiastic and appreciative while expressing
compassionate and apologetic less frequently. This illustrates the affective strategy of the policy to elicit
more positive emotions in the simulated user.
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(b) Supervised Pre-training
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(c) RL on Language Level

Figure E.1: Distributions of system conduct for different turn positions at different stages of policy training.
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Abstract
Dialogue systems need to accurately under-
stand the user’s mental state to generate ap-
propriate responses, but accurately discerning
such states solely from text or speech can be
challenging. To determine which information
is necessary, we first collected human-human
multimodal dialogues using heterogeneous sen-
sors, resulting in a dataset containing various
types of information including speech, video,
physiological signals, gaze, and body move-
ment. Additionally, for each time step of the
data, users provided subjective evaluations of
their emotional valence while reviewing the di-
alogue videos. Using this dataset and focusing
on physiological signals, we analyzed the rela-
tionship between the signals and the subjective
evaluations through Granger causality analysis.
We also investigated how sensor signals differ
depending on the polarity of the valence. Our
findings revealed several physiological signals
related to the user’s emotional valence.

1 Introduction

Most current user-adaptive dialogue systems rely
on text or speech to estimate the user’s state and
generate appropriate responses. However, the
user’s state that can be inferred solely from text
or speech is limited. Consequently, there has been
active research on estimating the user’s state from
multimodal data, particularly focusing on user emo-
tions and engagement through the analysis of facial
expressions, gestures, and gaze (Mittal et al., 2020;
Yu et al., 2015). In recent years, the application
of physiological signals in dialogue systems has
also gained popularity. For example, studies have
been conducted to estimate a user’s sentiment and
emotions from physiological signals (Katada et al.,
2020, 2023; Saffaryazdi et al., 2022). However,
these studies have typically utilized a limited range
of sensors and have not dealt with the real-time
nature of the user’s mental state, which is essential
for dialogue systems.

Therefore, in this study, we used heterogeneous
sensors to collect a variety of data during human-
human dialogues, including speech, video, phys-
iological signals, gaze information, and motion
information. After each dialogue, for each time
step of the data, interlocutors conducted immediate
subjective evaluations of their emotional valence
while watching recordings of the dialogues. As
an analysis, we used Granger causality analysis
to investigate the relationship between the infor-
mation obtained from the heterogeneous sensors
and the subjective evaluation annotations. We also
conducted a statistical test to examine how sensor
signals differ depending on the polarity of valence.
Various sensor signals were collected, but in this
paper, we focus on physiological signals, as these
data are believed to be closely related to mental
states (Russell, 2003). Our key contributions in
this work are as follows:

• We created a Japanese multimodal human-
human dialogue dataset using heterogeneous
sensors, including various types of sensor sig-
nals and subjective evaluations of the inter-
locutors’ emotional valence.

• We analyzed the relationship between various
sensor signals and subjective evaluations and
investigated how sensor signals vary with the
polarity of emotional valence.

• Our findings revealed several physiological
signals associated with emotional valence.

2 Related Work

Several multimodal dialogue corpora have been
constructed that include information such as the
interlocutor’s movements and gaze in addition to
speech. For example, HUMAINE (Douglas-Cowie
et al., 2011) is a multimodal dialogue corpus cov-
ering various topics aimed at eliciting user emo-
tions. The IEMOCAP dataset (Busso et al., 2008)
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Data version Data2312 Data2402
Collection time December 2023 February 2024
Overview Multimodal dialogues between two human interlocutors
Dialogue topic Chit-chat, Narrative, Discussion
Dialogue duration 10 min (Average of 180 utterances) per dialogue
No. of dialogues 27 33
Total utterances 4854 5956
Interlocutors 18 (9 male, 9 female) 22 (12 male, 10 female)

Aged 20 to 50 Aged 20 to 60
9 groups

(3 groups of male pairs,
3 groups of female pairs,
3 groups of both sexes)

11 groups
(4 groups of male pairs,
3 groups of female pairs,
4 groups of both sexes)

Questionnaires Pre-experiment (Demographic information and personality traits scored on 7-point scales: 14 items)
Post-dialogue (Impressions of the dialogue scored on 7-point scales: 24 items)
Follow-up (Impressions of the experiment through free-form: 3 items)

Annotations Subjective evaluations of the interlocutor’s emotional valence at each time step of dialogue
(Continuous values of 0 to 10 represent negative to positive emotional valence)

Language Japanese

Table 1: Summary of collected dataset.

is a script-based human-human dialogue dataset
containing speech, video, and facial information.
SEMAINE (McKeown et al., 2011) is a corpus
containing dialogues between computer graphics
(CG) agents with different personalities and human
subjects. D64 (Oertel et al., 2013) is a multi-party
dialogue corpus designed to capture the natural
reactions and emotions of the interlocutors.

The physiological signals are measured and
quantified by sensors for physiological phenomena
(such as heartbeat, brain waves, pulse, respiration,
and perspiration) and can deal with the real-time
state of the interlocutor. Several multimodal dia-
logue corpora have been constructed that include
the physiological signals of the interlocutor in a
dialogue. For example, RECOLA (Ringeval et al.,
2013) is a human dialogue dataset that includes
physiological signals during a collaborative dia-
logue task. Electrocardiogram (ECG) and electro-
dermal activity (EDA) are utilized as physiologi-
cal signals in RECOLA. The PEGCONV dataset
(Saffaryazdi et al., 2022) comprises discussion dia-
logues and includes galvanic skin response (GSR)
and photoplethysmography (PPG) as physiological
signals during the dialogue. Hazumi (Komatani
and Okada, 2021) is a multimodal dialogue cor-
pus containing dialogues between a human and
a CG agent. The physiological signals include
EDA, blood volume pulse (BVP), skin temperature
(TEMP), and heart rate (HR) data (Katada et al.,
2023).

Although several corpora have been constructed

in this way, none of the corpora contain data that
comprehensively includes movement, gaze, and a
variety of physiological signals. Moreover, to the
best of our knowledge, there has been no research
on estimating the real-time user state required by
dialogue systems from sensor signals in dialogues.

3 Data Collection

The data were collected in two periods, with the
first beginning in December 2023 and the second
in February 2024. To distinguish the two datasets,
we used the year and month of data collection for
naming: “Data2312” for the data collected in De-
cember 2023 and “Data2402” for the data collected
in February 2024.

In these two sets of data collection experiments,
a total of 40 interlocutors (21 male, 19 female), all
native Japanese speakers, participated. They were
recruited from the general public by a recruiting
agency, and each participated in only one data col-
lection experiment. Two interlocutors were paired
into one group and engaged in 10-minute dialogues
on three different topics: “Chit-chat”, “Narrative”,
and “Discussion”. Immediately after each dialogue,
interlocutors annotated their subjective evaluations
related to emotional valence while watching the
recordings of the dialogue. A detailed summary of
the collected dataset is provided in Table 1.

Both data collection experiments were con-
ducted in the same sequence: pre-experiment ques-
tionnaire administration, sensor placement and at-
tachment, dialogue and annotation conduction, sen-
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sor removal, and follow-up questionnaire adminis-
tration. The dialogue and annotation conduction
process was repeated three times for the three top-
ics. For each topic, the following sequence was
repeated: dialogue conduction, post-dialogue ques-
tionnaire administration, and subjective evaluation.
The experiments were approved by the ethics com-
mittee of our institution.

In the following subsections, we describe in de-
tail the multimodal data and heterogeneous sensors,
the three dialogue topics, the questionnaires, and
the subjective evaluation of dialogues.

3.1 Multimodal Data and Heterogeneous
Sensors

We used heterogeneous sensors to collect multi-
modal data including speech, video, physiological
signals, gaze information, and motion information.
The data collection environment is shown in Fig.
1.

Speech: DPA 4088 uni-directional microphones
were worn on the heads of each of the two inter-
locutors to capture audio recordings containing a
single interlocutor’s voice. We used Azure Kinect’s
(hereafter, Kinect) built-in omni-directional micro-
phones to collect audio recordings containing the
voices of two interlocutors. For the audio record-
ings collected by DPA 4088, the close proximity
of the interlocutors and the loudness of the other
interlocutor resulted in data containing faint sounds
from the other interlocutor.

Video: We used Kinect, Logicool C920 Pro HD
Webcam (hereafter, Logi webcam), and GoPro
Hero 10 (hereafter, GoPro) to record the interlocu-
tors’ behavior. In Data2312, two Kinects were
placed between the interlocutors to record RGB
and depth video of their upper bodies. A Logi web-
cam was positioned to the side of the interlocutors,
capturing their full-body RGB video from a side
view. In Data2402, to capture the full-body move-
ments of the interlocutors instead of just the upper
body, two Kinects were positioned between them
to record separate full-body RGB and depth videos.
Additionally, two GoPros were positioned in the
same positions as the Kinects to record full-body
RGB video. Because of the lack of clarity of the
logi webcam, the third GoPro was placed to the
side to capture two interlocutors’ full-body RGB
video from the side. The Kinect and Logi webcam
collected AVI files, while the GoPro recorded MP4
files.

Figure 1: Data collection environments for (a) Data2312
and (b) Data2402. In (a) Data2312, two Kinects and
two millimeter-wave sensors were placed between the
interlocutors, and each interlocutor wore a set of wear-
able sensors. In (b) Data2402, two Kinects, two GoPros,
and two millimeter-wave sensors were placed between
the two interlocutors, and each interlocutor wore a set
of wearable sensors.

Physiological Signals: We collected physiological
signals during the dialogues by using the Embra-
cePlus1 and the Shimmer3 GSR+ 2. The Embra-
cePlus is wireless and worn like a wristwatch. We
used it to collect BVP, EDA, TEMP, and wrist ac-
celeration (ACC). The Shimmer3 GSR+ can collect
EDA using an optical pulse sensing probe attached
to the finger and photoplethysmography (PPG) us-
ing either an ear clip or an optical pulse probe. Due
to the greater stability of data collected through the
former, we chose to collect PPG using the ear clip.

Gaze: The Pupil Core eye tracker3 (hereafter,
Pupil Core) was worn by the interlocutor like
glasses and was used to collect gaze data, pupil
information, and eye video during the dialogue.

Motion: We positioned two IWR1443 BOOST
millimeter-wave sensors between the two interlocu-
tors to capture 3D point cloud and motion data. In
Data2312, we utilized two motion capture devices
called Perception Neuron 3 Body Kit4 (hereafter,
PN3) on the interlocutors’ entire body to gather

1https://www.empatica.com/en-int/embraceplus/
2https://shimmersensing.com/product/

shimmer3-gsr-unit/
3https://pupil-labs.com/products/core
4https://neuronmocap.com/pages/

perception-neuron-3
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Device name Type of sensor Data

Devices
for

Data2312
and

Data2402

Pupil Core World camera First-person video with gaze measurement
Eye cameras Eye video, pupil and gaze information

DPA 4088 Uni-directional mic Audio containing one interlocutor’s voice
Shimmer3 GSR+ Ear-mounted sensor Photoplethysmography (PPG) 120 Hz
EmbracePlus Wristwatch sensor Blood volume pulse (BVP) 64 Hz

Electrodermal activity (EDA) 4 Hz
Skin temperature (TEMP) 1 Hz
Wrist acceleration (ACC) 64 Hz

IWR1443BOOST Millimeter-wave sensor 3D point cloud and motion data

Devices
for

Data2312

Azure Kinect RGB camera Front upper body RGB video
Depth camera Front upper body depth video
Omni-directional mic Audio containing two interlocutors’ voices

Logi Webcam RGB camera Face-to-face full-body RGB video of two interlocutors
Perception Neuron 3 IMU sensor Skeleton hierarchy information and motion data

Devices
for

Data2402

Azure Kinect RGB camera Front full-body RGB video
Depth camera Front full-body depth video
Omni-directional mic Audio containing two interlocutors’ voices

GoPro Hero 10 RGB camera Front full-body recording
Face-to-face full-body RGB video of two interlocutors

Table 2: Multimodal data collected from devices.

skeleton hierarchy information and motion data.
Due to the time-consuming process of wearing and
calibrating the PN3, as well as interference from
numerous devices affecting the inertial measure-
ment unit (IMU) sensor signals, in Data2402, we
decided not to use the PN3 with the intention of ex-
tracting the interlocutors’ motion information from
video recordings with image processing.

Two computers were used to acquire the sensor
signals, which were streamed from each device.
One computer served as a time server for ensuring
synchronization of timestamps. Since Embrace-
Plus and GoPro do not support real-time streaming,
the timestamps were synchronized post-data acqui-
sition. Table 2 lists the devices and the multimodal
data collected by them.

3.2 Dialogue Topics
To elicit a variety of mental states and gestures
from the interlocutors, the following three topics
were utilized. Example dialogues for each topic
are provided in Table 3.

Chit-chat: Free dialogue with no restrictions on
topics. Serving both as a means to collect dialogue
in normal situations and as an icebreaker.

Narrative: The interlocutor’s own special episode.
Storytelling provides a wealth of gestures (Colletta
et al., 2010), and we can also expect that mental
states will be expressed when discussing a cher-
ished or distressing memory.

Discussion: Topics with different opinions for or
against. We can expect negative mental states to
be expressed during exchanges with an interlocutor
who holds an opposing view. Conversely, we can
also anticipate positive mental states to be experi-
enced when the interlocutors reach an agreement.
Fifteen topics were chosen from a site5 that deals
with discussion topics, which we then translated
into Japanese. Before the data collection experi-
ment, the pairs of interlocutors were asked about
their opinions in favor of or against the 15 topics
and the topics that they had different opinions about
were selected as discussion topics.

3.3 Questionnaires
Each interlocutor completed a pre-experiment ques-
tionnaire before the start of the experiment, a per-
dialogue questionnaire immediately after each dia-
logue, and a follow-up questionnaire after the end
of the experiment. The details of the respective
questionnaires are as follows.

Pre-experiment Questionnaire: Asking about the
interlocutor’s demographic information and per-
sonality traits. Demographic information included
gender, age, educational background, and employ-
ment status. For personality traits, we used a
10-item questionnaire from TIPI-J (Oshio et al.,
2012) to measure the Big Five traits: openness to
ideas/experience, conscientiousness, extraversion,

5https://www.procon.org/
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“Chit-chat”: Open-domain dialogue with no restrictions on topics.
02F20: What did you have for breakfast?
02M30: I didn’t have breakfast.
02F20: You didn’t eat? Are you the type of person who only eats two meals a day?
02M30: One or two meals a day.
02F20: One meal a day!? Which one do you eat? Breakfast, lunch, or dinner? I’m the type of person who eats three meals a
day, because I often get hungry. So I envy those who only need one meal a day.
02M30: But I may put three meals into one.
“Narrative”: Own personal story that you can’t help but want to tell others about.
04M20: I have done something that people often say is unusual.
04F30: I would like to hear about it.
04M20: People learn various sorts of things, don’t they? Like piano, swimming. I’m often told that the thing I learned was
unusual.
04F30: What was it?
04M20: I used to study Kabuki.
04F30: Huh? Amazing!
04M20: That was from grade six to about high school.
04F30: You were doing it for quite a long time.
“Discussion”: Is obesity a disease?
08M50: I’d like to start by defining the term “obesity”.
08M20: I agree.
08M50: What counts as obesity?
08M20: I’m sorry if I’m being a bit light-hearted here, but in short, a fat person. I don’t mean exactly how many kilos or
more he weighs, but in terms of his appearance, someone who has a bit of a belly.
08M50: Obesity is generally expressed as a certain value, such as BMI, and that value is considered to be equate to obesity.
But I don’t think that certain values equal poor health or disease. What do you think about that?
08M20: I can totally understand. To be honest, I’m not sure if it’s correct or not, because it’s hard to connect a value to disease.

Table 3: Dialogue excerpts on “Chit-chat”, “Narrative”, and “Discussion”. Interlocutor IDs are five characters of
the form “NNGAA”, where “NN” is the group number, “G” is the gender of the interlocutor (“M” for male, “F”
for female), and “AA” is the age of the interlocutor. These excerpts were translated from the original Japanese to
English by the authors.

agreeableness, and emotional stability (Goldberg,
1990).

Post-dialogue Questionnaire: Asking about the
quality of the dialogue and interlocutors’ impres-
sions on a 7-point scale. It consists of 24 items in
total. For the evaluation items relating to the quality
of the dialogue, we used the same six items as the
questionnaire by Yamashita et al. (2023). For the
evaluation items related to the impressions of the
dialogue, we used 18 items from the measurement
items regarding the interpersonal communication
cognition of the interlocutors (Kimura et al., 2005).
The items of the post-dialogue questionnaire are
shown in Table 4.

Follow-up Questionnaire: A free-form question-
naire asking about the content of the dialogue that
left an impression on interlocutors, any issues the
interlocutors encountered during the experiment,
and their opinions and impressions of the overall
experimental process.

3.4 Subjective Evaluations

To obtain the interlocutors’ real-time subjective
evaluation for emotional valence, each interlocutor
annotated the emotional valences of the dialogue
immediately after the end of each dialogue. Con-
tinuous values of 0 to 10 were used, where 0 rep-
resents very negative, 5 represents neural, and 10
represents very positive.

To reproduce the dialogue scene and to help the
interlocutors recall their mental state at the time, we
used video recordings of the other interlocutor as
the annotation videos, rather than their own video
recordings. Specifically, the interlocutor used the
annotation software CARMA (Girard, 2014) and
assigned a numerical value that was considered
appropriate for “their mental state” at each time in
the dialogue while watching the video recording.
A screenshot of the CARMA interface is shown
in Fig. 2. The sampling rate of annotations was 4
Hz. To familiarize the interlocutors with the use of
the annotation software, a five-minute annotation
exercise was conducted before the start of data
collection.
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Dialogue Qualities
1. The dialogue partner was approachable.
2. The dialogue partner’s speech was informative.
3. The dialogue partner’s speech was easy to understand.
4. I was satisfied with the dialogue.
5. I was interested in the topics discussed in this dialogue.
6. I took the initiative to speak.

Dialogue Impressions
1. I was able to coordinate the conversation well.
2. I was bored with the conversation.
3. The conversation proceeded cooperatively.
4. The conversation was harmonious.
5. The conversation was unsatisfactory.
6. The conversation was slow-paced.
7. The conversation went cold.
8. The conversation was awkward.
9. I was absorbed in the conversation.
10. The conversation lacked focus.
11. The partner and I talked with great interest.
12. The conversation was tense.
13. The conversation was friendly.
14. The conversation was lively.
15. The conversation was positive on both sides.
16. The conversation was boring.
17. The conversation was worthwhile.
18. The conversation was drawn out.

Table 4: Items of the Post-dialogue questionnaire, where
“Items enquiring about the quality of the dialogue” refers
to (Yamashita et al., 2023) and “Items enquiring about
the impressions of the dialogue” refers to (Kimura et al.,
2005). The questionnaire was translated from the origi-
nal Japanese to English by the authors

4 Data Analysis

Human emotional mental states, such as happiness
and sadness, are formed through the brain’s pro-
cessing of information from three sources: 1) in-
formation from the body (e.g., HR, sweating, and
other physiological states), 2) information from
the external world (e.g., visual and auditory input,
etc.), and 3) memories stored in the brain (Damasio,
1996; Moriguchi and Komaki, 2013). In our collec-
tion of multimodal data, the physiological signals
obtained from EmbracePlus, Shimmer3 GSR+, and
Pupil Core (e.g., EDA, PPG, pupil diameter) cap-
tured the interlocutors’ physiological states (i.e.,
information from the body), while subjective eval-
uations annotated the emotional valence of the in-
terlocutors.

In this study, EDA and BVP (collected from Em-
bracePlus), PPG (collected from Shimmer3 GSR+),
and pupil diameter (collected from Pupil Core)
were used as physiological signals. We first per-
formed data preprocessing on these signals for
subsequent analysis. We then performed Granger
causality analysis to examine the relationship be-
tween these physiological signals and subjective

Figure 2: Screenshot of annotation interface. Emotional
valence is assigned by manipulating the slide bar on
the right of the screen using the controller while the
interlocutor watches the other interlocutor’s recording.

evaluations of emotional valence, i.e., whether
these physiological signals can be used to predict
subjective evaluations. Finally, we analyzed the dif-
ferences between these physiological signals under
different polarities of valence.

4.1 Data Preprocessing

We extracted the physiological signals of the inter-
locutor during the dialogue on the basis of the start
and end times of the dialogue using timestamps.

For EDA, BVP, and PPG, we used the NeuroKit2
toolbox6 for data preprocessing (denoising, filter-
ing) and feature extraction. We extracted the tonic
skin conductance level (SCL) and phasic skin con-
ductance response (SCR) from the EDA. SCL, also
known as tonic, measures the overall conductivity
of the skin, which reflects the general level of sweat
gland activity. SCR, also known as phasic, mea-
sures the rapid changes in skin conductivity that oc-
cur in response to specific stimuli. The rate (the HR
as measured on the basis of PPG/BVP peaks), peak
(represents the highest point of PPG/BVP, used as
an indicator of the intensity of a heartbeat), and the
R-R intervals (RRI, which reflect the changes in
time between heartbeats, i.e., HR variability) were
calculated from the raw BVP and PPG data. The
subjective evaluation annotations and physiologi-
cal signals of an interlocutor during one minute of
dialogue are shown in Fig. 3.

Pupil diameter data was sampled at a rate of
13–26 Hz, collected by Pupil Core, and the actual
size of the pupil diameter (unit: mm) was derived
by the device’s built-in algorithm. Each timestamp
has a “confidence” value indicating the quality of
the measurement, and data with a confidence > 0.6

6https://neuropsychology.github.io/NeuroKit/
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Figure 3: One-minute subjective evaluations and physio-
logical signals of an interlocutor during dialogue. From
top to bottom: Subjective evaluations (Annotation),
EDA, EDA SCL, EDA SCR, BVP, BVP Rate, PPG,
and PPG Rate.

is considered reliable. Since each individual has a
different pupil diameter, we normalized all pupil
diameter data to 0–1 using the Min-Max normal-
ization.

4.2 Granger Causality Analysis

We computed the Granger causality analysis
(Granger, 1969) to identify physiological signals
or specific features of these signals that are most
indicative of emotional valence changes. This
method is used to evaluate the predictive utility
of one variable for forecasting another and is also
employed to explore the relationship between phys-
iological signals and mental states like emotions
(Gao et al., 2020). A time series X is considered to
Granger-cause another time series Y if past values
of X and Y predict Y significantly better than past
values of Y alone (Granger, 1969).

In this study, the null hypothesis is that the physi-
ological signals or specific features of these signals
fail to Granger-cause changes in emotional valence.

The two time series used for Granger causality
analysis need to be aligned and have the same sam-
pling rate, so as the first step, we resampled all
physiological signal features (SCL, SCR for EDA,
Rate, Peak, RRI for PPG and BVP, and pupil di-
ameter for left and right eyes) such that they had
the same sampling rate as that of the subjective
evaluations at 4 Hz, and then aligned all the data in
accordance with the timestamps.

In addition, the Granger causality test as-
sumes the series to be stationary and linearly re-
lated to make valid results. We therefore con-

ducted the Augmented Dickey Fuller (ADF) and
Kwiatkowski-Phillips-Schmidt-Shin (KPSS) tests
for stationarity and calculated Pearson correlation
for linear relationship assessment. According to
the results of ADF and KPSS tests, most emotional
valence data were nonstationary. Consequently, we
utilized the Toda-Yamamoto causality test 7, which
is an adaptation of the Granger causality test suit-
able for nonstationary data (Toda and Yamamoto,
1995). Regarding the Pearson correlation results,
the pair of EDA SCR and emotional valence ex-
hibited almost no linear relationship. In contrast,
SCL for EDA, Rate, Peak, RRI for PPG and BVP,
and pupil diameter for left and right eyes showed
weak linear relationships with emotional valence.
Therefore, we conducted subsequent causality tests
only on the pairs involving SCL for EDA, Rate,
Peak, RRI for PPG and BVP, and pupil diameter
for both left and right eyes with emotional valence.

For the Granger causality test, including the
Toda-Yamamoto test, the parameter “lag” repre-
sents the number of time delays used in predicting
future time series data from past time series data.
We set the maxlag to 8, corresponding to a max-
imum time delay of 2 seconds, since all data are
sampled at 4 Hz. The analyses were computed for
all lags up to maxlag.

4.3 Comparison of Physiological Signal
Means under Positive and Negative
Valence

To investigate the differences in physiological sig-
nal features depending on emotional valence po-
larities, we performed the Wilcoxon rank-sum
test, which is a nonparametric test also known as
Mann–Whitney U test, between the means of SCL
and SCR of EDA, Rate, Peak, RRI of PPG and BVP,
and pupil diameter for both left and right eyes. We
conducted the tests with the null hypothesis that
two samples of physiological signal features are
drawn from the same distribution under the “pos-
itive” and “negative” emotional valence. Before
conducting the test, we processed the subjective
evaluation annotations; we segmented all annota-
tions into 10-second intervals and calculated the
average emotional valence value for each segment.
The averages greater than 5.5 and less than 4.5
were categorized as “positive” and “negative”, re-
spectively. Those emotional values with averages
in the 4.5–5.5 range were considered “neutral emo-

7https://github.com/nicolarighetti/
Toda-Yamamoto-Causality-Test
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tional states” and were therefore excluded from this
analysis.

Given the variability of physiological signals
among different interlocutors, we normalized EDA,
BVP, PPG, and pupil diameter for each interlocu-
tor before feature extraction. Specifically, we pro-
cessed EDA, BVP, and PPG with the Z-score nor-
malization, and pupil diameter using the Min-Max
normalization. Then, as mentioned in Section 4.1,
we extracted SCL and SCR from EDA and ex-
tracted Rate, Peak, and RRI from PPG and BVP.
Finally, we performed the Wilcoxon rank-sum tests
on the means of SCL and SCR of EDA, Rate, Peak,
RRI of PPG and BVP, and pupil diameter for both
left and right eyes, comparing them between the
“positive” and “negative” emotional valence.

5 Results

In this section, we present the results of the Granger
causality analysis and the differences in the means
of physiological signals between “positive” and
“negative” valence.

5.1 Results of Granger Causality Analysis

On the basis of the dialogue topics, we grouped the
collected data into four sets: “Chit-chat” (40 dia-
logues), “Narratives” (40 dialogues), “Discussions”
(40 dialogues), and all types of dialogues (120 di-
alogues). The Toda-Yamamoto Granger causal-
ity tests were conducted between the features of
EDA, BVP, PPG, pupil diameter, and subjective
evaluation annotations (e.g., between the RRI of
the PPG and the subjective evaluation annotations)
across these four datasets, with maxlag of 8. Dur-
ing the causality testing between EDA SCL and
emotional valence, we encountered issues with id-
iosyncratic ranks, which prevented the construction
of the model for the causality test. As a result, we
excluded causality analyses between EDA SCL and
emotional valence.

The proportion of dialogues featuring Granger
causality is shown in Table 5. The results show that
the PPG Rate has the highest potential to predict the
interlocutor’s emotional valence in all dialogues.
We also found that PPG Rate is the most useful
feature for predicting emotional valence in all three
topics :“Chit-chat”, “Narrative”, and “Discussion”.

Signal Feature Chit-chat Narrative Discussion All
BVP Rate .28 .23 .08 .19

Peak .05 .10 .18 .11
RRI .10 .18 .08 .12

PPG Rate .45 .48 .30 .41
Peak .10 .13 .18 .13
RRI .10 .18 .08 .12

Pupil
diameter

Left .13 .10 .13 .12
Right .18 .15 .10 .15

Table 5: Results of Toda-Yamamoto causality tests
(maxlag = 8). The proportion of dialogues with a sig-
nificant difference of p < 0.05 in “Chit-chat” (40 dia-
logues), “Narrative” (40 dialogues), “Discussion” (40 di-
alogues), and “All dialogues” (120 dialogues) is shown.
Bold numbers are the highest proportion for the BVP,
PPG, and pupil features, and underlined numbers are
the highest proportion for each topic of dialogue.

5.2 Results of the Differences between
Physiological Signal Means under
Different Valence Polarities

We performed the Wilcoxon rank-sum tests on
SCL, SCR of EDA, Rate, Peak, RRI of PPG and
BVP, and pupil diameter for left and right eyes un-
der “positive” and “negative” emotional valence.
Note that the ratio of sample size between “positive”
and “negative” is around 6:1.

The mean, standard deviation, and results of
the Wilcoxon rank-sum test are shown in Table
6. The results indicate that the means of EDA
SCR, BVP Rate, and BVP RRI were significantly
different (p < 0.05) between the “positive” and
“negative” valence. Specifically, our experimental
results showed significant differences in EDA SCR
under different emotional valences, but not in EDA
SCL. This may be because SCR captures instanta-
neous changes in the skin and is more responsive
to short-term emotional responses, whereas SCL
reflects slower changes in the skin and is more in-
dicative of longer-term emotional states. Addition-
ally, in the “positive” valence during the dialogue,
RRI values (i.e., the interval between heartbeats)
are generally higher than in the “negative” valence,
and the variability of RRI is also greater. This is
probably because positive emotional states such as
relaxation and contentment are associated with a
slower heart rate, resulting in increased RRI values.
Conversely, negative emotional states, such as anx-
iety and stress, are generally linked to a faster heart
rate and consequently shorter RRI values.

6 Conclusion and Future Work

In this study, we collected dialogue data contain-
ing comprehensive multimodal data and subjective
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Positive Negative

Signal Feature Mean Std Mean Std p-value
EDA SCL 1.3e-4 0.01 8.0e-3 0.02 0.229

SCR 1.38 1.70 1.29 1.71 1.3e-7**
BVP Rate 68.4 13.4 69.0 12.8 0.042**

Peak 10.2 2.16 10.3 2.07 0.053
RRI 944 216 933 209 0.045**

PPG Rate 85.2 13.7 85.2 10.5 0.644
Peak 13.2 2.13 13.2 1.67 0.765
RRI 726 118 718 88.3 0.690

Pupil
diameter

Left 0.38 0.23 0.41 0.25 0.115
Right 0.44 0.24 0.42 0.25 0.070

Table 6: Mean, standard deviation (Std), and the p-
value of the Wilcoxon rank-sum test for means under
positive and negative valence (**p < 0.05).

evaluations at each time step during the dialogue
using heterogeneous sensors. Through our analysis
of the relationship between physiological signals
and emotional valence using the Granger causality
analysis, we identified several physiological sig-
nals that could be useful for predicting real-time
emotional valence. We also clarified how physio-
logical signals differ depending on the “positive”
or “negative” polarity of the valence.

However, several limitations of our study should
be acknowledged. First, the relatively small sample
size limits the statistical power of our findings and
reduces the generalizability of the results to a larger
population. Second, the imbalanced ratio of pos-
itive to negative valence samples may potentially
lead to biased conclusions about the relationship
between physiological signals and emotional va-
lence.

Future research needs to apply methodologies
for analyzing imbalanced and small sample size
data. Moreover, we plan to expand our analysis
to include sensor signals, linguistic information,
questionnaires about personality traits, and impres-
sions of the dialogue, in addition to physiological
signals. We will also use the information from the
sensors to predict emotional valence in real-time.
Ultimately, our goal is to achieve a dialogue system
capable of estimating and appropriately responding
to the user’s mental state in real-time.
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Abstract

Goal-oriented dialogue systems interact with
humans to accomplish specific tasks. How-
ever, sometimes these systems fail to establish
a common ground with users, leading to task
failures. In such cases, it is crucial not to just
end with failure but to correct and recover the
dialogue to turn it into a success for building a
robust goal-oriented dialogue system. Effective
recovery from task failures in a goal-oriented
dialogue involves not only successful recovery
but also accurately understanding the situation
of the failed task to minimize unnecessary in-
teractions and avoid frustrating the user. In this
study, we analyze the capabilities of GPT-4V in
recovering failure tasks by comparing its perfor-
mance with that of humans using Guess What?!
Game. The results show that GPT-4V employs
less efficient recovery strategies, such as asking
additional unnecessary questions, than humans.
We also found that while humans can occasion-
ally ask questions that doubt the accuracy of
the interlocutor’s answer during task recovery,
GPT-4V lacks this capability.

1 Introduction

Goal-oriented dialogue systems work with humans
on tasks to achieve a goal (de Vries et al., 2017;
Kottur et al., 2021; Ma et al., 2022). They do not
always succeed in their tasks in one shot due to
the failure to establish a common ground of dia-
logue (Clark, 1996) with their human interlocutors.
The task failure occurs due to various factors, in-
cluding human error (Oshima et al., 2023), sys-
tem error (Hudeček and Dusek, 2023; Mazuecos
et al., 2021), and misunderstandings between the
two (Paek and Horvitz, 2000).

In human-to-system dialogue, it is important for
humans to finally achieve a successful goal regard-
less of the factor of task failure that occurs along the
way. In this case, the system needs the capability
to continue the failure dialogue and cooperatively

recover from the task failure rather than terminat-
ing the dialogue (Benotti and Blackburn, 2021a).
For example, suppose a task where an interactive
autonomous driving system and a user tackle the
task of going to an interior shop. The task may fail
due to unexpected events, such as the destination
being closed for construction or the user miscom-
municating the desired location (Ma et al., 2022).
In these cases, the system must offer alternatives or
confirm the user’s statements to recover from the
task failure.

Of course, successful recovery from failure is
not the only requirement for this dialogue task. As
a goal-oriented dialogue, the system also demands
minimizing the number of interactions to avoid
frustrating the user. The system should have a dia-
logue strategy that makes good use of the informa-
tion in the failure dialogue history and efficiently
recovers the task.

While the recent Vision-Language Models
(VLMs) integrated with Large Language Models
(LLMs) have garnered attention for their ability to
solve tasks at a high level through dialogue (Ope-
nAI, 2024; Liu et al., 2023b), the performance of
these VLMs in “failure task recovery” remains
unclear. Investigating and analyzing these mod-
els’ failure task recovery capabilities can lead to
the development of robust dialogue systems for
real-world applications. For example, instead of
relying solely on VLM for the entire task recov-
ery process, we can enhance the system’s overall
performance by implementing rule-based modules
and preprocessing VLM inputs to compensate for
VLM’s weaknesses.

In this paper, we analyze the VLM’s ability
to recover the course of the dialogue as a first
step toward the goal of building a system that
can efficiently return to success after a task fail-
ure. We consider a problem setting in which the
system performs a recovery action after a goal-
oriented visual dialogue with a human interlocu-
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２番目の回答, 合ってる？

Is it really a glass on 
the right side?

System

System and User
conduct a game 

System  fails to guess
the target object

User System
(Questioner) (Questioner)(Answerer)

System tries to 
recover the task

System
(Questioner)

The target 
object is … 

Questioner Oracle
1. Is it on the table?
2. Is it one of the glasses?
3. Is it the one on the right?

Yes
Yes
Yes

Figure 1: The left figure shows a failed game at Guess What?! Game by human annotators, which is included in
Guess What?! Dataset (de Vries et al., 2017). The target object is outlined in blue. In this example, the questioner
failed to correctly guess the target object due to the third wrong answer by the answerer. The right figure overviews
the failure recovery task. A system and a user conducted the game, but the system guessed a different object. In this
example, the system attempts to recover from a task failure to success by asking an additional question.

tor fails. Specifically, we leverage Guess What?!
Game (de Vries et al., 2017), which is a widely
used game of goal-oriented visual dialogue. Guess
What?! Game (de Vries et al., 2017) is appropri-
ate for a study of failure task recovery in dialogue
because the goal of this game is building common
ground directly.

In experiments, we prepare 100 task failure sam-
ples in Guess What?! Game (de Vries et al., 2017)
and analyze the recovery capabilities of VLM by
comparing them in human-to-system dialogue. Our
experiments reveal that VLM struggles with recov-
ering from task failure in a goal-oriented dialogue.
It frequently performs unnecessary recoveries and
uses ineffective repair utterances. Furthermore,
humans tend to check the reliability of previous
answers when errors are suspected. On the other
hand, GPT-4V does not question prior utterances
and fails to generate repair utterances that express
doubt.

2 Related Work

2.1 Repair in Dialogue

Repair is one of the key interactional mechanisms
to achieve shared understanding and coordination
when miscommunication has occured (Schegloff
et al., 1977; Schegloff, 1992; Purver et al., 2018).
The construction of a robust dialogue system that
can recognize and use repair has been discussed
because this miscommunication also occurs in
human-machine conversation (Purver et al., 2018;
Balaraman et al., 2023; Shaikh et al., 2024). In
visual goal-oriented dialogue research field, clar-
ification requests has been mainly discussed as a

repair utterance (Benotti and Blackburn, 2021b;
Shi et al., 2022; Deng et al., 2023; Madureira
and Schlangen, 2023; Chiyah-Garcia et al., 2023).
Some research (Shi et al., 2022; Deng et al., 2023)
deal with clarification questions for disambiguation
in Minecraft game, where the system interacts with
the user in the task of moving and building blocks
according to the user’s instructions. Chiyah-Garcia
et al. (2023) used SIMMC dataset to analyze what
information is important for a shopping assistant
in a virtual shop to interpret a user’s clarification
requests. These studies focus on building a system
that can perform or understand recovery “during”
the dialogue to complete the task successfully the
first time.

Although making clarification requests is a well-
known dialogue strategy to avoid miscommunica-
tion (San-Segundo et al., 2001; Benotti and Black-
burn, 2021b), it is hard for a system and humans
to achieve a successful goal without failures all the
time. In this paper, we consider the problem setting
where once the dialogue is over and the task has
ended in failure, how to turn it into a success. It is
noted that the commonly used concept of “repair”
or “repair utterance” in Conversational Analysis
forms part of the recovery task and corresponds to
Step 2 in the recovery flow introduced later (§3.2).

2.2 Recover in Tasks Other than Dialogue

Here, we describe previous works on addressing
task failures and converting them into successes
in non-dialogue tasks. Huang et al. (2022); Wang
et al. (2023) worked on a task where a robot fol-
lows human instructions. When the robot failed to
execute the instructions, Huang et al. (2022); Wang
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et al. (2023) utilized the LLM’s strong reasoning
abilities to correct the failures and achieve success.
Huang et al. (2023); Fan et al. (2023); Zhang et al.
(2023) focused on Automated Program recovery
(APR), which aims to automatically fix software
bugs and errors in programming.

These works focus on recovery that occurs solely
within the systems. In contrast, dialogue recovery
requires the systems to cooperatively interact with
humans, presenting two main challenges. First,
a system needs to minimize interactions to avoid
frustrating the user. Second, the system must under-
stand that human response errors cause task failure
and not place too much trust in past dialogues (Os-
hima et al., 2023). Given the complexity of re-
covery tasks after a task failure, it is important to
conduct a detailed analysis of VLMs’ capabilities.

3 Guess What?! Game and Failure
Recovery Task

3.1 Guess What?! Game
Guess What?! Game (de Vries et al., 2017) is a
two-player game in which a questioner asks yes
or no questions to identify a target object, and an
answerer 1 answers those questions. We don’t use
other visual goal-oriented dialogue tasks (Kottur
et al., 2021; Haber et al., 2019). This is because
these dialogue scenarios involve too detailed ob-
ject positioning within images (e.g., “Do you like
the second sweater from the right in the bottom
row?”) or require recognition of multiple images
simultaneously, which VLMs generally perform
poorly (Wu and Xie, 2023; Yang et al., 2023).

3.2 Failure Recovery Task Definiton
In this study, we consider the situation where the
questioner and the answerer played a game, but
the questioner failed to predict the target object
(task failure). In such a case, the questioner should
follow up with the user to ensure they can recover
the task successfully from failure. We focus on this
recovery process after task failure once this game
is over. Figure 1 shows provides an overview of
the recovery task. This recovery task requires a
high success rate and emphasizes more efficient
recovery. It is desirable to achieve recovery with as
few additional questions as possible and, if feasible,
without any additional questions.

1 de Vries et al. (2017) calls an answerer “Oracle”. Instead,
we use “answerer” in this paper to avoid misunderstanding
because an interlocutor can make mistakes and not always
give a perfect answer.

Figure 2 shows a detailed flow of the questioner’s
(system side) recovery. The questioner can only
choose one from two actions: 1) asking a ques-
tion or 2) guessing a target object. The questioner
performs the recovery in four steps.
Step 1: The questioner determines additional ques-
tions or re-prediction of objects based on informa-
tion from the failure game. This step corresponds
to the dialogue act classification module in goal-
oriented dialogue. Given an image I , a dialogue
history H = ((Q1, A1)︸ ︷︷ ︸

H1

, . . . , (Qt−1, At−1)︸ ︷︷ ︸
Ht−1

), and

an object of failed prediction Of , the questioner
determines action A (a1: asking an additional ques-
tion or a2: re-guessing the target object).
Step 2: If the questioner determines to ask an addi-
tional question (a2), it asks the question Qt accord-
ing to the image I , the dialogue history H , and the
object of the failed prediction Of .
Step 3: The questioner judges if the target object
could be uniquely determined by an additional
question and the answerer’s answer At. If the
questioner judged unique, it proceeds to Step 4;
if not, returns to Step 2. The dialogue history
now contains additional questions and answers,
H → H ′ = ((Q1, A1)︸ ︷︷ ︸

H1

, . . . , (Qt, At)︸ ︷︷ ︸
Ht

).

Step 4: If the questioner didn’t ask any additional
questions, it guesses the target object using the
dialogue history H . If the questioner asks an addi-
tional question, it guesses the target object using
the updated dialogue history H ′.

These four steps are divided into two main parts:
the decision to make a repair utterance and its
actual execution (Steps 1 and 2) and the ability
to correctly understand and process the repair ut-
terance (Steps 3 and 4). In this study, we ana-
lyze the outcomes of recovery in Guess What?!
Game (de Vries et al., 2017), where all four reason-
ing abilities are challenged at once in Section 5.1,
and then we focus our analysis on the first two steps
in Section 5.2.

4 Experiments

In this study, we analyze the success rate and fea-
tures of the failure recovery task for humans and
GPT-4V2 (OpenAI, 2024). We first collect the fail-
ure game of Guess What?! (de Vries et al., 2017)
to investigate failure recovery capability. Then, we

2We used the GPT-4 Turbo API through all the experiments
in this study.
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Task 
Failure

Ask an additional question

Re-guess the target object

Judge if the target object 
uniquely determined

Step1

Step 2 Step 3

Step 4

( a-Ⅰ )

( a-II )

not uniquely determined

uniquely determined

Finish 
recovery process

Start
Decide whether

( a-Ⅰ )  asking an additional question 

( a-II ) re-guessing the target object
or 

Goal

Figure 2: Questioner’s recovery flow. The recovery process is divided into two main parts: Step1, 2 and Step3, 4.

Q1: それは、屋外で⾒られるものですか？

それは、⽣き物ですか？

それは、⼦供が使⽤するものですか？

それは、スポーツに関連するものですか？

それは、何かの道具ですか？Q5: 

Q3: 

Q4: 

Q2: 

(Is it something that can be seen outdoors?)

(Is it a living thing?)

A1: 

A2: 

A3: 

A4: 

A5: 

(Is it for use by children?)

(Is it related to sports?)

(Is it a tool of some kind?

いいえ。

(Yes.)

Target object: No. 7     1st prediction object: No. 5

はい。

(No.)
いいえ。

いいえ。

いいえ。

Figure 3: Failure game example

collect human and GPT-4V (OpenAI, 2024) failure
task recoveries for the collected task failure game.

4.1 Failure Game Collection

We simulated human-to-system dialogues in Guess
What?! Game using GPT-4V to collect data.
Specifically, we set up GPT-4V as a questioner
and answerer and collected failed games by having
them play a game. While the ideal scenario would
involve a human as the answerer, our preliminary
experiments demonstrated that GPT-4V is suffi-
ciently capable of playing Guess What?! Game.
This led us to adopt the method of using GPT-4V
in both roles for this study.

Figure 3 shows an example of a generated failure
game. The questioner failed to narrow down the tar-
get object with five questions and could not guess
it accurately. The following describes the details of
the GPT-4V roles for the questioner and answerer
(See Appendix A.1 for overview diagrams of these
models).

Questioner’s Role The questioner’s role is di-
vided into two parts: a model that makes ques-
tions (called a questioner model) and a model that
guesses the target objects (called a guesser model),
as de Vries et al. (2017)’s proposed baseline model.
The questioner model inputs a game image and di-

alogue history and outputs a question. The guesser
model takes an image with numbers assigned to
objects by SoM (Yang et al., 2023) (called SoM-
image) and dialogue history as inputs and outputs
the number of the target object. We applied SoM
to the input images of the guesser model because
GPT-4V has better inference ability with number
assignment images than with understanding Visual
Prompt (Yang et al., 2023), and it is impossible to
output a target object’s bounding box3.

Answerer’s Role The answerer model takes
SoM-image, a dialogue history, and the number
of the correct object as inputs and outputs a yes/no
answer.

Game Collection Details and Results Accord-
ing to (de Vries et al., 2017), the guesser model
tried guessing the target object after the questioner
and answerer models exchanged questions and an-
swers five times. We sampled 815 pairs of images
and target objects from the Guess What?! dataset’s
test data. Then, we excluded any target objects that
were too small or positioned at the edges of the
images, as recognizing these objects demands high
image recognition capabilities beyond the scope
of our study. As a result, we collected 100 failed
games. The collected games include samples where
GPT-4V, acting as the answerer, made errors, result-
ing in failed games. We also adopted these samples
as examples that simulate actual human-to-system
dialogues because humans can also make mistakes
in their answers due to misinterpretations or unin-
tentional mistakes (Oshima et al., 2023).

3When GPT4-V takes a prompt “Output the human bound-
ing box.” and an image as inputs, it returns an unreliable
bounding box or says “I’m unable to directly output bounding
boxes or any form of visual annotations”.
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4.2 Failure Task Recovery Collection

We collected samples on the recovery tasks per-
formed by humans and GPT-4V (OpenAI, 2024),
using the collected task-failed games in Section 4.1.
Specifically, we conducted three experiments; GPT-
4V-all, GPT-4V-Q , and Human-all experiment. Ta-
ble 1 presents the relationships among these ex-
periments. These experiments vary depending on
who is responsible for each step of the questioner’s
recovery flow, which is introduced in Section 3.2.
We describe the details of the three experiments
below.

4.2.1 Human-all Experiment
We conducted an experiment to collect human re-
covery actions in failed games (called Human-all
experiment). In collecting human recovery actions,
two annotators each assumed the roles of ques-
tioner and answerer. The annotator in the ques-
tioner role worked with the answerer to address
and recover from game failures, using the details
of the failed task (game image, first predicted ob-
jects, and dialogue history from the failed game).
The annotator in the answerer role received infor-
mation about the details of the failed task and the
correct target object. We created a demo applica-
tion to collect humans’ recovery actions. Humans
were monitored to ensure they were not cheating
and diligently working on tasks. There are other
ways to collect data through crowdsourcing, but
we did not employ them in this case because they
are fraught with problems, such as using Large
Language Models (Veselovsky et al., 2023).

The data collection had 12 native Japanese
speaker participants, each performing recovery ac-
tions for 25 games. We assigned 25 game recovery
tasks to each annotator using a collection of 100
failed games in Section 4.1. This means that three
annotators worked on the recovery task for each
game, resulting in 300 recovery samples collected
in total.

4.2.2 GPT-4V-all Experiment
We also collected samples on recovery actions by
GPT-4V. In this experiment, GPT-4V is responsible
for all four steps. We prepared four GPT-4V mod-
els that perform each of the four steps of the recov-
ery flow described in Section 3.2. We provided all
GPT-4V models with the SoM-image, the number
of the object predicted in the failed game, and the
dialogue history as inputs (See Appendix A.2 for
details of these models.). By comparing Human-all

Step1 Step2 Step3 Step4
GPT-4V-all GPT4 GPT4 GPT4 GPT4
GPT-4V-Q human GPT4 human human
Human-all human human human human

Table 1: Questioner’s roles of humans and GPT-4V
in each step in each experiment. Answer’s roles were
performed by humans at all experiments

experiment to GPT-4V-all experiment, we can vali-
date GPT-4V’s ability to recover after task failure
relative to human recovery ability.

4.2.3 GPT-4V-Q Experiment

Then we also collected samples on recovery actions
by GPT-4V and humans. In this experiment, GPT-
4V is in charge of only step 2 among the four steps,
and humans are in charge of the other steps. By
comparing Human-all experiment to GPT-4V-Q
experiment, it is possible to more directly assess the
GPT-4V’s ability to repair utterance (corresponding
to step 2). In both GPT-4V-all experiment and
GPT-4V-Q experiment, we collected three recovery
samples per failed game, resulting in a total of 300
recovery samples, which is the same number as
Human-all experiment. In all three experiments, if
a human or GPT-4V repeated additional questions
(Step 2) more than 11 times, we counted the attempt
as a failure.

4.3 Evaluation

High recovery success rates and efficiency are es-
sential for the failure recovery task, as mentioned
in Section 3.2. Accordingly, we evaluate and ana-
lyze from the following two perspectives: (1) the
success rate of recovery and (2) the average num-
ber of repair utterances required for a successful
recovery. The success rate of recovery is defined
as the number of recovered games over the total
number of failed games. We define a successful
recovery action as a successful re-prediction of the
target object. We calculate the average number of
repair utterances required for successful correction
by averaging the additional questions made dur-
ing the second step of the recovery process. This
average includes instances where no repair utter-
ances were necessary, counted as zero. A lower
average indicates a more efficient recovery process,
preferable for optimal outcomes.
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Q1: それは、スポーツ⽤具ですか？

それは、⼈間ですか？

画像の中央にいますか？

⾚い服を着ていますか？

ボールを蹴っていますか？Q5: 

Q3: 

Q4: 

Q2: 
(Is it sports equipment?)

(Is it a human being?)

A1: 

A2: 

A3: 

A4: 

A5: 

(Is it in the center of the image?)

(Is it wearing red?)

(Is it kicking a ball?)

いいえ。

(Yes.)

1st prediction object: No. 7

Human Repair (Human-all experiment)

GPT-4V Repair (GPT-4V-all experiment)
ヒジャブを着⽤していますか？Q6: (Is it wear a hijab?) A6: 

Failure Game

Re-prediction object: No. 4 

Re-prediction object: No.4

はい。
(No.)

緑⾊のベストを着ていますか？Q7: (Is it wear a green vest?) A7: 

被り物をしていますか？Q6: (Is it wearing a head covering?) A6: 

その被り物は⾚⾊ですか？Q7: (Is the covering red?) A7: 

いいえ。

いいえ。

いいえ。

はい。

はい。

はい。

はい。

Target object: No. 4 

(a) Example of the successful recovery of both the human and
GPT-4V

Q1: それは、電⼦機器ですか？

それは、携帯電話ですか？

それは、ノートパソコンですか？

それは、テレビですか？

画像の中央にありますか？Q5: 

Q3: 

Q4: 

Q2: 
(Is it an electronic device?)

(Is it a cell phone?)

A1: 

A2: 

A3: 

A4: 

A5:

(Is it a laptop?)

(Is it a TV?)

(Is it in the center of the picture?)

はい。

(No.)

Human Repair (Human-all experiment)

GPT-4V Repair (GPT-4V-all experiment)
画像の上部にありますか？Q6: (Is it at the top of the image?) A6: 

Failure Game

Re-prediction object: No. 6 

Re-prediction object: No. 7

いいえ。
(Yes.)

画像の右側にありますか？Q7: (Is it on the right side of the image?) A7: 

No additional questions have been asked.

はい。

はい。

いいえ。

いいえ。

いいえ。

1st prediction object: No. 4
Target object: No. 6 

(b) Example of the successful recovery of the human but the
failure of GPT-4V

Figure 4: The recovery results for the same failed game. The image is labeled with numbers by SoM (Yang et al.,
2023)). The upper proper dialogue represents the dialogue history during the task failure.

5 Results

5.1 Human vs GPT-4V for Recovery Action

We compared GPT-4V-all experiment and Human-
all experiment to evaluate the abilities of humans
and GPT-4V in implementing recovery actions after
failing Guess What?! Game.

The success rate of recovery actions by GPT-4V
is significantly lower than in humans (about 36.7%
lower), which means that the failure task recov-
ery in Guess What? Game (de Vries et al., 2017)
is even difficult for GPT-4V. Figure 4a shows an
example where both GPT-4V and the human was
successful. GPT-4V successfully re-guessed the
target object by asking two additional questions
(Q6 and Q7), much like the human did, although
using a different method of questioning. Figure 4b
presents a case where GPT-4V failed, but the hu-
man succeeded. The human identified the target
object without asking additional questions, whereas
GPT-4V asked two questions (Q6 and Q7) and still
failed to predict correctly. Despite confirming that
the object was not a mobile phone in Q2, it in-
correctly guessed the target object as No.7. This
example shows failures in Step 1, 3 modules, which
are responsible for deciding whether to ask an ad-
ditional question, and in the Step 4 module, which
is responsible for predicting the final object.

Next, we compared the efficiency of failure re-
covery tasks between humans and GPT-4V by ana-
lyzing the average number of repair utterances. As

noted in Section 4.3, the recovery process must be
efficient in human interactions. We calculated the
average number of repair utterances only for suc-
cessful cases because efficient recoveries are only
relevant when the recovery task is successful (at-
tempting a quick fix is pointless if it fails). Table 2
shows the average turn of repair utterances. The
GPT-4V-all experiment is more than twice utter-
ances as many as the Human-all experiment, indi-
cating a less efficient recovery strategy in GPT4-V
compared to humans.

5.2 First Half Recovery Steps Analysis

In this section, we focus on GPT-4V’s ability to
decide and successfully execute repair utterances
(steps 1 and 2) rather than just understanding and
using them (steps 3 and 4).

5.2.1 Step1: Deciding Recovery Action

We compared the actions chosen by GPT-4V with
those selected by humans in step 1. Specifically,
for each game, we tallied and compared the number
of times actions (a-I) asking an additional question
and (a-II) re-guessing the target object were chosen.
We selected actions chosen at least twice by the
human and GPT-4V across three recovery tasks
for the same failure sample as the actions by the
recovery executor.

Table 3 compares the actions selected by humans
(Human-all experiment) and GPT-4V (GPT-4V-all
experiment). As Section 5.1 indicates, human re-
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Success rate Average turn
GPT-4V-all 50.0% 2.43
GPT-4V-Q 74.7% 2.00
Human-all 86.7% 1.13

Table 2: Success rate of recovery actions and the number
of repair utterances (step 2) in each experiment.

GPT4-V (a-I) GPT4-V (a-II)
Human (a-I) 65 5
Human (a-II) 28 2

Table 3: The number of actions selected by Humans
and GPT-4V (a-I or a-II). Diagonal elements show the
number of times Humans and GPT-4V made the same
selections. Note that these counts are from Step 1 of
GPT-4V-all experiment and Human-all experiment.

covery actions have a high success rate and are a
strong baseline. Thus, GPT-4V should choose ac-
tions that are similar to those chosen by humans
in most cases. Table 3 shows that GPT-4V selects
about 67% of the same actions as humans, and GPT-
4V often opts to select (a-I) action even in cases
where humans choose (a-II) action. This result
demonstrates that GPT4-V fails to provide efficient
questions and choose speedy recovery actions. This
behavior is undesirable because making efficient
failure task recovery is crucial in goal-oriented dia-
logues with humans.

5.2.2 Step2: Asking an Additional Question
(Repair Utterance)

Next, we analyzed the repair utterances from Step 2.
Specifically, we compared GPT-4V-Q experiment,
in which humans handled all steps except Step 2,
with Human-all experiment, in which humans were
responsible for all steps.

Table 2 shows the results for task success rates
and the number of repair utterances. When com-
paring GPT-4V-Q experiment to Human-all experi-
ment, we observe that only replacing Step 2 with
GPT-4V results in a 12% decrease in success rate
and an increase of 0.87 in average turns. Further-
more, in GPT-4V-all experiment where GPT-4V
handles all steps, the success rate drops by an ad-
ditional 24.7%, and the average turns increase by
0.43. This suggests that GPT-4V’s impact in Step
2 contributes more to the increase in the number
of turns than modules of other steps, which means
that GPT-4V’s repair utterances tend to include
unnecessary questions.

Next, we analyzed the intents behind the utter-
ances to compare the nature of repair utterances
made by humans and GPT-4V. We asked humans
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Figure 5: Question type distribution. We normalize
by dividing the number of each question type by the
total number of questions in each experiment because
the number of questions differs between the two experi-
ments.

and GPT-4V to select the intents behind their ques-
tions from six options and compared these selec-
tions. We assumed that GPT-4V could understand
the intentions behind its questions, so we had GPT-
4V select the intent of the questions. We also asked
for explanations behind the selected options, and
the lead author checked to see if the reason was
plausible because GPT-4V does not always pro-
duce accurate outputs. We conducted preliminary
experiments and prepared the following six types
of questions (A)-(F) (see Appendix B for detailed
explanations of question types.):
(A) The question that addresses the same object
with different expressions: This questioning style
is employed when there is a suspicion of inconsis-
tencies or errors in the user’s answers.
(B) The question with more or less the same mean-
ing as the question during dialogue: This question-
ing style is used when there are suspected inconsis-
tencies or errors in the user’s answers.
(C) The question that proposes a hypothesis to nar-
row down the object in question: This type of ques-
tion is used when there are no apparent errors or
contradictions in the user’s answers.
(D) The question that clarifies ambiguities in a pre-
vious question: It clarifies the context or perspec-
tive of the previous question.
(E) The question for confirmation, in case the ob-
ject has already been narrowed down.
(F) Others. (In this case, we ask the annotator and
GPT-4V to describe the question’s intent in text
form.)

Figure 5 shows the distribution of the intentions
behind the questions asked by humans and GPT-4V.
First, more type (C) questions exist in both Human-
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Q1: 

Q5: 

Q3: 

Q4: 

Q2: 

Is it a goggle? No.

Is it sporting goods? No.

Target :No. 4 , 1st prediction: No. 7

GPT-4V-Q experiment

Human-all experiment
Is that something you put on your feet? No.

Q13(C): 

Q12(C): 

Q11(C): 

Q10(C): 

Q9(C): 

Q8(C): 

Q7(C): 

Q6(C): 

Q14(C): 

Q15(C): 

Is that a ski board? No.

Is it a snowboard? No.

Is it ice skates? No.

Is it gloves? No.

Is it a hat? No.

Is it a ski lift seat? No.

Is it a ski pole? No.

Are those ski boots? No.

Is it a ski lift prop? No.

Q8(A): 
Q9(C): 

Q7(C): 
Q6(C): 

Is it a living thing? Yes.
Is it something you carry on your back? No.

Is it a person on the right? Yes.

Is it on snow? No.
Is it a vehicle? No.
Related to winter sports? Yes.
Is it a ski lift? No.

Failure Game

Figure 6: Example of a human asking a type (A) ques-
tion, whereas GPT-4V does not. Q6 (C) indicates that
the first additional question is the intent of type (C).
The dialogue conducted in Japanese is translated into
English.

all and GPT-4V-all experiments. This is because
many samples in the failed game set, such as the
example in Figure 4, require additional questions to
narrow down the objects. A significant difference
between the human-only experiment and the GPT-
4V with human experiment is that the humans can
ask many non-type (C) questions. Specifically, hu-
mans ask type (A) or (B) questions about 9.3% of
the time, whereas GPT-4V rarely asks these types
of questions. This indicates that GPT-4V cannot
recognize or doubt mistakes and inconsistencies
based on the user’s input, leading it to focus pre-
dominantly on questions that narrow down objects.

Figure 6 shows an example where a human asks
a type (A) question while GPT-4V does not. In this
example, the human suspects an error in the answer
and attempts to correct the course of the dialogue
by asking, "Is it a living thing?" (Question type A).
In contrast, GPT-4V likely overtrusts the response,
"Related to winter sports? Yes," and continues to
ask questions focused on objects related to winter
sports (Question type C). As a result, GPT-4V fails
to correct the course of the dialogue and cannot
identify the target object within ten questions, lead-
ing to an unsuccessful recovery task. These results
indicate that GPT-4V fails to recognize or question
erroneous responses and tends to blindly trust the
user’s input.

6 Discussion

We observed that GPT-4V is significantly poor at
the failure recovery task (§5.1), and GPT-4V’s ap-
proach differs from the strong baseline of human
behavior in both Step 1 and Step 2 (§5.2). The
significant difference in failure task recovery ca-
pabilities between humans and GPT-4V can be at-
tributed to the models’ difficulty with logical rea-
soning (Creswell et al., 2023; Pan et al., 2023;
You et al., 2023). GPT-4V may struggle to inte-
grate three pieces of information from failed games
(game image, dialogue text, and first prediction
object) to identify potential target objects. Unlike
typical goal-oriented dialogues, conducting fail-
ure task recovery requires understanding complex
dialogue and game situations. Therefore, the pre-
processing step that explicitly organizes the context
of the failed game and dialogue rather than execut-
ing direct recovery actions may be practical. In
Guess What?! Game, output which objects remain
as potential targets is an example of this strategy.

We also found that GPT-4V tends to refrain from
questioning the interlocutor’s answer (§5.2.2). This
feature is undesirable for the failure task recovery
in goal-oriented dialogues, where the user’s an-
swers might contain errors (Oshima et al., 2023).
This issue is not crucial during initial task attempts
because humans do not frequently make response
errors. However, when the task fails, the possibility
of user answer errors increases. Therefore, consid-
ering the possibility of user errors is a key factor
when developing recovery strategies. If a system
cannot doubt the user’s answers, it may fail to cor-
rect errors or waste time, as shown in Figure 6. To
address this issue, instructing the LLM first to eval-
uate the correctness of the user’s answers and then
use this evaluation to guide the recovery action may
be effective.

One future direction to use VLMs (Liu et al.,
2023b,a) as a recovery model is rethinking model
training. For example, creating synthetic datasets
that include incorrect utterances and using them
for instruction-tuning data. This approach allows
VLMs to explicitly learn from erroneous scenarios,
potentially enhancing their abilities to recover task
failure accurately.

7 Limitations

In this study, we examined the failure recovery task
in Guess What?! Game, where one speaker only re-
sponds with “Yes.” or “No.” However, this research
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does not address the recovery capabilities of GPT-
4V and humans in more complex goal-orientated di-
alogues like autonomous driving dialogue systems.
Our results may differ for languages other than
Japanese, so it is essential to analyze GPT-4V’s re-
covery performance in English, its most proficient
language. This study focuses on GPT-4V, raising
concerns about the generalizability of our findings
to other vision-language models. We tested the
failure recovery task with LLaVA-1.5 (Liu et al.,
2023a), but it did not recover the tasks adequately,
which suggests that the recovery task would require
capabilities comparable to GPT-4V.

We are concerned about the method of collecting
intents by directly asking humans or using GPT-4V.
This method assumes a causal relationship between
subjective reasoning and actual behavior. As Ayaß
(2015) recommended, it is preferable to analyze
speech intentions based on objective actual behav-
ior rather than subjective reasoning.

8 Conclusion

We tackled the failure recovery task in Guess
What?! Game and analyzed GPT-4V’s capabilities.
The results showed that GPT-4V demonstrated a
significantly lower ability to correct task failures
than humans. Furthermore, GPT-4V tended to per-
form unnecessary repair utterances, ask inefficient
questions, and fail to doubt users’ answers. In
future work, we aim to investigate the generaliz-
ability of our findings to real-world goal-oriented
dialogues.
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A GPT-4V Model Details

A.1 Models for Failure Game Collection
Figure 7 shows an overview of the model used for
failure game collection in Section 4.1. We pro-
vide the original SoM-image to the questioner and
guesser models, while the answerer model receives
an SoM-image with the target object highlighted
in a yellow frame. Table 4 shows the text prompts
provided to the questioner and guesser models. Ta-
ble 5 indicates the prompts given to the answerer
model.

A.2 Models for Failure Task Recovery
Collection

The basic framework of the models is the same as
the GPT-4V model prepared in failure game col-
lection. Each model uses the SoM-image but with
different text prompts. The text prompts consist of
two main parts: the system prompt, which is the
rule of Guess What?! Game, and the user prompt,
which is the specific instructions performed by
GPT-4V. While the system prompt is consistent
across all models, the user prompt varies by step.
Table 6 illustrates the system prompt, and Table 7
and 8 provide examples of the user prompt.

GPT-4V

SoM

Output
System prompt   
You are playing the game …
User prompt
Situation: You played the game with … 

Figure 7: Overview of the model used for the failure
game collection (§4.1) and failure task recovery collec-
tion (§4.2).

B Details of Question’s intentions

Table 9 shows a detailed description of each ques-
tion type. We gave the same content written in
Table 9 to GPT-4V while we showed the users a
Japanese translation of the content described in the
table. Table 10 presents cases where humans se-
lected type (F) for the question intent, along with
descriptions of their intent.
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Prompt type Example

Questioner prompt

Instruction: You are now playing the following game with a user.
Rule of the game: You are trying to guess the target object in the image 
by asking questions. User will answer yes or no to the question about 
the user's target object. Note that target objects can also include living 
creatures such as humans and animals.
Generate a question "in Japanese" to guess the target object.
例：「それは、⼈間ですか？」、「それは、画像の左側にあり
ますか？」、「それは、野菜ですか？」など、なんでも構いま
せん。
(Example: You can ask anything, such as “Is that a human?” or “Is that 
a vegetable?” or  “Is it on the left side of the picture?”)
Dialogue history:
質問: 「それは、テニスラケットですか？」
回答: はい。
では、質問を⽣成してください。
(Now, please make a question.)
質問：
(Question:)

Guesser prompt

Instruction: You are now playing the following game with a user.
Rule of the game: You are trying to guess the target object in the image 
by asking you questions. User will answer yes or no to the question 
about the user's target object.
You are trying to guess the target object through dialogue.
Dialogue history:
質問: それは、テニスラケットですか？
回答: はい。
質問: それは、人間ですか？
回答: いいえ。
質問: それは、画像の右側にありますか？
回答: はい。
質問: それは、男性ですか？
回答: いいえ。
質問: それは、テニスコートですか？
回答: いいえ。
Please predict the target object number. Be sure to focus your prediction 
on one number!
Number: 

Table 4: Questioner’s role prompt examples for failure game collection (§4.1).
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Prompt type Example

Answerer prompt

Instruction: You are now playing the following game with a user.
Rule of the game: The user is trying to guess the target object in the 
image by asking you questions. Answer yes or no to the question about 
the user's target object.
The target object is labeled with number 8, surrounded by yellow box 
and its category is TENNIS RACKET.
質問には、「はい。」または「いいえ。」で答えてください。
(Please answer with “Yes” or “No”.)
質問：それは、⼈間ですか？
(Question: Is it a human?)
回答：
(Answerer: )

Table 5: Answerer’s role prompt examples for failure game collection (§4.1).

Prompt type Example

System prompt

You are now playing the following game with a user. You 
are a professional in this game.
Rule of the game: You are trying to guess the target object 
in the image by asking questions. User will answer yes or 
no to the question about the user's target object. Note that 
numbered objects are candidates for target objects and 
target objects can also include living creatures such as 
humans and animals.

Table 6: System prompt for the failure task recovery collection (§4.2)
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Prompt type Example

User prompt of step1

Situation: You played the game with the user and also predicted the object. 
However, the object you predicted (number 3) was not the right target 
object, and the task failed. Therefore, you need to take a repair action to 
turn this game into a success (guessing the correct target object) instead of 
a failure. This repair action can be either asking additional questions or re-
predicting the object. Which is better?
Dialogue when you fail to predict the target object (Dialogue before the 
first prediction):
質問: それはスポーツ用品ですか？
回答: いいえ。
質問: それは生き物ですか？
回答: はい。
質問: それは人間ですか？
回答: はい。
質問: それは、画像の中央にいますか？
回答: いいえ。
質問: それは、画像の右側にいますか？
回答: いいえ。
Instruction: Please answer the number of the action you take. Note that 
target objects must be numbered.
(1). You do not ask additional questions and re-guess the target object
(2). You ask additional questions in order to re-guess the target object

User prompt of step2

Situation: You played the game with the user and also predicted the object. 
However, the object you predicted (number 3) was not the right target 
object, and the task failed.
Dialogue when you fail to predict the target object (Dialogue before the 
first prediction):
質問: それはスポーツ用品ですか？
回答: いいえ。
質問: それは生き物ですか？
回答: はい。
質問: それは人間ですか？
回答: はい。
質問: それは、画像の中央にいますか？
回答: いいえ。
質問: それは、画像の右側にいますか？
回答: いいえ。
Instruction: You have determined that you need to ask additional questions. 
Please make one question to re guess the target object based on failed 
dialogue. 
Notes:
1. Numbered objects are candidates for a target object.
2. Please do not ask additional questions using the number assigned to the 
object or ask questions that mention that number or letter!
では、質問を生成してください。
(Now, please make a question.)
質問：
(Question:)

Table 7: Prompts of Steps 1 and 2 for the failure task recovery collection (§4.2)

742



Prompt type Example

User prompt of step3

Situation: You played the game with the user and also predicted the object. 
However, the object you predicted (number 1) was not the right target 
object, and the task failed. Then, you asked additional questions to the 
user in order to re-guess the target object.
Dialogue when you fail to predict the target object (Dialogue before the 
first prediction):
質問: それは、鏡の中に映っていますか？
回答: いいえ。
質問: それは、洗面台ですか？
回答: はい。
質問: それは、人間ですか？
回答: いいえ。
質問: それは、タイルでできていますか？
回答: いいえ。
質問: それは、水道の蛇口ですか？
回答: いいえ。
Additional questions and answers to re-predict the correct target object 
(Dialogue after the first prediction): 
質問: それは、壁に取り付けられていますか？
回答: いいえ。
Instruction: Please review the previous conversation and decide if the 
target object in this game has been clearly identified. Note that the object 
should be identifiable by a number. Respond with:
(1) The object has been clearly identified.
(2) The object has not been identified, and further questions are necessary.

User prompt of step4

Situation: You played the game with the user and also predicted the object. 
However, the object you predicted (number 3) was not the right target 
object, and the task failed. 
Dialogue when you fail to predict the target object (Dialogue before the 
first prediction):
質問: それはスポーツ用品ですか？
回答: いいえ。
質問: それは生き物ですか？
回答: はい。
質問: それは人間ですか？
回答: はい。
質問: それは、画像の中央にいますか？
回答: いいえ。
質問: それは、画像の右側にいますか？
回答: いいえ。
Additional questions and answers to re-predict the correct target object 
(Dialogue after the first prediction): 
質問: それは画像の左側にいますか？
回答: はい。
Instruction: Please read the dialogue history above and re-predict the 
target object number. Be sure to focus your prediction on one number!
The target object: Number

Table 8: Prompts of Steps 3 and 4 for the failure task recovery collection (§4.2)
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Question intention Description
(A) The question that addresses the same
object with different expressions.

This questioning style is employed when there is a
suspicion of inconsistencies or errors in the user’s
answers. It involves exploring the same object in
an image through various expressions. This method
helps identify any inconsistencies or errors in the
user’s answers by exploring different aspects of the
same object and examining the object from multiple
angles.

(B) The question with more or less the
same meaning as the question during dia-
logue.

This questioning style is used when there are sus-
pected inconsistencies or errors in the user’s answers.
It involves slight rephrasing of previous questions
using similar terms to clarify and rectify any misun-
derstandings. Example: Rephrase the question “Are
people using it?” in the dialogue history as “Is it
something that people are holding?” or “Is it a hu-
man figure?” as "Is it really a human figure?”

(C) The question that proposes a hypothe-
sis to narrow down the object in question.

This type of question is used when there are no appar-
ent errors or contradictions in the user’s answers. It
introduces a hypothesis to further refine and specify
the inquiry, aiming to deepen the exploration of the
object in question. This approach helps gather more
precise information about the object being discussed.

(D) The question that clarifies ambiguities
in a previous question

Employed in cases where the meaning of the previ-
ous question has caused ambiguity, this questioning
style seeks to align the understanding between the
questioner and the respondent. It clarifies the context
or perspective of the previous question. It clarifies
the context or perspective of the previous question, as
in the example: “Is it on the left?” might be followed
by a clarifying question, “Is it on the left side of the
image?” to specify the context.

(E) The question for confirmation, in case
the object has already been narrowed down

This questioning style is utilized when the answers
so far have no detected errors or contradictions. It
aims to reaffirm the accuracy and certainty of the
information provided by the respondent, ensuring
a solid and shared understanding of the discussed
object or situation.

(F) Others.

Table 9: Question intentions and detail description.
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Recovery cases Description of question intentions

Q1: 

Q5: 

Q3: 

Q4: 

Q2: 

Is it a vehicle?

Is it a four-wheeled vehicle?

A1: 

A2: 

A3: 

A4: 

A5: 

Is it white?

Does it have a load on the roof?

Is it in the center of the image?

Yes.

Target object: No. 5, 1st prediction object: No. 6, Repair prediction object: No. 5

No.

No.

Yes.

Yes.

Q6: A6: Is that a motorcycle? No.

Q7: A7: Is it green? No.

Q8: A8: Is it fenced? Yes.

Q6: (F) In the dialogue, I noticed
errors or contradictions in the
answers and, while trusting the
question “Is it a vehicle?” with
the response “Yes,” restarted the
discussion about other topics to
explore the possibility of other
objects.
Q7: (C)
Q8: (A)

Q1: 

Q5: 

Q3: 

Q4: 

Q2: 

Is it someone wearing headphones?

Is it a person wearing glasses?

A1: 

A2: 

A3: 

A4: 

A5: 

Is the person lying down?

Is the person on the bed?

Is the person wearing headphones?

No.

Target object: No. 6, 1st prediction object: No. 5, Repair prediction object: No. 6 

Yes.

No.

Yes.

Yes.

Q6: A6: Is it on the left side of the screen? Yes.

Q6: (F) Since it was uncertain
whether the baby was wearing
glasses, I asked additional ques-
tions to make sure.

Q1: 

Q5: 

Q3: 

Q4: 

Q2: 

Is that the character you see 
on the screen?
Is it an electronic device?

A1: 

A2: 

A3: 

A4: 

A5: 

Is it on a desk?

Is it the monitor in the center of 

Is it on the right side of the image?

No.

Target object: No. 4, 1st prediction object: No. 6, Repair prediction object: No. 4 

Yes.

No.

Yes.

Yes.

Q6: A6: Is it the monitor on the left side of 
the image?

Yes.

Q6: (F) Questions to notice mis-
takes or inconsistencies in the an-
swers during the dialogue and to
narrow the object based on them.

Q1: 

Q5: 

Q3: 

Q4: 

Q2: 

Is it in the kitchen?

Does it use water?

A1: 

A2: 

A3: 

A4: 

A5: 

Is it used for cooking?

Does it use heat?

Is it an oven?

No.

Target object: No. 7, 1st prediction object: No. 6, Repair prediction object: No. 7 

Yes.

No.

Yes.

Yes.

Q6: A6: It on the right side of the 
screen?

Yes.

Q6: (F) Questions that narrow
down objects based on noticing
errors or contradictions in re-
sponses during a conversation.

Table 10: The samples and the description where a human selected the question type (F).
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Abstract
Humans talk in daily conversations while align-
ing and negotiating the expressed meanings or
common ground. Despite the impressive con-
versational abilities of the large generative lan-
guage models, they do not consider the indi-
vidual differences in contextual understanding
in a shared situated environment. In this work,
we propose MindDial, a novel conversational
framework that can generate situated free-form
responses with theory-of-mind (ToM) model-
ing. We introduce an explicit mind module that
can track the speaker’s belief and the speaker’s
prediction of the listener’s belief. Then the next
response is generated to resolve the belief dif-
ference and take task-related action. Our frame-
work is applied to both prompting and fine-
tuning-based models, and is evaluated across
scenarios involving both common ground align-
ment and negotiation. Experiments show that
models with mind modeling can achieve higher
task outcomes when aligning and negotiating
common ground. The ablation study further
validates the three-level belief design can ag-
gregate information and improve task outcomes
in both cooperative and negotiating settings.

1 Introduction

We align and negotiate our common ground ev-
ery day in daily chit-chat (Clark and Wilkes-Gibbs,
1986; Bazerman et al., 2000). In a common ground
alignment scenario, agents are talking toward a
joint goal, topics ranging from daily trivia to im-
portant multi-party meetings. In common ground
negotiation situations, two parties resolve the differ-
ences in their beliefs, intents, or goals in a way that
both find acceptable, such as item trading and dis-
cussing job offers (Veinott et al., 1999; Beers et al.,
2006). Though it seems easy between human con-
versations, it requires complicated social capabili-
ties. Importantly, for all types of human communi-
cation including language, the relationship between

Correspondence to Zilong Zheng <zlzheng@bigai.ai>.

the overt communicative act and common ground
– of whatever type – is complementary. That is, as
more can be assumed to be shared between com-
municator and recipient, less needs to be overtly
expressed (Tomasello, 2010). Taking Figure 1B as
an example, when Bob asks about “Joe Davis”, Al-
ice will align the precise referents of the query by
keeping “Joe” but correct “Davis” to “Smith”. In
this process, people need to realize what is shared
and what needs to be further aligned or negotiated –
which requires the understanding between points of
view from their own and others’ perspectives (Blut-
ner, 2000; De Weerd et al., 2015) – the cognitive
capability known as theory-of-mind (ToM).

The recent surge of large language mod-
els (LLMs) (Radford et al., 2019; Brown et al.,
2020) have dominated the natural language pro-
cessing (NLP) community for their prominent nat-
ural language generation performance. Although
LLMs have shown their potential in ToM bench-
marks (Kosinski, 2023; Ullman, 2023; Sileo and
Lernould, 2023; Kim et al., 2023), applying ToM
for situated dialogue generation remains underex-
plored. In these situated tasks, agents’ interactions
are influenced by the environment, their shared ex-
periences, and immediate goals. The participants
need to take into account not only the linguistic
content but also factors such as the social context,
prior knowledge, and each other’s beliefs. Without
ToM, the models can only provide the most possi-
ble response as a one-turn question-answering as
shown in Figure 1A. To enable LLMs to interact
with people in a more socially realistic manner, it is
essential to incorporate ToM for various forms of
communications, such as aligning and negotiating
common ground within dialogues (Burleson, 2007;
Chiu et al., 2023; Fu et al., 2023).

In this work, we introduce MindDial, a new
dialogue framework designed to facilitate the align-
ment and negotiation of common ground in situ-
ated dialogues, incorporating ToM modeling. In-
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A B

Joe is here? Joe Davis? No,Smith

bBinA
bA bAinB bB

common

bBinAbA bAinB bB

common

bBinAbA bAinB bB

common

Bob's Friends:

Alice's Friends: Joe Smith,        Jane Davis,       Jane Smith

Joe Smith,        Joe Davis,         Jane Davis

turns

Joe is here?
Yes, Joe is here

Figure 1: Left: Single-turn question answering. Right: Multi-turn common ground alignment. Speakers will update
their belief estimation based on context and generate the next response to reduce the belief differences.

spired by the complementary role between com-
mon ground and communication, we design the
two-step response generation. First, an explicit
mind module estimates the speaker’s current per-
spective of the world (the first-order belief) and also
helps speaker’s estimate the other’s perspective of
the world (the second-order belief) (Grueneisen
et al., 2015; Braüner et al., 2016). Then, the next
response is aimed at resolving the belief difference.
As shown in Figure 1B, Alice says “No, Smith”
when her first-order belief bA (“Joe Smith”) does
not equal to her second-order belief bBinA (“Joe
Davis”) .

In sum, we consider our contributions as three-
fold:

i) We design a framework incorporating an ex-
plicit mind estimation module that tracks the first-
order and second-order beliefs. Resolving the belief
difference between the two will support the next
response generation.

ii) We explore two types of response generators
– fine-tuning and prompting-based models. The ex-
periments show that our framework can success-
fully improve model performance in both groups.

iii) We test our framework on both aligning and
negotiating settings. The evaluation results and user
study validate that our framework can improve
both the cooperation and negotiation abilities of
the LLM agents. We ablate each level of the beliefs
and find both first and second-order contribute to
the final results.

2 Related work

Theory-of-Mind (ToM) ToM is a crucial ca-
pability for human social interactions developed
in early life (Kovács et al., 2010; Richardson

et al., 2018). In literature, early works model
belief update through time in sequential games
with partially observable Markov decision process
(POMDP) (Baker et al., 2011; De Weerd et al.,
2013; Vogel et al., 2013; Doshi et al., 2010; Han
and Gmytrasiewicz, 2018). One agent’s belief up-
date is based on the estimate of others’ current
beliefs, resulting in an infinite recursion. However,
in real life, studies have shown that humans could
go no deeper than two levels of recursion (Camerer
et al., 2004). Therefore, works (Fan et al., 2021)
began the efforts to end the recursion when their
beliefs merge into the “common mind”.

Modeling the belief of others has been exten-
sively studied in symbolic-like environments (Wun-
der et al., 2011; Rabinowitz et al., 2018; Kleiman-
Weiner et al., 2016; Ho et al., 2016), where agents
need to incorporate or compete for a goal. Ef-
forts to measure models’ ability to recognize
false beliefs and perspective-taking also emerge
in robotics (Yuan et al., 2020; Milliez et al., 2014),
computer vision (Eysenbach et al., 2016; Fan et al.,
2021), and natural language processing (Qiu et al.,
2022; Nematzadeh et al., 2018) using the Sally-
Anne test (Baron-Cohen et al., 1985). Different
variants of the Sally-Anne test and ToM bench-
marks are also proposed to test the ToM of large
language models (Kosinski, 2023; Ullman, 2023;
Sileo and Lernould, 2023; Kim et al., 2023). It is
also shown that augmenting the model with ex-
ternal mind modules can help improve the perfor-
mance of tasks involving intensive belief exchange
and rich social interaction scenarios (Fan et al.,
2021; Qiu et al., 2022; Li et al., 2023; Chiu et al.,
2023). In this work, we explore ToM modeling
can enhance the quality and efficiency of the re-
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sponse generation in both cooperative and semi-
cooperative dialogue tasks.

Common ground alignment and negotiation
In a cooperative dialogue task, to guarantee that
the communication takes the least cost meanwhile
providing the most informative messages, previ-
ous works proposed multiple methods to align the
common ground between agents (Bohn et al., 2019;
Anderson, 2021). Specifically for dialogue tasks,
datasets have been collected to provide golden utter-
ances when people try to align the common ground
with each other based on structured knowledge (He
et al., 2017a), in partially observable cooperative
tasks (Bara et al., 2021; Kim et al., 2019), in mul-
timodal and continuous environment (Haber et al.,
2019; Udagawa and Aizawa, 2021). Frameworks
have been adopted to model and predict the align-
ing dynamics using GNN, RNN, transformers, and
LLMs (He et al., 2017a; Udagawa and Aizawa,
2021; Fischer, 2023; Zhang et al., 2023; Zhou et al.,
2023). The inferred common ground is also used
to generate more interesting and engaging conver-
sations for the dialogue agents (Zhou et al., 2022).

Negotiation is treated as a semi-cooperative task
since agents can have different goals but need to
agree on the same decision (Lewis et al., 2017). It
requires complex social skills and strategies like of-
fering proposals and accepting or making counter-
offers (Yamaguchi et al., 2021). To improve the ne-
gotiating abilities of the dialogue systems, datasets
of open-domain human negotiation corpus have
been introduced in embodied environment (De-
Vault et al., 2015), daily items split (Lewis et al.,
2017; Chawla et al., 2021), buy and sell (He et al.,
2018), job offer negotiation (Yamaguchi et al.,
2021). Modeling begins with game theory and ac-
tion selection (Nash Jr, 1950; Baarslag et al., 2013).
For open-domain generation, methods have been
designed to help the model plan ahead (Lewis et al.,
2017; Iwasa and Fujita, 2018), give feedback about
the current conversation (Zhou et al., 2019; Fu et al.,
2023), detect negotiation breakdowns (Yamaguchi
et al., 2021).

3 Task and Framework

3.1 Tasks

The situated dialogue corpus can be denoted
as D = {(Un, Kp

n, yn)}N
n=1, where Un =

(un,1, ..., un,T ) represents the dialogue history and
T is the number of turns. Kp

n = (kn,1, ...kn,I) is
for their knowledge base, where I is the number of

knowledge passages. p 2 A, B represents the two
agents. We assume the current speaker is A, and p
will be dropped for the following formulation. yn

is A’s next response or its action to achieve the task
goals.

Alignment In the common ground alignment
scenarios, we use the MutualFriend task (He et al.,
2017b) shown in Figure 2. K denotes the private
friend lists that two agents observe, and there is
only one friend shared in their lists. The agents
need to merge their estimation of the mutual friend
through chat and finally finish the task goal by tak-
ing the action to select ki 2 K as their mutual
friend. The alignment is successful when their se-
lections are the same.

Negotiation In the common ground negotia-
tion scenarios, we use the CaSiNo task (Chawla
et al., 2021) shown in Figure 2(Bottom). Two
agents are planning a camp trip and need to dis-
tribute the uneven number of items. Based on their
individual priority of the items K, they need to de-
cide on the final item split agreement to maximize
their gain of valuable items. At the end of the con-
versation, one agent proposes the item split deal
while the other agent decides to accept or reject
this deal. The negotiation is successful when the
deal is accepted.

3.2 MindDial
The overall pipeline of our framework is shown
in Figure 2. At the first stage, given the context
history and private knowledge, the mind module f
estimates the first and second-order beliefs over
their solutions bA, bBinA = f(U, K). The first-
order belief represents A’s estimation of the mutual
friend or split deal. The second-order belief refers
to A’s understanding of B’s estimation regarding
the mutual friend or split deal. We choose to prompt
the LLMs for bA and bBinA due to their ability to
adapt flexibly in open-domain corpora. Therefore,
the mind module can be applied to other situated
dialogues when the knowledge base and beliefs are
well-defined.

Then the response generator h generates the next
utterance based on the dialogue history, its private
knowledge, and the intention to align the first and
second-order beliefs: ỹ = h(U, K, bA, bBinA). We
apply two methods to the response generator to
activate their ability to resolve the belief difference
in bA and bBinA: embedding this ability into LLM
by finetuning and explicitly triggering this ability
of LLM by prompting.
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Hobby Name

Drama Diane

Tennis Diane

…

A’s Knowledge

Response generator (finetuning-based)
Generate the next response based on the given context and 
knowledge:
Estimated negotiation deal: A: Unknown|Diane|Morning
B: Yo-yoing|Diane|Morning
Knowledge: [value table]
Dialogue: [context]
----------------------------------------------------------------------------------
Response: No, likes drama

Response generator (prompting-based)
I estimated the mutual friend from your perspective:
Unknown|Diane|Morning
And from B’s perspective: Yo-yoing|Diane|Morning
To align your estimated mutual friend and resolve unknown
attributes,
please provide your next response to B:

No, likes drama

Mind module
First order: Based on the current conversation and your friend table,
who do you believe is your mutual friend?

Second order: Based on the current conversation and your friend table,
who do you believe that B believes is your mutual friend?

Unknown|Diane|Morning

Yo-yoing|Diane|Morning

Context

B: Do either of them like 
morning?

A: Yes, one Diane

B: Like yo-yoing?

Context

B: Hi, can I take 3 water.
Without water, we will die.

A: Sorry, water is also my
top priority. How about I take
2 and you take 1?

Item Priority

Water High

Food Medium

Firewood Low

A’s Value Table
Mind module

First order: Based on the current conversation and your friend table,
how will you split the items?

Second order: Based on the current conversation and your friend table,
how do you think B will split the items?

water: 3/0, food: 3/0, firewood: 0/3

water: 1/2, food: 3/0, firewood: 0/3

Response generator (finetuning-based)

Generate the next response based on the given context and 
knowledge:
Estimated negotiation deal: A:water: 3/0, food: 3/0, firewood: 0/3

B: water: 1/2, food: 3/0, firewood: 0/3

Knowledge: [value table]
Dialogue: [context]
--------------------------------------------------------------------------------------
Response: No, I really need water. I can give you

some firewood since I have plenty.

Response generator (prompting-based)

I estimated the expected deal from your perspective:
water: 3/0, food: 3/0, firewood: 0/3

And from B’s perspective: water: 1/2, food: 3/0, firewood: 0/3

To align your estimated deal,

please provide your next response to B:

No, I really need water. I can give you

some firewood since I have plenty.

Figure 2: Cases of ToM reasoning in MindDial. Top: an alignment task from MutualFriend. Bottom: A negotiation
task from CaSiNo. For each task, we first reason over the first- and second-order ToM beliefs of the conversational
partner. Then we generate corresponding utterances wrt. the ToM estimation.

Finetuning-based For finetuning-based mod-
els, we prepare a small dataset in the format of {y,
U , K, bA, bBinA}, where y is intended to resolve
the gap between bA and bBinA. Different parts of
model inputs are concatenated together with their
corresponding tags as [Estimated belief], [Knowl-
edge], and [Dialogue] shown in Figure 2. The mod-
els are trained to regress the next response y.

Prompting-based For prompting-based mod-
els, we directly ask the generator to generate the
next response in order to resolve the difference
and unknown values between bA and bBinA. The
format follows as “I estimated mutual friend/deal
from your perspective: bA and from B’s perspec-
tive: bBinA. To align bA and bBinA, please provide
your next response to B:”.

4 Experiments

Dataset To provide a reasonable quantitative
measure of belief dynamics in the dialogue, the ex-
pected dataset should contain rich belief exchanges.
Meanwhile, the belief exchange and the final so-
lution can be easily labeled. Therefore, we choose
two representative settings to evaluate our frame-
work. MutualFriend (He et al., 2017b): we con-
sider it as an alignment dialogue scenario. In the
MutualFriend task, each agent has a private knowl-
edge base including a list of friends and their at-
tributes like name, school, etc. There is a shared

friend that both agents have and they need to chat
with each other to find this mutual friend. We only
keep the successful dialogues and the final data
split for train/val/test is 7257/878/900. Each dia-
logue in the training set contains a maximum of 53
turns and each turn with a maximum length of 29.
CaSiNo (Chawla et al., 2021): we consider it as
the negotiating scenario. In the CaSiNo task, two
agents need to split camping packages: 3 water, 3
firewood, and 3 food. Each of these items will be of
either High, Medium, or Low value to each agent.
The agents need to negotiate the distribution of the
items through chat to maximize their final points
calculated based on the number of items they get
and the items’ corresponding values. The data split
for train/val/test is 900/30/100. Each dialogue in
the training set contains a maximum of 27 turns
and each turn with a maximum length of 106.

Mind modules To serve as a mind module
in this task, the model is expected to understand
long conversation contexts and the concept of first
and second-order beliefs. We choose LLaMA-2-7B-
chat, LLaMA-2-13B-chat (Touvron et al., 2023)1,
GPT-3.5, and GPT-42 as our mind reasoner for their
potentials in ToM benchmarks and the flexible abil-
ities of mind reasoning in open-domain dialogues.

1https://github.com/facebookresearch/LLaMA-
recipes/tree/main

2gpt-3.5-turbo-1106, gpt-4-1106-preview
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Models Mind level C T CT Models Mind level C T CT

LLaMA-7B-ft

w/o mind 24.67 9.09 2.71

LLaMA-13B-ft

w/o mind 36.33 6.64 5.47
bA 28.33 7.92 3.58 bA 42.00 8.66 4.85
bBinA 29.33 8.33 3.52 bBinA 39.33 7.70 5.11
bA+bBinA 28.33 8.87 3.20 bA+bBinA 44.67 8.85 5.05

GPT-3.5

w/o mind 10.67 5.74 1.86

GPT-4

w/o mind 75.00 9.72 7.71
bA 18.33 5.91 3.10 bA 75.00 9.41 7.97
bBinA 12.33 5.91 2.09 bBinA 69.67 8.84 7.88
bA+bBinA 24.33 6.04 4.03 bA+bBinA 76.00 8.88 8.56

Table 1: MutualFriend: results with different mind settings. Settings without mind reasoning are marked as w/o
mind. Settings considering only the first-order are marked as bA, with only the second-order are bBinA, with both
are bA+bBinA.

Response generators We adopt the same four
models in the mind modules as our response genera-
tors. We divide the models into two groups: finetun-
ing and prompting-based. For the finetuning group,
we first finetune LLaMA-2-7B-chat and LLaMA-
2-13B-chat to generate the next response with the
raw training dialogues. Then, we sample 3% of the
training data and predict the first and second-order
beliefs at each turn using the mind module, which
are put into the dialogue context as additional in-
formation input to finetune the model again. We
choose to combine only a small portion of train-
ing data input with beliefs to reduce the API query
cost. We also vary the portion to 1%, 3%, and 5%.
The sample size does not significantly influence the
model performance (See Appendix E). For GPT-3.5
and GPT-4, we use prompts to regulate the conver-
sation. For finetuning-based models, the models
are trained on two A6000 GPUs for one epoch with
an initial learning rate of 1e-4. The batch size is
set to 64. For prompting-based models, we use the
OpenAI API for experiments.

4.1 Evaluation and results

For evaluation, we focus on three main questions:
• Question 1: Can mind reasoning improve the

common ground alignment and negotiation re-
sults?

• Question 2: Which level of beliefs contributes
to the performance gain?

• Question 3: What is the relation between belief
estimation accuracy and conversation outcomes?
MutualFriend evaluation metrics We adopt

the same metrics in He et al. (2017b):
• Success rate (C): how many dialogues where the

two agents select the true mutual friend.
• Conversation turns (T ): the number of turns the

agents take before the end of the conversation

• Success rate per turn (CT ): how efficient the con-
versation is. We divide the overall success rate
by the conversation turns.
CaSiNo evaluation metrics We follow the

procedure in Lewis et al. (2017):
• Score-all: the average negotiation scores. The

points each agent scores are the number of items
times the item’s corresponding values. High pri-
ority is a value of 5. Medium is 4. Low is 3. If
the deal is rejected or the negotiation exceeds
the maximum turn, both agents receive 5 points.
Since the best outcome should be a win-win situa-
tion, we also report the sum over the points of the
two agents to compare the overall performance
gain.

• Agreed %: the agreement of the deal. A deal is
agreed when the agents agree on the proposed
deal and the proposal does not exceed the total
number of items the agents can distribute.

• Pareto: whether the deal is Pareto Optimal. A
solution is Pareto Optimal if neither agent’s score
can be improved without lowering the other’s
score.

• Score-agreed: the average negotiation scores in
agreed deals.

4.1.1 Observation I: Mind reasoning improves
conversation outcomes

First, our experiments compare models’ per-
formance without and with mind reasoning. In
the cooperative scenario in Table 1, comparing
model+w/o mind rows with models, we can see that
combining mind modules can significantly improve
the alignment success rate in both finetuning and
prompting-based models. Among them, GPT-4 per-
forms the best, following LLaMA and GPT-3.5. As
for efficiency, models with mind reasoning exhibit
higher per-turn success. However, for LLaMA13b,
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Models Mind level Score-all Sum Agreed % Pareto Score-agreed Sum

LLaMA-7B-ft

w/o mind 8.10 vs 7.18 15.28 24.00 12.00 18.33 vs 14.50 32.83
bA 12.94 vs 13.48 26.42 68.00 20.00 16.68 vs 17.47 34.15
bBinA 11.76 vs 13.36 25.12 56.00 24.00 16.54 vs 19.29 35.83
bA+bBinA 12.96 vs 12.70 25.66 62.00 26.00 17.84 vs 17.42 35.26

LLaMA-13B-ft

w/o mind 15.38 vs 12.68 28.06 70.00 24.00 19.83 vs 15.97 35.80
bA 18.02 vs16.14 34.16 92.00 38.00 19.15 vs 17.11 36.26
bBinA 17.02 vs14.50 31.52 82.00 30.00 19.66 vs 16.59 36.25
bA+bBinA 17.36 vs 17.32 34.68 92.00 40.00 18.43 vs 18.39 36.82

GPT-3.5

w/o mind 15.00 vs 14.26 29.26 80.00 18.00 17.38 vs 16.57 33.95
bA 16.10 vs 17.08 33.18 90.00 22.00 17.22 vs 18.42 35.64
bBinA 16.72 vs 16.86 33.58 92.00 22.00 17.74 vs 17.89 35.63
bA+bBinA 17.08 vs 15.18 32.26 86.00 26.00 19.05 vs 16.72 35.77

GPT-4

w/o mind 16.84 vs 16.90 33.74 94.00 8.00 17.60 vs 17.66 35.26
bA 16.72 vs 16.50 33.22 90.00 14.00 18.02 vs 17.78 35.80
bBinA 17.40 vs 16.56 33.96 92.00 12.00 18.17 vs 17.39 35.56
bA+bBinA 17.54 vs 17.46 35.00 96.00 20.00 18.06 vs 17.98 36.04

Table 2: CaSiNo: results with different mind settings. Settings without mind reasoning are marked as w/o mind.
Settings considering only the first-order are as bA, with only the second-order are bBinA, with both are bA+bBinA.

we notice a longer conversation length, therefore,
the efficiency drops below the base model. This
suggests that while incorporating belief estimation
can elevate success rates, it may not necessarily
enhance efficiency if acquiring additional informa-
tion is needed to establish common ground. More
comparison results and discussion can be found in
Appendix F.

In the negotiation scenario, as referenced in Ta-
ble 2, agents utilizing mind reasoning capabilities
tend to achieve higher individual scores. Addi-
tionally, the collective points of both parties are
increased. These agents also are more likely to
reach agreements and achieve Pareto Optimal out-
comes, suggesting a more strategic distribution
of items. When comparing the points scored and
the agreement rates across different models, GPT
variants and LLaMA-13B display similar perfor-
mances except that LLaMA-7B falls behind. No-
tably, LLaMA-13B achieves the highest Pareto Op-
timal scores, surpassing GPT-4. This may be at-
tributed to GPT-4’s tendency to favor equitable
item distribution, often resulting in a split like 1
and 1, with another item left unclaimed by either
party.

4.1.2 Observation II: Both two levels of belief
contribute to the performance gain

Next, we assess the impact of varying belief esti-
mation levels in the mind modules on model perfor-
mance, as shown in Table 1 and Table 2. First, It is

evident that integrating any level of belief estima-
tion leads to performance enhancements compared
with the w/o mind baseline, indicating both first and
second-order beliefs contribute to the response gen-
eration process. Within mind settings, in alignment
scenarios, models underscoring the belief differ-
ences usually outperform others with single-order
belief estimation in LLaMA-13B, GPT-3.5, and
GPT-4. In negotiating settings, we first notice that
the score-all strongly correlates with the agreed
rate, and there is no consistent pattern. Examining
Pareto Optimal outcomes, models aggregating both
bA and bBinA tend to distribute items more effec-
tively, resulting in higher Pareto Optimal scores.
Similarly, in score-agreed, models combining both
two levels of beliefs perform better.

We also notice some fluctuations in the results,
for example, LLaMA-7B with only bBinA achieves
better results. We reckon that complex and inter-
twined effects can be exerted when 1) the model
is bottlenecked by its context understanding and
generation abilities and 2) one or both levels of the
belief estimations are not accurate. In general, mod-
els need to take into account their own beliefs and
also the beliefs of others. Focusing on resolving
the differences between them can improve the com-
mon ground alignment accuracy and negotiation
optimality.

Robustness to prompts In our experimental
investigations (prompt templates are supplemented
in Appendix B and C), we found that the perfor-
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Models Belief Precision F1

LLaMA-7B bA 33.00 33.00
bBinA 30.00 30.00

LLaMA-13B bA 36.00 34.00
bBinA 38.00 33.00

GPT-3.5 bA 62.00 62.00
bBinA 70.00 67.00

GPT-4 bA 77.00 77.00
bBinA 76.00 76.00

Table 3: Belief prediction. The precision and F1 when
different models predict the first (bA) and second-order
(bBinA) beliefs.

Figure 3: The task success rate when the response genera-
tors are paired with different models as the mind modules.
The X-axis marks the model name of the mind modules.
The Y-axis shows the success rate. Different colors repre-
sent different models as the response generators.

mance of belief prediction remains robust when
prompts are structured to inquire about the cur-
rent speaker’s solution and their estimation of the
other speaker’s solution. Our comparison results
in Tables 1 and 2 suggest that the task of one-hop
prediction, encompassing beliefs and intentions,
poses a minimal challenge for most LLMs. For
instance, LLaMA-13B exhibits performance akin
to GPT-3.5. Consequently, we assert that the pri-
mary challenge lies in advancing higher-level ToM
inferences within these models.

4.1.3 Observation III: Belief estimation
accuracy positively correlates with the
alignment success

To more convincingly validate that incorporating
the mind reasoning module enhances the models’
task performance, we assessed the belief estimation
accuracy when different models serve as the mind
module in the MutualFriend task using LLaMA-7B,
LLaMA-13B, GPT-3.5, and GPT-4. Subsequently,
we examined how this accuracy correlates with
task success when the four models function as re-
sponse generators separately, paired with these four
mind modules. Here, we demonstrate the relation
between the belief estimation accuracy and the di-
alogue outcomes with MutualFriend task due to
its clearly defined belief dynamics. Therefore, the
first and second-order beliefs can be easily anno-
tated using predefined rules. The detailed labeling
process is included in Appendix A. Table 3 shows
the precision and F1 scores for predicting the cur-
rent speaker’s estimation of mutual friend given the
current dialogue history bA, and its estimation of
the other speaker’s estimation bBinA. The line plot
in Figure 3 illustrates the corresponding success
rates when a response generator is equipped with
different mind modules.

Combining the models’ precisions of the be-
lief prediction with the success rates when they
serve as the mind modules, we can observe that 1)
The success rates increase when the models with
higher belief prediction accuracy are served as the
mind modules. This trend underscores that the ef-
fectiveness of the response generators is closely
linked to the mind reasoning capabilities of the re-
spective mind modules; 2) Comparing the growth
magnitude of LLaMA-7B and 13b, we can see
that LLaMA-7B reaches a flat stage and increases
slowly. This suggests that the magnitude of the suc-
cess rate improvement is bounded by the model’s
mind-reasoning abilities; 3) The horizontal lines
mark the task success rate when the response gen-
erators are not augmented with the mind modules.
Augmenting models with weaker mind modules
can detrimentally impact outcomes due to inaccu-
rate belief predictions and inadequate dialogue rea-
soning, such as the situation when LLaMA-7B is
paired with LLaMA-7B and LLaMA-13B is paired
with LLaMA-7B and 13b.

Summarization vs. Reasoning It is worth not-
ing that both the first- and second-order belief esti-
mation goes beyond summarization from the last
utterance. We carefully annotate part of the beliefs
in the dialogue and report the second-order belief
prediction accuracy in Table 3, which shows that
the LLM can predict the second-order beliefs fairly
well.

4.1.4 Human Evaluation
We ask 16 college-level students to play Mutual-
Friend and CaSiNo game with our model. Each sub-
ject is randomly assigned 4 samples. S/He chooses
one sample to play with the agent w/o mind mod-
ules and the other one to play with the agent w/
mind modules. A pair-wise comparison is made
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Hi. Know anyone who went to rowan 
col.
4 of my friends like cricket.
Do you know peter who went there 
and like worldbuilding
No peter.
Or any like worldbuilding but arent 
peter.
…
<select> kathryn lynchburg college 
cricket indoor.

Hi. I have a friend that likes cricket playing named amy.
(unknown|unknown|unknown|unknown, unknown|unknown|unknown|unknown)
I have a friend named ryan from wisconsin stout that likes cricket.
(cricket|unknown|unknown|indoor, cricket|unknown|amy|unknown)
I do not know anyone with that name.
(cricket|unknown|amy|outdoor, cricket|unknown|unknown|unknown)
I have a friend named amy that likes swimming.
(swimming|unknown|amy|indoor, cricket|unknown|amy|outdoor)
My amy likes swimming and went to rowan college.
(swimming|unknown|amy|indoor, swimming|unknown|amy|indoor)
<select> amy rowan college swimming indoor

A friend list B friend list

Figure 4: Qualitative comparisons between dialogue generation models without (at left) and with mind modeling
(at right) when agents A and B are figuring out their mutual friend.

between the game outcome when human subjects
play with models without and with mind reason-
ing. In addition, after the game ends, the subjects
rate their game partner regarding their coopera-
tiveness (whether the agent is cooperative during
the game) and informativeness (whether the agents
provide informative responses) from 0 to 10 in the
alignment setting; rate regarding their negotiation
skills (whether the agent is a good negotiator) and
whether they are satisfied with the final deal in the
negotiation setting. In addition, we also record their
overall enjoyment when playing with the agents in
both settings.

From Table 4, we can observe that our model
with mind modules can achieve higher outcomes
in both MutualFriend and CaSiNo games and the
subjects tend to enjoy more in the process. In
the cooperative setting, agents without and with
mind achieves similar cooperativeness and informa-
tiveness rates. However, in the negotiation setting,
agents with mind reasoning are shown to be more
skillful and can achieve more satisfactory deals.

4.2 Case Study

We demonstrate one MutualFriend example to vi-
sualize the difference between LLaMA-7B with
and without mind reasoning. Examples of other
models and CaSiNo scenarios can be found in the
Appendix. As shown in Figure 4, the topics be-
tween agents without mind reasoning can diverge
quickly. For example, when A asks about “Rowan

College”, B responds with “cricket” which is unre-
lated to it. In contrast, for dialogues between agents
with step-wise mind reasoning, they resolve the un-
known attributes by providing related information
(when A talks about “Amy” “swimming”, B men-
tions “Rowan College”). When there is a conflict
between the names, A promptly negates “Ryan”.

Mutual Friend: alignment
Groups Success Cooperative Informative Enjoyment

GPT-3.5 w/o mind 57.14 8.57 9.43 5.29
GPT-3.5 w/ mind 62.50 8.88 9.63 7.63

CaSiNo: negotiation
Groups Scores Skillful Satisfied Enjoyment

GPT-3.5 w/o mind 22.50 6.25 6.50 5.75
GPT-3.5 w/ mind 24.50 7.13 7.25 7.25

Table 4: Human study. Comparisons are made between
our model with mind module vs. models w/o mind mod-
ule when played with human subjects.

5 Conclusion

In this study, we present MindDial, a novel frame-
work for generating situated dialogue responses
for common ground alignment and negotiation.
By incorporating the first- and second-order ToM
modeling into account, our model can enhance the
alignment accuracy and negotiation outcome in
both finetuning and prompting-based models. The
efficacy of our approach is further substantiated
through ablation studies and user feedback.
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Limitations

Our prompting design for the mind modules re-
quires a well-defined knowledge and goal. This
may limit the generalization abilities of the current
framework to more casual conversation scenarios.
Also, the task success is highly dependent on the be-
lief estimation precision. Future research is needed
to develop and implement mind modules that are
both more robust and accurate.
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A MutualFriend belief annotation and
evaluation

To test the belief estimation accuracy of our mind
modules, we manually label the first and second-
order beliefs given the current context of the dia-
logues. The values mentioned in the current dia-
logue context are marked as positive (1). The values
not mentioned or negated by either of the agents
are marked as negative (0). When all the values of
one attribute are marked as negative, this attribute
becomes “unknown”. Figure 5 illustrate one an-
notation process. For example, when B is asking
about “yo-yoing”, this value is marked as 1 for
bBinA hobby. However, since it does not belong to
A’s knowledge, for the first-order belief of speaker
A, we annotate it as 0. Then, when “yo-yoing” is
negated by A, it will be marked as 0 in bBinA. The
prediction is a true positive when the model’s pre-
dicted value of one attribute is annotated as 1, a true
negative when both prediction and ground truth are
“unknown”.

B MutualFriend prompts

! (At the beginning of the first turn): You are a
smart cooperative agent named [Alice|Bob]. You
have many friends with different attributes as
listed below (the knowledge base of [Alice|Bob]).
You are now talking with Bob. He also has a list
of friends. You will talk with Bob for a maxi-
mum of 20 turns to find out your mutual friend as
quickly as possible. You can ask him questions
or provide information about your friends. Mean-
while, you should try to mention as few attributes
and friends as possible.

hobby, name, location

Surfing, Jane, Outdoor

...

(After each turn - no mind):

! [Alice|Bob] said: {last generated response}.
Please provide your next utterance to [Al-
ice|Bob]:

! Have you found your mutual friend? If yes,
provide this mutual friend in the format of
hobby|name|location; If no, respond ’unknown’:

(After each turn - with mind):

! (first-order) Based on the current conversation
and your friend table, who do you believe is

your mutual friend? Respond in the format of
hobby|name|location, and put unknown in the at-
tributes you are not sure about for now:

! (second-order) Based on the current conversation
and your friend table, who do you believe that
[Alice|Bob] believes your mutual friend is? Re-
spond in the format of hobby|name|location, and
put unknown in the attributes you are not sure
about for now:

! [Alice|Bob] said: {last generated response}. I es-
timate the mutual friend estimation from your
perspective: [first-order] and from [Alice|Bob]’s
perspective: [second-order] based on your cur-
rent talk. To align your estimation and resolve
unknown attributes, please provide your next ut-
terance to [Alice|Bob]:

! Have you found your mutual friend? If yes,
provide this mutual friend in the format of
hobby|name|location; If no, respond ’unknown’:

Figure 6: Template for MutualFriend self-talk prompt.

C CaSiNo prompts

! (At the beginning of the first turn): You are a
smart negotiation agent named [Alice|Bob] plan-
ning a camping trip. Besides basic supplies, you
will need extra water, food, and firewood. Each
of these items will be of either High, Medium,
or Low priority for you as shown below. Each
of them only has an available quantity of 3 and
can only be split using integers. You will negoti-
ate with Bob who will also need these items and
have his own value table. Use reasons from your
value table to justify why you need these items.
Try hard to get as many items as you can!

Item, value, reason

water, high, I didn’t pack enough water

...

(After each turn - no mind):

! [Alice|Bob] said: {last generated response}.
Please provide your next utterance to [Al-
ice|Bob]:

! Based on your conversation with [Alice|Bob], do
you want to end the negotiation? Please respond
by yes or No:

(After each turn - with mind):
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Context

B: Do either of them like yo-yoing?

A: Nopes. no yo-yoing

B: Any like drama and name is
Diane?

Hobby Name Time Pref

Drama Diane Morning

Tennis Diane Evening

…

A’s Knowledge

Turn !$ !!&)$ !! !$&)!
1 Hobby: unknown

Name: unknown
Time: unknown

Hobby: yo-ying
Name: unknown
Time: unknown

- -

2 Hobby: unknown
Name: unknown
Time: unknown

Hobby: unknown
Name: unknown
Time: unknown

3 Hobby: drama
Name: Diane

Time: unknown

Hobby: drama
Name: Diane

Time: unknown

Annotated Beliefs

Hobby Name Time Pref

Yo-yoing Diane Morning

Drama Diane Evening

…

B’s Knowledge

Figure 5: Annotation example

! (first-order) Based on the current conversation
and your value table, how will you split water,
firewood, and food? The items each person gets
can only be integers and the total quantity for
each item is 3. Please use the following format
to respond without further explanation: item: the
number you get/the number [Alice|Bob] get. For
example, water:0/3, firewood:1/2, food: 3/0.

! (second-order) Based on the current conversa-
tion and your value table, how do you think [Al-
ice|Bob] will split water, firewood, and food?
The items each person gets can only be integers
and the total quantity for each item is 3. Please
use the following format to respond without fur-
ther explanation: item: the number you get/the
number [Alice|Bob] get. For example, water:0/3,
firewood:1/2, food: 3/0.

! [Alice|Bob] said: {last generated response}. I
estimated the negotiation deal from your per-
spective: [first-order] and from Bob’s perspec-
tive: [second-order] based on your current talk.
To align your expected deals, please provide your
next utterance to [Alice|Bob]:

! Based on your conversation with [Alice|Bob], do
you want to end the negotiation? Please respond
by yes or No:

(After negotiation ends):

! Please provide your proposed deal. The items
each person gets can only be integers and the total
quantity for each item is 3. Deal with fractions
will be rejected. Please use the following format:
item: the number you get/the number [Alice|Bob]
get. For example, water:0/3, firewood:1/2, food:
3/0.

! Given your current conversation and the deal pro-
posed by [Alice|Bob]: [deal], will you accept the
deal? Please respond by Accept or Reject:

Figure 7: Template for CaSiNo self-talk prompt.

D Finetuning data format

Generate the next response of the dialog based on
the given context and knowledge:

(SPEAKER0 as the current speaker)
Estimated [mutual friend|negotiation deal]
[SPEAKER0] [First-order belief]
[SPEAKER1] [Second-order belief]
Knowledge:
Friend table or value table
Dialogues:
[SPEAKER0] ...
[SPEAKER1] ...
— response:

Figure 8: Template for Finetuning
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Models Sample size Score-all Sum Agreed % Pareto Score-agreed Sum

LLaMA-13B-ft

w/o mind 15.38 vs 12.68 28.06 70.00 24.00 19.83 vs 15.97 35.80
1% 15.36 vs 15.50 30.86 80.00 30.00 18.28 vs 18.46 36.74
3% 17.36 vs 17.32 34.68 92.00 40.00 18.43 vs 18.39 36.82
5% 16.44 vs 16.58 33.02 86.00 34.00 18.30 vs 18.47 36.77

Table 5: CaSiNo: results with different sample sizes.

Models Sample size C T CT

LLaMA-13B-ft

w/o mind 36.33 6.64 5.47
1% 38.46 8.80 4.37
3% 44.67 8.85 5.05
5% 40.33 8.53 4.73

Table 6: MutualFriend: results with different sample
size.

Models Mind level C CT

Human - 82.00 7.00
Rule - 90.00 5.00
StanoNet - 78.00 4.00
DynoNet - 96.00 6.00

LLaMA-7B-ft w/o mind 24.67 2.71
LLaMA-7B-ft bA + bBinA 28.33 3.20

LLaMA-13B-ft w/o mind 36.33 5.47
LLaMA-13B-ft bA + bBinA 44.67 5.05

GPT-3.5 w/o mind 10.67 1.86
GPT-3.5 bA + bBinA 24.33 4.03

GPT-4 w/o mind 75.00 7.71
GPT-4 bA + bBinA 76.00 8.56

Table 7: MutualFriend: comparison with results from
original paper.

E Varing sample size of mind annotation
data during finetuning

Considering the computational cost during fine-
tuning, we only sample a small partition of dialogue
for mind augmentation. In this section, we vary the
sample size by 1%, 3% and 5%. From Table 6
and Table 5, we can see that 5% achieves the best
results and all models perform better than the w/o
mind baselines.

F MutualFriend: more comparison
results

In this section, we provide the baseline results of
MutualFriend from the original paper in Table 7. It
is shown that GPT-4 can achieve higher efficiency
with higher accuracy per turn. It is worth noting that
the models in the original paper are of smaller sizes
and trained with specific datasets while we cur-

rently focus more on larger models generalizable
to more open-domain tasks. The CaSiNo dataset
was originally designed for the strategy prediction
task, therefore it did not report generation results.
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Abstract

In the development of dialog systems the dis-
covery of the set of target intents to identify
is a crucial first step that is often overlooked.
Most intent detection works assume that a la-
belled dataset already exists, however creating
these datasets is no trivial task and usually re-
quires humans to manually analyse, decide on
intent labels and tag accordingly. The field of
Open Intent Discovery (OID) addresses this
problem by automating the process of group-
ing utterances and providing the user with the
discovered intents. Our OID framework allows
for the user to choose from a range of different
techniques for each step in the discovery pro-
cess, including the ability to extend previous
works with a human-readable label generation
stage. We also provide an analysis of the rela-
tionship between dataset features and optimal
combination of techniques for each step to help
others choose without having to explore every
possible combination for their unlabelled data.

1 Introduction

A major first task for a goal-oriented dialogue sys-
tem is to identify the intent behind the user’s ut-
terance using a Natural Language Understanding
module. This module is often implemented as a
classifier, trained on a set of pre-defined intent la-
bels (Chen et al., 2013; Coucke et al., 2018; Goo
et al., 2018; Kim et al., 2016; Liu and Lane, 2016;
Zhong and Li, 2019). Discovering these intents
in real-world systems can be a laborious and time-
consuming task involving a domain expert explor-
ing the dataset and curating a representative set of
labels. This task will also need to be repeated regu-
larly as new intents emerge through time. The field
of OID seeks to automatically discover unknown
intents in a set of unlabelled/partially labelled ut-
terances without requiring such manual effort.

There exists an issue in the current literature in
that many works focus only on the development
of clustering algorithms to identify utterances of

Figure 1: An example of the automated discovery
and labelling of intents in an given dataset of unla-
belled/partially labelled text utterances. First, the ut-
terances are clustered for similar semantic intent, then
human-readable labels are generated for each identified
cluster.

similar intent, without progressing to label the clus-
ter with a human-readable intent label (Perkins and
Yang, 2019; Lin et al., 2019; Zhang et al., 2021b;
Shen et al., 2021; Kumar et al., 2022). In order for
downstream systems to make full use of the new
intents, a human would be required to analyse the
cluster manually, decide on its meaning and label
it accordingly.

Evaluation methods are also inconsistent across
the field. Some works report on classification or
clustering metrics while others evaluate quality of
generated labels, but rarely are these reported for
the same datasets. There are also differences in the
definition of ‘intent’ and the features of the datasets
used for evaluation. Some works consider intents
in the abstract such as ‘CustomerService’ or ‘Bag-
gage’ in the air travel domain. Other works take a
much stricter definition e.g. only an Action(verb)-
Object(noun) pair. Some datasets contain a mixture
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of these intent types. These issues make it difficult
to identify a truly state-of-the-art (SOTA) technique
for different domains and features of dataset.

We present an OID framework which views OID
as a two stage process: Semantic Clustering, and
Intent Label Generation (see Figure 1). We focus
on the generation of high quality labels for an unla-
belled/partially labelled dataset, produced by com-
bining a semantic representation method, clustering
algorithm, candidate extraction method and a label
selection method. We evaluate 20 combinations of
representation/clustering/extraction/selection meth-
ods on 9 datasets. Our key contributions include:
(1) We introduce our novel OID framework pro-
viding a choice of a number of different tech-
niques at every step in the process.1 (2) We extend
previous OID work to include a human-readable
intent stage. (3) A rigorous investigation into
instantiating choice of representation/clustering
model/extraction/selection which reveals the op-
timal settings for datasets and target intents.

2 Related Work

State-of-the-art OID techniques utilise semi-
supervised learning such as in DSSCC (Deep Semi-
Supervised Contrastive Clustering) (Kumar et al.,
2022) and DeepAligned (Zhang et al., 2021b). A
portion of intents are known in advance and these
are used to aid the clustering stage in discovering
both the known intent clusters and estimate a num-
ber of new, unknown intents. Shen et al. (2021)
take a different approach, by pre-training a repre-
sentation model with a labelled dataset from the
same domain as the target unlabelled dataset and
then using unsupervised KMeans clustering on the
target dataset to discover intents.

There are several works which attempt to solve
the problem in an unsupervised fashion. Chatter-
jee and Sengupta (2020) adapted the DBSCAN
clustering algorithm (Ester et al., 1996) in an at-
tempt to handle discovering new intents in datasets
with unbalanced distributions, while others such
as Liu et al. (2021) use simple KMeans clustering.
Liu et al. (2021) are one of the few OID works
which include a label generation stage. Each clus-
ter has candidate intent labels extracted using a de-
pendency parser to find Action(verb)-Object(noun)
pairs within the utterances and the most com-
mon pair is assigned as an auto-generated, human-
readable label for the cluster. Their technique

1https://github.com/GAnderson01/open-intent-discovery

discovered the correct number of clusters for the
SNIPS dataset and produced labels which were
clearly semantically similar to the ground-truth in-
tents, however no quantitative evaluation was con-
ducted. A more challenging dataset would prove
more difficult both to cluster and to evaluate by
manual inspection. Vedula et al. (2020) looked at
intent discovery as a sequence tagging task. A neu-
ral model sequence tagger is trained to tag action
and object words in text utterances. This technique
differs in that it will produce an intent for every
text utterance and may produce many distinct pairs
that express the same intent.

In our concurrent work, we presented experi-
mental results for different combinations of candi-
date extraction and intent label selection techniques
against a large generative PLM (Anderson et al.,
2024). In order to produce fine-grained intents, we
also proposed an extension to the Action-Object
extraction method used in Liu et al. (2021) which
captures more detail from the utterances by includ-
ing compound nouns or adjectives that are related
to the Object, and negations related to the Action.

Zhang et al. (2021a) introduced a platform for
open intent recognition. They combine the related
tasks of open intent detection and discovery to both
identify the known intents and discover new ones.
The detection module identifies known intent sam-
ples and groups unknown samples into a single
class of open intent. The discovery module then
performs clustering to group the unknown samples
and present them as new intents. Our framework
differs in that we focus only on discovery and not
detection. We also include a human-readable label
generation stage while TEXTOIR provides key-
words to represent their discovered intents. These
keywords are helpful, however, out of context they
would be difficult to fully understand without fur-
ther analysing the utterances themselves.

3 Methods

Many current OID techniques can fit into the same
two stage pattern (see Figure 2). Stage 1 consists of
semantic clustering and is split into two steps. First,
semantic representations are obtained for each ut-
terance, then these are grouped with a clustering
algorithm to identify semantically similar intents.
Stage 2 involves the generation of a natural lan-
guage label for each cluster. First, candidate labels
are extracted or generated for each cluster, finally,
a label is chosen from these candidates.
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Figure 2: The Open Intent Discovery Framework is split into two main stages. In Stage 1, utterances are clustered
for semantic similarity and in Stage 2, a human-readable label is produced for each cluster.

At each step in the process there are many dif-
ferent options for a researcher to choose from. At
the Semantic Representation step, choices include
using BERT, Universal Sentence Encoder or one
of many other embedding options. For clustering,
one could choose KMeans, DBSCAN etc. When
looking for candidate labels, possibilities include
an extraction method, such as the Action-Object
extraction used by Liu et al. (2021), or a label could
be generated by prompting a Pre-trained Language
Model (PLM) such as ChatGPT or T0pp. Finally,
a label must be chosen from the candidates e.g.
by choosing the most frequent candidate or even
by prompting a PLM, specifying the candidates
to choose from. Our framework allows for any
combination of options to be evaluated. Table 1
displays the different options we explored for each
step in the framework. We refer to a combination
of semantic representation, clustering, candidate
extraction and intent label selection techniques as
a configuration.

Most related works do not progress to Stage 2,
and simply present the clusters of semantically sim-
ilar texts as the found intents. Using the framework,
we are able to extend these with Stage 2 techniques
allowing us to evaluate the quality of the final nat-
ural language labels for clusters found by all OID
techniques. For each cluster, we measure both the
cosine similarity and the BARTScore between the
most common ground truth label in the cluster and
the generated label.

One of the goals of this work is to find common
patterns in the configurations for datasets with sim-
ilar features. It is hoped that this will help others to
choose the best configuration for their own datasets

rather than having to perform a brute force search,
or best guess.

The framework implements each step as a
python module. Each can be run individually pro-
vided they are given any input required. When
chained together, they execute the entire OID pro-
cess end-to-end.

3.1 Stage 1: Semantic Clustering

The first stage is to collect the text utterances into
groups of semantically similar intent. To achieve
this, we first need to obtain good semantic repre-
sentations of the utterances via some embedding
model, then provide these to a clustering algorithm.

Semantic Representation Using PLMs to ob-
tain embeddings for text utterances before applying
these in a downstream NLP task has been repeat-
edly shown to perform well. However, the question
of which PLM to use for a particular problem and
dataset can be unclear. The semantic representa-
tion module supports any huggingface, sentence-
transformers or tensorflow-hub based PLM embed-
ding models. We use three PLMs to obtain seman-
tic representations for the utterances in order to
cluster for intent. These are as follows: bert-base-
uncased (Devlin et al., 2018), all-mpnet-base-v2
(Reimers and Gurevych, 2019) and Universal Sen-
tence Encoder (Cer et al., 2018). These PLMs have
been shown to perform well in previous OID works
(Zhang et al., 2021b; Kumar et al., 2022; Liu et al.,
2021; Chatterjee and Sengupta, 2020).

Clustering The optimal clustering algorithm to
use for a given dataset depends on the features of
the dataset. For example, KMeans is more suited to
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Stage 1: Semantic Clustering Stage 2: Intent Label Generation

Semantic Representation Clustering Algorithm Candidate Extraction Intent Label Selection

all-mpnet KMeans Action-Object Pairs Most Frequent
BERT DBSCAN T0pp Prompting T0pp Prompting
Universal Sentence Encoder ITER_DBSCAN

DeepAligned

Table 1: Evaluated choices at each step of the framework

finding clusters of similar sizes (a balanced dataset),
and a flat geometry, while density based meth-
ods such as DBSCAN can handle uneven cluster
sizes (an imbalanced dataset) and non-flat geome-
try. We explore both unsupervised (KMeans, DB-
SCAN and ITER_DBSCAN) and semi-supervised
(DeepAligned) intent clustering algorithms. Both
ITER_DBSCAN and DeepAligned are intent dis-
covery techniques which do not involve creating hu-
man readable labels, and so our framework extends
them with the Stage 2 label generation techniques.

Most clustering algorithms require some hyper-
parameters to be set e.g. KMeans requires the tar-
get number of clusters (k). However in many cases
these hyperparameters are unknown and so a tuning
exercise is required. In order to find optimal hy-
perparameters, a search across the hyperparameter
space must be conducted and each clustering result
evaluated against some metric. This metric, is one
of the choices that can be set in the framework.

3.2 Stage 2: Intent Label Generation
The second stage is to choose or generate a nat-
ural language label to represent the cluster as an
intent. First, candidates are found from the clus-
ter either using a dependency parser or prompt-
ing a PLM, then one of the candidates is selected
by some method such as most frequent, or, again,
prompting a PLM.

Candidate Label Extraction We implement two
techniques to extract candidates intents for the iden-
tified clusters. The first finds Action-Object pairs
in utterances as in (Liu et al., 2021). An Action-
Object pair consists of a verb/infinitive (the Action)
and it’s target, a noun or subject (the Object). e.g.
“schedule a meeting for tomorrow” contains the
Action-Object pair schedule-meeting. If either an
action or object is not present in an utterance, then
the candidate contains ‘NONE’ in it’s place. This
technique assumes a very strict definition of intent
and as such, could never produce a more abstract

intent such as ‘query’ or ‘confirmation’. Therefore,
we also experiment with PLM Prompting, to allow
for more freedom in the candidate intents.

To produce a candidate with a PLM, we obtain
the response when it is given the below prompt:

“Given the following utterance: [utter-
ance]. The intent was to”

Intent Label Selection The final step in the
framework is to choose an intent label for every
cluster from one of the candidates identified. We
experiment with two techniques. As in Liu et al.
(2021), we choose the most frequent candidate.
Where Action-Object extraction was used we ig-
nore incomplete pairs by not considering any with
the word ‘NONE’. If a cluster produced no candi-
dates, then no label will be generated. The second
selection technique also prompts a PLM using the
following:

“Given these utterances: [clus-
ter_utterances]. What is the best fitting
intent, if any, among the following:
[top_3_candidates]”

where [cluster_utterances] is all of the utterances
present in the cluster and [top_3_candidates] are
the three most common candidates in the cluster.
This prompt was crafted to provide the PLM with
some options for a suitable label while still leaving
it with the possibility of generating something new.

4 Datasets

We intentionally select a group of datasets with
different features to analyse the correlation be-
tween features and optimal configurations. SNIPS
(Coucke et al., 2018), AskUbuntuCorpus and We-
bApplications Corpus (Braun et al., 2017) all con-
tain the Action-Object format of intents and are
queries/commands in conversational style. DB-
Pedia14 Sampled and StackOverflow (Xu et al.,
2015) are labelled for Topic. DBPedia14_Sampled
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Dataset Intent Type Number of Samples Number of Intents Intent Balance Average Number of Words Vocabulary Size

AskUbuntu Action-Object Small (162) Small (5) Imbalanced (7.13) Short (7.94) Small (474)
SNIPS Action-Object Large (13784) Small (7) Slightly Imbalanced (1.03) Short (9.15) Large (13418)

WebApplications Action-Object Small (89) Small (8) Imbalanced (23.00) Short (8.01) Small (300)

Banking77 Mixed Large (13083) Large (77) Imbalanced (3.03) Short (11.71) Medium (3027)
ChatbotCorpus Mixed Small (206) Small (2) Slightly Imbalanced (1.64) Short (7.70) Small (173)

CLINC Mixed Large (22500) Large (150) Balanced (1.00) Short (8.31) Medium (6420)
PersonalAssistant Mixed Large (20735) Medium (46) Imbalanced (247.96) Short (6.84) Medium (7896)

DBPedia14 Sampled Topic Large (14000) Medium (14) Balanced (1.00) Long (46.29) XLarge (75214)
StackOverflow Topic Large (20000) Medium (20) Balanced (1.00) Short (8.32) Large (16773)

Table 2: Features of Each Dataset

Feature Categories

Intent Type Action-Object, Topic, Mixed

Size Small (<250), Large (>= 250)

Number of Intents
Small (<10), Medium (>=10, <50)
Large (>=50)

Intent Balance
Balanced (IR = 1.00),
Slightly Imbalanced (IR >1, <2),
Imbalanced (IR >= 2)

Average Number of Words Short (<20), Long (>=20)

Vocabulary Size
Small (<500), Medium (>=500, <10,000)
Large (>=10,000,<50,000),
XLarge (>=50,000)

Table 3: Categorisations of Dataset Features

contains a sample of 14,000 entries from the DBPe-
dia14 dataset (Lehmann et al., 2014). Banking77
(Casanueva et al., 2020), ChatbotCorpus (Braun
et al., 2017), CLINC (Larson et al., 2019) and
PersonalAssistant (Liu et al., 2019) contain a mix
of both Action-Object and Topic form of intents.
See Table 2 for full details of the features of each
dataset.

4.1 Dataset Feature Definitions

We categorise the datasets by intent type, size, num-
ber of intents, whether the intents are balanced, av-
erage number of words and vocabulary size (see
Table 3).

Intent Type Many works differ in their definition
of intent, whether explicitly in their method or im-
plicitly in their choice of dataset. Liu et al. (2021)
define an intent as an Action(verb)-Object(noun)
pair in an utterance e.g. “can you reschedule my de-
livery” has the pair ‘reschedule-delivery’. Vedula
et al. (2020) also use this definition, naming these
‘actionable intents’. Other datasets have more ab-
stract labels that are closer to topics. In these cases,
methods like Action-Object extraction are unlikely
to produce intents which reflect the ground-truths
and so another extraction method would likely pro-
duce better results. Finally, a dataset can be mixed

such that it contains both Action-Object pairs and
abstract labels like topics. Therefore, we cate-
gorise all datasets used in our experiments as one
of Action-Object, Topic or Mixed.

Number of Samples We use a selection of
datasets of varying sizes. The smallest dataset hav-
ing less than 100 samples, while the largest has
almost 22.5k. We categorise the datasets as either
small or large where small is defined as having less
than 250 samples and large has anything over 250.

Number of Intents The number of ground-truth
intent labels in a dataset can be considered the
‘ideal’ number of clusters that should be found by
the clustering algorithm. The datasets we use range
from 2 to 150 intents and we categorise this feature
as small, medium and large where small is defined
as having less than 10 intents, medium has between
10 and 50 and anything over 50 is large.

Intent Balance The ground-truth label distribu-
tion is also a defining feature of datasets. We use
the Imbalance Ratio (IR) as a measure of imbal-
ance. This is simply the number of majority label
samples over the number of minority label samples.
An IR of 1.00 represents a completely balanced
dataset with equal samples for every ground-truth
label. Anything above this represents an increas-
ing magnitude of imbalance. The datasets used
range from balanced to an IR of 247.96 (the major-
ity label has almost 250 times the samples of the
minority label). We categorise this feature as bal-
anced, slightly imbalanced and imbalanced where
balanced has an IR of 1.00, slightly imbalanced has
IR greater than 1 but less than 2 and imbalanced
has an IR of 2 and above.

Average Number of Words The majority of the
datasets used are dialogue utterances and have rel-
atively low average number of words of less than
12 while only one exceeds this at 46.29. We there-
fore categorise this feature as short and long where
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short is less than 20 and long is 20 and over.

Vocabulary Size The final dataset feature we ex-
plore is the number of unique words across all
utterances in the dataset i.e. the vocabulary size.
There is quite a spread across the datasets we use in
our experiments and so we categorise this as small
(with less than 500), medium (from 500 to 10,000),
large (10,000 to 50,000) and xlarge (over 50,000).

5 Experiments

5.1 Experimental Setup

We evaluate all possible combinations of the
choices in Table 1, with the only exceptions being
for the previous OID works ITER_DBSCAN and
DeepAligned where we use the Semantic Repre-
sentation model from the original works (Universal
Sentence Encoder and BERT respectively). This
results in 20 configurations for each dataset for the
framework to execute.

Each configuration involves a clustering algo-
rithm and clustering measure for conducting hy-
perparameter tuning. Clustering is attempted for a
range of hyperparameter values and evaluated us-
ing the specified measure (we use silhouette score
for our experiments). The hyperparameters with
the best score according to the chosen clustering
measure are used for the configuration. For kmeans,
we must estimate the optimal number of clusters
k. We therefore conduct clustering for k between 2
and 200 or the number of utterances in the dataset,
whichever is lower. We use the scikit-learn imple-
mentation of kmeans. For DBSCAN, there are at
least two parameters to be set. eps is the maximum
distance that can be between two samples to con-
sider them as being in the same neighbourhood and
min_samples is the minimum number of samples
in a neighbourhood for a sample to be considered a
‘core’ sample. To keep hyperparameter tuning com-
pute time down, we focus on tuning eps only, while
min_samples is set to 5. We cluster for eps between
0.1 and 1.0 with increments of 0.01. Again, we use
the scikit-learn implementation for DBSCAN. For
ITER-DBSCAN, there are five hyperparameters
to be tuned. In addition to eps and min_samples,
there is also the change in these value for each
iteration, delta_eps and delta_min_samples and fi-
nally, the maximum number of iterations to run
max_iteration. An exhaustive search across these
hyperparameters for every ITER-DBSCAN con-
figuration and every dataset would be unfeasible.

We therefore generate 20 random sets of hyperpa-
rameters and cluster with these for every relevant
configuration. We use the implementation of ITER-
DBSCAN from the original work (Chatterjee and
Sengupta, 2020). For the semi-supervised tech-
nique, DeepAligned, we use the implemnetation
provided by the authors with their default values
(Zhang et al., 2021b).

For configurations involving PLM prompting,
we chose T0pp as it is open-source, small enough
to deploy on accessible hardware and has produced
impressive results (Sanh et al., 2021). We utilised
AWS Sagemaker Notebook to run our experiments.
A g4dn.12xlarge instance was used with any con-
figuration with T0pp prompting and a g4dn.xlarge
for the others.

5.2 Evaluation

We use two automated metrics (average cosine sim-
ilarity and average BARTScore (Yuan et al., 2021))
to evaluate the quality of the final generated labels
compared to the ground truth intents. Both the gen-
erated and ground truth label sets are normalised by
converting to lower case, splitting on Pascal/snake
case and removing hyphens and embeddings ob-
tained using Universal Sentence Encoder.

For each unique ground-truth (gt) label, we de-
fine C∗ as the subset of clusters where the most
common ground-truth (mcgt) equals gt. The sim-
ilarity score for each gt is then the average of
the similarity between the generated label and the
mcgt for each cluster in C∗ (sim(c)). If none of
the identified clusters is assigned gt then the score
is 0 (see Equation 1).

avg_label_sim(gt) =

{∑
c∈C∗ sim(c)

NC∗ , if NC∗ > 0

0 , if NC∗ = 0

(1)

where NC∗ is the number of clusters in C∗.
The final average similarity score for the config-

uration is calculated as in Equation 2.

config_score =

∑
gt∈GT avg_label_sim(gt)

NGT

(2)

where GT is the set of all ground-truth intents and
NGT is the number of ground-truth intents.

The optimal configuration for each dataset
is the configuration which produces the high-
est config_score. Collecting these results from
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Dataset Semantic
Representation

Clustering
Algorithm

Candidate
Extraction

Label
Selection No. Clusters Avg. Cosine

Similarity
Avg.
BART Score

AskUbuntu use KMeans Action-Object T0pp Prompting 6(+1) 0.4661 -5.7580
SNIPS use KMeans Action-Object T0pp Prompting 8(+1) 0.6163 -3.9832
WebApplications all-mpnet KMeans Action-Object T0pp Prompting 6(-2) 0.4993 -5.4204

Banking77 all-mpnet KMeans Action-Object Most Frequent 196(+119) 0.4678 -5.4880
ChatbotCorpus use KMeans T0pp Prompting Most Frequent 4(+2) 0.4384 -4.9715

CLINC
use/
all-mpnet

KMeans Action-Object
T0pp Prompting/
Most Frequent

163(+13)/
155(+5)

0.5050/
0.5044

-4.7101/
-4.5701

PersonalAssistant all-mpnet KMeans Action-Object T0pp Prompting 60(+14) 0.3843 -5.2462

DBPedia14 Sampled
use/
all-mpnet

KMeans T0pp Prompting Most Frequent
11(-3)/
10(-4)

0.3378/
0.3091

-5.3313/
-5.3169

StackOverflow
use/
all-mpnet

KMeans Action-Object T0pp Prompting
23(+3) /
21(+1)

0.4861/
0.3922

-5.2722/
-5.2692

Table 4: Unsupervised configurations producing the optimal labels for each dataset. The difference in number of
clusters and ground-truth intents in shown in brackets. Where the evaluation metrics disagree on a configuration
choice, both are reported as (cosine similarity score/BART score)

datasets of different features allows us to analyse
the optimal configurations alongside the features
in order to infer any dependencies between them.

6 Results and Analysis

6.1 Unsupervised Clustering

Table 4 shows the optimal configurations together
with the average scores that they achieved in the un-
supervised clustering setting. Table 5 shows a sam-
ple of the final labels generated with unsupervised
clustering for each dataset. Many of these labels are
of high quality and would be useful in downstream
systems. In all unsupervised settings, KMeans pro-
duced the clusters for the optimal configuration.
In most cases, the number of clusters exceeded
the number of ground-truth intents. This results
in some clusters being assigned the same mcgt.
The labels are however, highly semantically similar
with their ground-truth counterparts. It appears that
the configurations using ITER_DBSCAN have pro-
duced a great overestimation of the number of clus-
ters e.g. for SNIPS, the best performing configura-
tion using ITER_DBSCAN produced 39 clusters.
The generated labels are still semantically similar
to their ground-truths, however there is more vari-
ety per ground-truth label due to the finer-grained
clusters generating different final labels, resulting
in lower performance according to the evaluation
metrics.

Where Action-Object candidate extraction was
used it has resulted in some generated labels being
less descriptive than would perhaps be desired, e.g.
in SNIPS find-schedule for SearchScreeningEvent
is too generic. The samples for this intent are look-

Ground Truth Generated Label

SNIPS
AddToPlaylist add-song
BookRestaurant book-restaurant
GetWeather give-forecast
PlayMusic play-music/find-soundtrack
RateBook rate-novel
SearchCreativeWork find-show
SearchScreeningEvent find-schedule

Banking77
card_arrival received-card/track-card
edit_personal_details edit-details?/change-address.
exchange_charge exchange-currencies/exchanging-currencies?
getting_virtual_card get-card?
passcode_forgotten reset-password?/reset-passcode?
request_refund get-refund/give-refund
verify_my_identity verify-identify?
verify_source_of_funds get-funds/verify-source

CLINC
how_old_are_you ask-age/tell-birthday
improve_credit_score improve-score
oil_change_when change-oil
plug_type need-converter
schedule_meeting reserve-room/set-meeting
text tell-text
transactions show-transactions
who_do_you_work_for tell-brand

StackOverflow
apache redirect-requests/using-proxy
cocoa Cocoa/converting-string
hibernate Hibernate
linq using-linq
qt Qt: How to end line with QTextEdit [Qt] [C++],
spring Spring
wordpress get-posts
visual-studio Visual Studio 2008

Table 5: Sample labels produced by the optimal config-
urations. Where multiple clusters are assigned the same
mcgt, we report two sample generated labels.
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Figure 3: Average BART Scores for the optimal unsu-
pervised configs vs optimal semi-supervised configs for
each dataset. Closer to zero is better.

ing for the movie schedules at cinemas and often
ask for “the movie schedule”. Also, there are many
fine-grained intents in Banking77 which require
more detail to be immediately useful e.g. a ground-
truth intent such as get_disposable_virtual_card
could not be produced using Action-Object extrac-
tion as in (Liu et al., 2021). It would therefore, be
useful to extend the Action-Object candidate ex-
traction to include compound nouns and adjectives
to capture further details in the candidates.

6.2 Semi-supervised Clustering
Figure 3 shows the difference in BART Score
for the optimal configurations using unsupervised
clustering vs the optimal config that used the
semi-supervised clustering method DeepAligned.
The quality of the generated labels mostly out-
perform their unsupervised counterparts. How-
ever, DeepAligned produces poorer results for both
Banking77 and Personal Assistant. These datasets
are both large in size and imbalanced which may
cause the DeepAligned model to overfit to the ma-
jority samples. DeepAligned also failed to com-
plete for the small datasets, possibly due to a lack
of training samples to complete an optimizer step.

6.3 Mapping Features to Configuration
Table 6 shows how the various dataset features af-
fect the optimal unsupervised configuration when
evaluating using the BART Score. Each value
represents the most commonly used option for a
given dataset feature and step in the framework,
e.g. for datasets with Action-Object as the target
intent type, Universal Sentence Encoder was the
majority optimal choice for Semantic Representa-

Feature Semantic
Representation

Clustering
Algorithm

Extraction
Method

Selection
Method

Intent Type
Action-Object use KMeans Action-Object T0pp Prompting
Topic all-mpnet KMeans No Majority No Majority
Mixed all-mpnet KMeans Action-Object Most Frequent

Size
Small use KMeans Action-Object T0pp Prompting
Large all-mpnet KMeans Action-Object No Majority

Num. Intents
Small use KMeans Action-Object T0pp Prompting
Medium all-mpnet KMeans Action-Object T0pp Prompting
Large all-mpnet KMeans Action-Object Most Frequent

Imbalance
Balanced all-mpnet KMeans Action-Object Most Frequent
Slightly Imbalanced use KMeans No Majority No Majority
Imbalanced all-mpnet KMeans Action-Object T0pp Prompting

Avg. Num. Words
Short all-mpnet KMeans Action-Object T0pp Prompting
Long all-mpnet KMeans T0pp Prompting Most Frequent

Vocab. Size
Small use KMeans Action-Object T0pp Prompting
Medium all-mpnet KMeans Action-Object Most Frequent
Large No Majority KMeans Action-Object T0pp Prompting
XLarge all-mpnet KMeans T0pp Prompting Most Frequent

Table 6: Most common options by dataset features when
evaluating using BART Score

tion. This table can act as an aid in the choice of
config for a new, unlabelled dataset. For exam-
ple, if we consider CLINC to be our unlabelled set,
we could choose our configuration from this table
rather than at random (to make this a fair exam-
ple, we remove CLINC’s results from the table).
With little domain knowledge, we can infer that
the CLINC utterances contain Mixed intents (both
Action-Object and Topics) and estimate that there
are a Large number of intents (more than 50). A
clustering algorithm could be used to estimate the
IR, showing that it is a Balanced set. The dataset
size is Large, containing 22,500 utterances which
are made up of Short sentences of less than 20
words with a total vocabulary size of 6420 words
(Medium). For these features, the table agrees on
all-mpnet, KMeans and Action-Object on every
feature. There is a disagreement on the Selection
Method and so we choose Most Frequent as it is
less compute intensive. As shown in Table 4, this
is the optimal configuration for CLINC when eval-
uating on BART Score. Were we to naively choose
T0pp Prompting for both Candidate Extraction and
Label Selection, in the belief that a more flexible
approach would be best, the final labels produced
would be of lower quality overall (average BART
of -5.0281 compared to -4.5701). Many of the la-
bels generated by this configuration are simply ‘ask
a question’ or in one case ‘Yes’ for a cluster with
mcgt ingredient_substitution. Such issues could
be overcome with further prompt tuning, however
we can already obtain high quality labels from sim-
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pler, less hardware and time expensive methods.

7 Conclusions and Future Work

We have shown that our framework for OID can
produce high quality labels for many datasets of
differing intent type. The modular nature of the
framework allows for further improvements to be
utilised when new techniques are discovered for
each step. We have evaluated a number of config-
urations based on the final generated label quality,
including extending previous OID works which
originally do not generate a human-readable intent
label. We have also presented an initial analysis
of the mapping between dataset features and the
optimal configuration to use for a new, unlabelled
dataset which can help reduce the initial effort re-
quired to choose the combination of techniques.
In future work, we plan to add our Action-Object
Extension technique (proposed in Anderson et al.
(2024)) to the framework and update the optimal
configuration results. We also hope to curate more
intent datasets of varying features in order to de-
velop a model for predicting a ‘best guess’ configu-
ration, given a new dataset’s features, rather than
having to try every one in turn.

Limitations

Our work is limited to the set of techniques cho-
sen for each step in the framework. There exists
many other appropriate semantic representation
models, clustering algorithms, candidate extrac-
tion and selection methods which could possibly
produce higher quality labels. Also, the evaluation
of the intent labels is based on semantic similarity
to the ground-truth labels. This has the implicit
assumption that the ground-truth labels are the best
representation for the intent which may not neces-
sarily be the case.
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Abstract

The rise of social media has amplified the vis-
ibility and impact of hate speech, prompting
the development of NLP solutions to iden-
tify both explicit and implicit forms of hate
speech. These approaches assess toxicity in
isolation, neglecting context and limiting mod-
els to sentence-level understanding. There-
fore we study, how contextual factors influ-
ence perceived toxicity, thereby anchoring as-
sessments in a more nuanced semantic frame-
work. We introduce a novel synthetic data
generation pipeline designed to create context-
utterance pairs at scale with controlled polarity.
This pipeline can enhance existing hate speech
datasets by adding contextual information to
utterances, either preserving or altering their po-
larity, and also generate completely new pairs
from seed statements. We utilised both features
to create Toximatics, a dataset that includes
context-dependent utterances and it’s toxicity
score. To address biases in state-of-the-art hate
datasets, which often skew towards specific sen-
sitive topics such as politics, race, and gender,
we propose a method to generate neutral utter-
ances typical of various social settings. These
are then contextualized to show how neutral-
ity can shift to toxicity or benignity depending
on the surrounding context. Toximatics’ ap-
proach to hate speech detection extends beyond
the sentence level, rendering it suitable for dis-
course analysis and also revealing that current
models underperform on this dataset.

1 Introduction

Toxicity classifiers are normally fine-tuned with
hate speech datasets that contain explicit or overtly
abusive lexicons (Davidson et al., 2017; Founta
et al., 2018) or implicit, coded, indirect framing of
offensiveness (ElSherief et al., 2021; Hartvigsen
et al., 2022). Explicit hate datasets suffer from
topic bias like over-reliance on sensitive attributes
(race, gender, religion, nationality, etc) (Basile

et al., 2019) which can inflate model performance
on phrases containing indirect offense. Implicit
hate speech introduces diverse hate classes based
on coded language such as irony, sarcasm, eu-
phemism, metaphor, circumlocution, etc (Talat and
Hovy, 2016; Magu and Luo, 2018; Gao and Huang,
2017; Warner and Hirschberg, 2012; Qian et al.,
2019). This line of work approaches the prob-
lem of detecting toxicity/hate speech as: Given
a sequence of n tokens u ∈ {x1, x2...xtarget...xn}
with xtarget being a sensitive attribute or target
group type, can a machine flag whether u is toxic?
(Sap et al., 2020) defines the task differently, like
given a sequence u, can a machine determine if
a possible toxicity is intentional, offensive, lewd
towards any identity group. The sequence u could
be interpreted as an utterance by a person in on-
line or real-life social situations. In NLP datasets,
these sequences are usually mined via social me-
dia or machine-generated with specialized prompts
(Hartvigsen et al., 2022).

However, does toxicity depend solely on the se-
mantics of the utterance u? Our hypothesis is that
this current method is simplistic as it bases the
concept of toxicity solely on the utterance. To ac-
curately determine toxicity, it is necessary to take
into account the broader context. This paper illus-
trates how the context of spoken dialogue can alter
the human toxicity score of the same utterances
(see Figure 1). Consequently, we also highlight
other flawed assumptions made by the previous
research. Previous research on hate speech has
highlighted the importance of considering charac-
teristics such as abusive language, speaker inten-
tion, sensitive attributes, target group, and framing
when determining what constitutes hate speech.
However, we speculate human perceived toxic-
ity can occur for any social category if grounded
in context, e.g. {Irony towards an introvert in a
social gathering}. Recent implicit datasets (Sap
et al., 2020; Hartvigsen et al., 2022; Zhou et al.,
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Figure 1: Toximatics dataset with it’s parent seed utterances. Direct augmentation and multistage augmentation
are generation methods introduced in section 4. Labels are chat-gpt-4 legacy, hate-bert, roberta-toxigen,

llama-2-chat-7b, human annotation. Toximatics makes the polarity of the utterance context-dependent and
fools the models.

2023) overemphasize dimensions like intention,
power dynamics, or target groups as hate deter-
miners. On the other hand, we highlight that toxic
perlocution can occur regardless of power dynamic,
identity group. Furthermore, we observed distinct
examples for such cases are clearly missing in state-
of-the-art papers and datasets.

To address all this gap we introduce Toximatics.
A dataset to understand pragmatic toxic utterance
which encompasses deeper level semantics than
implicit datasets. We ground the notion of tox-
icity to the context of the utterance, rather than
grounding it solely to the utterance as done in pre-
vious work. Unlike previous work, our samples
consist of an utterance-context pair. The crowd-
workers were presented with the context while an-
notating the utterance to make sure the validity of
the toxicity score becomes depended on the con-
text. We also introduce a generation pipeline that
utilizes state-of-the-art language models and ex-
pertly crafted prompts and methods. This enables
to generate similar examples at scale without the
need for further quality checks, ensuring the high
level of accuracy. Our generation pipeline uses
utterances from implicit datasets as seeds to cre-
ate context with controlled polarity and also gen-

erates entirely new utterance-context pairs from
these seeds. Additionally, we produce seemingly
neutral utterances, atypical for certain social situa-
tions, and generate contexts for them with specific
polarity control. Following the later step we ex-
plore whether phrases like {You’re so lucky to be
able to work from home and have more flexibility}
could be perceived as toxic without any allusion
to power dynamics, intent, or identity groups (see
Figure 1). We release a dataset of 19,800 utterance-
context pairs and their toxicity labels. Toximatics
was evaluated with sota toxicity classification mod-
els, foundational models and chat models, which
showed poor efficacy on zero-shot classification
task. This dataset is the first of its scale to pivot
hate speech detection research towards a context-
dependent framework. The dataset and generation
method codes are available via the provided link 1.

2 Related Work

Early papers on hate datasets emphasized explicit
abusive language and profane use of slurs racial
identifiers, minority mentions, hateful keywords,
etc (Basile et al., 2019; Davidson et al., 2017;
Warner and Hirschberg, 2012; Silva et al., 2016;

1https://github.com/Mayukhga83/Toximatics
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Burnap and Williams, 2014; de Gibert et al., 2018).
These examples are collected using keyword-based,
bootstrap scrapping, or adversarial data collec-
tion (Davidson et al., 2017; Zampieri et al., 2019;
Founta et al., 2018; Waseem, 2016; Dinan et al.,
2019; Vidgen et al., 2021). These datasets have an
over-reliance on lexical cues and specific topics. In
response to this, researchers have tried to curate a
newer corpus that labels hate considering the rhetor-
ical framing grounded in sociology and psychology
(Kennedy et al., 2018; Sap et al., 2019). ElSherief
et al. (2021) introduced a taxonomy of implicit
hate speech and a benchmark corpus mined from
online hate groups. Hartvigsen et al. (2022) uses
GPT 3, demonstration-based prompting and con-
strained decoding to generate large-scale implicit
hate corpus. Pavlopoulos et al. (2020) investigated
the potential effect of context on human judgment
of toxicity scores through an analysis of Wikipedia
discussions. Xenos et al. (2021) created a toxic-
ity dataset where the annotators had access to one
previous comment. Zhou et al. (2023) developed a
formalism to explain the intentions, reactions, and
harms of offensive or biased statements based on
their social context.

Unlike most previous works which focuses on a
single statement, we have a situational context in
which the statement was uttered. While the previ-
ous work examines the extent to which the framing
of an utterance determines its level of toxicity, our
work investigates the extent to which the context
determines the toxicity level of an utterance. Previ-
ous studies (Pavlopoulos et al., 2020; Xenos et al.,
2021) narrowly examined context, focusing solely
on preceding comments and discussion headings.
However, this limited approach may fail to cap-
ture the circumstances of the utterance. Thus, we
propose contextualizing the situation with a situa-
tion descriptor (see Figure 1). Zhou et al. (2023)
heavily relies on the identity group of both the
speaker and listener. Additionally, the context de-
scription is limited in scope. In contrast, we solely
use detailed situational descriptor as context as an
explaination of the entire scenario. We also have
curated examples to show how toxicity can be per-
ceived without any allusion to identity group. Zhou
et al. (2023) also does not generate large scale po-
larity controlled context, they only have 928 coun-
terfactual context. In contrast, our work solely
deals with generating polarity-controlled context.
None of the previous works have focused on gener-

ating completely new implicit hate utterances in a
given context, nor have they attempted to uncover
the toxic nature of arbitrary social statements in a
contextualized manner, unlike us.

3 Pragmatics, Meaning, and Toxicity

To adapt toxicity detection (Founta et al., 2018) to
dialogs, we formalise toxicity as something that
can potentially affect the climate of discourse in
a negative way. In technical terms, if we have
a hypothetical value function V (D/C) that can
estimate the state-value of discourse D at a specific
time given context C, an utterance ut at time t is a
potential contestant for hate speech if

V (Dt+i/C<t+i)≪ V (Dt−1/C<t−1) : i ≥ 1

Empirically V (·) is impossible to estimate due to
the subjective perception of language among hu-
mans and lack of consensus on what to include in
C<t. Defining hate speech in this way highlights
the limitations of basing toxicity levels solely on
snippets of utterances. In this paper, we consider
free text situational descriptor as C<t.

We hypothesise that toxicity is performative. In
linguistics, performatives are speech acts that not
only convey information but also perform an action
and have a perlocutionary effect on the listener’s
mind (Austin, 1962). For instance, "I would like
some Kimchi!" at a dinner table implies "pass me
the Kimchi". Perlocutionary effects include per-
suading, convincing, enlightening, and command-
ing. We propose that conveying hate or offense is
a valid perlocution, potentially affecting perceived
toxicity scores when annotators have full context.
2. We aim to investigate how perceived toxicity
changes across different contexts and nuanced situ-
ations.

4 Generation Pipeline

In this section we formalise a general overview of
the pipeline, a straightforward summary of which
is presented in Figure 2. The pipeline utilizes super-
vised finetuned language (SFT) models (Ouyang
et al., 2022), contrastive search decoder (Li et al.,
2022) and carefully curated prompts as the base
elements. After conducting several preliminary ex-
periments, we propose the prompt should have a
template designed to achieve prespecified goal as

2Please note that hate or offense was never tied to perlocu-
tion by Austin (1962), this is one contribution of our dataset
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done in prompt engineering (Sahoo et al., 2024)
and it should also contain few in-context examples.
Following our findings (appendix A), we propose
using contrastive search (over top-p or temperature)
becasue it along with in-context prompts reduces
hallucination and improve the quality of genera-
tions while maintaining relevance to the instruction.
These claims are supported by findings from other
sources (O’Brien and Lewis, 2023). The pipeline
supports three types of context augmentation, de-
pending on the number of iterations and the dy-
namic addition of statements. This is controlled by
the target polarity and other hyperparameters.

4.1 Direct Augment

Let L(α,κ,H)
θ be a pretrained language model pa-

rameterised by θ coupled with contrastive search
decoder parameterised by α and κ and set H ∈
(h1, h2, ..) containing hyperparameters that modi-
fies the output logits. H includes properties like
repition-pentalty, max-token, repeat-ngram, etc. α
and κ controls the trade-off between model confi-
dence and degeneration penalty. Formally given
the input prompt x<t the selection of output xt will
follow:

xt = argmax
v∈V(κ)

{(1− α)pθ(v|x<t)− α(max{s(v, xj)
1≤j≤t−1

})}

Where V(κ) is the top-k preditiction from the LMs
probability distribution pθ(./x<t). Model confi-
dence, is the probability of candidate v predicted
by the LMs pθ(v|x<t). Degeneration penalty
max{s(v, xj) : 1 ≤ j ≤ t − 1}, measures the
maximum cosine similarity between the candidate
v and the tokens in the input prompt. In case of
direct augment if u be any predefined utterance and
tp be the target polarity of the utterance then the
context generated by direct augment is given by:

C = L(α,κ,H)
θ (u, Pcont(n, tp))

Where Pcont(n, tp) is the taylored prompt having
n in-context examples and instruction to generate
context given utterance u.

4.2 Multistage Augment

This method generates completely new utterance-
context pair by passing the input through LMs at
multiple steps with distinct polarity objectives. Us-
ing three chains of target polarity adds dynamic
to the connotation of the utterance-context pair

and its framing. For example, a seemingly neu-
tral context u could first be made toxic along with
a generated context C. Then a new utterance unew
could be constructed which along with the previous
context sounds benign. Then again a new context
Cnew could be constructed which along with unew
sounds toxic. If Putt(n, tp) is the taylored prompt
having n in-context examples and instruction to
generate utterance given context C then the pro-
cess can be written as:

C = L(α1,κ1,H1)
θ1

(u, Pcont(n, tp1))

unew = L(α2,κ2,H2)
θ2

(C,Putt(n, tp2))

Cnew = L(α3,κ3,H3)
θ3

(unew, Pcont(n, tp3))

Where tpi is the target polarity at ith step. The
dynamic nature of this method improves the quality
of counterfactual examples greatly.

4.3 N-iter Multistage Augment
This methods further extends multistage augment
with new utterance at N intermediate steps (typi-
cally N = 2, 3, 4, ..). This further adds dynamic
to the utterance and context quality and helps even
improve the counterfactual examples. The steps
could be written as follows

(u1, C1) = MΘ(u, P )

∀i ∈ (2, 3, 4...N − 1)

ui = L(α2,κ2,H2)
θ2

(Ci−1, Putt(n, tp2))

Ci = L(α3,κ3,H3)
θ3

(ui, Pcont(n, tp3))

Where MΘ is the multistage augment step with Θ
containing all the hyperparameters associated with
that step. ui and Ci being the generated utterance
and context at ith step.

5 Dataset Generation

All augmentation methods were utilised in the
pipeline for creation of Toximatics.

5.1 Models
We utilized the largest available open-source model
70 billion parameter LLama 2 chat model (Touvron
et al., 2023) supervised finetuned with Orca dataset
(Mitra et al., 2023).We conducted a side experiment
to compare different SFT versions of the model for
our task. We generated 5 generations using the
direct augmentation method and crowd-validated
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Figure 2: The generation pipeline supports 3 methods:
Direct Augment adds context to the seed utterance,
while Multistage and N-iter Multistage can generate
novel utterance-context pairs given the seed.

the quality as the relevance of the generation to
the prompt. Results reveal that the Oraca finetuned
version outperformed the others with an agreement
of 0.71. To streamline the process, we substituted
the same model at all stages of the multistage aug-
mentation.

quality llama2 Orca llama2 Oasst llama2 chat llama2 base
relevance 0.79 0.72 0.58 0.51

Table 1: Generation quality for various SFT versions
of LLama-2, Oasst is OpenAssistance sft version while
chat is meta’s llama2 sft version

5.2 Seed Utterance
We generate Toximatics from both state of the art
implicit hate datasets and socially grounded neutral
statements which were also curated with generative
models.

5.2.1 Implicit Hate Dataset
We primarily used ToxiGen (Hartvigsen et al.,
2022) which is a large-scale machine-generated

dataset containing human annotated toxicity score,
framing and perceived intent. We first divide the
dataset (train set) into three parts by thresholding
over the human toxicity score. We taxonomize
them as benign-batch (0.5 ≤ htox ≤ 1.5 ) with
3230 samples, neutral-batch (1.5 ≤ htox ≤ 3.5 )
with 3230 samples and toxic-batch (3.5 ≤ htox ≤
4.5 ) with 1145 samples, where htox is the human
toxicity score in a scale of (1, 5). Extreme toxic
statements were left out as they contain lexical cues
of overt negative words. This distinction based on a
threshold was established to enable the creation of
experiments with precise goals, such as modifying
the toxicity of samples to benign, toxic to neutral,
neutral to benign and so on (see section 5.4).

5.2.2 Socially Grounded Neutral Statement
The primary objective of these seed utterances is to
challenge preconceived notions of toxicity linked
to power dynamics, identity groups, race, politics,
and gender. Instead, we aim to ground the analy-
sis in more generic contexts, such as whether an
utterance in a restaurant, a birthday celebration, or
a friendly environment can be perceived as toxic.
This approach allows us to analyze the polarity
of utterances within valid social contexts, termed
"base-context", as opposed to online comments.
We mined the base-context as detailed below (see
Figure 3).
Conversational Topic Extraction: First we apply
a topic model algorithm based on BertTopic (Groo-
tendorst, 2022) on two conversation data sets Daily-
Dialog (Li et al., 2017) and Blended-Skill-Talk
(Smith et al., 2020). Firstly, the dialogues were con-
verted to embeddings using Sentence Transformer
(Reimers and Gurevych, 2020), and then reduced in
dimensionality using UMAP (McInnes et al., 2018)
with key-parameters like nearest neighbour size as
15 and min-dist as 0.25 (the minimum distance be-
tween points in low-dimensional space). Setting
both parameters to low helps to emphasize the lo-
cal structure of conversational data. HDBSCAN
(McInnes and Healy, 2017) was employed as the
clustering algorithm, with Euclidean as the distant
metric and minimum cluster size of 200 so that we
don’t end up having too many clusters. The topic
theme was generalized from the topic cluster key-
words using chat-gpt-4, and it was then taken as the
conversational topic. In this way, the two datasets
yielded 413 conversation themes.
Social Location Extraction: We define a social
location as any place that has a social environment
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Figure 3: We first mine utterances atypical to a social topic and then augment it with polarity controlled context. We
utilised LLMs to assists the mining process. Like chat-gpt-4 during linking phase, filter and augment social
location, to generate candidate event types and social dynamics base gpt4 to rerank the generated list

and can stimulate civil conversation, such as restau-
rants, parks, bars. We employed Named Entity
Recognition (NER) to the same dialog datasets
with spacy (Honnibal and Montani, 2017) to ex-
tract FAC (facilities) location data; a total of 685
samples. Consequently, duplicates were removed
and chat-gpt-4 was instructed to generalise several
categories of social location from the remaining set
e.g., Entertainment and Recreation ≈ {Disneyland,
Saikei Ski Resort, Zoo, Kangaroo Club, etc}. Tak-
ing these categories and it’s associated location as
example we instruct chat-gpt-4 to mine a set of 150
social locations (appendix B).
Linking: This stage links the conversational topic
to the social location via chat-gpt-4. Set S contain-
ing social location and set Ct having conversational
topics has many-to-many relationship with overlap-
ping association (e.g, almost any conversation can
happen in a caffe but only some in hospital). The
set of links L is therefore the subset of Cartesian
product of S and Ct.

L ⊆ S × Ct

We present each element ci in Ct and entire set S
to chat-gpt-4 and instruct to link ci to elements of
S with one in-context example (appendix C).
Event and Social Dynamic Prediction: As it is
non-trivial to mine events and social dynamics from
conversation datasets, we use LLMs as the a re-
trieval system. For each linked location and conver-
sation li ∈ L, chat-gpt-4 was employed to generate
a preliminary list of potential event types. This list
was re-ranked with base GPT4 (appendix D & E).

The decision was influenced by (Sun et al., 2023),
who demonstrated the efficacy of LLMs in retrieval
tasks and identified that base GPT4 outperforms all
other models in ranking tasks. We then applied a
top-k threshold to select k entities from the list as
a measure of most relevance. In this paper we used
k = 3 to account for high relevance and brevity
of our dataset. After appending the event type to
the base context, we repeat the same step for social
dynamic.

The aforementioned procedure yielded 1554
base-context units, with approximately 2% of these
removed by three crowd validators (appendix G)
with an agreement of 0.88, resulting in 1523 units
(examples in F). We generated 1523 seed utter-
ance associated with the units with our genera-
tion pipeline and name this batch as social-neutral-
batch.

5.3 Prompt Engineering

For the context generation task at hand, the un-
predictable nature and absence of validation data
made it challenging to create a prompt using a
Chain of Thought (CoT) (Wei et al., 2022) or
other CoT-based approach. Furthermore, the util-
isation of recursive prompting techniques simi-
lar to Self-Refine (Madaan et al., 2023; Saunders
et al., 2022; Yang et al., 2022), represents a po-
tential bottleneck within our pipeline, particularly
when utilising multistage augmentation techniques.
This is due to the fact that these methods already
have iterations, which could even worsen the time
complexity. We structure our prompt inspired by
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(Rajagopal et al., 2021) which curate prompt as

concept
qualifier−−−−→ concept where concept slot con-

tains abstract category of concepts. For our task,
the concepts become the context and utterance
while the qualifier becomes target polarity like
benign, mildly− toxic, toxic. As a consequence,

it reduces to context
qualifier−−−−→ utterance. For each

objective in section 5.4, we first generate a few
examples of (utterance, context) pair with the in-
struction prompt "Add <context> to the <utterance>
such that the statement becomes <qualifier>". Then
we manually correct and refine the generated con-
text to construct our in-context examples. Then we
used the same prompts and in-context examples to
create context for the rest of the batches in few-shot
mode. In preliminary experiments, increasing the
number of examples beyond six did not improve
generation quality but impacted generation time.
Therefore, we used six example in the few-shot
setting for the rest of the generations (appendix H).

5.4 Batches and Polarity Control

We sample 2000 utterances from benign-batch and
generated 8000 counterfactual-toxic samples by
augmenting using final polarity toxic with direct-
augment, multistage augment, 2-iter and 4-iter mul-
tistage augment. Subsequently, we sample 1000
utterances from toxic-batch and generated 4000
counterfactual-benign samples with final polarity
benign and using the same methods. 1500 samples
from social-neutral-batch was used with direct aug-
ment to generate 1500 toxic and benign samples
each. 2000 sampled units from neutral-batch was
used with direct augment to generate 2000 toxic
samples and 3000 benign samples (to balance the
dataset). The dataset finally contains approx. 56%
toxic samples and 44% benign samples.

6 Human Toxicity Annotation

The samples emanating from section 5 were passed
to crowd workers. The workers were provided both
the utterance and context. They were tasked to
respond in 5 point Likert scale if they agree that
the utterance sounded toxic if it was actually ut-
tered in real life contextual scenario provided in
the context. We interpret the 5-point Likert scale
in the range (1, 5) with 1 being completely benign
and 5 very toxic. 10 responses per example were
considered and the mean score was accepted as
the final toxicity score. As Mturk workers often
cheats (Marshall et al., 2023), the work was divided

into batches of 30 examples with 3 attention check
questions appearing quarterly like age, date of birth
and age group. We rejected workers who failed the
attention checks. Also, we restricted the partici-
pation from only people residing in the USA and
have a previous HIT approval rate greater than 95%
and had at least 50 HIT approved. The application
of filters to the annotations allows for the improve-
ment of the quality of the annotations themselves.
The kappa agreement score was 0.57. We hypothe-
sised that the level of agreement will be low due to
the subjective nature of the task. As the process of
labelling toxicity is prone to individual bias, such
as that derived from a person’s social background,
culture, age, and so forth, it is likely that there will
be a lack of consensus. However, the agreement
score inspite of being low is empirically consistent
with kappa scores recorded by similar generation
task (Amidei et al., 2018, 2019; Celikyilmaz et al.,
2020).

7 Evaluation of Model Performance

The performance of our dataset is evaluated in
comparison to state-of-the-art toxicity classifiers
and text generation models, including both foun-
dational and chat models. For the classification
task, the problem is formulated as a binary toxicity
classification. This is achieved by concatenating
the context and the utterance. With regard to the
text generation model, the problem is framed as a
zero-shot classification task. For the purposes of
evaluation, 1,100 examples of toxic content and
900 examples of benign content were randomly
sampled from the dataset. For the classifier, we
considered base transformer models like Bert (De-
vlin et al., 2018), HateBert (Caselli et al., 2020),
Roberta (Liu et al., 2019), DistilRoberta, finetuned
with explicit or implicit hate datasets like Toxi-
gen, Jigsaw3, None 4, RAL-E, social-bias-dataset5.
For text generation models, we evaluated T5 (Raf-
fel et al., 2019), Flang-T5 (Chung et al., 2022),
OPT (Zhang et al., 2022), OPT-iml (Iyer et al.,
2022), Llama-2 (Touvron et al., 2023), Llama-2-
chat, Chat-Gpt. Where Flang-T5, OPT-iml and
Llama-2-chat are the supervised finetuned versions
of the base model.

3https://www.kaggle.com/c/
jigsaw-toxic-comment-classification-challenge

4https://www.kaggle.com/datasets/subhajournal/
normal-hate-and-offensive-speeches

5https://github.com/rpryzant/
neutralizing-bias
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Model Fintune-Data Accuracy (%) Recall (%) Precision (%) F1
Bert-base Jigsaw 2020 43.3 3.90 50.0 0.07
HateBert RAL-E, None 47.7 21.0 61.1 0.31
HateBert ToxiGen 44.0 7.80 57.0 0.13
RoBERTa Jigsaw 2018, 19, 20 43.3 3.92 50.0 0.07

DistilRoBERTa base wikirev-bias 52.2 27.2 70.0 0.39
RoBERTa ToxiGen 46.6 5.80 98.0 0.11

T5-xl - 54.8 72.2 54.4 0.62
T5-xxl - 50.4 75.8 53.6 0.62

Flang-T5-xl - 58.4 51.5 81.8 0.63
Flang-T5-xxl - 69.9 54.0 84.0 0.66

OPT-13b - 62.8 83.3 53.5 0.65
OPT-30b - 48.7 97.0 55.0 0.70

OPT-13b-iml - 61.9 72.1 63.7 0.67
OPT-30b-iml - 51.3 70.6 58.5 0.64
Llama-2-7b - 43.3 3.30 28.5 0.06
Llama-2-13b - 55.7 31.1 70.3 0.43

Llama-2-7b-chat - 70.8 47.8 68.0 0.56
Llama-2-13b-chat - 71.7 70.5 75.4 0.73

Chat-Gpt-3.5-turbo - 68.1 61.8 70.8 0.66
Chat-Gpt-4 - 72.0 54.3 86.4 0.67

Table 2: State-of-the-art fine-tuned toxicity classifiers, foundation and chat model’s performance on Toximatic
samples, here accuracy, recall, and precision is in percentage

7.1 Findings

The finding for this experiment is depicted in Table
2. From the table, we can see our dataset success-
fully fools the state-of-the-art classifier model. The
models failed to detect many valid samples; hence
we see an extremely low recall. This is because,
in Toximatics, we intended to alter the toxic polar-
ity with context. The classifier was not trained on
such an objective. Moreover, we see that finetuning
with implicit datasets will rarely improve perfor-
mance on pragmatic understanding. Sometimes
high precision was achieved as the models flagged
an extremely small number of actual positive ex-
amples, as positive. For example, ToxiGen roberta
scored a high precision with only guessing 35 TP
(true positives). For the zero-shot classification
problem, taking the F1-score as the main measure
of performance, we see the instruction finetuned /
chat models perform better than their base counter-
parts (with the exception of OPT-30b-iml). We also
observed within all the chat models (instruction
finetuned), the newer chat models like Chat-Gpt,
Llama-2 are more accurate than older ones. Even
for the same model type, scaling up improves both
accuracy and F1 score (excluding OPT models).
The best-performing model was Llama-2-13b-chat

with an F1-score 0.73 and balanced recall and preci-
sion. Chat-Gpt-4 had the highest accuracy but with
less recall indicating a higher number of false neg-
atives. We also observe that Chat-Gpt-4 does not
significantly outperform Chat-Gpt-3.5-turbo with
our dataset. This experiment illustrates the power
of such a dataset and why it will raise the bar in
natural language understanding.

8 Conclusion

In this paper, we introduce Toximatics, a dataset
of toxic and benign statements (19.8k) where tox-
icity is context-dependent. This dataset offers a
novel approach to hate speech detection, examin-
ing how contextual scenarios can shift the polarity
of an utterance. Toximatics addresses the topical
biases of previous datasets, such as those focused
on race, identity, gender, and power, by present-
ing neutral social statements and contextualizing
them to render them toxic. Our findings show that
generative models and state-of-the-art toxicity clas-
sifiers are often misled by this dataset, demonstrat-
ing the increased difficulty of this task compared to
sentence-level toxicity detection. We also present
a mined base-context for grounding social utter-
ances, providing a foundation for further research.
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Additionally, we curate a novel scalable data gener-
ation pipeline. We propose that a research direction
focusing on pragmatic hate speech understanding,
which considers holistic contextual information,
should be pursued. This would facilitate the de-
velopment of more suitable toxicity detection tech-
niques for long dialogues and discourse.

Ethical Considerations

In this section, we will briefly highlight some of the
ethical concerns and limitations of this work. We
would like to bring to your attention that the dataset
contains political references and opinions that may
be subjectively provocative. For simplicity, we are
only checking raw toxicity scores but not fine-grain
categories like framing, abuse, vulgar, obscene, etc.
Context can go far beyond situational descriptor
and base-contexts mentioned in this paper. But
we leave it open for future works. The subjective
nature of interpreting toxicity still reamins a chal-
lenging task. To mitigate this, future studies could
develop more robust automated techniques to im-
prove reliability.
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A Generation quality vs decoding technique

In this sub-experiment, we used our generation pipeline with a range of decoding techniques, as detailed
in Table 3. We kept the task description and all other parameters like in-context prompts exactly similar
and used 5 generations each with direct augment method. We used top-p sampling with temperature

top-p quality top-k quality penalty-alpha quality
0.9 0.43 60 0.31 0.9 0.52
0.7 0.51 40 0.55 0.7 0.63
0.6 0.48 30 0.42 0.6 0.71
0.5 0.49 20 0.45 0.5 0.57
0.4 0.45 10 0.59 0.4 0.58
0.3 0.36 5 0.51 0.3 0.33

Table 3: Generation quality for various decoding paradigm with our incontext prompts

0.7, top-k sampling with temperature 0.7 and contrastive decoding with top-κ 8. We provided all the
generations to 3 crowd workers to label the quality within a scale of 0 to 1 and then mean the score for 5
samples. The kappa aggrement score was 0.683. The results clearly shows contrasting decoding performs
better for majority of the case in our task of context generation.

B Prompts to generalise and augment social locations in Section 5.2.2
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C Prompts to link conversation topic and social location in Section 5.2.2

D Prompts to generate event types from chat-gpt in Section 5.2.2
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E Prompts to rank event types from chat-gpt in Section 5.2.2
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F Examples of Generated Base Context in Section 5.2.2

Location Event-Type Conversation-Topic Social-Dynamic
Workplace Team lunch, Discussing team roles and responsibilities Supportive and collaborative.
University Department seminar Planning a new collaborative research project Eager and intellectually stimulating.

Conference room Strategy meeting Setting long-term goals for the department Visionary and goal-oriented
Local library Book club meeting Discussing the next book selection Inquisitive and engaging
Public park Volunteer clean-up day Organizing teams and areas for cleanup Community-minded and cooperative

cafe Poetry reading Sharing and discussing personal works Expressive and encouraging
Conference Panel discussion Debating ethical implications of research methods Engaged and respectful
Workplace Safety training Learning about new safety protocols in the lab Safety-conscious and attentive
University Guest lecture Engaging with an expert visiting from another institution Enthusiastic and receptive
Workshop Professional development workshop Learning new skills for professional growth Eager to learn and apply new knowledge

Office Planning meeting Coordinating logistics for an upcoming international conference Organized and detail-oriented
Art museum Guided tour Learning about different art periods Curious and appreciative
Health clinic Health workshop Discussing nutrition and wellness strategies Proactive and health-conscious

Gym Fitness class Setting personal fitness goals Motivational and supportive
Cooking school Cooking class Deciding on recipes for the session Collaborative and fun

Sports club Team practice Strategies for the next game Competitive and team-spirited
Music studio Band rehearsal Arranging a new song Creative and harmonious
Film studio Film screening Discussing the thematic elements of the film Analytical and insightful

Theater Rehearsal Perfecting scenes and lines Artistic and detailed
Botanical garden Photography walk Sharing tips on capturing natural beauty Artistic and sharing

Planetarium Astronomy night Discussing constellations and celestial events Enthusiastic and awe-inspired
Historical society Lecture series Discussing local history and significant events Engaged and respectful of heritage

Dance studio Dance workshop Learning new dance moves and routines Energetic and rhythmic
Local brewery Craft beer tasting Learning about brewing processes and flavors Sociable and relaxed

Local cafe Business brunch Discussing a new marketing strategy Collaborative and innovative
High school classroom Teacher meeting Planning semester curriculum adjustments Supportive and consensus-seeking

startup office Weekly tech sync Reviewing product development timelines Energetic and fast-paced
Art studio Project critique session Feedback on recent artworks Creative and constructive

Corporate boardroom Quarterly financial review Analyzing profit and loss statements Analytical and strategic
Nonprofit organization office Grant writing workshop Brainstorming for funding opportunities Motivated

Public library Book club meeting Discussing this month’s book selection Informal and friendly
City hall Urban planning session Outlining new public transportation options Formal and regulatory

Sports room Pre-game strategy talk Assigning player roles and strategies Energetic and motivational
University laboratory Scientific research collaboration Sharing experimental results Curious and data-driven

Architecture firm Design review Discussing a new building project Visionary and detail-conscious
International conference center Diplomatic summit Negotiating international treaties Formal and cautious

Community center Volunteer coordination meeting Organizing a local food drive Enthusiastic and community-oriented
Airline operations center Flight scheduling session Managing flight crew assignments Precision-oriented and time-sensitive

Fashion design studio Trend forecasting meeting Selecting fabrics for next season Trend-sensitive and collaborative
Music production studio Album planning meeting Deciding on track listings and collaborations Creative and expressive

Government agency office Policy development workshop Crafting new regulations for public safety Analytical and policy-oriented
Luxury cruise ship Staff training session Reviewing safety protocols and guest relations Professional and guest-centric

Local government office Community feedback forum Addressing citizen concerns about local policies Responsive and community-focused

Table 4: Few examples of base context generated with methods discussed in section 5.2.2

G Crowd Task for validating base-context
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H Example of prompts used in Generation Pipeline
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