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Preface

We are glad to address the first few words for the proceedings of SIGDIAL 2024, the 25th Annual
Meeting of the Special Interest Group on Discourse and Dialogue. The SIGDIAL conference is a premier
venue for research publication and exchanges in discourse and dialogue. This year, the conference is
organized as a fully in-person event on September 18-20, 2024, at Kyoto University, Kyoto, Japan.

The SIGDIAL 2024 program features two keynote talks, six sessions of oral presentations, including the
special session on “GEMINI — Graph-based knowlEdge for Modelling Intelligent Natural Interaction”,
two sessions of poster presentations and demonstrations, and a panel discussion. Two satellite workshops
are held on the preceding days: the 2024 Young Researchers’ Roundtable on Spoken Dialog Systems
(YRRSDS 2024) and the Workshop on Spoken Dialogue Systems for Cybernetic Avatars (SDS4CA).

SIGDIAL received a record of 156 submissions (excluding desk rejects and withdrawals) this year,
comprising 106 long papers, 44 short papers, and 6 demo descriptions. Only a small minority of
submissions was received via ARR (3 submissions). We had 15 Senior Program Committee (SPC)
members, leading the discussion process and also writing meta-reviews. Each submission was assigned
to an SPC member and received at least three reviews. Decisions carefully considered the original
reviews, meta-reviews, and discussions among reviewers facilitated by the SPCs. We are immensely
grateful to the members of the Program Committee and Senior Program Committee for their efforts in
providing excellent, thoughtful reviews of the large number of submissions. Their contributions have
been essential to selecting the accepted papers and providing a high-quality technical program for the
conference. We have aimed to develop a broad, varied program spanning the many positively-rated
papers identified by the review process. We therefore accepted 65 papers in total: 44 long papers (41.5%),
17 short papers (38.6%), and 4 demo descriptions, for an overall acceptance rate of 41.7%. The topics to
be presented demonstrate the current breadth of research in discourse and dialogue.

We thank the two keynote speakers: Koji Inoue (Kyoto University, Kyoto) and Zhou Yu (Columbia
University, New York, and Articulate.Al), for their inspiring talks. We also thank the organizers of the
special session: “GEMINI — Graph-based knowlEdge for Modelling Intelligent Natural Interaction”. We
are grateful for the mentoring chairs of Shikib Mehri and David Howcroft.

SIGDIAL 2024 is made possible by the dedication and hard work of our community. First, we
express our gratitude to the SIGDIAL officers for their continuous support and advice. We also
appreciate the volunteer works of all members of the organizing committee: Sponsorships Chair, Ramesh
Manuvinakurike; Publication Chair, Kazunori Komatani; Publicity Chair, Ryuichiro Higashinaka, and
Local Arrangements Chair, Koji Inoue. We gratefully acknowledge the support of our sponsors:
Apple (Gold), SB Intuitions (Gold), CyberAgent (Gold), PKSHA (Gold), Equmenopolis (Gold), Google
(Silver), and Fairy Devices (Bronze).

Finally, it is our great pleasure to welcome you to Kyoto and Kyoto University. Kyoto was the old capital
of Japan from the 8th to the 19th century; thus, it has many national treasures and cultural heritages and
yet incubates many innovative companies. Kyoto University is the second oldest (founded in 1897)
national university in Japan, which encourages liberal and original research, resulting in the largest
number of Nobel laureates in Asian institutes. You will meet robot interviewers at the conference. The
banquet will be hosted in Heian Jingu Shrine, which models the old imperial palace. We hope that you
will have an enjoyable and productive experience and leave with fond memories of SIGDIAL 2024. With
our best wishes for a successful conference.

Tatsuya Kawahara, General Chair
Vera Demberg and Stefan Ultes, Program Co-Chairs
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Keynote Abstracts

Keynote 1 - Yeah, Well, Haha: Generating Non-linguistic Behaviors For Human-like
Conversational Robots

Koji Inoue

Kyoto University

Abstract

The rise of multimodal large language models (MLLMs) has notably enhanced the capabilities of spoken
dialogue systems and conversational robots, paving the way for practical applications. Yet, these models
still struggle with specific non-linguistic behaviors crucial for the fluidity and dynamism of human
conversations. This keynote will delve into these essential behaviors—such as backchanneling, laughter,
and turn-taking—tracing the evolution of research from early studies to the latest Transformer-based
models. The discussion will also address the persistent challenges in spoken dialogue research, aiming
to advance human-like conversational robots in the era of evolving MLLMs.

Biography

Koji Inoue received his Ph.D. from the Graduate School of Informatics, Kyoto University, Japan, in 2018.
He is currently an assistant professor at Kyoto University. In 2023, he was a visiting researcher at KTH
Royal Institute of Technology in Sweden. His research team has developed a spoken dialogue system for
the android ERICA. He was awarded the NETEXPLO Innovation 2022 Award.
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Keynote 2 - AI Agents Beyond ChatGPT
Zhou Yu
Columbia University and Articulate. Al

Abstract

ChatGPT has significantly raised public expectations for conversational agents, with many now
anticipating these agents to handle a wide range of tasks. However, deploying one single larger model
with generalized capabilities is often impractical, in terms of accuracy, cost, and security, particularly
in industry settings. Solving specific tasks requires a systematic combination of different models to
form workflows. In this talk, we will explore various approaches to developing smaller, open-source
models that can power Al agents to perform specialized tasks more effectively, using diverse fine-tuning
techniques. In addition, we will talk about how Al Agent frameworks such as reflection could be applied
in smaller model settings.

Biography

Zhou(Jo) Yu is an Associate Professor at Columbia University’s Computer Science Department. She
obtained her Ph.D. from Carnegie Mellon University. Dr. Yu has received several best paper awards in
top NLP conferences and has won Forbes 30 under 30 in 2018. Dr. Yu has developed various dialog
system applications that have had a real impact, including winning the Amazon Alexa Prize. Dr. Yu
co-founded Articualte.ai INC, democratizing Al Agent building with GenAl developer tools.
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Dialogue Discourse Parsing as Generation: a Sequence-to-Sequence
LLM-based Approach

Chuyuan Li, Yuwei Yin, Giuseppe Carenini
Department of Computer Science
University of British Columbia
Vancouver, BC, Canada, V6T 174
chuyuan.li@ubc.ca; {yuweiyin, carenini}@cs.ubc.ca

Abstract

Discourse analysis studies the sentence orga-
nization within a document, aiming to reveal
its underlying structural information. Existing
works on dialogue discourse parsing mostly
use encoder-only models and sophisticated de-
coding strategies to extract structures. Despite
recent advances in Large Language Models
(LLMs), applying directly these models on dis-
course parsing is challenging. To fully lever-
age the rich semantic and discourse knowl-
edge in LLMs, we propose to transform dis-
course parsing into a generation task using a
text-to-text paradigm. Our approach is intu-
itive and requires no modification of the LLM
architecture. Experimental results on STAC
and Molweni datasets show that a sequence-to-
sequence model such as TO can perform rea-
sonably well. Notably, our improved transition-
based sequence-to-sequence system achieves
new state-of-the-art performance on Molweni.
Furthermore, our systems can generate richer
discourse structures such as graphs, whereas
previous methods are mostly limited to trees.!

1 Introduction

Discourse parsing is a Natural Language Process-
ing task that aims to retrieve a structure from a doc-
ument. The discursive structure contains clause-
like text spans (known as Elementary Discourse
Units) and are linked by semantic-pragmatic rela-
tions such as Elaboration and Acknowledgment. It
plays a crucial role in natural language understand-
ing and has demonstrated its usefulness in various
downstream applications such as summarization
(Feng et al., 2021) and dialogue comprehension
(He et al., 2021; Ma et al., 2023).

Existing works on Dialogue Discourse Parsing
(DDP) suggest that task-specific models are nec-
essary to achieve state-of-the-art (SOTA) perfor-
mance (Chi and Rudnicky, 2022; Li et al., 2023a).

'Code is available at https://github.com/chuyuanli/
Seq2Seq-DDP.

1

They are based on complex architectures con-
structed on top of encoder-only pre-trained lan-
guage models (PLMs) such as BERT (Devlin et al.,
2019) and RoBERTa (Liu et al., 2019). These
models present a few limitations. First, they re-
quire task-specific architectures which oftentimes
involve heavy engineering of utterance embeddings
and specialized decoding strategies. Second, the
predicted structures are typically limited to trees,
neglecting other rich representations such as di-
rected acyclic graphs (Asher et al., 2016). Third,
they do not leverage rich latent knowledge in more
recent Large decoder-only and encoder-decoder
Language Models (LLMs) (Brown et al., 2020;
Sanh et al., 2022; Chowdhery et al., 2023; Touvron
et al., 2023).

Such LLMs have shown remarkable abilities in a
wide range of applications, from text understanding
and generation to coding to reasoning (Bang et al.,
2023; Bubeck et al., 2023), resulting in a shift in
focus from relatively small encoder-only PLMs
to large-scale encoder-decoder and decoder-only
LLMs. LLMs see a great amount of data: TO model
(Sanh et al., 2022), for instance, is pretrained on the
C4 corpus (Habernal et al., 2016) containing 356
billion tokens; they are pretrained on a mixture of
downstream tasks such as multi-document question
answering (Yang et al., 2018) and natural language
inference (Bowman et al., 2015). Since many of
these tasks require an understanding of the inter-
sentence structure, we hypothesize that LLMs have
good contextual representation for sentence-level
reasoning (e.g., discourse analysis).

However, in our preliminary experiments, we
found that directly prompting LLMs does not per-
form well on the DDP task, confirming similar
observations by Chan et al. (2023) who applied
zero-shot prompting and in-context learning meth-
ods but found poor performance with GPT-3.5.

In this paper, we ask the question: how fo effec-
tively transform the discourse parsing task into a

Proceedings of the 25th Annual Meeting of the Special Interest Group on Discourse and Dialogue, pages 1-14
September 18-20, 2024. ©2024 Association for Computational Linguistics
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Figure 1: Traditional dialogue discourse parsing and our Seq2Seq dialogue discourse parsing systems. e; denotes
the discourse units and “QA-pair” represents the question-answer pair.

generation task?

To this end, we propose to tackle this problem
within a text-to-text paradigm. We first formal-
ize the parsing task as a Seq2Seq process and
present a simple approach where a model takes
a sequence of raw texts as input and produces a
sequence of structures as output. We call this sys-
tem Seq2Seq-DDP. The adopted model, such as
TO, has a standard encoder-decoder architecture
and is fine-tuned on parsing task. There is a great
deal of flexibility in sequence representations, es-
pecially for the target sequence where tree-like and
graph-like structures need to be expressed linearly.
We design different schemes: one is close to nat-
ural language and another one is inspired by the
translation between augmented natural language
(TANL) formats (Paolini et al., 2021). This ap-
proach is straightforward, but it is constrained by
weak supervision with lengthy inputs, which can
lead to hallucinated or missing predictions for some
utterances.

To tackle these issues, we propose to improve
our system with transition-based algorithms which
are widely used in dependency parsing (Nivre,
2003, 2008). A transition-based model receives the
states of parsed sentences and the target sentence
and predicts an action corresponding to the target
sentence. A recent work on coreference resolution
implemented such a system and achieved SOTA
performance (Bohnet et al., 2023). Our enhanced
system, Seq2Seq-DDP+Transition, processes one
sentence at each step and predicts an action that es-
tablishes links and relations towards that sentence.
We also adapt the sequence representations accord-
ingly. Compared to the previous approach using
full text input and output, the new system is more
controllable with partial inputs and outputs.

We evaluate both systems on the STAC and Mol-
weni datasets. The Seq2Seq-DDP model deliv-
ers promising results, matching the performance
of SOTA models on Molweni. The transition-
based system provides significant improvements
across both datasets, setting new SOTA on Mol-
weni. Through a series of analyses, we identify
several key factors in converting a parsing task into
a generation task, including the amount of supervi-
sion and the design of the representation scheme.

To summarize: (1) we propose a Seq2Seq-
DDP method, along with an improved Seq2Seq-
DDP+Transition variant, to transform discourse
parsing into an LLM-based generation task, where
our sophisticated sequence representations deliver
promising performance gains; (2) we conduct ex-
tensive experiments and comprehensive analyses,
which reveal insightful ideas on what makes a suc-
cessful generative model for discourse parsing.

2 Related Work

Discourse Parsing Discourse parsing is a hard
task, with low performance especially for multi-
party dialogues which involve intricate relations
between speakers, such as STAC (Asher et al.,
2016) and Molweni (Li et al., 2020). Early ap-
proaches to discourse parsing used varied decod-
ing strategies, such as Maximum Spanning Tree
(Muller et al., 2012; Afantenos et al., 2012; Li et al.,
2014) or Integer Linear Programming (Perret et al.,
2016). Researchers soon applied neural models
such as Gated Recurrent Units (Shi and Huang,
2019) and Graph Neural Networks (Wang et al.,
2021b) to build contextualized embeddings, com-
pared to hand-crafted features from the previous
work. More recent works attempted to enhance
the parsing task by utilizing Pre-trained Language



Models (PLMs) as backbone (Liu and Chen, 2021;
Chi and Rudnicky, 2022), injecting external infor-
mation such as speaker interactions (Yu et al., 2022;
Li et al., 2023b), or joint learning with auxiliary
tasks (Yang et al., 2021; He et al., 2021). Due to the
small number of annotated examples, some also in-
vestigated semi-supervised approaches such as data
programming (Badene et al., 2019), bootstrapping
(Nishida and Matsumoto, 2022), and signals from
the attention matrices in PLMs (Li et al., 2023a).
However, much of this line of work dealt only with
structure extraction while ignoring relations.

With LLMs on the scene, Chan et al. (2023)
evaluated the performance of GPT-3.5 on discourse
parsing using zero-shot and few-shot in-context-
learning, but only to find that the model performs
abysmally. Recently, Maekawa et al. (2024) em-
ployed decoder-only LLMs for Rhetorical Struc-
ture Theory (RST) discourse parsing in mono-
logues, where conventional top-down and bottom-
up strategies are transformed into prompts. On
dialogues, only Wang et al. (2023) have investi-
gated discourse parsing with a fine-tuned TS model.
However, their design of output sequences were
overly simplified and we observed poor results with
a similar abridged scheme in our experiments. In
comparison, we explore the effectiveness of using
Seq2Seq LLMs for this task with more sophisti-
cated representations, such as an output closer to
natural language.

Structure Prediction with Generative Models
Loosely related to our work are papers about
other structure prediction tasks which also apply
generative modeling. For instance, on corefer-
ence resolution, Urbizu et al. (2020) conducted
a proof-of-concept study where they literally trans-
lated the coreference annotation into a target se-
quence. Zhang et al. (2023) fine-tuned the TO
model with more sophisticated sequence repre-
sentations that outperformed traditional corefer-
ence models. Bohnet et al. (2023) developed a
transition-based Seq2Seq system based on mTS5,
which works on the same principle as our second
approach. Paolini et al. (2021) proposed a unified
framework that translates a series of structure tasks
into augmented natural languages using T5. Their
work aimed at creating a general and transferable
model to solve many tasks. Generative models have
also been used for semantic parsing (Rongali et al.,
2020), syntactic parsing (He and Choi, 2023), and
constituency parsing (Bai et al., 2023). Although

large generative models have been successfully ap-
plied to various structure prediction tasks, the DDP
task, which requires inter-sentence reasoning in
dialogues, remains under-explored.

3 A Formal Description of Discourse
Parsing and Seq2Seq Modeling

3.1 Discourse Parsing

Given a document D = {eq, €1, ..., €, } Where ¢;
are clause-like text spans known as Elementary
Discourse Units (EDU) and eq is a dummy root
node, the general goal of discourse parsing is to
create a graph G composed of (V, E, ¢) where V is
a set of nodes or EDUs including {eg, €1, ..., €5},
E; < V x V a set of edges pointing towards
the node e; with ¢ € [1,n], and ¢ a function
¢ : (ex,e;) — r that maps an EDU pair with a
rhetorical relation type r € R, with 0 < k < ¢ < n.

E; = {(ex,¢€i),ei€ V,ep e V} (1)

Every E; contains at least one pair of EDUs
pointing to the node e;. Here, we emphasize the
uni-direction of edges given that in a dialogue,
there are no “backwards” edges such that an EDU
er by speaker a is rhetorically and anaphorically
dependent upon a further EDU e; of speaker b.
This is known as Turn Constraint in the Segmented
Discourse Representation Theory (SDRT) (Asher
and Lascarides, 2003; Afantenos et al., 2015). The
combination of all E; is the set of all potential EDU
pairs in document D.

E= U}, E;, E<=U5E; )

The equation 2 defines what we called discourse
structure prediction where a “naked” graph can be
extracted from D. For full parsing, each edge must
be assigned a relation with the function £. We can
expand the pairs in E to triples in F":

Fi = {(ex,€i,1ki), es € Viep € Vir; e R} (3)
F =Vl F, Fe=Uj_F (4)

In a nutshell, discourse parsing takes a document
D as input and predicts the triples F' as output.
Assuming we have a training set of N examples,
(Di, ;)| consists of N pairs of triples.

3.2 Seq2Seq Modeling

Let V denote the vocabulary. Given a training pair
(z,y) where z € VT is the source sequence of
length 77 € N, y € V7T is the target sequence of
length 7' € N, a Seq2Seq model computes the
conditional probability p(y|x; @) autoregressively:



T

pyla;0) = [ [p(welys, oo ye1,2:0)  (5)
t=1

Model parameters 6 are learned by maximizing
the sum of conditional probabilities of all examples
in the training set:

0* = arg max Z logp(Y|X;0) (6)
b Xy

3.3 Discourse Parsing as Seq2Seq Generation

To conduct discourse parsing with a Seq2Seq
model, we translate (D, F') into a pair of sequences
(z,y). The transformation from D to x is straight-
forward since D contains already a sequence of
raw text. Our goal is to find a way to express F'
as a sequence y € VT, which is also known as the
“linearization” process for structured objects. A
minimal approach is to literally predict the triples
(e, €;, i) in F as a sequence of strings. However,
such a succinct format performs unsatisfactorily
with limited training examples (see analysis in Sec-
tion 6). We design several representation formats
to explore a better solution for structure learning.
Another crucial issue is how to calculate the
conditional probability p(y|x). We can either
feed x all at once and predict y in an end-to-end
style or employ a transition system (Nivre, 2008),
where the Seq2Seq model takes a single EDU as
input and predicts an action corresponding to a set
of discourse links involving that EDU as its output.
In practice, we implement two Seq2Seq systems:
a full text-in text-out system (Section 4) and an
improved transition-based system (Section 5).

4 Seq2Seq Modeling for DDP

4.1 Methodology

End-to-End System A Seq2Seq-DDP system
takes as input a document with raw text sequences
and generates structure-and-relation-labeled out-
put for each discourse unit autoregressively. Dif-
ferent from a classic pipeline approach where
structure and relation are predicted subsequently
(Afantenos et al., 2015; Shi and Huang, 2019;
Liu and Chen, 2021; Li et al., 2024), our method
jointly predicts link attachment (e, e;) and relation

(€, €i) — Tk

Representation Scheme We investigate two out-
put schemes: a natural scheme and an augmented
scheme. For natural scheme, we hypothesize that
the closer the output is to natural language, the
more advantage the Seq2Seq model can take from

its pre-training. In other structure prediction tasks
such as syntactic dependency parsing (He and Choi,
2023), natural language in the outputs has demon-
strated its effectiveness. We use the following as a
running example (pilot01, STAC corpus):

D: [eo] Dave: has anyone got a sheep, [e1] Dave: 1
can trade wheat or clay. [e2] Tomm: Surprisingly I
am bereft of sheep.

F: {(eo, €1, Elaboration), (eo, 2, QA-pair) }

We describe the triples in F' with the template
“e; is r; of e e; and ey, are EDU markers; r; is a
relation. In the input, we also append these markers
as prefixes for each speech turn. The output joins
all sequences with a semicolon. It reads:

Ynat: [€0] 1S root; [e1] is Elaboration of [eo]; [e2] is
Question-Answer-pair of [eo].

In cases where one node has multiple incom-
ing edges, the template extends its tail to “e; is
71 of e rm; of ey, Thi of €,”°, where e, and e,
(resp. rmi and ry;) are other linked nodes (resp.
relations) to e;. The advantage of this format is that
each EDU uses exactly one sentence for structure
description so that the length T" of prediction y is
fixed (T = T").

Inspired by the pioneering work on TANL
(Paolini et al., 2021), we design an augmented
scheme y,,,, that replicates the input sentences and
augments them with link and relation information:

Yaug: [ Dave: has anyone got a sheep, | eg | root = eg
] [ Dave: I can trade wheat or clay | e; | Elaboration
= e ] [ Tomm: Surprisingly I am bereft of sheep. |
e2 | QA-pair = e |

Specifically, each EDU is enclosed by the special
tokens [ ]. The pipe token | separates raw text, the
EDU marker, and a list of relations in the format
“rr; = er”. The EDU marker e; is not prepend in
the input. The model needs to use EDU markers
to represent utterances and apply them on structure
prediction. In other structure prediction tasks such
as semantic role labeling (Paolini et al., 2021) and
coreference resolution (Zhang et al., 2023; Bohnet
et al., 2023), such a representation gives SOTA
performance with Seq2Seq models.

Decoding Structured Output Once the model
generates an output (Y,qt O Yaug), We decode the
sentences to obtain F' by following:

» Stepl. Split the sequences with semicolons
(resp. enclosed brackets) and remove all spe-



STAC Molweni STAC Molweni
Scheme Link Full Link Full ‘ Hallu Miss Hallu Miss
Natural 65.6+0.3 469+1.8 81.4+04 57.84+0.1|3.1% 1.7% 04% 0
Augmented 66.7+0.7 52.0+0.1 824+04 59.1+1.0 0 0.2% 0 0

Table 1: Seq2Seq-DDP results on STAC and Molweni test sets (left) and error statistics (right). Scores are averaged
micro-F;. “hallu” and “miss”: hallucinated and missed EDUs.

cial tokens (is, of, |, =) to extract triples in
Ynat and quadruples in y4yg.

* Step2. Match the generated é; with the source
e; using heuristics. For 9,4, we match EDU
markers; for 14,4, we match the input sen-
tence and the cleaned output sentence at the to-
ken level using the Jaro distance (Jaro, 1989).
We use 10 examples from the validation set in
STAC and find that using the similarity value
> (.96 can best cover the difference—most
of times caused by more spacing between to-
kens—in generated and gold output. Once the
é; and e; is matched, we obtain the triples in
(ek, €i, Tr;) Which is the predicted structure
for EDU ;.

» Step3. Sanity check for hallucinated or for-
gotten EDUs in g. The output sequence is
designed in a way that its length matches the
length of the input, so it is easy to spot erro-
neous generation. We introduce default rules
for failure cases: remove the hallucination
and add an adjacent attachment with a major-
ity relation (i.e., Question-answer-pair) to the
missed EDUs?.

We do not apply constrained decoding (Hokamp
and Liu, 2017) as the output is well-aligned with
the designed scheme and does not require extra
vocabulary masking during generation.

4.2 Experimental Setup

We test our Seq2Seq-DDP system on two most
commonly utilized datasets for dialogue discourse
parsing: STAC (Asher et al., 2016) is composed of
online multi-party conversations during the game
Settlers of Catan. It contains 1,161 documents
with in average 11 speech turns. We follow the
subset split in Shi and Huang (2019) and set the
maximum document length to 37, resulting in 911,
97, and 109 documents for training, validation, and
testing, respectively. Molweni (Li et al., 2020) is a

’In reality, failure cases are few with a F; < +1%.

dataset derived from Ubuntu Chat Corpus (Lowe
et al., 2015). It contains 10, 000 documents with in
average 8 utterances. We follow its original separa-
tion: 9, 000 training, 500 validation, and 500 test-
ing. Both corpora are annotated under the SDRT
(Asher and Lascarides, 2003) and have the same
relations (|R| = 16). We employ the traditional
evaluation metrics, namely, the micro-averaged F
scores for link attachment (£) and full structure
(F). All our experiments are conducted on TO
model (Sanh et al., 2022) with the 3B checkpoint,
without any modification to the architecture. Most
hyper-parameters in fine-tuning follow the sugges-
tions in Raffel et al. (2020) (details in Appendix A).

4.3 Results and Analysis

The left part in Table 1 shows the parsing results on
STAC and Molweni. Despite the simplicity of the
Seq2Seq modeling, the fine-tuned TO model can
well perform dialogue discourse parsing, reaching
66—80 F; on the naked structure and 47—60 F; on
the full structure. The outputs are well-aligned with
the desired formats and only in rare cases do we ob-
serve erroneous generation (see below). Both nat-
ural and augmented formats produce satisfactory
results on Molweni (link F;> 81, full F; > 57),
whereas on STAC, we observe a more pronounced
performance difference. The natural scheme is a
succinct format that utilizes EDU markers in target
sequences. This abridgment may cause ambiguity.
In fact, the utterances in STAC are short (4.4 to-
kens/sentence) and similar texts can occur (e.g., the
same answer from different speakers towards the
same question). In comparison, augmented scheme
replicates all tokens including speaker markers in
the target sequence, helping to reduce ambiguity.
Aligned with our observation, Paolini et al. (2021)
also reported performance drops when using an
abridged format for the entity and relation extrac-
tion task.

On the other hand, we observe a few problems
originating from the Seq2Seq-DDP design, such
as hallucinated or missed EDUs during generation,



as shown on the right part in Table 1. Since no
explicit constraints are placed on the model’s out-
put, there is potential for the model to produce
invalid EDUs. However, this does not happen of-
ten: natural scheme generates 3% hallucinated and
1.7% missed EDUs on STAC (resp. 0.4% halluci-
nated and O missed on Molweni); while augmented
scheme bypasses this issue completely. These er-
roneous outputs happen typically in longer docu-
ments when the number of speech turns exceeds
thirty. In practice, we apply refinement rules in
post-processing (included in Appendix B) to effec-
tively eliminate this kind of generation.

5 Improve Seq2Seq-DDP Model with
Transition-based Algorithm

An inherent drawback of the basic Seq2Seq-DDP
system is the weak supervision in long sequences.
The longer the document, the harder it is for the
model to retrace previous predictions, as evidenced
by the hallucinated or forgotten EDUs. Addition-
ally, the act of consecutive output requires extra at-
tention to some properties such as counting, which
LLMs struggle with (Kojima et al., 2022). To pro-
vide more guidance during the generation and by-
pass the counting issue, we improve the Seq2Seq
model with transition-based algorithms. The new
Seq2Seq-DDP+Transition system takes a single
EDU at each step and predicts an action correspond-
ing to a set of links involving that EDU.

5.1 Methodology

Transition-based System The system we con-
sidered is closely related to the deterministic de-
pendency parsing algorithm (Nivre, 2003, 2008).
It starts with the dummy root ey on the stack, all
the EDUs in the buffer, and an empty set F'. The
parse ends once the buffer is empty and F' contains
triples of all EDUs (Equation 3). The transitions
are composed of two actions: link action creates
a right-arc from one EDU in the stack to the first
EDU (i.e., target) in the buffer; assign action labels
the arc. The target EDU in the buffer is then moved
to the stack and a new round of transition will be
conducted on the next EDU in the buffer.

States. A state ¢; keeps track of which EDU is
being processed through the index ¢, the established
pairs E_;, and associated relations F; up to 7. We
define the following states:

- C'is the set of all possible states.

- cs = (eq, €, €) is the initial state, where two ¢

are the empty sets £/ and F.

- Cy = {ce Clc = (en, E, F)} is the set of the

final states.

Actions. Given an intermediate state ¢; =
(ei, E<;, F<;), we implement a; which contains a
link action £(-) and an assign action A(-):

E(ei,F<Z-) = {ek —e,0<k< Z} @)
Alei, Ei, Foi) = {(er, — €;) = rri,m € R} (8)

The transition function ¢ gives an updated state
¢; accordingly:

P(ci, (ex — €i), (er — €;) — Ti;)
=(ei, E<i ® (ex, — €;), F<i ® 1ki)
=(ei, B, F;) 9

Our transition system is a quadruple S =
(C,cs, T, Cy) where C, ¢, and Cy are the states
defined previously. T is the set of transitions, each
of which is a function ¢ : C — C. The pars-
ing path K is a sequence composed of actions
and states: K = {cs,a0,C1,01, -, Ciy iy ey Cn }
where for i € [1,n],¢;41 = ¢(ci,a;), and where
a; = [,1 o Ai,cn = Ct.

Representation Scheme Our goal is to en-
code the parsing path K into input and output
strings. Specifically, each state-action pair (¢;, a;)
is mapped to an input-output pair (x;, y;). Similar
to Seq2Seq-DDP, we design output strings close
to natural language. We illustrate two input-output
pairs in the natural scheme, where the predicted
action (underlined) is appended to the next state:

z1: [eo] [Dave: has anyone got a sheep,] is root;
[e1] [Dave: I can trade wheat or clay.] is
Ynat, : Elaboration of [eq]

z2: [eo] [Dave: has anyone got a sheep,] is root;
[e1] [Dave: 1 can trade wheat or clay.] is
Elaboration of [eo]; [e2] [Tomm: Surprisingly I am
bereft of sheep.] is

Ynato: QA-pair of [eg].

J

We also implement a new format called focused
scheme that utilizes special tokens = to emphasize
the target EDU (¢;) and a pipe token | to separate
the text with prediction, as depicted in Figure 2.

Decoding and Sliding Window Strategy Com-
pared to the previous system, decoding the struc-
tured output from a transition-based model is easier:
the generation is incremental with no mismatched
or hallucinated EDUs. At each stage, we split §j on
token of to obtain e and 7y;.



**[e0] Dave: has anyone got a sheep,

[e0] Dave: has anyone got a sheep, | root;
** [e1] Dave: | can trade wheat or clay

[e0] Dave: has anyone got a sheep, | root;
[e1] Dave: | can trade wheat or clay | Elaboration of [e0];
** [e2] Tomm: Surprisingly | am bereft of sheep.

~ root

1 1/)

| -__1Seq2Seq-DDP [ | Elaboration of [e0]
2 +Transition 2>
3 3

| \) QA-pair of e0

Figure 2:

Seq2Seq-DDP+Transition system with focused scheme. It takes as input the previous state, the predicted

action, and the next EDU; as output, actions for the current state. In blue: current input (c;); in red: current output

(a;); in grey: parsed input (C'-;).

The input grows longer as we continue adding
the predicted structures. To comply with the maxi-
mum input length of pretrained models, we employ
a sliding window strategy that reserves the closest
EDUs for the next stage of prediction. Naturally,
the closest EDUs are most relevant to the target
EDU, so we frame a window with a set maximum
length and slide it to the right at each stage. We
set the window length to 18, as this is the longest
link attachment in the validation set. The model is
required to focus only on the target EDU e; and its
nearest preceding neighbors in the context ¢;>.

5.2 Experiments and Analysis

We test our new system by fine-tuning TO-3B on
STAC and Molweni datasets, results are shown in
the first two rows in Table 2. Clearly, the transition-
based system outperforms its Seq2Seq-DDP coun-
terpart on all metrics: 5-8 and 1-3 points improve-
ments on STAC and Molweni, respectively.

In the last four rows, we compare with the SOTA
models (Shi and Huang, 2019; Liu and Chen, 2021;
Chi and Rudnicky, 2022; Li et al., 2023c). Most
of which use pre-trained language models such
as RoBERTa to provide contextualized represen-
tations and task-specific techniques for decoding.
Tellingly, our approach obtains new SOTA results
on Molweni, surpassing the latest model proposed
by Li et al. (2023c). We also achieve comparable
results on STAC. Moreover, our approach is not
limited to tree-style structures. Discourse-aware
Seq2Seq models are capable of producing graphs
(see Section 6). Although SOTA models use rela-
tively small language models (110M - 340M param-
eters), it is important to point out that full compara-
bility is challenging due to the numerous ways our
approaches differ. First, the complexity of the pars-
ing systems: SOTA models are built upon heavily

3In the oracle structures in test set, the longest edge dis-
tance is 13, so this approach does not affect any distant edges.

engineered architecture and require specific decod-
ing strategies such as the Maximum Spanning Tree
(MST). Our approach, on the other hand, directly
leverages the standard encoder-decoder models and
does not require any architecture modification. Sec-
ond, scaling up encoder-only models does not al-
ways result in improvements in downstream appli-
cations. These models are also more difficult to de-
ploy. Megatron-BERT (Shoeybi et al., 2019) with
1.3B and 3.9B parameters, for instance, are not pub-
licly available. For generative models consisting
of decoder networks, scaling tends instead to be
closely associated with improved performance on
many tasks (Ganguli et al., 2022).

Compared to Seq2Seq-DDP, the improved sys-
tem does not suffer from EDU mismatch in the
source and generation. However, the model some-
times predicts repetitive structures, such as “Ac-
knowledgment of [e2] Acknowledgment of [e2]”.
In reality, failure cases are few: only 13 cases (1%)
in all 1.2k triples in the development set. This
occurs typically when the oracle output contains
multiple incoming edges and the model tries to
predict a graph structure.

6 Further Investigation

6.1 Masked Labels and Abridged Output

We investigate the influence of label semantics.
The semantics of rhetorical relation types can be
different in a pre-trained model. To prevent the
model from understanding the relation through la-
bel semantics, we replace these words with special
tokens, such as “rell” and “rel2”, to the model
vocabulary. This format is called yyqsk:

Ynat: [€0] 1S root ; [e1] is Elaboration of [eg] ; [e2]
is QA-pair of [eo]. (baseline)
Yimask: [€0] 18 root ; [e1] is reld of [eo] ; [e2] is relO
of [eo]. (label masked)




STAC Molweni

System

Link (A)

Full (A) Link (A) Full (A)

Natural (ours)
Focused (ours)

Seq2Seq-DDP+Transition
Seq2Seq-DDP+Transition

70.8+0.9 (1 5.2)
72.3+ 0.6 (1 5.5)

55.1+£1.0(18.2)
56.6 + 0.6 (1 4.6)

83.56+0.2(7 2.1)
83.44 0.6 (7 1.0)

60.3 +£ 0.1 (1 2.5)
60.0 + 0.5 (1 0.9)

Shi and Huang (2019) GRU+Pointer* 72.9+0.4 54.2+0.5 77.9+£0.4 54.1+0.6
Liu and Chen (2021) RoBERTa+Pointer 729+15 57.0+ 1.0 79.0 £ 0.4 554+ 1.8
Chi and Rudnicky (2022) RoBERTa+CLEf 73.0£0.5 58.1 +£0.7 81.0 £ 0.7 58.6 £ 0.6
Li et al. (2023c) BERT+Biaffine+Pointer 73.0 58.5 83.2 59.8

Table 2: Parsing results with our Seq2Seq-DDP+Transition models (top) and replicated SOTA models (bottom)
on STAC and Molweni test sets. Scores are averaged micro-F;. Teal { shows performance gains compared to
Seq2Seq-DDP systems. Pointer*: pointer network (Vinyals et al., 2015). CLE': Chu-Liu-Edmonds algorithm (Chu,

1965; Edmonds et al., 1967).

Additionally, to analyze the impact of sequence
representations, we design abridged formats (y4p,-)
for natural and augmented schema:

Ynat: [€0] 1S root ; [e1] is Elaboration of [eo] ; [e2]

is QA-pair of [eo]. (baseline)

Yabr: [€o] root; [e1] [eo] reld; [e2] [eo] relO.
(abridged)

Yaug: [ Dave: has anyone got a sheep, | eq | root = eg
] [ Dave: I can trade wheat or clay | e; | Elaboration
=eo | [ Tomm: Surprisingly I am bereft of sheep. |
e2 | QA-pair = ¢g ] (baseline)
Yabr: €0 | root = eg ; e1 | Elaboration = e ; e |
QA-pair = eg. (abridged)

For the abridged version of natural representa-
tion, we transform the output into a triple (z, y,r)
where x and y are respectively the dependent and
head of an EDU pair; r is the masked relation type.
It reads: EDU z is linked to EDU y with relation
r. This is the expected output F' from document D
(Equation 3), but such an extremely short lineariza-
tion creates the most challenging representation:
the model not only needs to learn the semantics of
masked labels but also the implicit output pattern.
For the abridged version of augmented representa-
tion, we do not repeat the input utterance and only
keep EDU markers. The pipe (]) tag still denotes
the start of the area of interest. Without the original
text sequence, the abridged scheme requires extra
reasoning to map the text with EDU markers.

We present the results of masked labels and
abridged output in Table 3. On STAC, masking
out the labels substantially hurt the performance
with —2.5 points in link prediction and —9.6 in full.
This demonstrates that label semantics are useful,
especially for datasets containing smaller training
examples. In terms of abridged output, both natu-
ral abridged and augmented abridged formulations
underperform the baselines significantly (—12 and
—9.7 points on full prediction). Interestingly, we
do not observe a similar performance drop on Mol-

weni. Label-masked models obtain similar results
as the natural baseline. The differences in link and
full gains are not significant: p > 0.7, p > 0.4.
The most challenging abridged formulation also
continues to perform well on Molweni. We think
the amount of supervision is key. Molweni con-
tains 9, 000 documents in the training set whereas
STAC only ~ 900. In terms of utterance length
and token number, STAC is also very limited (see
Table 5). These results are informative, indicating
that a more “natural language”—like output gener-
ally brings more accurate predictions, especially
when the amount of training data is low. On the
other hand, sufficient supervision enables us to use
the simpler paradigm of a text-to-text model suc-
cessfully.

6.2 Pretrained LLMs and Model Sizes

We compare three LLMs in the TS family: T5 (Raf-
fel et al., 2020), Flan-T5 (Chung et al., 2022), and
TO (Sanh et al., 2022). In Table 4, we find that
the model performance improves as the model size
increases, which in line with the observations in
Zhang et al. (2023). In terms of different models
in the TS family, there is a notable difference be-
tween models with and without instruction finetun-
ing such as FLAN (Wei et al., 2022). For models of
the same size, the performance of the Flan-T5 and
TO is comparable (link 68.5 vs. 69.2; full 50.4 vs.
50.2), and both greatly exceed the performance of
the original T5 model (+8 points in link attachment
and 410 points in full prediction). Even the much
smaller Flan-T5-base model (250M) outperforms
T5-3B on link prediction by 2 points. This is not
surprising: Chung et al. (2022) demonstrate that
on some challenging BIG-Bench tasks (Srivastava
et al., 2023), Flan-T5-11B outperforms the same
size TS by double-digit performances. This proves
that instruction tuning can significantly enhance



STAC Molweni
Sequence representation Link (Fy) Full (Fy) Link (Fy) Full (Fy)
Natural baseline 69.2 £ 0.5 50.2 £ 0.7 83.2+14 58.6 + 0.8
Label masked | —-25+09 | -96+04 1+03+04 1 +0.6+0.5
Label masked + abridged | —2.7+0.2 | —124+3.0 1+13+1.0 1+40.6+0.2
Augmented baseline 70.0 £ 0.8 542404 84.5+04 59.0+1.0
Abridged 1 —-26+09 | —-97+04 ~+09 1+4+07+1.1

Table 3: Sequence representation study on STAC and Molweni development sets. Red |, teal 1, and ~ symbols
refer to resp. lower, higher, and same scores compared to the baselines.

Pre-trained model #Params  Link (F;) Full (F;)
T5-large 738M 59.3+0.6 36.4+0.6
T5-3B 3B 60.7+ 1.3 40.5+0.9
Flan-T5-base 250M 63.0+0.5 36.7+0.1
Flan-T5-large 780M 672+14 46.6+1.38
Flan-T5-x1 3B 68.5+0.5 50.4+0.1
TO0-3B 3B 69.2+£0.5 50.2+0.7

Table 4: Study of different models in the T5 family on
STAC development set (natural scheme). The best and
second-best scores are bolded and underlined.

the model’s ability to learn complex language tasks,
such as dialogue discourse parsing, thereby advanc-
ing it towards human-like language reasoning.

6.3 Richer Output Structures

We observe some distinctive features in the pre-
dicted structures such as directed acyclic graphs
with Seq2Seq models. This is an exciting and
big advantage over other SOTA models (Shi and
Huang, 2019; Liu and Chen, 2021; Wang et al.,
2021a; Chi and Rudnicky, 2022; Li et al., 2023a)
that can only generate trees using MST algorithms
in decoding (Eisner, 1996; Chu, 1965; Edmonds
et al., 1967). Among all the proposed schemes,
the focused scheme in Seq2Seq-DDP+Transition
system achieves the highest performance in captur-
ing multiple incoming edges, with a precision rate
of 13% for graph structures. Other schemes such
as natural and augmented also correctly predict
around 10% graph structures. This is non-trivial:
these structures are few and difficult to learn (~ 5%
of nodes, < 7% of links in STAC; none in Mol-
weni) and demonstrate interesting and unique struc-
tures in dialogues.

6.4 Different Document Lengths

Since long documents can pose challenges for
Seq2Seq models, we analyze the parsing perfor-
mance under different document lengths, as shown

80{v 70
Trans-natural
x v Trans-focus
65 * 6517 X Natural
% % Augmented
50 v 60
¥ v
35 * ; 55 f v
M X
20 X 50
29 030 623 ;330 o317 69 9-12 12-15

Figure 3: STAC (left) and Molweni (right) Full parsing
performance under different Seq2Seq models and docu-
ment lengths. x axis: #EDUs in a document. y axis: F1.

in Figure 3. On STAC, we split the length range
into five even buckets between the shortest (2
EDUs) and longest (37 EDUs) document, result-
ing in 60, 25, 16, 4, and 4 data points per bucket.
On Molweni, we split the documents into three
buckets with 276, 154, and 70 data points in each
group. Both the Seq2Seq-DDP and Seq2Seq-
DDP+Transition systems exhibit a decline in per-
formance with longer documents. However, our
transition-based models (‘“Trans-*"") show a supe-
rior ability to handle long documents compared to
their counterparts, as validated across both datasets.

7 Conclusion

We investigate an effective transformation ap-
proach for the DDP task by leveraging Seq2Seq
LLMs. We adopt the pretrained encoder-decoder
model TO and fine-tune it to produce structured se-
quences. Without using any specific parsing mod-
ule or modifying LL.M architecture, our Seq2Seq-
DDP system performs reasonably well on STAC
and Molweni datasets. Excitingly, our Seq2Seq-
DDP+Transition system yields comparable results
with task-specific SOTA models, with richer dis-
course structures. Building on this work, we intend
to explore various generative model architectures
and sequence representations, and eventually ex-
tend our method to other discourse parsing tasks.



Limitations

Longer documents tend to be more difficult to parse
due to the growing number of possible discourse
parse trees and the inherent drawbacks such as
counting in LLMs. Our Transition-based systems
mitigate this issue to some extent by using a sliding
window strategy that focuses only on the closest
EDUs.

In terms of decoding speed and performance,
end2end systems demonstrate lower F; score but
faster inference compared to transition-based sys-
tems. On the development set of STAC, the infer-
ence time for the end2end system is 2.5 seconds
per document, whereas the transition-based system
takes around 1.8 seconds per sequence, summing
up to around 20 seconds for a complete document
prediction.

Acknowledgments

We thank the anonymous reviewers for their insight-
ful comments and suggestions. We acknowledge
the support of the Natural Sciences and Engineer-
ing Research Council of Canada (NSERC). Nous
remercions le Conseil de recherches en sciences
naturelles et en génie du Canada (CRSNG) de son
soutien. The computing resources are provided by
the Digital Research Alliance of Canada (alliance-
can.ca).

References

Stergos Afantenos, Nicholas Asher, Farah Benamara,
Anais Cadilhac, Cedric Dégremont, Pascal Denis,
Markus Guhe, Simon Keizer, Alex Lascarides, Oliver
Lemon, et al. 2012. Modelling strategic conversation:
model, annotation design and corpus. In Proceedings
of the 16th Workshop on the Semantics and Pragmat-
ics of Dialogue (Seinedial), Paris.

Stergos Afantenos, Eric Kow, Nicholas Asher, and
Jérémy Perret. 2015. Discourse parsing for multi-
party chat dialogues. In Proceedings of the 2015
Conference on Empirical Methods in Natural Lan-
guage Processing, pages 928-937, Lisbon, Portugal.
Association for Computational Linguistics.

Nicholas Asher, Julie Hunter, Mathieu Morey, Bena-
mara Farah, and Stergos Afantenos. 2016. Discourse
structure and dialogue acts in multiparty dialogue:
the STAC corpus. In Proceedings of the Tenth In-
ternational Conference on Language Resources and
Evaluation (LREC’16), pages 2721-2727, PortoroZz,
Slovenia. European Language Resources Association
(ELRA).

Nicholas Asher and Alex Lascarides. 2003. Logics of
conversation. Cambridge University Press.

10

Sonia Badene, Kate Thompson, Jean-Pierre Lorré, and
Nicholas Asher. 2019. Data programming for learn-
ing discourse structure. In Proceedings of the 57th
Annual Meeting of the Association for Computational
Linguistics, pages 640-645, Florence, Italy. Associa-
tion for Computational Linguistics.

Xuefeng Bai, Jialong Wu, Yulong Chen, Zhongqing
Wang, and Yue Zhang. 2023. Constituency parsing
using llms. arXiv preprint arXiv:2310.19462.

Yejin Bang, Samuel Cahyawijaya, Nayeon Lee, Wen-
liang Dai, Dan Su, Bryan Wilie, Holy Lovenia, Ziwei
Ji, Tiezheng Yu, Willy Chung, Quyet V. Do, Yan Xu,
and Pascale Fung. 2023. A multitask, multilingual,
multimodal evaluation of ChatGPT on reasoning, hal-
lucination, and interactivity. In Proceedings of the
13th International Joint Conference on Natural Lan-
guage Processing and the 3rd Conference of the Asia-
Pacific Chapter of the Association for Computational
Linguistics (Volume 1: Long Papers), pages 675718,
Nusa Dua, Bali. Association for Computational Lin-
guistics.

Bernd Bohnet, Chris Alberti, and Michael Collins. 2023.
Coreference resolution through a seq2seq transition-
based system. Transactions of the Association for
Computational Linguistics, 11:212-226.

Samuel R. Bowman, Gabor Angeli, Christopher Potts,
and Christopher D. Manning. 2015. A large anno-
tated corpus for learning natural language inference.
In Proceedings of the 2015 Conference on Empiri-
cal Methods in Natural Language Processing, pages
632-642, Lisbon, Portugal. Association for Compu-
tational Linguistics.

Tom Brown, Benjamin Mann, Nick Ryder, Melanie
Subbiah, Jared D Kaplan, Prafulla Dhariwal, Arvind
Neelakantan, Pranav Shyam, Girish Sastry, Amanda
Askell, et al. 2020. Language models are few-shot
learners. Advances in neural information processing
systems, 33:1877-1901.

Sébastien Bubeck, Varun Chandrasekaran, Ronen El-
dan, Johannes Gehrke, Eric Horvitz, Ece Kamar,
Peter Lee, Yin Tat Lee, Yuanzhi Li, Scott Lund-
berg, et al. 2023. Sparks of artificial general intelli-
gence: Early experiments with gpt-4. arXiv preprint
arXiv:2303.12712.

Chunkit Chan, Jiayang Cheng, Weiqi Wang, Yuxin
Jiang, Tianqing Fang, Xin Liu, and Yangqiu Song.
2023. Chatgpt evaluation on sentence level relations:
A focus on temporal, causal, and discourse relations.
arXiv preprint arXiv:2304.14827.

Ta-Chung Chi and Alexander Rudnicky. 2022. Struc-
tured dialogue discourse parsing. In Proceedings
of the 23rd Annual Meeting of the Special Interest
Group on Discourse and Dialogue, pages 325-335.

Aakanksha Chowdhery, Sharan Narang, Jacob Devlin,
Maarten Bosma, Gaurav Mishra, Adam Roberts, Paul
Barham, Hyung Won Chung, Charles Sutton, Sebas-
tian Gehrmann, et al. 2023. Palm: Scaling language



modeling with pathways. Journal of Machine Learn-
ing Research, 24(240):1-113.

Yoeng-Jin Chu. 1965. On the shortest arborescence of a
directed graph. Scientia Sinica, 14:1396—1400.

Hyung Won Chung, Le Hou, Shayne Longpre, Barret
Zoph, Yi Tay, William Fedus, Yunxuan Li, Xuezhi
Wang, Mostafa Dehghani, Siddhartha Brahma, et al.
2022. Scaling instruction-finetuned language models.
arXiv preprint arXiv:2210.11416.

Jacob Devlin, Ming-Wei Chang, Kenton Lee, and
Kristina Toutanova. 2019. BERT: Pre-training of
deep bidirectional transformers for language under-
standing. In Proceedings of the 2019 Conference of
the North American Chapter of the Association for
Computational Linguistics: Human Language Tech-
nologies, Volume 1 (Long and Short Papers), pages
41714186, Minneapolis, Minnesota. Association for
Computational Linguistics.

Jack Edmonds et al. 1967. Optimum branchings. Jour-
nal of Research of the national Bureau of Standards
B, 71(4):233-240.

Jason M. Eisner. 1996. Three new probabilistic models
for dependency parsing: An exploration. In COLING
1996 Volume 1: The 16th International Conference
on Computational Linguistics.

Xiachong Feng, Xiaocheng Feng, and Bing Qin.
2021. A survey on dialogue summarization: Re-
cent advances and new frontiers. arXiv preprint
arXiv:2107.03175.

Deep Ganguli, Danny Hernandez, Liane Lovitt,
Amanda Askell, Yuntao Bai, Anna Chen, Tom Con-
erly, Nova Dassarma, Dawn Drain, Nelson Elhage,
et al. 2022. Predictability and surprise in large gen-
erative models. In Proceedings of the 2022 ACM
Conference on Fairness, Accountability, and Trans-
parency, pages 1747-1764.

Ivan Habernal, Omnia Zayed, and Iryna Gurevych. 2016.
C4Corpus: Multilingual web-size corpus with free
license. In Proceedings of the Tenth International
Conference on Language Resources and Evaluation
(LREC’16), pages 914-922, Portoroz, Slovenia. Eu-
ropean Language Resources Association (ELRA).

Han He and Jinho D Choi. 2023. Unleashing the true po-
tential of sequence-to-sequence models for sequence
tagging and structure parsing. Transactions of the

Association for Computational Linguistics, 11:582—
599.

Yuchen He, Zhuosheng Zhang, and Hai Zhao. 2021.
Multi-tasking dialogue comprehension with dis-
course parsing. In Proceedings of the 35th Pacific
Asia Conference on Language, Information and Com-
putation, pages 551-561, Shanghai, China. Associa-
tion for Computational Lingustics.

11

Chris Hokamp and Qun Liu. 2017. Lexically con-
strained decoding for sequence generation using grid
beam search. In Proceedings of the 55th Annual
Meeting of the Association for Computational Lin-
guistics (Volume 1: Long Papers), pages 1535-1546,
Vancouver, Canada. Association for Computational
Linguistics.

Matthew A Jaro. 1989. Advances in record-linkage
methodology as applied to matching the 1985 census
of tampa, florida. Journal of the American Statistical
Association, 84(406):414-420.

Takeshi Kojima, Shixiang Shane Gu, Machel Reid, Yu-
taka Matsuo, and Yusuke Iwasawa. 2022. Large lan-
guage models are zero-shot reasoners. Advances in

neural information processing systems, 35:22199—
22213.

Chuyuan Li, Chloé Braud, Maxime Amblard, and
Giuseppe Carenini. 2024. Discourse relation predic-
tion and discourse parsing in dialogues with minimal
supervision. In Proceedings of the 5th Workshop
on Computational Approaches to Discourse (CODI
2024), pages 161-176, St. Julians, Malta. Association
for Computational Linguistics.

Chuyuan Li, Patrick Huber, Wen Xiao, Maxime Am-
blard, Chloe Braud, and Giuseppe Carenini. 2023a.
Discourse structure extraction from pre-trained and
fine-tuned language models in dialogues. In Find-
ings of the Association for Computational Linguistics:
EACL 2023, pages 2562-2579, Dubrovnik, Croatia.
Association for Computational Linguistics.

Jiaqi Li, Ming Liu, Min-Yen Kan, Zihao Zheng, Zekun
Wang, Wengiang Lei, Ting Liu, and Bing Qin. 2020.
Molweni: A challenge multiparty dialogues-based
machine reading comprehension dataset with dis-
course structure. In Proceedings of the 28th Inter-
national Conference on Computational Linguistics,
pages 2642-2652, Barcelona, Spain (Online). Inter-
national Committee on Computational Linguistics.

Jiaqi Li, Ming Liu, Yuxin Wang, Daxing Zhang, and
Bing Qin. 2023b. A speaker-aware multiparty di-
alogue discourse parser with heterogeneous graph
neural network. Cognitive Systems Research, 79:15—
23.

Jiwei Li, Rumeng Li, and Eduard Hovy. 2014. Recur-
sive deep models for discourse parsing. In Proceed-
ings of the 2014 Conference on Empirical Methods
in Natural Language Processing (EMNLP), pages
2061-2069.

Wei Li, Luyao Zhu, Wei Shao, Zonglin Yang, and Erik
Cambria. 2023c. Task-aware self-supervised frame-
work for dialogue discourse parsing. In Findings
of the Association for Computational Linguistics:
EMNLP 2023, pages 14162-14173, Singapore. Asso-
ciation for Computational Linguistics.

Yinhan Liu, Myle Ott, Naman Goyal, Jingfei Du, Man-
dar Joshi, Dangi Chen, Omer Levy, Mike Lewis,
Luke Zettlemoyer, and Veselin Stoyanov. 2019.



Roberta: A robustly optimized bert pretraining ap-
proach. arXiv preprint arXiv:1907.11692.

Zhengyuan Liu and Nancy Chen. 2021. Improving
multi-party dialogue discourse parsing via domain
integration. In Proceedings of the 2nd Workshop on
Computational Approaches to Discourse, pages 122—
127, Punta Cana, Dominican Republic and Online.
Association for Computational Linguistics.

Ilya Loshchilov and Frank Hutter. 2018. Decoupled
weight decay regularization. In International Confer-
ence on Learning Representations.

Ryan Lowe, Nissan Pow, Iulian Serban, and Joelle
Pineau. 2015. The Ubuntu dialogue corpus: A large
dataset for research in unstructured multi-turn dia-
logue systems. In Proceedings of the 16th Annual
Meeting of the Special Interest Group on Discourse
and Dialogue, pages 285-294, Prague, Czech Repub-
lic. Association for Computational Linguistics.

Xinbei Ma, Zhuosheng Zhang, and Hai Zhao. 2023.
Enhanced speaker-aware multi-party multi-turn dia-
logue comprehension. IEEE/ACM Transactions on
Audio, Speech, and Language Processing.

Aru Maekawa, Tsutomu Hirao, Hidetaka Kamigaito,
and Manabu Okumura. 2024. Can we obtain signifi-
cant success in RST discourse parsing by using large
language models? In Proceedings of the 18th Confer-
ence of the European Chapter of the Association for
Computational Linguistics (Volume 1: Long Papers),
pages 2803-2815, St. Julian’s, Malta. Association
for Computational Linguistics.

Philippe Muller, Stergos Afantenos, Pascal Denis, and
Nicholas Asher. 2012. Constrained decoding for text-
level discourse parsing. In Proceedings of COLING
2012, pages 1883—-1900, Mumbai, India. The COL-
ING 2012 Organizing Committee.

Noriki Nishida and Yuji Matsumoto. 2022. Out-of-
domain discourse dependency parsing via bootstrap-
ping: An empirical analysis on its effectiveness and
limitation. Transactions of the Association for Com-
putational Linguistics, 10:127-144.

Joakim Nivre. 2003. An efficient algorithm for pro-
jective dependency parsing. In Proceedings of the
Eighth International Conference on Parsing Tech-
nologies, pages 149-160, Nancy, France.

Joakim Nivre. 2008. Algorithms for deterministic incre-
mental dependency parsing. Computational Linguis-
tics, 34(4):513-553.

Giovanni Paolini, Ben Athiwaratkun, Jason Krone,
Jie Ma, Alessandro Achille, Rishita Anubhai,
Cicero Nogueira dos Santos, Bing Xiang, and Ste-
fano Soatto. 2021. Structured prediction as transla-
tion between augmented natural languages. In 9th
International Conference on Learning Representa-
tions, ICLR 2021, Virtual Event, Austria, May 3-7,
2021. OpenReview.net.

12

Jérémy Perret, Stergos Afantenos, Nicholas Asher, and
Mathieu Morey. 2016. Integer linear programming
for discourse parsing. In Proceedings of the 2016
Conference of the North American Chapter of the
Association for Computational Linguistics: Human
Language Technologies, pages 99-109, San Diego,
California. Association for Computational Linguis-
tics.

Colin Raffel, Noam Shazeer, Adam Roberts, Katherine
Lee, Sharan Narang, Michael Matena, Yanqi Zhou,
Wei Li, and Peter J Liu. 2020. Exploring the lim-
its of transfer learning with a unified text-to-text
transformer. Journal of machine learning research,
21(140):1-67.

Subendhu Rongali, Luca Soldaini, Emilio Monti, and
Wael Hamza. 2020. Don’t parse, generate! A se-
quence to sequence architecture for task-oriented se-
mantic parsing. In WWW °20: The Web Conference
2020, Taipei, Taiwan, April 20-24, 2020, pages 2962—
2968. ACM / IW3C2.

Victor Sanh, Albert Webson, Colin Raffel, Stephen H.
Bach, Lintang Sutawika, Zaid Alyafeai, Antoine
Chaffin, Arnaud Stiegler, Arun Raja, Manan Dey,
M Saiful Bari, Canwen Xu, Urmish Thakker,
Shanya Sharma Sharma, Eliza Szczechla, Taewoon
Kim, Gunjan Chhablani, Nihal V. Nayak, Debajyoti
Datta, Jonathan Chang, Mike Tian-Jian Jiang, Han
Wang, Matteo Manica, Sheng Shen, Zheng Xin Yong,
Harshit Pandey, Rachel Bawden, Thomas Wang, Tr-
ishala Neeraj, Jos Rozen, Abheesht Sharma, An-
drea Santilli, Thibault Févry, Jason Alan Fries, Ryan
Teehan, Teven Le Scao, Stella Biderman, Leo Gao,
Thomas Wolf, and Alexander M. Rush. 2022. Multi-
task prompted training enables zero-shot task gener-
alization. In The Tenth International Conference on
Learning Representations, ICLR 2022, Virtual Event,
April 25-29, 2022. OpenReview.net.

Zhouxing Shi and Minlie Huang. 2019. A deep se-
quential model for discourse parsing on multi-party
dialogues. In Proceedings of the AAAI Conference on
Artificial Intelligence, volume 33, pages 7007-7014.

Mohammad Shoeybi, Mostofa Patwary, Raul Puri,
Patrick LeGresley, Jared Casper, and Bryan Catan-
zaro. 2019. Megatron-Im: Training multi-billion
parameter language models using model parallelism.
arXiv preprint arXiv:1909.08053.

Aarohi Srivastava, Abhinav Rastogi, Abhishek Rao,
Abu Awal Shoeb, Abubakar Abid, Adam Fisch,
Adam R Brown, Adam Santoro, Aditya Gupta, Adri
Garriga-Alonso, et al. 2023. Beyond the imitation
game: Quantifying and extrapolating the capabili-
ties of language models. Transactions on machine
learning research.

Hugo Touvron, Louis Martin, Kevin Stone, Peter Al-
bert, Amjad Almahairi, Yasmine Babaei, Nikolay
Bashlykov, Soumya Batra, Prajjwal Bhargava, Shruti
Bhosale, et al. 2023. Llama 2: Open founda-
tion and fine-tuned chat models. arXiv preprint
arXiv:2307.09288.



Gorka Urbizu, Ander Soraluze, and Olatz Arregi. 2020.
Sequence to sequence coreference resolution. In Pro-
ceedings of the Third Workshop on Computational
Models of Reference, Anaphora and Coreference,
pages 39-46, Barcelona, Spain (online). Association
for Computational Linguistics.

Oriol Vinyals, Meire Fortunato, and Navdeep Jaitly.
2015. Pointer networks. Advances in neural infor-
mation processing systems, 28.

Ante Wang, Linfeng Song, Hui Jiang, Shaopeng Lai,
Junfeng Yao, Min Zhang, and Jinsong Su. 2021a. A
structure self-aware model for discourse parsing on
multi-party dialogues. In Proceedings of the Thirti-
eth International Conference on International Joint
Conferences on Artificial Intelligence.

Ante Wang, Linfeng Song, Lifeng Jin, Junfeng Yao,
Haitao Mi, Chen Lin, Jinsong Su, and Dong Yu. 2023.
D 2 psg: Multi-party dialogue discourse parsing as
sequence generation. I[EEE/ACM Transactions on
Audio, Speech, and Language Processing.

Jinfeng Wang, Longyin Zhang, and Fang Kong. 2021b.
Multi-level cohesion information modeling for better
written and dialogue discourse parsing. In Natural
Language Processing and Chinese Computing - 10th
CCF International Conference, NLPCC 2021, Qing-
dao, China, October 13-17, 2021, Proceedings, Part
I, volume 13028 of Lecture Notes in Computer Sci-
ence, pages 40-52. Springer.

Jason Wei, Maarten Bosma, Vincent Y. Zhao, Kelvin
Guu, Adams Wei Yu, Brian Lester, Nan Du, An-
drew M. Dai, and Quoc V. Le. 2022. Finetuned
language models are zero-shot learners. In The Tenth
International Conference on Learning Representa-
tions, ICLR 2022, Virtual Event, April 25-29, 2022.
OpenReview.net.

Jingxuan Yang, Kerui Xu, Jun Xu, Si Li, Sheng Gao,
Jun Guo, Nianwen Xue, and Ji-Rong Wen. 2021. A
joint model for dropped pronoun recovery and con-
versational discourse parsing in Chinese conversa-
tional speech. In Proceedings of the 59th Annual
Meeting of the Association for Computational Lin-
guistics and the 11th International Joint Conference
on Natural Language Processing (Volume 1: Long
Papers), pages 1752—-1763, Online. Association for
Computational Linguistics.

Zhilin Yang, Peng Qi, Saizheng Zhang, Yoshua Bengio,
William Cohen, Ruslan Salakhutdinov, and Christo-
pher D. Manning. 2018. HotpotQA: A dataset for
diverse, explainable multi-hop question answering.
In Proceedings of the 2018 Conference on Empiri-
cal Methods in Natural Language Processing, pages
2369-2380, Brussels, Belgium. Association for Com-
putational Linguistics.

Nan Yu, Guohong Fu, and Min Zhang. 2022. Speaker-
aware discourse parsing on multi-party dialogues. In
Proceedings of the 29th International Conference
on Computational Linguistics, pages 5372-5382,

13

Gyeongju, Republic of Korea. International Com-
mittee on Computational Linguistics.

Wenzheng Zhang, Sam Wiseman, and Karl Stratos.
2023. Seq?2seq is all you need for coreference res-
olution. In Proceedings of the 2023 Conference on
Empirical Methods in Natural Language Process-
ing, pages 11493—-11504, Singapore. Association for
Computational Linguistics.

A Experimental Setup

The data statistics are given in Table 5. All our
experiments are conducted on TO model (Sanh
et al.,, 2022) with the 3B checkpoint: https:
//huggingface.co/bigscience/T0_3B. The
hyper-parameters for fine-tuning are kept as simple
as possible. We do not apply parameter efficient
fine-tuning techniques nor use lower precision dur-
ing training. We apply a constant learning rate
(5e-b) using the AdamW optimizer (Loshchilov
and Hutter, 2018). The mini-batch sizes are set to
4 for both natural and augmented schemes. The
maximum input and output lengths are set to 512
and 1024. To fit in the positional embeddings of
TO, we discard 36 and 6 documents in the STAC
train and development sets, respectively. The ac-
tual training and development sets thus contain
911 and 97 documents, respectively. The test set
is not affected. No document is discard for Mol-
weni. On Seq2Seq-DDP system, we train for a
maximum of 20 epochs on STAC (resp. 10 epochs
on Molweni) for 3B models, which takes about 5
hours (resp. 13 hours) on 1 A100 80G GPU. On
Seq2Seq-DDP+Transition system, we train for a
maximum of 10 epochs on STAC (resp. 5 epochs
on Molweni), which takes around 12 hours (resp.
60 hours).

B Seq2Seq-DDP System Examples of
Erroneous Generation

Table 6 presents a few concrete examples of
the error generations using Seq2Seq-DDP system.
Specifically, we find that in natural scheme, 38
EDUs from 19 documents are hallucinated; 22
EDUs are not predicted (missed) in 11 documents,
all of which have an EDU index greater than 18. In
the augmented scheme, there are no hallucinated
EDUs; 3 EDUs are not predicted. The typical error
in this format comes from the wrong counting of
large EDU index, as shown in in the Table.



Train Development Test
Dataset #Doc #Sent #Token #Doc #Sent #Token #Doc #Sent #Token
STAC 911 10& 47k 97 1% 5k 109 1% 5k
Molweni 9000 79k 945k 500 4k 52k 500 4k 52k

Table 5: Data statistics for STAC and Molweni corpora. The numbers of documents, utterances, and tokens in
training, development, and test sets are listed.

Error

X

Y

Y

Hallu

ZTnat: ---le13] Gaeilgeoir: Tl
try again [e14] nareik15: cool :)
[e15] Gaeilgeoir: I'm definitely
giving wheat [e16] Gaeilgeoir: 1
have no sheep :)

Ynat: ---l€14] 1s Acknowledge-
ment of [ey3] ; [e15] is Continua-
tion of [e13] ; [e16] is Elaboration
of [e15].

Unat: [e14] is Acknowledgement
of [e12] ; [e15] is Result of [e14] ;
le16] is QA-pair of [e15] ; [e17] is
Contrast of [e¢].

Miss

Tnat: [€o] ztime: morning.
[e1] Shawnus: hey [e2] Shawnus:
good morning ...[e2g] ztime:
damn [eog] Shawnus:
placed/ [e3p] Shawnus: ?
[e31] somdechn: Need to undo
are you? [esz] ztime: no.
[ess] ztime: you took the spot I
was looking at. [e34] ztime: no
it’s fine. [e35] Shawnus: hahaha
[e3g] somdechn: Got to be mean
here.

mis-

Ynat: [eo] 1s Toot; [€1] is Acknowl-
edgement of [eg] ; [e2] is Elabora-
tion of [e1] ; ...[eag] is Clarifica-
tion_question of [esg] ; [eso] is
Correction of [eag] ; [e31] is
Clarification_question of [esg] ;
[e32] is QA-pair of [eg9] ; [e33] is
Explanation of [es2] ; [es4] is
QA-pair of [e31] ; [e35] is Com-
ment of [e32] ; [e36] is Comment
of [e32].

Unat: [eo] is root; [e1] is Acknowl-
edgement of [eg] ; [e2] is Contin-
uation of [e1] ; ...[ea9] is Com-
ment of [eag] ; [e3p] is Comment
of [eag] ; [e3p] 1s Comment of
[eas] ; [e30] is Comment of [eag] ;
[e30] is Comment of [eog]

Count

Taug: [ ztime: morning ]
[ Shawnus: hey ] [ Shawnus:
good morning ] ...[ ztime:
damn ] [ Shawnus: misplaced/ ] [
Shawnus: ? ] [ somdechn: Need
to undo are you? ] [ ztime: no.. ]
[ ztime: you took the spot I was
looking at. ] [ ztime: no it’s fine ]
[ Shawnus: hahaha | [ somdechn:
Got to be mean here. |

Yaug: [ ztime: morning | e; | root
= eo ] [ Shawnus: hey | e; | Ac-
knowledgement = e ] [ Shawnus:
good morning | ey | Elabo-
ration = e; | ...[ Shawnus:
misplaced/ | ey | Clarifica-
tion_question = esg | [ Shawnus:
? | eso | Correction = e |
[ somdechn: Need to undo are
you? | e3y | Clarification_question
= egg ] [ ztime: no. | e3a | QA-
pair = egg ] [ ztime: you took the
spot I was looking at. | esg | Ex-
planation = ess ] [ ztime: no
it’s fine. | e34 | QA-pair = e3; ]
[ Shawnus: hahaha | e35 | Com-
ment = e3o | [ somdechn: Got to
be mean here. | e3g | Comment =
es2 ]

Jaug: [ ztime: morning | e; | root
= eo ] [ Shawnus: hey | e1 | Ac-
knowledgement = e | [ Shawnus:
good morning | ey | Continua-
tion = e1 ] ...[ Shawnus: mis-
placed/ | | QA-pair = egy ]
[ Shawnus:? | | Continua-
tion = egy | [ somdechn: Need
to undo are you? | | Clarifi-
cation_question = eg4 ] [ ztime:
no. | | QA-pair = €94 ] [ ztime:
you took the spot I was looking at.
| | Explanation = e94 ] [ ztime:
no it’s fine. | | Acknowledge-
ment = ey ] [ Shawnus: hahaha |

| Comment = 94 ] [ Shawnus:
hahaha | | Comment = ey ]
[ Shawnus: hahaha |

Table 6: Error generation examples in STAC corpus. z, y, ¢ refer to resp. source input, target output, and generated
output. “Hallu”: hallucinated EDU in teal; “Miss”: missing EDUs in cyan; “Count”: wrong counting of EDU index

in

. False predictions are in red.
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Abstract

More and more corpora are being annotated
with Rhetorical Structure Theory (RST) trees,
often in a multi-layer scenario, as analyzing
RST annotations in combination with other lay-
ers can lead to a deeper understanding of texts.
To date, prior work on RST for the analysis of
diplomatic language however, is scarce. We
are interested in political speeches and inves-
tigate what rhetorical strategies diplomats use
to communicate critique or deal with disputes.
To this end, we present a new dataset with RST
annotations of 82 diplomatic speeches aligned
to existing Conflict annotations (UNSC-RST).
We explore ways of using rhetorical trees to
analyze an annotated multi-layer corpus, look-
ing at both the relation distribution and the tree
structure of speeches. In preliminary analyses
we already see patterns that are characteristic
for particular topics or countries.

1

The United Nations Security Council (UNSC)
meetings offer a unique longitudinal, cross-
thematic resource on diplomatic interactions. Tran-
scriptions of these meetings (Schonfeld et al., 2019)
are a valuable corpus to study language use and
communication style in an international relations
context. In this paper, we study rhetorical style in
diplomatic speech, by analyzing UNSC speeches
from the perspective of Rhetorical Structure Theory
(RST) (Mann and Thompson, 1988).

RST aims to capture the structure of a text by
combining its elementary discourse units (EDUs)
into one single, hierarchical tree structure. RST
trees have proven to be useful in several down-
stream tasks, including characterizing genre distinc-
tions (Sun et al., 2021; Liu and Zeldes, 2023), inves-
tigating text complexity (Hewett, 2023; Williams
and Power, 2008) and fake news analysis (Rubin
and Vashchilko, 2012; Popoola, 2017). However,
little work has been done on RST in political and
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diplomatic context, with a notable exception pre-
sented by Zeldes (2017). We address this gap by
presenting a new corpus of 82 UNSC speeches
annotated with RST trees. The resulting corpus
(henceforth referred to as UNSC-RST) overlaps
with our earlier work (Zaczynska et al., 2024),
in which we annotated verbal Conflicts in UNSC
speeches. In this paper, we present a multi-layer
corpus of both RST trees and linguistic markers of
Conflicts. We demonstrate how combining the two
layers can reveal strategies in verbalizing disputes
in a diplomatic setting. The main contributions of
this paper are:

First, we present a new corpus with RST annota-
tions for 82 diplomatic speeches from the UNSC.
We adopt the RST annotation guidelines from ear-
lier work (Carlson and Marcu, 2001; Zeldes, 2017,
Stede et al., 2017), but make amendments tailored
to the characteristics of diplomatic language. We
include and discuss inter-annotator agreement, and
publish our annotation guidelines.

Second, we combine our obtained RST anno-
tations with earlier annotations of Conflict over
the same texts, and use insights from argumenta-
tion analysis (Stede, 2016), to demonstrate how
conclusions can be drawn on strategies to express
Conflict. We compare the rhetorical style used by
different countries (the five permanent members
of the UNSC, plus Ukraine) and in different top-
ics (debates concerning the situation in Ukraine,
and the Women, Peace and Security agenda), and
show, for example, that Conflicts are not as often
supported by causal or justification relations as one
might expect.

Our work provides an empirical basis for Politi-
cal Science and International Relations researchers
who are interested in understanding rhetorical
styles used by representatives of different countries
and in different contexts. The dataset, guidelines
and code are available at: https://github.com/
linatal/rhetorical _UNSC
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Figure 1: RST subtree from UNSC-RST (S/PV.7658,
United States of America)

2 Background

This section first provides an overview of earlier
work related to RST, and then describes the UNSC
Conflicts Corpus that our work is based on.

2.1 RST Theory and Corpora

RST (Mann and Thompson, 1988) is a theory for
analyzing the organization of texts and looks at
discourse from an intention-driven perspective. It
represents the structure of text in terms of coher-
ence relations between text spans and captures the
“plan” the author devised to influence their audi-
ence. Annotating texts with RST consists of two
main steps: 1) segmenting the text into so-called
Elementary Discourse Units (EDUs) and 2) orga-
nizing the EDUs into a single, hierarchical tree-
structure. The result is a tree with hierarchically
weighted EDUs, capturing the relative importance
of each unit. Fig. 1' shows an RST tree with EDUs
and discourse relations relations between EDUs.
Most relations express a hierarchical relation be-
tween EDUs; they connect a less important EDU
(called the satellite) to the more more important
one (the nucleus). In Fig. 1, EDU 4 is supporting
the decision described in EDUs 1-3 by providing a
REASON for the decision. Some relations, however,
join equally-weighted EDUs, such as SAME-UNIT,
which in the example connects two EDUs (1 and
3) that are interrupted by an E- ELABORATION (2).

Existing RST corpora such as the RST Discourse
Treebank (RST-DT) (Carlson et al., 2001, 2002),
the RST layer of the Georgetown University Multi-
layer corpus (GUM) (Zeldes, 2017) and the RST
layer of the Potsdam Commentary Corpus (hence-
forth: PCC-RST) (Stede et al., 2017) each come

'All RST examples are taken from UNSC-RST. We pro-
vide an official debate ID, beginning with S/PV and the coun-
try of the speaker, for each example.

with their own, slightly different versions of annota-
tion guidelines. The guidelines of our UNSC-RST
corpus are based on both the RST-DT and PCC-
RST: For EDU segmentation, we use the RST-DT
guidelines, and for relation annotation, we adopt
(and slightly modify) the relation set from the PCC-
RST (see Section 3.1 for more information on our
relation set).

Our UNSC-RST corpus is an addition to the col-
lection of RST-annotated texts, of which, to the best
of our knowledge, only one covers texts from the
political domain: The GUM corpus, since its v7.0.0
version, includes 15 speeches given in the UN Gen-
eral Assembly (16,720 tokens).> In comparison,
the UNSC-RST corpus contains more speeches (82
vs. 15 in GUM) and more tokens (56,535 vs. 16,720
in GUM).

Obtaining RST trees automatically is the goal of
RST parsing (Nguyen et al., 2021; Kobayashi et al.,
2021; Liu and Zeldes, 2023), and RST trees have
been used for downstream tasks such as text qual-
ity assessment (Skoufaki, 2020), summarization
(Altmami and Menai, 2020), sentiment analysis
(Kraus and Feuerriegel, 2019), and argument min-
ing (Hewett et al., 2019).

2.2 The UNSC Conflicts Corpus

Our RST annotations are done over the same
speeches as the Conflict annotations in the UNSC
Conflicts corpus (UNSCon) (Zaczynska et al.,
2024). There, Conflicts are defined as verbalized
disagreements or critique towards someone present
at the UNSC debate (and the term Conflict does
not refer to a military or physical conflict). There
are different sub-types of Conflict:

* Direct Negative Evaluations (Di-
rect_NegEval) describe Conflicts where
the speaker directly directs the critique to
another country.

Example: This is a claim that takes Russia’s
distortion of international law to a new level.
(S/PV.7165, United Kingdom and Northern

Ireland)?
* Indirect Negative  Evaluations (Indi-

rect_NegEval) describe Conflicts where
some intermediate entity serving as a proxy is
criticized instead of the other country directly.
This can be done, for example, by criticizing

https://github.com/amir-zeldes/gum/releases/

tag/V7.0.0.
3Examples are taken from UNSC debates on the situation
in Ukraine.



a group acting on behalf of another country,
or by criticizing a resolution the other country
is supporting.

Example: It is clear where responsibility lies:
with the senseless violence of armed sepa-
ratists and with those who have supported,
equipped and advised them. (S/PV.7165,
United Kingdom and Northern Ireland)
Challenging statements accuse another coun-
try of not telling the truth (see example be-
low).

Corrections rectify the allegedly false state-
ment.

Example: To conclude, one of our colleagues
said that Kyiv had extended a hand to Moscow
and that we had refused to reciprocate. (Chal-
lenge)

But the problem is not with Moscow;, it has to
do with the fact that Kyiv should have been
the one to extend a hand to its people and re-
gions, [...]. (Correction) (S/PV.7138, Russian
Federation)

3 Annotations and Data

In the following, we describe our annotation guide-
lines, the annotation procedure, and corpus statis-
tics.

3.1 RST Guidelines Expansion

The first step in RST annotation is EDU segmenta-
tion. EDUs are sentences or smaller units (mostly
clauses). Since in the UNSCon the speeches are
already segmented into EDUs for its Conflicts an-
notation, we directly use their segmentation and
refer to Zaczynska et al. (2024) for details on seg-
mentation. The second step in RST annotation con-
sists of choosing discourse relations to link EDUs.
The next section describes our modifications to the
PCC-RST relations guidelines.

3.1.1 Additional Relations

We use the discourse relation set of (Stede et al.,
2017), and include four additional relations (all
taken from RST-DT, except for TOPIC-COMMENT,
which is from GUM): SAME-UNIT, ATTRIBU-
TION, TEXTUAL-ORGANIZATION, and TOPIC-
COMMENT. Since the sentence structure in the
UNSC speeches is relatively complex (see Zaczyn-
ska et al. (2024, Table 1)) we found many cases
where the EDU was interrupted by one or more
embedded discourse units. To connect interrupted
EDUs we use the SAME-UNIT relation. We also
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include ATTRIBUTION, which serves to identify
the speaker or source of a statement, because for
the analysis of Conflicts it can be important to see
whether speakers refer to other sources or to them-
selves (for example, when accusing someone of a
false statement, like in Challenge-type Conflicts).
We use TEXTUAL-ORGANIZATION to make links
between different structural elements, such as be-
tween the title and the body of the text, or between
a section heading and the following text. TOPIC-
COMMENT is used for EDUs that do not contribute
propositional content to the discourse, including
back-channeling, incomplete utterances, and fillers.

3.1.2 Merging Relations

In the guidelines by Stede et al. (2017), REA-
SON and JUSTIFY both describe EDUs that aim
to change the attitude of the reader. The difference
is that for REASON, the claim is supported by a
subjective assessment, while JUSTIFY describes a
general basic attitude of the writer. Because this
difference seems not relevant for our genre here,
we decided to merge both relations and call them
REASON.

3.1.3 Rhetorical Questions

A particular challenge was the annotation of rhetor-
ical questions, which appear quite frequently in
the speeches. In RST-DT, they are labeled as
RHETORICAL-QUESTION, which is a sub-type of
Topric-COMMENT. However, ideally an RST rela-
tion should express the purpose of a unit in relation
to another one, rather than characterizing a single
unit in itself. Since rhetorical questions often have
the purpose to emphasize for example a REASON
for a claim, or the EVALUATION of a situation or
statement, we decided to use these relations, in-
stead of the general TOPIC-COMMENT relation.
We only use TOPIC-COMMENT in cases where it is
possible to remove the rhetorical question without
losing essential information. For more details on
the RST relations, we refer to the RST annotation
guideline amendment provided in our repository.

3.2 RST-Annotation Procedure

We used the RSTWeb annotation tool for tree build-
ing (Zeldes, 2016). Five annotators were trained
for over a month for the first round of RST annota-
tions. Then we conducted parallel annotations for
a subset of 32 speeches, with two annotations per
speech, based on the guidelines from Stede et al.
(2017). For statistical evaluation we use the tool



RST-Tace (Wan et al., 2019), which is based on
a qualitative method for comparing RST trees as
described in Iruskieta et al. (2015). We computed
inter-annotator agreement and found an overall av-
erage kappa of 0.44. The kappa score for nuclear-
ity (defining the relative importance of an EDU) is
0.43; for relations it is 0.31; for constituents (the
central nucleus) it is 0.43, and for attachment points
(the direction of the relation) it is 0.51.

A confusion matrix providing more information
about disagreements is given in Appendix A. Note
that for the gold annotation we added four relations
to the list of relations (see section 3.1.1). Most
of the mismatches in the annotations can be re-
lated to semantic similarity of the chosen relations.
For example, a frequent source of disagreement
was LIST vs. CONJUNCTION. Both are essen-
tially enumerating EDUs of the same importance,
one using typographical connectors like commas
or semicolons, the latter using conjunctions like
and and or. Another frequent disagreement was be-
tween E-ELABORATION and ELABORATION. This
has also been reported by Hewett (2023). Both
relations state that the topic of the discourse is
being continued in a more specific way, but for E-
ELABORATION, the additional information is only
on a single entity.

After we obtained the preliminary annotations
for IAA calculation, we proceeded to form the ad-
judicated gold annotations. Two annotators (one
is an author of this paper) annotated the entire cor-
pus of 82 speeches, and continuously discussed
progress via chat and in weekly meetings, thus cre-
ating the gold annotations according to the updated
guidelines.

For the final trees, we decided to make use of the
given paragraph breaks within the speech transcrip-
tions. This means we first annotated adjacent EDUs
for all paragraphs individually and then completed
the tree for the whole speech. This way, we speeded
up the annotation process for longer speeches. An-
other advantage was that it enables us to compare
sub-tree structures and discourse relation distribu-
tions, as well as to find local most-important EDUs
within the paragraphs (see Section 4).

3.3 UNSC-RST Corpus Statistics

The UNSC-RST corpus includes 85 speeches and
therefore 85 RST trees with 60.87 EDUs per tree
on average and 11.32 tokens per EDU on average
(56,535 tokens in total). It covers almost all of
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the speeches from the UNSCon.* The smallest
tree has only seven EDUs (S/PV.7138_spch016,
Jordan), whereas the largest one has 194 EDUs
(S/PV.7165_spch019, Ukraine). There are six de-
bates in total, covering two topics: Four debates (61
speeches) on the situation in Ukraine (from 2014),
and two debates (24 speeches) on the "Women,
Peace, and Security" agenda (both from 2016) deal-
ing with gender aspects in security issues. The
corpus includes 578 paragraphs, which are seven
paragraphs on average per speech, with a maximum
of 20 paragraphs per speech.

4 Methods

In this section, we describe the kinds of quantita-
tive and qualitative analyses that we performed;
the corresponding results will follow in the next
section.

4.1 Distribution of Discourse Relations

Inspired by Popoola (2017); Hewett (2023) and
others, we first look at the discourse relation distri-
bution. We compare the frequency of RST relations
and Conflict annotations per EDU on the leaf nodes
(EDUs on the lowest level). In order to compare
the distribution of relations between Conflicts, we
look at the percentage of RST relations used per
Conflict type. PCC-RST divides the set of RST
relations into four groups according to their func-
tion: (1) Pragmatic relations serve to change the
attitude of another person; (2) semantic relations
describe states of affairs in the world; (3) textual
relations organize the text and make its understand-
ing easier; and (4) multinuclear relations enlist two
or more EDUs of same importance in a relatively
weak rhetorical relation. For our purposes here, we
separately build the group of (5) contrastive rela-
tions that focus on differences or incompatibility of
two propositions, often by weighting one as more
important than the other. We have not assigned
ATTRIBUTIONS to any group because they repre-
sent the purely formal action of marking reported
speech, without additional rhetorical effect.

Since we are interested in how a Conflict is
embedded in the text structure, we also compare
the distribution of discourse relations within para-
graphs. Thus we compare paragraphs with at least
one Conflict annotation to those having no Conflict
annotation.

*Two speeches were missing in the UNSC-RST at the time
we conducted the experiments described in this paper.



We assume that diplomats use more pragmatic
RST relations for Conflicts than for Non-Conflicts,
because speakers can use pragmatic relations to
motivate their criticism of another party, and to
strengthen potential coalitions against the criticized
position. They can also appeal to the criticized
country to change their behavior or to take/refrain
from a particular action. The results on relation
distribution are in section 5.1.

4.2 Analyzing the Tree Structure: Nuclearity
Mass Distribution

Besides relation distribution, we inspect the tree
structure resulting from the RST annotation. The
central nucleus (CN) is interpreted as the central
statement of the text covered by the tree, and can
be reached starting at the top of the tree by follow-
ing only ‘nucleus’ edges towards the leaf nodes
(Mann et al., 1992). Looking at the overall shape
of the tree, we can distinguish between "deeper"
RST trees that are centered around one core EDU
to which there is a single distinctive longest path,
and "flatter" trees that have several more or less
equally weighted EDUs. Stede (2016) found that
for short argumentative texts, deeper trees correlate
with more strongly opinionated texts, in compari-
son to flat trees that can signal more descriptively-
oriented text. Making use of the Conflict annotation
for the analysis, we were interested in a potential
difference between RST trees used for paragraphs
with a high proportion of Conflicts versus Non-
Conflicts. We look at two levels for the analysis:

Topics The UNSC Conflicts corpus includes two
topics, each with a different potential for Conflict.
The first topic encompasses debates from 2014
about the Ukraine crisis ("Ukraine"), dealing with
military conflict in which there are opposing con-
flicting parties. The second topic encompasses the
Women, Peace and Security ("WPS") agenda, deal-
ing with norm debates. Generally, the Ukraine de-
bates have a more confrontational nature, whereas
the WPS debates are largely about reporting on the
current situation. Therefore, we expect the Ukraine
debates to be more argumentative than the WPS
ones.

Countries We compare speeches given by the
permanent members of the UNSC: China, France,
Russian Federation, United Kingdom, and the
Unites States of America. For the Ukraine agenda,
we additionally include speeches given on behalf
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of Ukraine.

We evaluate two methods to analyze the tree
structures described in (Stede, 2016), who used
it for the depth of argumentation on a small-scale
analysis, and adapt the methods on a larger scale for
Conflicts in diplomatic speech. More precisely, we
describe two methods for characterizing the depth
of an RST tree, both based on the so-called Nucle-
arity Mass (NM) distribution (Stede, 2016). The
first Nuclearity Mass (NM1) value considers solely
the number of central nodes, whereas the second
Nuclearity Mass (NM2) also takes into account the
distance of each node from the root. Central nuclei
(CNs) are those EDUs that have zero or one satel-
lite relations on the path from the leaf EDU node
to the root of the tree.’

(1) NM1 describes the proportion of CNs to all
leaf nodes. For example, the set of leaf nodes
in Fig. 1 consists of four EDUs with two CNs.
The NM1 value for this tree is therefore 0.5
(2/4).

(2) NM2 additionally includes the length of the
path from the leaf node up to the root (I;).
NM2 is the sum of ]; of the CNs, divided by
the sum of all ;. In the example, the root node
of the subtree comprises EDUs 1-3. The |
value for CNs is 13 (4+5+4); the I; value for
the full subtree is 16 (4+5+4+3). Given the
multinuclear relations in this tree (EDUs 1-3),
the NM2 value is 0.81 (13/16).

5 Results and Discussion

5.1 Relation Distribution

In this section, we discuss the overlap of Conflict
types and the frequency of RST relations when
only considering leaf nodes (Fig. 2 and 3) and
inside a paragraph (Fig. 4). Note that in Fig. 2
we did not include relations that indicate mere tex-
tual organization (such as SAME-UNIT) or that are
too infrequent (less than 10 occurrences both for
leaf nodes and paragraphs). We merged the causal
relations REASON-N and REASON (to REASON)
because they only differ in how they weight two
EDUgs, i.e. whether the cause is more important
than the reason or the other way around. Similarly,

3 Following Stede (2016), we allow one satellite relation
for CN, since we often encounter pairs of EDUs where the
satellite elaborates the nucleus but still is strongly connected
to the content of the nucleus (i.e., not digressing).



we merge EVALUATION-N and EVALUATION-S
(to EVALUATION).

Attribution: Looking at ATTRIBUTION relations
in Fig. 3, we notice a high proportion of Challeng-
ing (18.29%) and Correcting (6.29%) Conflicts.
The high frequency of this relation is to some de-
gree expected since Challenges are questioning
the truthfulness of statements by another party and
therefore are also reporting on what someone has
(allegedly) said. Corrections are correcting an al-
legedly false statement, potentially citing a source
of information (recall that ATTRIBUTIONS mark
reported speech).

Pragmatic Relations: In section 4.1, we specu-
lated that diplomats use more pragmatic relations
for Conflicts than Non-Conflicts because these dis-
course relations describe the argumentation of the
speaker, like justifying a thesis that the author
has proposed (EVIDENCE, REASON), or evaluat-
ing a state of affairs from the author’s perspective
(EVALUATION). In fact, EVALUATION is slightly
more often used in Direct_NegEval (2.06%) than
for Non-Conflicts (1.52%), and EVIDENCE appears
more often in Indirect_NegEval (1.13%) than in
Non-Conflicts (0.93%) (Fig. 3). Nevertheless, Con-
flicts in general are less often annotated with EVAL-
UATION or other pragmatic relations relations than
Non-Conflicts (3.6% pragmatic relations in Con-
flicts, 5.52% in Non-Conflicts) (Fig. 2).

When including the upper levels of the tree
(Fig. 4), we see that paragraphs with NegEval Con-
flicts have only slightly more occurrences of RST
relations expressing a justification with EVIDENCE
and EVALUATION than paragraphs without Con-
flicts. Nevertheless, REASONS are found more
often for Non-Conflicts than for Conflicts.

Contrastive Relations: Contrastive relations are
generally more frequently used in Conflicts than in
Non-Conflicts (Fig. 2) (4.02% versus 2.5%). Look-
ing at the Conflict types in more detail (Fig. 3),
we see that especially Challenge and Correction
have a high proportion of ANTITHESIS and CON-
TRAST relations, which focus on the difference
(CONTRAST) or incompatibility (ANTITHESIS) of
two statements, and therefore the co-occurrence is
to be expected. For Direct_NegEval we see a peak
for CONCESSION, which compares two incompati-
ble states of affairs while regarding the content of
one (the nucleus) more important than the other.
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Multinuclear and Semantic Relations: We
observe a high peak for CONJUNCTIONS for
Conflicts and Non-Conflicts, which marks an
enumeration and expresses otherwise little extra
meaning. Semantic relations describing, for
example, local or temporal CIRCUMSTANCES,
causal relations expressing RESULT or PURPOSE
appear proportionally more often in Conflicts,
especially in cases marked as Direct_NegEval.

Summarizing these results, we discuss possible
first interpretations of the rhetorical strategies we
can discern from the relation distribution analysis.
For a more extensive discussion, we would need
more qualitative analysis involving domain experts,
to be able to generalize what the relation distribu-
tion could implicate for rhetorical strategies used
in the UNSC.

Contrary to our hypothesis that Conflicts are
more often justified than no Conflicts, in our cor-
pus, pragmatic/justifying relations such as EVALU-
ATION or REASON occur with similar frequencies
in texts that do or do not contain Conflicts. On the
other hand, we see some semantic relations, such
as E-ELABORATION and PURPOSE, more often
used with Conflicts than for Non-Conflicts. Look-
ing into the speeches, we find that within a Conflict
statement, often not only the actions of others are
criticized, but especially the ascribed intention of
the actors performing the action. These cases are
annotated as PURPOSE, which could explain the
generally high frequency of this relation.

Further, contrastive relations are more frequently
used for Conflicts than for no Conflicts. We saw
in a first qualitative study for the WPS debates that
diplomats frequently place a positive statement in
front of a direct critique that is then contrasted with
the latter. Our annotators often used CONTRAST
or CONCESSION to relate those two parts, which
can indicate a rhetoric strategy to de-emphasize the
verbalized critique. Again, these observations will
need to be doublechecked with domain experts and
tested on more data, but we include them here to
exemplify what kind of analysis our corpus poten-
tially enables.

5.2 Tree Structure Analysis

5.2.1 Nuclearity Mass and Tree Size

At first, we computed the NM1 and NM2 values for
complete RST trees, but after some consideration,
looked at subtrees within paragraphs instead. The
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Figure 3: Normalized frequency of RST relations per
Conflict type in leave nodes.

reason is that the NM value is sensitive to the size
of the tree. In practice, annotators tend to establish
a hierarchy between two EDUs, and choose mult-
inuclear relations much less frequently (often for
listings). Only multinuclear relations, which assign
an equal weight to discourse units, lead to multi-
ple CNs. As a consequence, we observe that the
larger the tree, the smaller the NM value. Since the
speeches in the UNSC Corpus have a large variety
of tree length (see Section 3.3), this observation is
especially important for our UNSC-RST.

To quantify this, the standard deviation for num-
ber of EDUs per speech/entire tree is 42.67, and for
the number of CNs per speech it is six times lower
(7.0). Looking at the same values for paragraphs,
the standard deviation for EDUs per paragraph is
5.6, and for CNs it is 2.1, which is only 2.7 times
lower. Since both NM measures are based on the
ratio of leaf nodes to CNs, we decided to continue
inspecting subtrees at the paragraph level in order
to achieve better comparability of the trees.
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Figure 4: Normalized frequency of RST relations in
paragraphs.

5.2.2 Results and Discussion Nuclearity Mass

For a paragraph to be labeled as Conflict, we define
that at least one third of the EDUs in the para-
graph should be marked with one of the Conflict
types. Otherwise, the paragraphs are marked as
Non-Conflict. Note that for the analysis of dis-
course relation distribution in paragraphs (Section
5.1), only one EDU had to contain a Conflict type
to be marked as Conflict, since Conflict types are
too sparsely distributed to establish a higher thresh-
old.

Topics: Broadly comparing the values for both
measures NM1 and NM2, we see that they show
similar results, but the NM2 values are generally
smaller than NM1 values. Looking at Figure 5
on the left, showing the distribution NM values
using both measurements, we see that the values
for NM1 are higher than for NM2, but both mea-
surements show that the NM distribution is slightly
lower for Ukraine than for WPS. The fact that the
WPS debates have more discourse units of equal
importance is in line with our expectations, as the
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WPS debates are often about summarizing what
has been achieved in terms of gender and security
issues and the situation in different countries.

Topics and Conflicts: Interestingly, comparing
the topics with Conflicts versus Non-Conflicts para-
graphs, we see that the difference between the top-
ics is only in the Conflict, and that paragraphs with
low proportion of Conflict types have similar NM
Density values for both topics and both measures
NM1 and NM2 (0.23 NM1 and 0.08 NM2 for both
topics). One possible explanation would be that the
Conflicts in WPS are rhetorically embedded and
there is not one central message to which all the
discourse units are leading (0.37 for NM1 and 0.14
NM?2 for Conflict respectively). For Ukraine, on
the other hand, it seems to be the opposite, with
smaller values of 0.19 NM1 and 0.05 NM2 in Con-
flicts for Ukraine, and therefore having deeper tree
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structures towards one EDU. Whether this means
that the Conflicts in Ukraine are formulated with
more intensity must be assessed by political scien-
tists, but it would be a possible conclusion of the
tree structures that we find.

Countries and Conflicts: Since, as mentioned
above, both NM measures show similar values, just
on a different scale, we will only look at the NM2
value for the statistics by country (Figure 6, the bar
charts for both NM1 and NM2 are in Appendix D).
The countries we compare are Ukraine (37 Conflict
paragraphs, 36 Non-Conflicts), Russian Federation
(29, 40), USA (32, 30), China (4, 18), United King-
dom and Northern Ireland (17, 27), and France (16,
28).

We see that the speeches given by China show
the highest distribution of NM2 for both Conflicts
and Non-Conflicts, which is insofar interesting as
the diplomatic style of the Chinese government
until the late 2010s is in fact known as using coop-
erative rhetoric and avoiding controversy (Yuan,
2023). We also notice a comparably large dis-
tance between the average Conflict (0.09) and Non-
Conflict (0.18) values in the evaluated Chinese
speeches in comparison to other speeches. This
might point to a greater style change when express-
ing critique for the Chinese speeches than for other
countries, using more non-argumentative style for
Non-Conflicts and more argumentative for Con-
flicts. Nevertheless, we are looking only at four
Conflict paragraphs for China, and we would need
a larger corpus for greater validity.

All countries have lower NM values than China,
with the lowest for both Conflicts and Non-
Conflicts for Ukraine and the United Kingdom.
This indicates an argumentative style that is fo-



cusing on one or a few statements and being more
argumentative, in contrast to China. Also in Con-
trast to China, for Conflicts, the distribution of NM
is almost similar to that of Non-Conflicts. This may
indicate that the countries are not changing their
rhetorical style when expressing Conflict as much
as might be expected. Also for Conflict and Non-
Conflict, the highest value for both is that of China,
followed by the Russian Federation, France and
the United States, and finally by Ukraine and the
United Kingdom with the lowest NM values.
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negotiation.
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Figure 7: RST Paragraph with EDUs 13-15 being a
Conlflict (Direct_NegEval) with NM1 0.64 and NM2 0.1
(S/PV.7138, China).

6 Conclusion

We present a new corpus with RST annotations on
82 speeches given in the UNSC, aligned with Con-
flict annotations from the UNSC Conflict Corpus.
We report an average inter-annotator agreement of
0,44. By jointly analyzing RST trees and Conflict
annotations, we demonstrate how rhetorical analy-
sis can help characterizing the verbalized disagree-
ments or critiques as being more argumentative or
having a more narrative style. Comparing para-
graphs that contain Conflicts with those that do not,
we see that the former on average have rhetorical
structures that focus on a central statement, rather
than having several statements of same importance.
Comparing speeches of six countries in the Council,
we only see a larger difference between Conflicts
and Non-Conflicts for the Chinese speeches. When
comparing values between countries, they maintain
their rhetorical style, with China always having the
flattest, and the United Kingdom the most central-
ized rhetorical structure.

We see the work presented here as one of the first
to use RST to analyze the rhetorical style of diplo-
mats. More generally, we contribute to exploring
ways of using RST trees in the analysis of a multi-
layer corpus. In future work we want to expand not
only the corpus with more topics and speeches, but
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also the set of analysis methods. For example, we
will have a closer look at patterns of rhetorical re-
lations, and whether some relations co-occur more
often than others, which might yield more insights
on rhetorical strategies used by diplomats. Based
on our presented tree structure analysis, it would
also be interesting to compare trees that contain an
EDU marked as Conflict as their central nucleus
(and thus highlight the criticism) with trees where
the Conflicts are hidden in higher parts of the trees
(which might serve to weaken it). Our analyses
show promising results, and open up a new direc-
tion of research, combining Conflict annotations
(which are less time-consuming to obtain than RST
trees) with manually evaluated and corrected RST
parser output, in order to investigate on larger scale
in potential future work.

Limitations

For the analysis, we work with speeches translated
into English, which may introduce a bias in the
analysis of rhetorical structures, as the annotators
pay close attention to linguistic subtleties in order
to extract the discourse relationship between text
segments. When comparing the rhetorical styles of
diplomatic speeches, we need to be aware that the
style of individual diplomats can also bring about
a change in the strategies we see. In order to ana-
lyze this, and rhetorical style in general on a larger
scale, we would need more data. The relatively
small corpus size is due to the time-consuming pro-
cess of annotating the RST trees, which took over
5 months. To accelerate the process, we plan to
evaluate the performance of RST parsers trained
on the latest version of the GUM corpus, which
includes political speeches.
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A Appendix: Inter-Annotator Agreement
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Figure 8: Confusion matrix with RST relations for two parallel annotations per RST-tree.

B Appendix: Example RST Trees with different tree shapes

We included two example trees from the UNSC Conflicts corpus, where the first one has a clearly-
identifiable central nucleus ("We trust that Russia will take notice of its isolation."). The second tree
shows a tree with a higher distribution of NM with several EDUs having a multinuclear relations toward
the top of the tree, and several points that are perceived as being equally important to the author of the
text. For the upper tree in Figure 9, the average values per paragraph are 0.27 NM1 and 0.046 NM2; for
the lower tree they are 0.64 and 0.15.
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C Statistics for RST Relation Distribution Bar Charts

Challenge | Correction | Direct NegEval | Indirect NegEval | Non-Conflict
paragraph #EDUs 1,054 49 12,864 3,314 12,299
leaf nodes #EDUs 82 143 776 441 3,550

Table 1: Number of EDUs per Conflict Type
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Abstract

There are many strategies used to simplify texts.
In this paper, we focus specifically on the act
of inserting information or elaborative simplifi-
cation. Adding information is done for various
reasons, such as providing definitions for con-
cepts, making relations between concepts more
explicit, and providing background informa-
tion that is a prerequisite for the main content.
As all of these reasons have the main goal of
ensuring coherence, we first conduct a corpus
analysis of simplified German-language texts
that have been annotated with Rhetorical Struc-
ture Theory (RST). We focus specifically on
how additional information is incorporated into
the RST annotation for a text. We then trans-
fer these insights to automatic simplification
using Large Language Models (LLMs), as elab-
orative simplification is a nuanced task which
LLMs still seem to struggle with.

1 Introduction

There are many strategies used to simplify texts.
Sentences can be shortened, split or paraphrased,
complex words replaced with synonyms, and in-
formation can be reordered, dropped or inserted
(Amancio and Specia, 2014; Alva-Manchego et al.,
2019). In this paper, we focus specifically on the
act of inserting information.

Inserting information is done for various reasons:
providing definitions for concepts, making rela-
tions between concepts more explicit, and provid-
ing background information that is a prerequisite
for the main content. These all should contribute to
decreasing complexity and therefore ideally ensur-
ing coherence; the semantic or pragmatic relation-
ships that link units in a discourse to other units
(Das and Taboada, 2018). Readers need to recog-
nise these relationships in order to make sense of
the text, so a more coherent text should increase
comprehension and also allow readers to recognise
the communicative function of the text (cf. Nuss-
baumer, 1993).
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In our study, we focus on German-language texts
and aim to transfer insights from a detailed cor-
pus analysis to automatic simplification models,
to improve their ability in inserting information
and therefore their overall ability at simplification.
We use a corpus of parallel newspaper articles
that have been annotated with Rhetorical Structure
Theory (RST). RST annotations provide informa-
tion about how segments in a text are related to
each other within semantic or pragmatic relations
such as cause, background, or contrast (Mann and
Thompson, 1988). Our corpus analysis examines
how inserted information in simplified texts can
affect the coherence, and also what purpose the
additional information has.

In order to utilise these discourse structure anno-
tations for the task at hand, we first add a new layer
of annotations by labelling the transformations that
are applied to the original sentences to create the
simplified sentences. One of these labels is ‘Insert
complementary information” which we focus on in
more detail. We examine the role that this inserted
information plays in the overall RST annotation.

We then transfer these insights to automatic sim-
plification using Large Language Models (LLMs),
exploring the use of different prompts.

In summary, our contributions are: we extend
the APA-RST corpus (Hewett, 2023) to include
transformation labels. We show results of an ex-
tensive corpus analysis, showing how new infor-
mation is inserted in text simplification, and how
this affects the coherence. We then explore models
for document-level text simplification for German
using the insights from our corpus analysis, with
results comparable with the state of the art.

In Section 2 we present an overview on work
that has looked at the insertion of new informa-
tion in simplified text. In Section 3 we present our
annotations of alignment labels and fine-grained
inserted information categories, before presenting
our RST analysis. Section 4 gives details on our

Proceedings of the 25th Annual Meeting of the Special Interest Group on Discourse and Dialogue, pages 29-39
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models and experiments with them, and we re-
flect on our results and possible avenues for future
work in Section 5. We publish our annotations
and models at https://github.com/fhewett/
GermanElabSimplification.

2 Related work

Srikanth and Li (2021) introduce the term ‘elabora-
tive simplification’ to describe content addition in
text simplification. The elaborative content added
consists of ‘definitions, explanations or clarifica-
tions to improve readability’ with effective elab-
orations providing background information ‘in a
contextual manner’. They focus on this contex-
tual aspect, annotating 1,300 instances of elabo-
rative simplification in the Newsela corpus (Xu
et al., 2015), categorising them according to the
level of contextual specificity. They experiment
with GPT-2, fine-tuning it on the simplest texts in
Newsela and their annotated elaborations. Their
best-performing model has the four sentences pre-
ceding an elaboration in a simplified text as input,
and generates an elaboration as output, with the
level of context specificity as determined by the
gold annotation. Wu et al. (2023) use these anno-
tated instances and add Questions Under Discus-
sion (QUD), to show which questions elaborations
answer. They find that the most common purpose
of the elaboration is to explain a concept, followed
by elaborations explicitly describing the cause of
consequence of an event. They use GPT-3 for zero-
shot elaboration generation, experimenting with
including an automatically generated or human an-
notated QUD in the prompt or not. The results
show that manually written QUDs produce the best
elaborations. These studies build on ideas proposed
by Alva-Manchego et al. (2020), who list explana-
tion generation as an area of future work (albeit in
the context of sentence-level simplification), stating
that it involves elaborating ‘on the concept in a nat-
ural way that keeps the text grammatical, is mean-
ing preserving, and is simple’. Additionally, the
well-established evaluation metric for automatic
simplification, SARI, rewards ‘addition operations’
(Xu et al., 2016).

Another related area of text simplification is con-
ceptual complexity, defined as accounting for ‘the
background knowledge necessary to understand
mentioned concepts as well as the implicit con-
nections that the reader has to access between the
mentioned concepts in order to fully understand a
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text’ (Hulpus et al., 2019).

Our work is also related to the field of factuality
(evaluation) of language model outputs: Devaraj
et al. (2022) create a taxonomy of factual errors in
automatic simplification, including ‘Information In-
sertion’ which is described as inserting ‘irrelevant
or erroneous content’. They differentiate between
these insertion errors and useful insertions, such
as ‘defin[ing] jargon or provid[ing] explanatory
content’. In the field of automatic summarisation,
Maynez et al. (2020) differentiate between intrinsic
and extrinsic hallucinations, where the latter refers
to ‘adding information not directly inferable from
the input document’. They find that ‘over 90%
of extrinsic hallucinations were erroneous’ i.e. are
‘neither faithful nor factual’. Maynez et al. (2020)
also find factual hallucinations to be ‘acceptable if
they lead to better summaries that are factual with
respect to the document and the associated back-
ground knowledge’. This last point is particularly
relevant to the task of simplification.

In various guidelines on Leichte Sprache (LS) —
a highly simplified rule-based version of German
— inserting factual information is allowed and also
even desirable, in order to increase the level of com-
prehension on the one hand, and to allow readers to
potentially learn new information on the other hand
(MaaB, 2015). The guidelines state that translators
of LS are allowed to provide explanations, addi-
tional remarks, and (concrete) examples, in order
to make abstract concepts or difficult words more
comprehensible. Maall (2015, p.130) does how-
ever state that translators, after adding these defi-
nitions, explanations and examples, should make
sure that the text still has an argumentative flow.
Bredel (2016) state that additional explanations in
texts in LS can hinder the flow of the text and poten-
tially also cause problems on the text level. These
aspects are the specific focus of the current study,
i.e. what happens to the structure and coherence of
the text overall when elaborative simplification is
used.

Other corpus studies which focus on the trans-
formation operations between non-simplified and
simplified text often define an operation for insert-
ing information. This category encompasses sub-
categories such as inserting eliciting information,
complementary external information, spurious in-
formation, pre-requisite information, concrete ex-
amples of abstract concepts or phenomenona
(Amancio and Specia, 2014; Alva-Manchego et al.,
2019; Sun et al., 2021; Laban et al., 2023). This



category has also been used in German-language
corpus studies: Stodden et al. (2023) manually
align parallel texts with a category for additional
information and Jablotschkin et al. (2024) find that
phrases such as ‘for example’ or ‘that means’ fea-
ture heavily in simplified texts and are used for
explaining difficult words, making abstract con-
cepts more concrete and connecting the sentences
of a text explicitly.

3 Corpus analysis

The main corpus we work with is the APA-RST.
The corpus consists of German-language news-
paper articles, which are classified as being at
B1 and A2 level, according to the Common Eu-
ropean Framework of Reference for Languages
(CEFR), which is a scale from A1 (beginner lan-
guage learner) to C2 (native speaker). There are
75 parallel articles in the corpus, with 25 at each
level (original!, B1 and A2), covering various top-
ics such as politics, culture and sport. The arti-
cles have been annotated with RST and manually
aligned at sentence level; further information can
be found in the original publication (Hewett, 2023).
Due to the relatively small sample size, we extend
our analysis to label 200 instances of the ‘APA’
subcorpus of DEplain (Stodden et al., 2023) which
features a larger number of newspaper articles from
the same publisher as APA-RST. This subcorpus
has been aligned at the sentence level, between the
versions B1 and A2.

3.1 Adding transformation labels

Two annotators added transformation labels to the
sentence alignments in the APA-RST, i.e. a label to
describe how the original content was transformed
for the simplification. We determined our labels by
first selecting a subset of the most relevant labels
from previous work (cf. Section 2). We then an-
notated a few texts and refined the definitions and
added or removed labels. Our final label set con-
sisted of Paraphrase (the content is the same, but
the wording and/or structure are different), Simple
split (original sentence has been split into two or
more sentences, the structure and vocabulary are
similar), Complex split (a split combined with
a paraphrase), Join (content from two or more
original sentences is combined in one simplified
sentence), Drop extra information (sentences are

'These articles do not have a language level but are as-
sumed to be at C1/C2 level.
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Label OR=-B1| B1=-A2
Paraphrase 15% 46%
Simple split 1% 9%
Complex split 23% 13%
Join 4% 3%
Drop extra info 34% 13%
Insert complementary info | 19% 9%
Implicit 2% 4%
Identical 2% 3%

Table 1: Distribution of transformation labels. Note
that for OR=-B1 78% of the sentences are dropped, for
B1=-A2 14% are dropped. The distribution of the labels
amongst the remaining 22% and 86% are shown here.

fairly similar, but some content has been dropped
for the simplification), Insert complementary in-
formation (the simplified version contains content
that is not explicit in the original), Implicit (content
is included implicitly in original), and Identical
(sentences are identical). Often the majority of sen-
tences could be described as being paraphrases, and
so the label Paraphrase was only to be used when
no other category was suitable. The inter-annotator
agreement, calculated using Cohen’s kappa, is .62
for the labels from original to B1 and .72 for B1 to
A2, which compares to related work (.62 for five
transformation categories in Laban et al. 2023).

The distribution of our labels can be seen in Ta-
ble 1. For the rest of the study, we focus on the la-
bels Insert complementary information and Im-
plicit. Although these do not constitute the largest
categories of transformations in a simplification,
we choose to focus on them as choosing the right
complementary information to insert requires high-
level reasoning and is linked to the ‘hallucinatory’
nature of texts produced by LLMs.

3.2 Categories

We built a small typology of categories of inserted
information, based on the transformation labels and
their descriptions that were outlined in Section 2.
Our categories and their descriptions can be seen
in Table 2. We label all sentences that have the
alignment label Insert complementary informa-
tion or Implicit. In addition to this, we focus on
the DEplain alignments labelled with Additional.
We exclude any of the DEplain sentences which do
not match with our alignment transformation guide-
lines, i.e. if a sentence is labelled as Additional,
but would be labelled as a different category ac-
cording to our guidelines, we exclude it. Note that



[ Name of category | Description [ Example [% |

Example Provide an example to make | For example, coloured pencils from the same company cost | 4.2%
a concept clearer. more in some shops than in others.

Background Provide information that is | In the Spanish region of Catalonia, many people voted in | 33.1%
a prerequisite for understand- | favour of independence from Spain in 2017.
ing the rest of the text.

Relation Make a relation more | The new virus variant emerged for the first time in South | 32.2%
clear/explicit between con- | Africa. (Next sentence: All people who have returned from
cepts. certain South African countries in the last few days should

now take a PCR test).

Definition Provide a definition or sum- | Pub is the English word for a Lokal. 15.1%
mary of a concept.

Additional Provide information that is | Marcel Sabitzer won the vote last year. 15.5%
new but is not necessarily re-
quired for understanding the
main points.

Table 2: The names, descriptions and distribution of our fine-grained labels for inserted information.

the APA texts often include glossaries in the sim-
plifications, providing definitions on concepts and
words. We do not include these in our analysis, as
we focus on coherence within the main text.

The largest categories of inserted information
are Background and Relation, which are both
specific to the context of the text that is being sim-
plified. Examples are the rarest kind of inserted
information; we note however that this is not to
say that examples are rare in the texts overall, it
is often the case that the examples are present in
the original texts and therefore do not constitute
inserted examples. We note that additional infor-
mation that seems to have no purpose other than
providing more (non-prerequisite) knowledge also
occurs (Additional), but that generally there is a
balance between succinctness and level of simplifi-
cation.

3.3 RST analysis

We look at the RST trees and the overall structure
of the texts in APA-RST, and consider the individ-
ual properties of the inserted information, such as
the position, the RST relation, the nuclearity status,
and how this relates to the fine-grained category
(i.e. the type of inserted information, as outlined
in the previous section). Adding definitions and
prerequisite information is done to contribute to
making a text easier to understand, i.e. by making
relations between concepts and facts more explicit
and reducing the background knowledge needed
to understand a text. However, adding this new
information changes the structure and flow of texts,
and also changes the way adjacent statements re-
late to one another. Analysing the RST annotations
could help shed light on how the structure of texts
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change and how new information is used to ‘facil-
itate connections between content in the original
text’ (Srikanth and Li, 2021).

Relation. Overall we find that when the function
of the inserted information is annotated as ‘rela-
tion’, i.e. making the link between two concepts
more explicit, the inserted information is part of
an RST relation broadly belonging to the causal
category, such as cause, motivation or evidence.
This can for example be seen in Figure 1a, where
segments 6 and 7 are inserted information which
have been annotated as ‘relation’; they serve as the
consequence of the causal relation, which is left
more implicit in the original and the B1 text. This
inserted information also makes the contrast rela-
tion, which connects a large amount of segments
in the text, even more apparent, as it evens out the
amount of sentences on each side of the contrast
relation (2 vs. 2 in the A2 text, 3 vs. 1 in the B1
text).

Background. The inserted ‘background’ infor-
mation is often at the beginning of the text; either
directly at the beginning, as in:

After a week of lockdown in Austria,
the government started discussing the
Corona situation on Monday. (N elab-
oration, 2-29-11-21-b1)?

Or after an initial sentence that has been para-
phrased from the original article. In some cases this
summarising background sentence at the beginning
of the original articles is suitable to start a simplifi-
cation with, and in other cases it is necessary to add

2The whole texts can be viewed here: https://github.
com/fhewett/apa-rst. Sentences in bold represent inserted
information.
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Figure 1: Extracts of the RST annotations for the text 1-21-2-18. The new information is highlighted in yellow. The

trees were created using rstWeb (Zeldes, 2016).

information before this first sentence. This back-
ground information is often elaborated upon in the
article and therefore often has the relation elabora-
tion or background. In the A2 versions, the content
added in the B1 versions is expanded upon with
more additional content, to make relations even
clearer or to reduce the amount of presupposed
background knowledge:

Because the hailstones were so large,
they caused a lot of damage. (N evi-
dence, 3-21-2-18-bl)

This is expanded in the A2 text with two additional
sentences preceding it:

When it hails, icy stones fall from the
sky. Normally the hailstones are as
small as peas. (S background, S conces-
sion, 3-21-2-18-a2)

This indicates that when creating simplified texts
at different levels, the same content that has been
added for a more complex level can be expanded
upon for a less complex level (as opposed to adding
new content which covers a different topic than the
previously added content).

Definitions. When definitions are added to the
text directly (as opposed to glossary entries, which
are displayed outside of the text), they are often
used for conversions, or for translations:

That [23%] is almost a quarter more
expensive than last year. (S elaboration,
3-29-11-21-b1)

Inserting new information does create more "dis-
tance" between some entities:

In New York, the city in the US, a paint-
ing has been sold at auction for around
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45 million dollars. That is around 40
million euros. The picture originates
from the Italian painter Sandro Botticelli.
(S e-elaboration, 5-freitag-28-1-22-a2)

In this text, the information about the equivalent
euros amount is added, and the third sentence then
goes on to talk about the painting again (i.e. the
entity introduced in the first sentence). It is not
clear if this added distance makes comprehension
more difficult. It seems that, at least in the articles
published by the APA, longer definitions are not
favoured in the main text, instead being given in
a separate glossary. On the one hand, this ensures
that the added definition does not cause too much
distance between information on the same entity,
on the other hand, it requires the reader to move
between the main text and the additional glossary,
interrupting a normal reading flow.

We note that there are no clear trends regarding
the local (the importance of a segment within a
segment-level relation) or global nuclearity (the
importance of a segment within the overall tree)
of the inserted information, indicating that it has
many roles within a text.

Inserted Examples do not occur in the APA-RST,
and as Additional inserted information may in fact
be undesirable in a simplification (the information
is unnecessary and increases the length of the text),
we do not go into detail on this category.

3.4 Summary of corpus analysis

Our transformation labels show that the insertion
of information does occur at both simplification
levels, and whilst not as common as dropping in-
formation or splitting sentences, it still is frequent,
particularly in simplification of original texts to B1.

Our fine-grained categories show that Back-
ground and Relation are the most common types



Prompt ID | Prompt text

Basic Can you please summarise and simplify the following text to a B1/A2 level in German?
Write a maximum of /N sentences.

Background | Basic + add 1-2(B1)/2-3(A2) sentences at the beginning to give the user an overview
of the topic. The text should have a clear introduction and information should be
presented in a logical order.

Relation Basic + add more contextual information to make the text easier to understand.

Table 3: The different prompts we use in our experiments. N is changed dynamically to reflect the amount of
sentences in the reference simplification, and B1 or A2 used depending on the test set.

of inserted information, indicating that effective
text simplification also involves conceptual simpli-
fication, i.e. decreasing the amount of background
knowledge needed by the reader and therefore mak-
ing relations more explicit. These transformations
are more contextual than simply providing a defini-
tion.

Our RST analysis shows that background in-
formation is often at the beginning of a text, and
often has the relation elaboration or background.
Definitions that are added to the text could create
‘distance’ between related concepts, i.e. they add
information that only attaches to one segment in
the annotation, which may be why definitions only
occur fairly rarely. In other texts, summarising
sentences are used at the beginning or end of a
sub-tree, so before the topic is changed slightly.
When comparing simplifications from B1 to A2,
the inserted content expands on the content that
has already been inserted for the B1 text. Inserted
content which makes a relation more clear often
has a causal relation, so is making a cause or a
consequence more explicit.

4 Automatic simplification models

We use Meta-Llama-3-8B-Instruct for our ex-
periments as it is one of the most capable open-
weight LLMs at the time of writing and performs
well in benchmarks.? Additionally, LLMs that have
been trained using strategies such as instruction-
tuning and RLHF (as is the case for L1ama-3) have
been found to perform well in the task of automatic
sentence simplification (Kew et al., 2023). We
use Meta-Llama-3-8B-Instruct out-of-the-box,
and also use this base model to fine-tune on B1
texts and A2 texts. We then explore using different
prompts which are influenced by the findings from

*More information can be found on the model card on
HuggingFace: https://github.com/meta-1lama/llama3/
blob/main/MODEL_CARD.md
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our corpus analysis.

4.1 Experimental setup

For fine-tuning, we use the same kind of texts found
in the APA-RST, but in an extended version, and
with no annotations.* The original texts are aligned
with versions at B1 and A2. We use 2000 articles
for training, and 296 for testing. We remove head-
lines and any glossary entries. We use the Basic
prompt in Table 3 for fine-tuning; we include the
word ‘summarise’ in the prompt as the simplified
texts in our corpus are approximately a third of the
length of the original texts. We separately fine-tune
a model with A2 texts (FT-A2) and with B1 texts
(FT-B1). As we use the 25 texts from APA-RST
for our prompting experiments for inference, these
texts are neither in the training nor the test set. In-
formation on hyperparameters can be found in the
Appendix A.2.

At inference, in addition to a basic prompt, we
try out two other prompts (per model) which target
the aspects Background and Relation.

We focused on these two categories as they were
found to be most prominent in our corpus analy-
sis. We leave experiments with the other categories
for future work, but note that examples which are
inserted in the simplification (i.e. the category Ex-
ample) were rare in our corpus analysis and that ad-
ditional information (i.e. the category Additional)
could be difficult to evaluate and is potentially also
not desirable even in a gold simplification, as it
increases the complexity of a text and introduces
potentially unnecessary information.

The prompts can be seen in Table 3. We use the
texts from APA-RST as part of the prompts, for in-
context learning. We used the following template
for the Background and Relation prompts’:

*A version of this dataset is also used by Rios et al. (2021)
and Stodden et al. (2023).

5The exact format can be found in our repository: https:
//github.com/fhewett/GermanElabSimplification



[ Model | Prompt | Testset | SARIT [FRET [ M.P.T [ST [CT [FT [Avg 7]
Baseline | Basic?? | A2 412 59.4 .89 38 9 | .84 [.77
FT-A2 Basic?? | A2 44.0 70.6 49 .82 56 64 63
Baseline | Basic®T | Bl 423 56.8 .85 4 9 9 .76
FI-B1 BasicPT | BI 424 60.0 75 .55 6 5 .66

Table 4: Comparing L1ama-3 out-of-the-box and fine-tuned. The test set consists of 296 articles. The mean FRE
score for the reference simplifications is 63.2 for the B1 texts, 69.1 for the A2. FT stands for fine-tuned. The right
hand side shows the results of the manual evaluation, done on the outputs from each model for 10 texts. M.P. stands
for meaning preservation, S for simplification, C for coherence, F for factuality; the score represents the percentage

of ‘yes’ answers.

[ Model | Prompt [ Testset [ SARIT [FRET [ M.P.T [ST [CT [FT [Avg 7]
FT-A2 Basic*? A2 44.0 70.6 48 .8 58 .63 62
FIL-A2 Background| A2 442 70.8 51 3 .59 54 61
FI-A2 Relation A2 445 70.7 .55 .95 57 35 .65
FI-B1 BasicP? Bl 424 60.0 75 55 6 75 .66
FI-B1 Background| BI 26 64.7 A7 79 .63 32 35
FI-B1 Relation Bl 43.0 64.0 58 68 a7 63 61

Table 5: Results for prompting experiments. The test set consists of 296 articles. The mean FRE score for the
reference simplifications is 63.2 for the B1 texts, 69.1 for the A2. FT stands for fine-tuned. The right hand side
shows the results of the manual evaluation, done on the outputs from each model for 10 texts. M.P. stands for
meaning preservation, S for simplification, C for coherence, F for factuality; the score represents the percentage of

‘yes’ answers.

system You are a helpful assistant and
help the user to understand texts.

user {basic prompt} {original article}
assistant {text without inserted informa-
tion}

user Thank you, that is good, but {addi-
tional prompt}

assistant {text with inserted informa-
tion}

user Great, {additional prompt} {next
original article}

assistant

To determine the wording for the prompts in
Table 3, we first prompt L1ama-3, asking it to tell
us which of two texts are easier to understand and
why; one text is an A2/B1 text from APA-RST,
the other text is the same but with the inserted
information removed (and small changes made to
keep the text coherent). An example of this can
be found in Appendix A.3. The overall approach
was inspired by the concept of prompt chaining,
where splitting up a task into subtasks potentially
allows for more controllability (cf. Wu et al. 2022);
as we want to encourage elaborative simplification,
our approach involves making this explicit in the
prompt by differentiating between simplification
with and without elaboration.
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4.2 Results

[ Model | Prompt [ Testset | Elab |
Baseline Basic™? A2 .04
FT-A2 Basic”? A2 64
FT-A2 | Background A2 .65
FT-A2 Relation A2 .67

Table 6: Manual evaluation of the models’ ability to
perform elaborative simplification. The ‘Elab’ column
refers to percentage of output texts in which the annota-
tors said that elaborative simplification was performed.

We perform automatic evaluation using the met-
rics SARI (Xu et al., 2016) and Flesch Reading
Ease (FRE). SARI is often used to evaluate simpli-
fication®, and FRE is used to evaluate readability.
FRE takes the average sentence length and average
amount of syllables per word into account. The
mean FRE score for the reference simplifications
in our dataset is 63.2 for the B1 texts and 69.1 for
the A2 texts. SARI is based on n-grams added,
kept, and deleted between a reference simplifica-
tion and a generated simplification. We report these
metrics to be comparable with related work, but
note that they have been criticised for being insuffi-

%We are aware of D-SARI (Sun et al., 2021), a version of
SARI specifically adapted for document-level simplification
evaluation; however we choose to use SARI to be compara-
ble with other related work on document-level simplification
(Stodden et al., 2023; Laban et al., 2023).



Model/Prompt

Simplification

Baseline simplification (FT-A2/B1, basic

prompt)

FT-A2 Background

Salzburg is a city in Austria. It is located in
the Alps. Salzburg is famous for its festival.
[...] That’s why Salzburg is the best city to visit
in the coming year.

According to the travel book publisher "Lonely
Planet", the city of Salzburg in Austria is the best
city to visit in the coming year. [...]

FT-A2 Relation

There are 14 mountains in Nepal that are
very high. They are called eight-thousanders.
The highest mountain is Mount Everest. The
Nepalese Nirmal Purja has climbed all 14 moun-
tains. [...]

Nirmal Purja is a mountaineer from Nepal. He
has set a record. He has climbed all 14 eight-
thousanders in just 7 months. [...]

FT-B1 Background

Ursula Stenzel is a politician from the FPO.
She is a city councillor in Vienna. [...]

Vienna City Councillor Ursula Stenzel (FPO) has
not withdrawn after her appearance at a rally
organised by the far-right Identitdren. |...]

FT-B1 Relation

[...] This is a problem because cars emit a lot
of carbon dioxide. This is harmful for the envi-
ronment. The Austrian Transport Club (VCO) is
therefore calling for more buses and trains. [...]

In Austria, car traffic has risen sharply since 2010.
[...] The VCO is calling for a denser public trans-
port network with more frequent train and bus
connections.

Table 7: Examples of texts generated with different models and different prompts, compared to the basic prompt.
The texts have been translated from German. The desired inserted information is in bold. We note that the FT-A2
Relation output contains a factual error, which is reflected in our manual evaluation.

cient measures of the quality of a simplification (cf.
Alva-Manchego et al. 2021).

We extract 35 input texts and manually evaluate
the outputs of our different models and prompts.
We annotate the model outputs manually according
to four criteria: meaning preservation, simplicity,
coherence, factuality. Each criterion is a binary
yes/no question. In addition to this, for a subset
of 20 of these input texts we additionally annotate
if the A2 models performed elaborative simplifica-
tion. We only include the A2 models in this second
evaluation as we use reference annotations to guide
the evaluation and the majority of the instances
in our corpus analysis were from A2 texts, due to
the structure of DEplain. In total, three annotators
evaluated 260 output texts. For 60 of these texts
we have double annotations. The inter-annotator
agreement for these texts across all criteria is .37
calculated using Cohen’s kappa or .8 using the F1
score.

Llama-3 out-of-the-box vs. fine-tuned. As can be
seen in Table 4, our fine-tuned models only slightly
outperform L1ama-3 out-of-the-box (referred to as
baseline) for the B1 texts, but for A2 texts the
improvement is more pronounced, particularly in
terms of readability, as reflected by the FRE score.
Our results are higher than (Rios et al., 2021), who
report a highest SARI score of 32.9 using APA
data, and compare to (Stodden et al., 2023), who
report a highest SARI score of 44.6 when simpli-
fying from B1 to A2 (not from standard to A2/B1,
as we do in this study). We note that this improve-
ment is rather due to the improvements that LLMs
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have made, rather than our method. The manual
evaluation shows that the baseline model produces
coherent, factual texts that cover the main points
of the article, but are not necessarily written in a
simpler way. As our main goal is simplification,
we use our fine-tuned models for our prompting
experiments.

Prompting experiments. As can be seen in Table
5, our prompts do result in slightly higher SARI
and FRE scores. However, according to our manual
evaluation, the prompts lead to a drop in factual-
ity, meaning preservation and coherence. Overall,
our prompts do lead to more simplification, and
most importantly for this study, more elaborative
simplification (cf. Table 6). Table 7 shows some
examples where our prompts have had the intended
effect, as compared to the basic prompt. The last
example in Table 7 contains a factual error, which
is a typical example of the nature of the factual
errors we observed. The insertion of irrelevant or
non-factual information is particularly problematic
in the context of text simplification, where target
users of a simplification will typically have difficul-
ties comprehending the input text and may be less
able to discern if the inserted information is factual
or not (cf. Devaraj et al. 2022).

5 Conclusion and outlook

We have presented an in-depth analysis of elab-
orative simplification in German-language texts,
using RST annotations and more fine-grained cat-
egories. We have experimented with using these
insights to improve an LLM’s ability to produce



elaborative simplifications. Our fine-tuned model
and our different prompts do encourage the model
to insert additional information (see Table 6), in-
crease the level of simplification, and also result
in marginal improvements on the SARI and FRE
scores. However, the coherence and factuality seem
to be adversely affected, indicating that these out-
puts contain repetitions or so-called hallucinations.
This confirms results from related work, where
conservative models may produce output texts that
preserve the meaning of the input text, but fail to
produce simplifications (cf. Cripwell et al. 2024).

As our analysis showed, not all simplified texts
contain additional information and certainly not all
types of additional information. In most cases, just
one type is necessary, i.e. for texts of a political
nature, more background knowledge and the rela-
tion between the entities in the text may be more
important for understanding the text. Future work
could investigate on selecting a prompt dependent
on the input text.

Adding new information is not trivial; as can
be seen in Figure 1, making relations more ex-
plicit, for example, can also slightly change the
content of a text. In Figure 1b, segment 9 leaves
some room for interpretation, as ‘disagreeing’ is
not specific, whereas segments 4 to 7 in Figure 1a
make this ‘disagreement’ very concrete. By keep-
ing content more open and vague, it is easier to
stay ‘factual’, showing that it is a fine line between
making relations explicit and staying factual. Over-
all, elaborative or additive simplification remains a
challenging sub-task of automatic simplification.

As shown by our manual evaluation, factuality
and meaning preservation seem to represent sepa-
rate requirements. We therefore advocate for fac-
tuality being included as a separate and additional
evaluation criterion for text simplification, as up
until now faithfulness and factuality seem to have
been used interchangeably in the simplification lit-
erature, and simplifications are often (manually)
evaluated for their meaning preservation (i.e. faith-
fulness). Our experiments have been limited to
fine-tuning and prompting approaches, but experi-
ments which alter the training/fine-tuning paradigm
and loss function could also be promising, as at the
moment ‘most summarization [and simplification]
systems are trained to maximize the log-likelihood
of the reference summary at the word-level, which
does not necessarily reward models for being faith-
ful” (Maynez et al., 2020).
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A Appendix

A.1 Limitations

In our study we have worked with one fairly homo-
geneous dataset. Different target groups and differ-
ent genres will require different kinds of elaborative
simplification. For example, Wu et al. (2023), find
that definitions are the most common form of elab-
oration; the target group of their dataset is children.



As parts of our dataset are available online, we do
not know if the data was part of the dataset used to
pre-train L1ama-3.

A.2 Hyperparameters

We use an NVIDIA V100S with 32GB VRAM for
training and inference. Our hyperparameters can
be found in Table 8. Note we also ran inference
with a temperature of 0.4; the evaluation metrics
were lower and so we only include the evaluation
of models with this lower temperature.

temperature 0.0001
batch size per device 1
gradient accumulation steps 4
learning rate 3e-5
no. epochs 1
learning rate scheduler type | cosine
adam (1 0.9
adam (32 0.95

Table 8: Hyperparameters

A.3 Determining wording for prompts

To determine the wording for the Background and
Relation prompts, we give the following input text
and replace the {text with/out inserted information}
with either a text from our corpus analysis that
has inserted information from the category Back-
ground or Relation, respectively.

system You are a helpful assistant and
help the user to understand texts.

user Can you tell me which text is
simpler? Text 1: {text without inserted
information} or Text 2: {text with
inserted information }

assistant

Example {text with background}, the first sentence
in bold is removed for the {text without back-
ground}:

Energy has become much more expen-
sive in the past year. Many households
are struggling to pay their energy bills.
This is why the Austrian government has
decided to introduce a so-called energy
cost equalisation scheme. Almost all
Austrian households will receive a one-
off payment of 150 euros. Households in
need will receive an additional 150 euros.
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This applies, for example, to the unem-
ployed and people who receive benefits
or a very low pension. In this way, the
government wants to prevent households
from falling into hardship in winter. (3-
freitag-28-1-22-b1)
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Abstract

We propose a framework for analyzing dis-
course by combining two interdependent con-
cepts from sociolinguistic theory: face acts
and politeness. While politeness has robust
existing tools and data, face acts are less re-
sourced. We introduce a new corpus created
by annotating Wikipedia talk pages with face
acts and we use this to train a face act tagger.
We then employ our framework to study how
face and politeness interact with gender and
power in discussions between Wikipedia edi-
tors. Among other findings, we observe that
female Wikipedians are not only more polite,
which is consistent with prior studies, but that
this difference corresponds with significantly
more language directed at humbling aspects of
their own face. Interestingly, the distinction
nearly vanishes once limiting to editors with
administrative power.

1

Brown and Levinson (1987) (henceforth B&L) in-
troduce an influential theory of politeness based on
the concept of face, which they claim to be cultur-
ally universal. In this theory, face —i.e. the public
image one seeks to claim — is a two-sided coin.
Agents attend to their desire to have their wants
appreciated, which they call positive face, as well
as a complementary desire to act unimpeded and
maintain freedom, which they call negative face.
The face of every agent is ensnared with that of
every other agent — agents cannot have their desires
appreciated if they cannot appreciate the desires
of others. As a result, utterances can raise (+) or
threaten (-) the positive (Pos) or negative (Neg)
face of the speaker (S) or hearer (H).

A face threat or face raising is not a property of
particular linguistic choices, but of communicative
intent. If I want to request information from you,
then I necessarily need to threaten your negative
face, since, if I am successful in communicating
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my request to you, I will oblige you to answer
and thus I will restrict your choice of actions. In
B&L’s theory, discourse participants may choose
among various strategies for minimizing threats to
face. These strategies are linguistic strategies (for
example, using hedges), and the choice of strategy
depends on many factors such as cultural conven-
tions and the discourse situation (who is talking to
whom under what circumstances).

Work related to NLP has concentrated on study-
ing linguistic manifestations of politeness (Walker
et al., 1997; Danescu-Niculescu-Mizil et al., 2013)
while largely disregarding the notion of face act.
While B&L are frequently cited, the deep insight
of their theory comes from a complexity which
has been ignored. Their theory is not simply about
politeness, but about how politeness, situated in
the context of rational action, manifests from a
combination of performing face acts to achieve
certain goals and using mitigation strategies to
lessen the impact of face-threatening acts. Danescu-
Niculescu-Mizil et al. (2013) use politeness mark-
ers inspired by B&L strategies as features for a
system which predicts perceived politeness with-
out modeling face acts. Dutt et al. (2020) pre-
dict face acts in isolation from perceived polite-
ness. In this paper, we re-examine the Wikipedia
Talk Pages Corpus (Danescu-Niculescu-Mizil et al.,
2012; Chang et al., 2020) and demonstrate how
bringing face acts and politeness together provides
deeper insight.

We do this by producing an annotation of face
acts on the corpus and training a new model to label
utterances. We then use this tool, along with prior
systems which produce judgements of perceived
politeness, to label roughly 1.3 million sentences
from Wikipedia talk pages. To our knowledge, we
are the first to apply an annotation grounded in
politeness theory to a text corpus of this scale.

The paper is structured as follows. We start with
a review of relevant literature (§2) and present our
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theoretical framework (§3). We then turn to pro-
ducing an annotation of face acts on the Wikipedia
Talk Pages Corpus and building a tagger using this
new dataset (§4). Our framework is then applied
by bringing this new tagger together with existing
tools to re-analyze the corpus, paying special atten-
tion to gender and power (§5). We end by reporting
our conclusions along with a discussion of future
work (§6).

All of the code written, datasets prepared, and
experimental observations made in the course of
this research will be made available on GitHub.!

2 Related Work

The theory of politeness of B&L has found applica-
tions in many fields including sociology, psychol-
ogy, and linguistics. Google Scholar lists nearly
38,000 citations. Curiously, in NLP there has
not been much work building explicitly on B&L.
Danescu-Niculescu-Mizil et al. (2013) concentrate
on one type of face-threatening act (FTA), namely
the negative face-threatening act of a request, and
investigate the strategies used for doing this FTA.
To do this, they use crowd sourcing to rate the
requests on a politeness scale. They develop a
model which predicts the politeness of these re-
quests and use it to study the interactions between
users on Wikipedia and StackExchange. Ziems
et al. (2023) show that fine-tuning on the data
of Danescu-Niculescu-Mizil et al. (2013) substan-
tially outperforms zero-shot approaches.

The face acts (FAs) themselves are the object
of Dutt et al. (2020). In addition to developing a
dataset annotated with FAs, they present a FA clas-
sifier based on a neural architecture they devise on
top of BERT, which achieves 69% F-measure (0.60
macro). As the data involves participants convinc-
ing others to donate to a charity, they also use this
corpus to investigate the relationship between face
acts and persuasion by predicting if a participant
chose to donate. This corpus, which we refer to as
the “CMU Face Acts Corpus” (or “CMU Corpus”
for short) in this paper, is the direct inspiration for
our annotation effort on the Wikipedia data. We dif-
fer from their annotation scheme in some important
details; we present our annotation in §4. In prior
work, we investigated the interaction of intention
(through dialog act tagging) and face acts in the
CMU Corpus (Soubki and Rambow, 2024).

There has been an explosion work in compu-

1https ://github.com/cogstates/wikiface
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tational social science in general, in which NLP
tools are used to extract relevant signals from large
amounts of data in order to study a social phe-
nomenon, such as changing attitudes towards cer-
tain topics as expressed on social media. For an
overview, see (Edelmann et al., 2020). In the area
of studying how gender and power shape writ-
ten dialogs, there has been some work in NLP.
Working with corporate emails, (Prabhakaran et al.,
2014) find that gender differences become exagger-
ated when looking at individuals with greater so-
cial power; specifically, among people with power,
women behave more differently from men than
when comparing people without power.

Finally, turning to the study of politeness and
gender outside of NLP, there have been some stud-
ies based on manual analysis of collected data, for
example (Herring, 1994; Tannen, 1994; Kunsmann,
2013). For space reasons, we discuss only one ex-
ample in more detail. Kendall (2005), using a fram-
ing approach following (Goffman, 1974), finds that
women in power who “downplay status differences
(...) are exercising and constituting their authority
by speaking in ways that accomplish work-related
goals while maintaining the faces of their interlocu-
tors”. In the terminology of B&L (which Kendall
(2005) does not use), women perform similar face
acts to men but use strategies to mitigate the effects,
which results in women in power appearing more
polite than men in power.

3 Theoretical Framework

In this section we provide a brief summary of rele-
vant concepts from politeness theory as it relates to
our work. Our goal in this paper is to explore how
face acts contribute to the perception of politeness.
For B&L, “face” refers to the public self-image of
agents, and it is a universal component of human in-
teraction. It consists of two complementary facets
(Brown and Levinson, 1987, §3.1, p. 61). (1) nega-
tive face: “the basic claim to territories, personal
preserves, rights to non-distraction — i.e. to free-
dom of action and freedom from imposition.” (2)
positive face: “the positive consistent self-image
or ‘personality’ (crucially including the desire that
this self-image be appreciated and approved of)
claimed by interactants.”

A face act is an intentional communicative act
which inherently interacts with the face of the
speaker and/or addressees (Brown and Levinson,
1987, §3.2, p. 65). Face acts can threaten (-) or



Face Act Mnemonic Sample Discourse Goals

HNEG- IMPOSITION Requests, commands, questions, offers, promises, ...
HPoOs- DISAGREEMENT  Criticism, insults, disapproval, ...

HNEG+  PERMISSIVENESS Granting permission, making exceptions, ...

HPOs+  AGREEMENT Seeking common ground, group cohesion, ...

SNEG- INDEBTEDNESS Thanking, accepting offers or thanks, commitments, ...
SPos- APOLOGIES Confessions, embarrassment, ...

SNEG+  AUTONOMY Refusing requests, asserting freedoms, ...

SPos+ CONFIDENCE Self-promotion, signaling virtue, ...

Table 1: Face acts with mnemonic label and examples of discourse goals.

affirm (+) the face; they can be about the speaker’s
face (S) or the hearer’s (H); and they can be about
positive (Pos) or negative (Neg) face. This gives us
eight possible face acts, shown in Table 1, where
we also provide a short mnemonic names which we
will use in this paper, as the terminology of B&L
can be unintuitive.

Face acts are part of a larger sequence of choices
a speaker makes. First, the speaker chooses a dis-
course goal or goals (which may form a hierar-
chy) which will be realized in a speech act (Austin,
1962); then they determine which face acts con-
tribute to the discourse goals; they then choose a
strategy to realize this face act, in conformance
with the cultural norms of their community which
are mutually known by them and the hearer in the
communicative context (age, gender, power differ-
ential of the discourse participants); and finally,
they produce the utterance, which the hearer will
perceive as more or less polite, given the discourse
goal of the speaker, the communicative context, and
the mutually known cultural norms. We see that
the notion of “strategy” plays a crucial role in the
mediation between face act performance and per-
ceived politeness, and B&L devote a large portion
of their study to strategies. Unfortunately, there are
no corpora annotated for face act strategies.’

We emphasize that face acts do not imply per-
ceived politeness (§B). Consider the following ex-
amples from the Wikipedia corpus.

[1] B: Why open a peer review when we are
looking for someone to do the GA review?

"Danescu-Niculescu-Mizil et al. (2012) use a notion of
“strategy” which is defined by a grouping of lexical items that
are assumed to affect the hearer’s perception of politeness.
They can be considered a simple approximation of the notion
in B&L, and in fact helps in predicting politeness. We have
chosen not to use these “stratgeies” (though they are straight-
forward to determine, as they are based exclusively on word
matching), since we would like to address the issue in a more
principled manner in the future.
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A: Why request a second GA, 3 days after
the first one failed?

[2] A: Hi Plange, any reason why this category
is named differently to the others?

Both utterances are HNEG-/IMPOSITION face acts,
because they impose on the hearer the obligation to
respond. However, (1) rejects the previous question
by B and challenges B, while (2) is just a request
for information, so that (1) is perceived as more
impolite than (2).

It is possible for a single utterance to perform
multiple face acts at once. For example, (1) could
also be seen as DISAGREEMENT, since it entails a
critique of B’s actions. However, Dutt et al. (2020)
observed multi-labeled acts in only 2% of their
data, leading them to consider a single label per
utterance. We make this simplification as well in
the work presented in this paper.

4 Face Act Tagging

In this section we outline the data, modeling tech-
niques, and evaluation measures used in developing
our face act tagger for Wikipedia talk pages.

4.1 Dataset

On Wikipedia, talk pages are used by editors to
coordinate changes and improvements to the ency-
clopedia.® A variety of social and power dynamics
are at play in these conversations which can range
from discussions of bureaucratic process to heated,
and sometimes personal, conflicts. The Wikipedia
Talk Pages Corpus (Danescu-Niculescu-Mizil et al.,
2012) collects 125,292 exchanges between 38,462
editors resulting in a total of 391,294 posts for anal-
ysis. Unlike the CMU Face Acts Corpus, where
participants are on mostly level ground, editors can
hold administrative privileges or greater notoriety

3ht’cps: //en.wikipedia.org/wiki/Wikipedia:
Talk_page_guidelines



within the community, resulting in interactions with
large social distance. Additionally, some editors
self-identify gender on their user page.* This is de-
sirable in our case as it allows us to study how these
social factors interact with face and politeness.
There can be nested replies in talk pages which
allow for situations where an utterance is not a
reply to the preceding utterance. We do not attempt
to correct for these cases and sort first to preserve
reply structure and then by the time of the post.

4.2 Annotation

Similar to the CMU Corpus, we use the criteria out-
lined by B&L, which serves as our reference. The
CMU Corpus annotation guidelines, as the authors
noted, contain some departures from politeness the-
ory. In particular, the CMU Corpus annotates both
thanking and complimenting as AGREEMENT. In
contrast, B&L analyze thanking and compliment-
ing as INDEBTEDNESS and IMPOSITION, respec-
tively. We choose to remain faithful to B&L, and
in fact assert this to be a critical piece of the theory.
Consider a compliment such as you have a lovely
smile. How is it that a compliment can be taken so
poorly by the addressee if the speaker is not risking
anything? They are often very risky social acts
because the speaker assumes they are among the
people their addressee wishes to be complimented
by; a very imposing assumption. Thanking, on the
other hand, can be seen as an exchange of currency.
Similar to writing an IOU, the speaker offers a to-
ken of their freedom to the addressee. We note that
we expect future versions of face act annotations
to annotate multiple face acts at once, which may
resolve this difference between the CMU Corpus
annotation style and ours.

We randomly selected 200 conversations from
the WikiTalks data for manual annotation. As the
posts contain multiple sentences, each with the pos-
sibility of their own face act, we segment the sen-
tences prior to annotation using spaCy (Honnibal
and Johnson, 2015). To reduce errors in segmenta-
tion, we scrubbed hypertext tags and masked any
remaining urls. This resulted in 1850 sentences.
We will refer to these basic units of annotation as
“utterances” in the following sections. Two of the
authors annotated the 1850 utterances for face acts.
We examined 100 utterances labeled by both an-
notators and computed a Cohen’s Kappa of 0.69
which indicates moderate to substantial agreement.

4https://en.wikipedia.org/wiki/Wikipedia:
User_pages
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4.3 Modeling

We model face act tagging as a text classifica-
tion task. Given a sequence of n utterances
S = [t1,t2,...,tn], we wish to assign a label
y € Y where Y represents a set containing the
8 possible face acts and one additional label for
no face act. Recently, many classification tasks
have achieved stronger results using parameter effi-
cient fine-tuning methods of larger models rather
than full fine-tuning smaller ones (Hu et al., 2022;
Dettmers et al., 2024). We adopt this approach and
use Llama-3-8B (Al@Meta, 2024) and LoRA with
Int8 quantization (Dettmers et al., 2022) for fine-
tuning.> Details of the configuration are given in
Appendix A.

4.4 Data Representation

While fine-tuning approaches unify many aspects
of the model design, they present challenges when
it comes to determining effective input and output
representations.

We provide the models an input which contains
an utterance prefixed with the Wikipedia username
of the discourse participants,® along with previous
utterances as context. Each utterance is followed
by a newline character. We give an example with
two lines of context, though in our experiments we
use more, as discussed just below.

[Input]
Jossi:

Jossi:
Kelly:

[Output]
hpos-

I will.
Just play nice, that is all I ask.
What’s that supposed to mean?

The target output is a distribution where the high-
est probability is given to the correct label for the
final utterance of the input text, in this case HPOS-
(DISAGREEMENT). We experimented with differ-
ent output formats, and found they do not make
much of a difference. In our experiments we no-
ticed context to be a critical factor with the optimal
size varying by model. Llama 3 performed best
with a size of four, for a total of five utterances. As
there are no previous turns for the first four turns
in each dialog, those examples are provided in a
similar format containing only three, two, one or
no lines of context.

3Qur choice of Llama-3 was informed by a preliminary set
of experiments in which a variety of pre-trained models and
methods were were examined on single seed runs.

®We note that the Wikipedia usernames shield the actual

identity of the discourse participant, and that the Wikipedia
username is public.
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Figure 1: Frequency of face acts for admins and non-admins.

4.5 Experimental Setup And Evaluation

We perform all experiments using five-fold cross
validation and the evaluation metrics are averaged
across all five folds. We evaluate model perfor-
mance using F-measure for each of the nine classes
as well as micro and macro F-measure aggregated
over all labels. We performed hyperparameter tun-
ing, and report metrics only for the best model.

4.6 Results

The results of these experiments are reported in
Table 2. We achieve a micro-averaged F1 of 0.68
(average across five folds). Since the task is, with
the exception of some nuances (§4.2), identical to
the CMU Face Acts Corpus we also tried continued
training on the CMU Face Acts Corpus, but this
did not improve performance. We suspect this is
due to the difference in genre and slight change in
annotation procedure, which results in a different
distribution of labels between the two datasets.

5 Application and Analysis

We apply our new face act tagger along with the po-
liteness scores provided by ConvoKit (Chang et al.,
2020) to study the interactions of face and polite-

Micro 0.68
Macro 0.51
IMPOSITION 0.73
DISAGREEMENT 0.56
PERMISSIVENESS 0.40
AGREEMENT 0.58
INDEBTEDNESS 0.80
APOLOGIES 0.56
AUTONOMY 0.04
CONFIDENCE 0.14
NONE 0.76

Table 2: Mean F1 across all folds of our annotation.
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ness over the entire Wikipedia Talk Pages Corpus.
Our face act tagger is trained using our entire an-
notation (§4.2) before applying it to the Wikipedia
data. This produces roughly 1.3 million sentences
labeled with face acts and perceived politeness. We
note that the politeness scores are obtained for the
entire turn, as this is what the perceived politeness
model is trained on, while face acts are tagged by
sentence to allow for greater granularity.

In our analysis of politeness we investigate how
polite (magnitude) editors are perceived to be by
looking at their scores and how often that occurs
(frequency) by considering the proportion of ut-
terances in the top 25% of politeness scores. For
face acts, we compare the overall distribution (fre-
quency) of labels. Statistical significance is calcu-
lated using the Mann-Whitney U test. This analysis
was also performed on only the human annotated
portion of the data and the trends remained consis-
tent. We report results on the entire corpus.

5.1 Admin Differences

On Wikipedia, editors with administrative status
wield significant power in the community including
the ability to block or unblock users by IP address
and delete or restore pages. This increased sta-
tus is known to be recognized in the community
(Danescu-Niculescu-Mizil et al., 2012; Burke and
Kraut, 2008; Leskovec et al., 2010) which endows
editors with these powers through public elections.
We note that politeness theory anticipates speakers
with greater social power than their addressee to
more often select strategies that reduce ambiguity
and lengthiness. This means opting to perform face
threatening acts more often (as opposed to avoiding
them all together) and mitigating them through the
trade-offs of strategies less often, which one would
expect to correspond with a perception of being
less polite overall.

We divide utterances by their politeness score
into the polite utterances (top 25%), neutral (next
50%) and impolite (bottom 25%). When compar-
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Figure 2: Frequency of face acts by editor experience

ing politeness between admins and non-admins
we see the same trend as observed by Danescu-
Niculescu-Mizil et al. (2013). Utterances pro-
duced by editors with administrative privileges
(‘“admins”) are not more often impolite, however
they are significantly (p < 0.001 using the Mann-
Whitney U test) less frequently polite, with a mean
score difference of 3. Additionally the frequency
by which admins produce polite posts is also sig-
nificantly (p < 0.001) lower resulting in messages
which are deemed polite 5% less often compared
to non-admin editors.

When looking at the distributional differences
in face acts by adminship (Figure 1) this decrease
in politeness corresponds with small, but salient
variations. Admins are significantly (p < 0.001)
less likely to express INDEBTEDNESS (e.g.
thanking, accepting offers) and APOLOGIES (e.g.,
admitting mistakes, confessions). Though admins
produce more utterances labeled AGREEMENT
(e.g. appreciation, seeking common ground,
group cohesion), their AGREEMENT utterances
are significantly (p < 0.001) less often (—4%
absolute) perceived as polite compared to AGREE-
MENT utterances by non-admins. Similarly, while
non-admins do more IMPOSITION (e.g. issuing
commands, making requests), their IMPOSITION
utterances are significantly (p < 0.05) more
often (+3% absolute) taken politely compared to
IMPOSITION utterances by admins.. This shows,
as we anticipated, that face acts do not imply
politeness, contrary to possible intuition.

5.2 Experience Differences

We explore whether the experience and productiv-
ity of the editor is another means to achieve in-
creased social power without the explicit additional
privileges the “admin” title confers. To investigate
this we categorize users by the number of edits
they have made and label users in the top and bot-
tom quartiles “experienced” and “inexperienced”,
respectively.
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Politeness
Experienced Admin 0.341
Experienced Non-Admin 0.36
Inexperienced Admin 0.387
Inexperienced Non-Admin 0.407

Table 3: Mean politeness scores for difference admin
types. All differences are found to be significant using
the Mann-Whitney U test with p < 0.001.

Inexperienced Experienced

0.07 0.07
0.35% 0.28%

Impolite
Polite

Table 4: Proportion of turns classified as (im)polite by
editor experience level. 1 indicates significance with
p < 0.0001 using the Mann-Whitney U test.

We observe similar trends in politeness among
experienced editors (Table 4) to that of admins,
with turns by experienced editors being labeled
polite 7% less often relative to inexperienced edi-
tors. When looking at the differences in face acts
(Figure 2) we note that there are ways in which new-
comers behave like experienced Wikipedians such
as a willingness to the face act DISAGREEMENT.
However, like admins, experienced users are signif-
icantly (p < 0.001) less likely to express INDEBT-
EDNESS or APOLOGIES. Unlike when comparing
by admin status, we find that experienced admins
are significantly (p < 0.001) less likely to interact
with face all together (more labeled NONE).

We now investigate how experience interacts
with admin status. As expected, experience is cor-
related (r = 0.37) with adminship with nearly half
of all admins landing in the top quartile of editors
by edit count. We find admins in the top quartile by
edit count are significantly (p < 0.001) less polite
than the bottom quartile. Additionally, intersecting
experience with admin status (Table 3) finds a spec-
trum. Experienced admins are the least polite but
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Figure 3: Frequency of face acts by gender.

experienced non-admins are less polite than inex-
perienced admins. This indicates that these factors
are additive in their contribution to social power.

5.3 Gender Differences

Some editors self-identify their gender on their user
page allowing us to study communicative differ-
ences along this axis as well. Prior work found
female Wikipedians to be generally more polite
(Danescu-Niculescu-Mizil et al., 2013) which is
consistent with studies in several domains. We also
observe this, with utterances by women scoring
more polite (+5, p < 0.001), more often (+7%,
p < 0.0001).

When comparing the distribution of face acts
(Figure 3) we see several disparities that the polite-
ness scores alone do not convey. In general, the
NONE category is lower for women, i.e. female
Wikipedians are more likely, and perhaps more
willing, to interact with face in their utterances.
When doing so, they humble their own positive
face (APOLOGIES, e.g. admitting mistakes, making
confessions, accepting compliments) and their own
negative face (INDEBTEDNESS, e.g. thanking, ac-
cepting apologies) more often than men. This self-
deference is accompanied by fewer impositions on
their addressee’s face (IMPOSITION, e.g. requests,
commands, insults, criticism) and more attention to
the hearer’s own wants (AGREEMENT, e.g. seeking
common ground, showing respect). Unlike when
looking at admins, these AGREEMENT utterances
are less frequently judged to be impolite. These
trends have been observed in various prior studies
(Lakoff, 1973; Prabhakaran and Rambow, 2017;
Herring, 1994).

5.4 Intersectional Differences

We have seen that male Wikipedians are less polite,
more distant with regards to face, and more likely
to express IMPOSITION (§5.3). Similarly, much of
the same is true when comparing admins to non-
admins (§5.1). How do these factors interact? As
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Male Female
Non-Admin* 0.37 0.43
Admin 0.34 0.35
Inexperienced®  0.41 0.43
Experienced* 0.34 0.42

Table 5: Mean politeness scores by experience and ad-
min status compared across gender. | indicates signifi-
cance with p < 0.0001 using the Mann-Whitney U test
when comparing across gender.

mentioned in §2, previous work in other domains
has found gender differences to become exagger-
ated in the communication patterns of individuals
with power. One might expect a similar trend to
hold on Wikipedia.

When comparing politeness across both gender
and administrative status (Table 5), we find that
this does not appear to be the case. While women
admins are more polite (magnitude) than male ad-
mins, the difference is not significant (p > 0.1).
Meanwhile, their non-admin counterparts are sig-
nificantly more polite than non-admin men (46,
p < 0.0001). Among non-admin editors, women
produce utterances in the top quartile of politeness
10% more often than men, while this reduces to
just 1% when comparing admins across genders.

Overall the distribution of face acts (Figure 4)
between male and female admins is similar to that
of non-admins (the red lines for admins and blue
lines for non-admins in Figure 4 are in the same
direction), except that the difference between men
and women is reduced (the red lines are shorter
than the blue lines).There is one striking excep-
tions: among non-admins, men make many more
IMPOSITION (e.g., making requests, issuing com-
mands) face acts than women, but this difference
disappears for admins (and in fact women perform
IMPOSITION utterances slightly more frequently
than men). We note that IMPOSITION is the face
act that becoming an admin specifically entitles the
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Figure 4: Differences between relative usage of face
acts by gender, broken down by non-admins (blue) and
admins (red); lines to the right (left) indicate that women
(men) perform the face act more often

editor to perform: admins have the right to request
changes (and that changes be undone). We spec-
ulate that female admins specifically make use of
their socially sanctioned power, while men perform
IMPOSITION acts even when having no specific
admin authority. In summary, admin privileges
maintain but substantially lessen the previously ob-
served gender differences in politeness and face.
Put differently, female admins behave more like
men (whether admins or not), which we also saw
in the politeness scores (Table 5).

We now turn to the intersection of gender and
experience. Here, we see a strikingly different
result. For all conditions (non-admin, admin, inex-
perienced, experienced), women are more polite.
However, we see from Table 5 that men become
more impolite as they become experienced, while
this is not the case for women: there is no signif-
icant change in their politeness as they become
experienced. The only exception is for women who
become admins (who are, often, experienced), who
behave as men do. Put differently, experience and
the official power designator of “admin” do not
function in the same way across gender: for men,
both result in less politeness, but for women, only
the “admin” title does.

When looking at face acts (Figure 5), we see
that for some categories the differences between
men and women are reduced with experience (the
orange bars are shorter than the green bars). How-
ever, a notable exception is for INDEBTEDNESS,
for which we see a large increase in the difference
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Figure 5: Differences between relative usage of face
acts by gender, broken down by inexperienced (green)
and experienced (orange) users; lines to the right (left)
indicate that women (men) perform the face act more
often

between men and women, and in fact a flip in which
gender performs it more often. When looking at the
absolute numbers (not shown in the table), we can
see why: women do not change the frequency of
their INDEBTEDNESS utterances at all as they gain
experience, while men decrease their frequency of
INDEBTEDNESS utterances from 12.3% to 9.8% of
their utterances. This decrease is a major contribu-
tor to the decrease in politeness among experienced
men (but not among experienced women). We ex-
tend our previous interpretation by speculating that
experienced women do not feel they have a so-
cially sanctioned position of power, and/or men
experience a decrease in social distance towards
other Wikipedians as they become more experi-
enced, while women do not.

6 Conclusion and Future Work

We identify an optimized method for training face
act taggers using fine-tuning on LL.Ms, contribute
a new corpus annotated for face acts, and make
available a pre-trained model for use on Wikipedia.
Through several methods of analysis we demon-
strate the usefulness of examining perceived polite-
ness in combination with face acts by reporting a
number of findings based on their interaction. In
future work we plan to allow multiple face acts per
utterance (including for the same segment), and to
incorporate the strategy (as conceived of by B&L)
more explicitly into our modeling framework.



Limitations

The principal scientific limitation of this work is
that we could only consider three aspects of the
larger model of B&L.: face acts, the communicative
setting (gender and power), and perceived polite-
ness. The major missing elements in the full frame-
work include intention, communicative intention,
social norms, and strategies. We intend this paper
to be a first step towards a fuller implementation
of an explicit cognitive theory of communication
which involves all of the mentioned elements.

The experiments for this work were performed
using computational resources that are not, in gen-
eral, freely available. In part due to these compu-
tational requirements, but also a result of minimal
data, we were not able to evaluate the techniques
on additional languages and acknowledge the limi-
tations this places on extending our results to other
cultures. We also note along similar lines that while
Brown and Levinson (1987) claim their theory of
politeness to be culturally universal, this claim has
been contested — most notably for eastern cultures
(Al-Duleimi et al., 2016). As discussed in detail
above, taking utterances to have a single face act
or intent is a critically limiting assumption which
lends some uncertainty to our conclusions.

We note that while many of the linguistic dif-
ferences observed were consistent across multi-
ple rounds of analysis and significant using the
Mann-Whitney U test, the effect sizes were gener-
ally small. The conclusions should be interpreted
with that in mind.

Ethics Statement

Despite an analysis of the errors, we cannot ver-
ify the safety of this system in any user-oriented
context and therefore do not recommend such uses
without further study. While we do not produce
any datasets directly from human annotations, we
do use several datasets which were, to the best of
our knowledge, compiled ethically. As the primary
object of study in this work is the relationship be-
tween politeness and language, we do not anticipate
broad risks to its application.
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A Configuration Details for Experiments

For all experiments we fine-tune Llama-3-8B on
each of the five cross-validation folds with a batch
size of 1 and no gradient accumulation steps. The
AdamW optimizer is configured with a learning
rate of 2e-5, weight decay of 0, and epsilon of 1le-8.
As the cross-validation preparation does not con-
tain a development set to conserve data, we train
for a fixed 10 epochs. We configure LoRA with
a of 16, dropout of 0.1, and r of 64. Since r is
somewhat large, we observed slightly better results
using rank-stabilization which scales adapters dur-
ing forward passes by a factor of a/y/r, instead
of the typical a/r (Kalajdzievski, 2023). These
parameters were arrived at through a run of hyper-
parameter tuning experiments.



B Supplementary Correlation Analysis

This analysis was performed based our model (§4)
output on the Wikipedia Talk Pages Corpus. Aside
from INDEBTEDNESS (e.g. thanking, commit-
ments, accepting offers), DISAGREEMENT (e.g.
criticism, insults, disapproval), and NONE (avoid-
ing face altogether) the correlations have fairly low
magnitude (absolute value less than 0.1).

Politeness Impoliteness

IMPOSITION 0.01 0.05
DISAGREEMENT -0.11 0.18
PERMISSIVENESS -0.01 0.01
AGREEMENT 0.03 -0.04
INDEBTEDNESS 0.31 -0.25
APOLOGIES 0.04 -0.07
AUTONOMY 0.00 -0.01
CONFIDENCE -0.01 -0.01
None -0.17 0.06

Table 6: Pearson’s correlation coefficients between po-
liteness scores and face acts.
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Abstract

Reference resolution is an important problem,
one that is essential to understand and success-
fully handle contexts of different kinds. This
context includes both previous turns and con-
text that pertains to non-conversational entities,
such as entities on the user’s screen or those
running in the background. While LLMs have
been shown to be extremely powerful for a va-
riety of tasks, their use in reference resolution,
particularly for non-conversational entities, re-
mains underutilized. This paper demonstrates
how LLMs can be used to create an effective
system to resolve references of various types,
by showing how reference resolution can be
converted into a language modeling problem,
despite involving forms of entities like those
on screen that are not traditionally conducive
to being reduced to a text-only modality. We
demonstrate large improvements over an ex-
isting system with similar functionality across
different types of references, with our small-
est model obtaining absolute gains of over 5%
for on-screen references. We also benchmark
against GPT-3.5 and GPT-4, with our smallest
model achieving performance comparable to
that of GPT-4, and our larger models substan-
tially outperforming it.

1 Introduction

Human speech typically contains ambiguous refer-
ences such as "they" or "that", whose meaning is
obvious (to other humans) given the context. Being
able to understand context, including references
like these, is essential for a conversational assis-
tant that aims to allow a user to naturally commu-
nicate their requirements to an agent, or to have
a conversation with it (Luger and Sellen, 2016;
Ljungholm, 2021). In addition, enabling the user
to issue queries about what they see on their screen
is a crucial step in ensuring a true hands-free ex-
perience in voice assistants. For instance, consider

* Equal contribution
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the following interactions between a user and an
agent shown in Table 1.

Table 1: Sample Interactions between a user and an
agent.

Speaker Dialogue

User Show me pharmacies near me
Agent Here is a list I found.

Agent ... (list presented)

User (eg 1) Call the one on Rainbow Rd.

User (eg 2) Call the bottom one.

User (eg 3) Call this number (present onscreen)

Here, it is immediately apparent that it would
not be possible for the Agent to understand or com-
plete the user’s query without the ability to use and
comprehend context. It also stands to reason that
there are multiple types of context that are neces-
sary to handle user queries: conversational context,
on-screen context, and background entities.

Recent Large Language Models (LLMs)
(Stammbach et al., 2022; Touvron et al., 2023;
Santhanam et al., 2022; Dettmers et al., 2023)
have often enabled end-to-end experiences, perhaps
even obviating the need of a traditional multi-stage
pipeline that includes reference resolution (Khatri
et al., 2018). There are, however, still several real-
world cases where a pipeline is valuable, perhaps
even essential, and an end-to-end approach falls
short. First, when a framework runs completely
on-device (for example, for privacy and efficiency
reasons) on a system such as a smartphone that
has relatively limited computing power, due to the
low-power nature of the system and latency con-
straints, using a single, large, end-to-end model is
infeasible: using a single LLM for this task would
usually require the use of a large model with long
prompts for true end-to-end experiences (Wei et al.,
2022). Second, consider the case when the model
has to integrate with APIs, has to consume informa-
tion from components upstream, or has to provide
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information to be consumed downstream: while
in these cases it is possible to have an end-to-end
approach having the LLM write API calls (Patil
et al., 2023; Qin et al., 2023), this often requires a
large language model and a complete overhaul of
existing pipelines, which might be cumbersome or
completely infeasible. Third, the use of a focused
model would allow for an existing reference resolu-
tion module to be swapped with improved versions
in a transparent way, while providing improved
ability to hill-climb and improved interpretability,
by virtue of the system being modular. Finally, for
the task under consideration in this paper, reference
resolution does not include solely conversational
references, but also includes the ability to refer-
ence an on-screen and/or a background entity that
is part of what the user currently perceives in their
interaction with a device, but has not been a part
of the conversational history that results from their
direct interaction with the virtual agent in question.
There thus continues to be utility in exploring "tra-
ditional" NLP tasks such as reference resolution,
despite some of the larger language models being
able to handle them implicitly. In this work, we
thus advocate the use of (relatively) smaller lan-
guage models, but fine-tuned for specifically and
explicitly for the task of reference resolution.

Along similar lines, relying on language model-
ing alone (Bajaj et al., 2022; Patra et al., 2022;
Zheng et al., 2023) has recently shown great
promise in being able to handle a variety of tasks
(Wang et al., 2018, 2019; Hendrycks et al., 2020;
Wei et al., 2021; Chung et al., 2022), such as causal
reasoning, linguistic acceptability, question answer-
ing, textual entailment and even coreference res-
olution: Using Language Models (LMs) does ex-
ceedingly well on tasks that can be modeled in
a sequence-to-sequence fashion. However, the
biggest challenge with adopting this technique for
the general reference resolution task in the context
of a voice assistant lies in resolving references to
entities on the screen and using their properties, in
other words, getting the LM to, informally speak-
ing, “see”. In particular, it is non-obvious how
to encode entities on a screen in a manner that is
conducive to being resolved by an LM, while also
being consistent enough with how conversational
entities are encoded to enable the LM to success-
fully perform reference resolution on both types of
entities.

In this work, we propose reconstructing the
screen using parsed entities and their locations
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to generate a purely textual representation of the
screen that is visually representative of the screen
content. The parts of the screen that are entities
are then tagged, so that the LM has context around
where entities appear, and what the text surround-
ing them is (Eg: call the business number). To the
best of our knowledge, this is the first work using a
Large Language Model that aims to encode context
from a screen.

2 Realated Work and Motivation

While traditional reference resolution systems have
explored conversational and visual/deictic refer-
ences in great depth (Kottur et al., 2018; Schwartz
et al., 2019; Kang et al., 2019), resolving on-screen
references is a domain that has been relatively
under-explored. However, as shown above, con-
versational agents on a mobile device need to un-
derstand references to the screen, and to support
such experiences, to be truly natural. On screen
references differ from visual and deictic references
for several reasons: they tend to be more struc-
tured and highly textual, which enables the use of
a lighter model to treat this as a text-only problem
without a visual component; further, user queries
around on-screen elements often tend to be more
action-oriented rather than QA based; finally, they
use synthetic screens rather than natural real-world
images, which are much easier to parse, but whose
distribution completely differs from that on which
larger pre-trained image-based systems (such as
CLIP (Radford et al., 2021)) tend to be trained.
Further, jointly being able to perform conversa-
tional and on-screen reference resolution has been
even less explored, with prior work often focusing
on images and graphics (Willemsen et al., 2023),
or Ul elements (You et al., 2024).

Vision transformers (Dosovitskiy et al., 2020;
Touvron et al., 2021; Liu et al., 2021; Yu et al.,
2021) and other pre-trained models have recently
gained prominence as a popular first step in tasks
that require visual understanding. However, these
tend to be trained on natural, real-world images
rather than screenshots of on-screen layouts, which
have a very different distribution. In addition, these
can be extremely expensive to (pre-)train, requiring
a very large number of images and several hun-
dred GPU hours (or more). Further, they tend
to not perform as well on images heavily embed-
ded with text, and dedicated textual understanding
approaches (Xu et al., 2020, 2021; Hwang et al.,



2021a,b; Hong et al., 2022) tend to heavily rely on
multiple modules such as bounding box detection
and OCR while also relying on good image quality.
Joint vision+text models are also substantially more
expensive with respect to parameters and compu-
tational cost. Finally, these models would need to
parse text to be able to perform function (Eg: “call
the business number” needs to extract the number
associated with the business landline from the raw
image), a process which can be complex and com-
pute intensive when bearing in mind that the under-
lying text and its location on the screen has been
referred by the system, and as a consequence can be
relatively easily extracted without large, complex
models.

The most closely related work which we are
aware of, and which we consequently use as our
baseline, is that of Ates et al. (2023), an exten-
sion of Bhargava et al. (2023) which deals purely
with on-screen references; however, it suffers from
several drawbacks, which we address in this work.
First, these approaches rely on a dedicated “Cate-
gory module” to deal with type-based references.
This module often requires manually on-boarding
entities every time a new type is created (a com-
mon occurrence in voice assistants, as the sup-
ported functionality of the assistant is expanded
over time). In addition, such modules often treat
each type as distinct, with the similarity of differ-
ent types ignored. This, in turn, leaves on the table
the potential positive transfer that could have hap-
pened between semantically related classes (such
as “phone number” and “contact”) when data is
added for one of those classes. This approach is
thus difficult to scale to new entity types and use
cases. Second, these systems rely on the use of
hand-crafted rule-based textual overlap features,
which require heavy feature engineering and tend
not to be robust. In addition, these heuristics often
do not account for semantic similarity, and are not
able to encode real-world understanding or com-
monsense reasoning. Finally, these methods ef-
fectively classify how related each entity is to the
query in question independently of all other entities
and later threshold them, whereas our current ap-
proach directly picks out the most relevant option
(or options), while also allowing for no entities to
be relevant. Our approach thus additionally has
the advantage of removing the reliance on a set
threshold, while also providing all the functionality
supported in the previous approaches.
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3 Task

We formulate our task as follows: Given relevant
entities and a task the user wants to perform, we
wish to extract the entity (or entities) that are perti-
nent to the current user query. The relevant entities
are of 3 different types:

1. On-screen Entities: These are entities that are
currently displayed on a user’s screen

2. Conversational Entities: These are entities rele-
vant to the conversation, which predominantly
include those that come from a previous turn.
For example, let’s say that the first turn of the
user is “Call Mom.”, which is an unambiguous
turn that uses a contact called Mom. Shortly
after, if the user says “Text her”, the reference
“her” needs to be resolved to the contact for
“Mom” that was brought up in the previous turn;
this contact is thus a conversational entity. An-
other example might involve an interaction in
which the user requests for a list of places or
alarms to choose from (or the agent presents one
for a user turn such as “Show me pharmacies
near me’’); each item in this list then becomes a
conversational entity for subsequent turns.

3. Background Entities: These are relevant entities
that come from background processes that might
not necessarily be a direct part of what the user
sees on their screen or their interaction with
the virtual agent; for example, an alarm that
starts ringing or music that is playing in the
background.

We pose the task of reference resolution as a mul-
tiple choice task for the LLM, where the intended
output is a single option (or multiple options) from
the entities shown on the user’s screen. In some
cases, the answer could also be "None of these", in
which case the model needs to predict “0”.

To evaluate this task, we check if the predicted
set of options matches the ground truth set; in other
words, we allow the model to output the relevant
entities in any order, i.e. if the Ground Truth is
entities 8, 7, and 4, then we accept any permutation
of these three correct entities while evaluating the
performance of the model.

Note that as in Ates et al. (2023); Bhargava et al.
(2023), we assume that entities along with their
types come in from an upstream system (for exam-
ple, through a mechanism involving entity pullers
which are able to extract entities in a high recall



manner or through a donation from a device app,
as in Aas et al. (2023)).

4 Datasets

Our datasets comprise data that was either syntheti-
cally created, or created with the help of annotators.
Each data point contains the user query and a list of
entities, along with the ground-truth entity (or set
of entities) that are relevant to the corresponding
user query. Each entity, in turn, contains infor-
mation about its type and other properties such as
the name and other textual details associated with
the entity (the label and time of an alarm, for ex-
ample). For data points where relevant on-screen
context exists, this context is available in the form
of the bounding box of the entity, and the list of ob-
jects surrounding it along with properties of these
surrounding objects such as their types, textual con-
tents and locations. Note that our data collection
follows that of Bhargava et al. (2023); Ates et al.
(2023); we present an overview here and direct the
interested reader to the aforementioned papers for
a more detailed description. Note also that each
dataset below is somewhat representative of one of
our tasks of interest (with our synthetic data bucket
being used for both conversational and background
entity resolution).

Table 2: Dataset Sizes (Train Set and Test Set)

Dataset Train Test
Conversational 2.3k 1.2k
Synthetic 39k 1.1k
On-screen 10.1k 1.9k

4.1 Conversational Data

In this case, data is collected for entities that are
relevant to the user interaction with the agent. To
do this, annotators are shown sample conversations
between a user and an agent with synthetic lists
of entities provided, and asked to provide queries
that unambiguously reference an arbitrarily picked
entity in the aforementioned synthetic list. Anno-
tators might thus be provided with a synthesized
list of businesses or alarms and asked to refer to a
particular entity within that list.

For example, the annotator might be shown a
list of businesses that are synthetically constructed,
and then asked to refer to a specific one in the list
provided; for instance, they might say “Take me to
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the one that’s second from the bottom” or “Call the
one on Main Street”.

4.2 Synthetic Data

Another approach to obtain data is to rely on syn-
thetic data from templates. This approach is partic-
ularly useful for type-based references, when the
user query and the entity type are sufficient to re-
solve the reference, and descriptions are not relied
upon. Note that the synthetic nature of this dataset
does not preclude it from containing datapoints in
which multiple entities can be resolved to a given
reference: for example, for the query “play it”, “it”
can be resolved to all entities of both the types
“music” and “video”.

The pipeline used to generate the synthetic data
comprises of two parts: a set of templates and a
list accompanying each template. The first part, a
“language template”, contains different variations
of queries that can be used for targeted cases, with
slots present that can be filled pragmatically from
those defined in the “slot list”. The second, a “slot
list” accompanying the aforementioned template,
includes mentions and other possible slot values
(often comprising of named entities that aren’t men-
tions, or other slots that can take a large number
of possible values such as date-times) if necessary.
The slot list also contains the ground truth entity
(or entities) that the mentions listed, when filled
into the language template, could resolve to.

The data generation pipeline then takes the lan-
guage template and slot list, and uses them to gen-
erate the possible queries. It does this by sub-
stituting corresponding values from the slot lists
into the language templates to obtain fully formed
user queries. The corresponding synthetic data is
formed by using these queries and the ground truth
entities present in the slot list, and adding in enti-
ties of other types into the data to serve as random
negatives.

For example, a given language template might
consist of phrases like “share [mention] with
[name]” and “send [mention] to [name] please”.
The corresponding slot list might have “[men-
tion]” mapping to “this address” and “that address”,
“[name]” mapping to various person names, and
the ground truth entity tagged as “‘email address”
and “physical address”. The pipeline then gener-
ates queries like “share that address with Mom”
with “email address” and “physical address” enti-
ties marked as possible ground truth entity types,
and entities of other types marked as negative.
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260 Sample Sale

Contact AADA Coordinator
Email
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Contact
Email
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Contact
Email
Phone
Contact )
Discover
Email

Phone
Contact Business Licenses
Email
Phone
Contact

What to Know

@ santaclaraca.gov

(a) Screenshot example used
in first annotation project

(b) Screenshot example used
in second annotation project

Figure 1: Sample screenshots used in the annotation of
on-screen data. The data was annotated in a two-step
process, as described in Section 4.3.

4.3 On-screen Data

As in Bhargava et al. (2023), screen data were col-
lected from various web pages where phone num-
ber, e-mail and/or physical address information
exist. Our on-screen data annotation comprised
of a two-phase process. The first phase was used
to obtain queries based on the screens shown, and
the second one was for identifying the entities and
mention for the given query. In the first grading
project, annotators were given a screenshot (Fig-
ure la) with green and red boxes, and were asked
to classify the green boxed data into one of the
entities such as phone number, email address, etc.
Then, annotators were then asked to provide three
unique queries for the green boxed data.

In the second annotation project (Figure 1b),
queries collected in the first step were shown to
annotators one by one with their corresponding
screenshots (but this time, without the bounding
boxes), and with all the screen entities as a list.
The annotators were asked if the query contains a
mention to one of the given visual entities, and if
the query sound natural. They were also asked to
provide the entities from the list that were referred
to in the given query, and to tag the part of the
query referring that entity.
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5 Models

We compare our proposed model ReALM, de-
scribed in detail in Section 5.3 below, with two
baseline approaches: one based on the reference re-
solver proposed in MARRS (Section 5.1), which is
non-LLM based, and one based on ChatGPT (both
GPT-3.5 and GPT-4; Section 5.2).

Your New Home

Show me Pharmacies

near me
¢

Which one?

Walgreens
225 Rainbow St, San Jose,
CA 94088

Ccvs
105 E EI Camino Real, Sunnyvale,
CA 94087

Steven Realtors Inc.

Trusted by over 5 million
proud homeowners

Contact Us
Qwark

1287 Hammerwood Ave, Sunnyvale,
CA 94088

(a) Conversational User Turns

Mon - Fri Sat - Sun

(206) 198-8699 ' ' (206) 198-8672

Call the one on Rainbow
St.

(b) Onscreen Capture

Figure 2: Technical diagrams representing user turns
with a conversational assistant in (a), and a user
screen in (b). Shaded rectangles represent various ele-
ments shown on the screen detectable by screen parser-
extractors.

5.1 MARRS

As a baseline, we compare against the system
proposed in Ates et al. (2023), in turn a varia-
tion of Bhargava et al. (2023), both of which are
non-LL.M based approaches. While the latter ap-
proach focuses on on-screen entities, MARRS ex-
tends it to conversational and background entities
as well. For our baseline comparison, we trained a
re-implementation of this system with the datasets
described in Section 4, which includes conversa-
tion, on-screen and synthetic data. Note that in
contrast to our approach, which uses a generic off-
the-shelf LLM, this baseline we compare against
was specifically designed for the task of reference
resolution.

5.2 ChatGPT

As another baseline, we run the GPT-3.5 (Brown
et al.,, 2020; Ouyang et al., 2022) and GPT-4
(Achiam et al., 2023) variants of ChatGPT, as avail-
able on 2024-01-24, with in-context learning. As
in our setup, we aim to get both variants to predict
a list of entities from a set that is available. In the
case of GPT-3.5, which only accepts text, our in-
put consists of the prompt alone; however, in the



case of GPT-4, which also has the ability to con-
textualize on images, we provide the system with
a screenshot for the task of on-screen reference
resolution, which we find helps substantially im-
prove performance. Note that our ChatGPT prompt
and prompt+image formulation are, to the best of
our knowledge, in and of themselves novel. While
we believe it might be possible to further improve
results, for example, by sampling semantically sim-
ilar queries up until we hit the prompt length, this
more complex approach deserves further, dedicated
exploration, and we leave this to future work.

5.3 Our Approach

In this section, we provide examples of conver-
sational and onscreen reference resolution tasks,
followed by how we prompt the model to resolve
the same.

We use the following pipeline for fine-tuning an
LLM (a FLAN-T5 model (Chung et al., 2022)) in
our case. We provide the parsed input to our model,
and finetune it. Note that unlike for the baseline,
we do not run an extensive hyperparameter search
on the FLAN-TS model, sticking to the default
fine-tuning parameters.

Select which among the following entities, if any, are re-
quired to understand the user request below. Output O if
none of the entities are relevant.

User request: Call the one on Rainbow St

User Entities:

0. None

1. Type: Local Business | Name: Walgreens | Address: 225
Rainbow St, San Jose CA 94088

2. Type: Local Business | Name: CVS | Address: 105 E El
Camino Real, Sunnyvale, CA 94087

3. Type: Local Business | Name: Qwark | Address: 1287
Hammerwood Ave, Sunnyvale, CA

Relevant entity:

Select which among the following entities, if any, are re-
quired to understand the user request below. Output O if
none of the entities are relevant.

User request: Save the phone number at the bottom-right
Screen:

Your New home!

Steven Realtors Inc.

Trusted by over 5 million

Proud homeowners

Contact Us
Monday - Saturday -
Friday Sunday

{{1. (206) 198 1999} }
Relevant entity:

{{2. (206) 198 1699} }

Each data point consisting of a user query
and the corresponding entities is converted into
a sentence-wise format that we can feed to an LLM
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for training. Examples of the input before and af-
ter processing are shown in Appendix Sections A
and C, with examples of how we convert entities
of different types into text shown in Appendix B.
Note that the entities are shuffled before being sent
to the model so that the model does not overfit to
particular entity positions.

With respect to the output that the model pre-
dicts, empirically, we find that the model is consis-
tently able to predict a valid integer (or list of inte-
gers), without deviating and outputting any other
text. In addition, we observe that the model also
respects general output constraints (such as not pre-
dicting a ‘0° that represents ‘None of These* at the
same time as one or more other entities) as well as
those constrains enforced by the input (such as en-
suring all predicted entity indices actually exist on
the input side). The one exception that we observe
is that, on occasion, we find that the model predicts
the same entity twice (successively) in its output
list. The only post-processing heuristic we apply is
thus to convert the model’s predictions into a set of
unique entities.

5.3.1 Conversational References

For the sake of this work, we assume conversa-
tional references to be of two types: type-based
and descriptive. Type-based references are heavily
reliant on using the user query in conjunction with
the types of the entities to identify which entity (of
a set of entities) are most relevant to the user query
in question: for example, if the user says “play
this”, we know that they are referring to an entity
like a song or a movie, as opposed to a phone num-
ber or an address; “call him” likewise refers to a
contact or possibly a phone number, as opposed to
an alarm. Descriptive references, in contrast, tend
to use a property of the entity to uniquely identify
it: “The one in Times Square” for example might
help uniquely refer to one among a set of addresses
or business. Note that it is often the case that ref-
erences might rely on both types and descriptions
to unambiguously refer to a single object: consider
the examples “play the one from Abbey Road” vs
“directions to the one on Abbey Road”, both of
which rely on both the entity type and description
to identify a song in the first case and address in
the second. In our proposed approach, we simply
encode the type and various properties of the en-
tity. We show our detailed encoding scheme in
Appendix B.



5.3.2 Onscreen References

For onscreen references, as in Bhargava et al.
(2023), we assume the presence of upstream data
detectors that are able to parse screen text to extract
entities. These entities are then available along with
their types, bounding boxes and a list of non-entity
text elements surrounding the entity in question.

To encode these entities (and thereby, the rele-
vant parts of the screen) into the LM in a manner
that involves text alone, we use the novel algorithm
given in Algorithm 1. Intuitively, we assume the
location of all entities and their surrounding objects
to be representible by the center of their respective
bounding boxes. We then sort these centers (and
thereby, the associated objects) from top-to-bottom
(i.e., vertically, along the y-axis), and the use a sta-
ble sort to sort from left-to-right (i.e., horizontally,
along the x-axis). Next, all objects that are within
amargin are treated as being on the same line, and
are separated from each other by a tab; objects fur-
ther down outside the margin are placed on the next
line, and this is repeatedly, effectively encoding the
screen in a left-to-right, top-to-bottom fashion in
plain text.

6 Results

Table 3: Model Accuracy for Different Datasets. A
prediction is correct if the model correctly predicts all
relevant entities, and incorrect otherwise. Conv refers
to the Conversational Dataset, Synth to the Synthetic
one, Screen to the Onscreen one and Unseen to a con-
versational dataset pertaining to a held-out domain.

Model Conv Synth Screen Unseen
MARRS 92.1 994 835 84.5
"GPT-3.5 841 342 741 675
GPT-4 97.0 58.7 90.1 98.4
"ReALM-80M 96.7 99.5 889  99.3
ReALM-250M 97.8 99.8  90.6 97.2
ReALM-1B 979 997 914 94.8
ReALM-3B 979 99.8 930 97.8

We present our results in Table 3. Overall, we find
that our approach outperforms the MARRS model
in all types of datasets. We also find that our ap-
proach is able to outperform GPT-3.5, which has a
significantly larger number of parameters than our
model by several orders of magnitude. We also find
that our approach performs in the same ballpark
as the latest GPT-4 despite being a much lighter
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Algorithm 1: Onscreen Parse Construction
with Turn Object Injection

oo

10

11

12

13

14
15
16
17

18

19

Data: List of turn objects
Result: Onscreen parse
onscreen_parse < Empty list of onscreen
parse elements;
// Step @: Get all text boxes
present in the screen
for each turn object t, index i do
// Step 1: Get unique
surrounding objects
surrounding_objects < Set of
surrounding objects for ¢;
// Step 2: Insert turn objects
into the set
surrounding_objects <—
surrounding_objects U {[[i.t]] };

// Step 3: Sorting the centers of
all surrounding objects
sorted_objects < Sort objects in
surrounding_objects by center (Top —
Bottom, Left — Right);
// Step 4: Determine vertical
levels
margin < Margin for considering objects
at the same level;
levels < List of vertical levels;
for each object o in sorted_objects do
same_level < List of objects at the
same level as o;
for each object other in
sorted_objects do
if o is not the same as other and
|o.center_top —
other.center_top| < margin
then
L same_level +

same_level U {other};
levels < levels U {same_level};

// Step 5: Construct onscreen parse
for each level [ in levels do
level_parse < Empty string;
for each object obj inl do
level_parse +
L level_parse + "\t" + obj;
onscreen_parse <

onscreen_parse+"\n"+level_parse;

return onscreen_parse;




(a) Semantic Understanding

User Request: Call the evening Number

Screen:

{{1.9 AM -5PM}}
{{2.901.969.3120} }
{{3. 5PM -9 PM}}
{{4. 901.969.3391}}

Model Output: 4

(c) World Understanding

User Request: Take me to the one in Washington

Screen:

Indian Embassy

{{1. 1701 El Camino Real, Mountain View 94040} }
{{2. 333 Dexter Ave N, Seattle 98109} }

{{3. 8295 Tournament Drive, Memphis, TN 38125} }

Model Output: 2

(b) Summarisation

User Request: Remind me to get printouts
before the tax deadline

Screen:

Tax Deadlines 2023

{{1. Feb 15}}

Reclaim your tax exemption from withholding
{{2. April 18}}

First-quarter estimated tax payment due

Model Output: 2

(d) Commonsense Reasoning

User Request: Save the link to the breakfast Recipe

Screen:

IMAGE

Strawberry Granola
{{1. Recipe link} }
IMAGE

Lavender boba tea
{{2. Recipe link} }

Model Output: 1

Table 4: Qualitative examples that demonstrate the ability of ReALM to adapt to complex use-cases.

(and faster) model. We especially wish to highlight
the gains on onscreen datasets, and find that our
model with the textual encoding approach is able to
perform almost as well as GPT-4 despite the latter
being provided with screenshots.

Additionally, we also experiment with models of
different sizes. We see that while performance in
general improves across all dataset families with an
increase in model size, the difference is most pro-
nounced for the onscreen datasets, which alludes
to the task being more complex in nature. Inter-
estingly, and contrary to an otherwise consistent
trend of larger models performing better, we find
that performance on our Unseen dataset, which
contains a held-out domain, first decreases with an
increase in model size before increasing again. We
hypothesize that this is due to the double-descent
phenomenon (Nakkiran et al., 2019).

6.1 Analysis

GPT-4 =~ ReALM > MARRS for new use-cases:
As a case study, we explore zero-shot performance
of this model on an unseen domain: Alarms (we
show a sample data point in Appendix Table 12).
The last column in Table 3 compares the perfor-
mance of all approaches and baselines on this un-
seen test set. We find that all of the LLM-based
approaches outperform the FT model for this test
set. Among the two, we find that the performance
of ReALM and GPT-4 are very similar for the un-
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Table 5: User Request for Setting or Home Device

User Request: Can you make it brighter?

Entities Shown to User:
1. Type: Settings
2. Type: UserEntity | homeAutomationAccessoryName

GPT-4 Prediction: 1 Ground Truth: 1,2

seen domain. Additionally, Table 4 shows com-
pletely new experiences enabled by ReALM due
to the LLM’s superior ability to perform complex
understanding of natural language.

ReALM > GPT-4 for domain-specific queries
We find that due to finetuning on user requests,
ReALM is able to understand more domain-
specific questions. Consider Table 5. GPT-4 in-
correctly assumes the reference to be about only a
setting, whereas the ground truth consists of a home
automation device in the background as well, and
GPT-4 lacks the domain knowledge to be able to
recognise that the device would also be relevant to
this reference. ReALM, in contrast, doesn’t suffer
from this due to being trained on domain-specific
data.

7 Conclusion and Future Work

In this work, we demonstrate how large language
models, which are typically trained on text alone,
can be also be adapted to perform reference reso-
lution to items in an extra-linguistic context. We



do this by encoding entity candidates as natural
text; we demonstrate how entities that are present
on the screen can be passed into an LLM using a
novel textual representation that effectively sum-
marizes the user’s screen while retaining relative
spatial positions of these entities. Our proposed
system is thus able to resolve references in a vari-
ety of human-computer interaction settings, such
as those involving on-screen, conversational and
background entities; we note, however, that our
proposed approach focuses primarily on anaphoric
and deictic references, and we leave the extension
of our system to handle other types of references,
such as bridging references, to future work.

In addition, we show that ReALM outperforms
previous approaches, and performs roughly as well
as the current state-of-the-art LLM, GPT-4, despite
consisting of far fewer parameters, even for on-
screen references despite being purely in the tex-
tual domain. It also outperforms GPT-4 for domain-
specific user queries, thus making ReALM an ideal
choice for a practical reference resolution system
that can exist on-device without compromising on
performance.

While our approach is effective in encoding the
position of entities on the screen, we find that it may
not be able to resolve complex user queries that rely
on nuanced positional understanding. We thus be-
lieve that exploring more complex approaches such
as splitting the screen into a grid and encoding these
relative spatial positions into text, while challeng-
ing, is a promising avenue of future exploration.
In addition, in contrast to a critical assumption of
our proposed system, not all on-screen entities are
textual. While extending this paper to cover on-
screen images, graphics and Ul elements is beyond
the scope of this work, this is certainly another
extension that merits further investigation.

Ethics Statement

While LLMs can generate unexpected output in-
cluding potentially harmful text, our system offers
the ability to constrain decoding or use simple post-
processing to ensure this does not happen. Note
however that practically we find very little hallu-
cination or even text that deviates from the format
that the models were finetuned on, and thus do not
constrain the decoding of the LLM.
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Queen Anne

5520 Roy St, Seattle,
98109

(206) 380 4699

Belltown

2209 1st Ave S, Seattle,
98121

(206) 380 4898

(a) Onscreen Capture 1

Your New Home
Steven Realtors Inc.

Trusted by over 5 million
proud homeowners
Contact Us
Mon - Fri Sat - Sun

(206) 198-8699 ' ' (206) 198-8672

(b) Onscreen Capture 2

Figure 3: Technical diagrams representing user screens. Shaded rectangles represent various elements shown on the

screen detectable by screen parser-extractors.

A Encoding onscreen entities

First, we show sample representations of what a
screen grab might look like, as parsed and exposed
to the system. We show these representations in
Figure 3

We now describe some other strategies of encod-
ing on-screen elements that we explored.

* Clustering: We explored a clustering-based
approach wherein we perforedm a spatial
clustering of the various surrounding objects
present in the screen. We did this to estab-
lish semantic clusters wherein a user could
refer to nearby bounding boxes (such as the

contact information) by a particular title. The
detailed approach is given in Algorithm 2, and
a sample encoding is shown in Table 6. The
biggest drawback of the approach was that the
prompt length often explodes as the number
of entities in a cluster increases, as each of the
objects in the cluster would have every other
object in its surrounding objects.

* Onscreen Grab: To mitigate this issue, we
employed a second approach (similar to our
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final approach), wherein we parsed the screen
as in our final approach, the only difference
being that we didn’t annotate the turn objects
within the parse itself, but provided the turn
objects as a list instead (see Table 7).

Onscreen Grab with Injected Turn Objects:
Finally, the exact algorithm employed in our
final approach is given in 1, and a sample
encoding is shown in Table 8.

We show an ablation in Figure 4, in which we

Table 6: Clustering-based encoding

User Request: Get me directions to the branch in
Queen Anne

Entities Shown to User:
1. Type: Postal Address | Value: 5520 Roy St,

Seattle 98109 | surr_objects: Queen Anne, (206) 380 4699

2. Type: Phone Number | Value: (206) 380 4699
surr_objects: Queen Anne, 5520 Roy St, Seattle 98109
3. Type: Phone Number | Value: (206) 380 4898
surr_objects: Belltown, 2209 1st Ave S, Seattle 98121
4. Type: Postal Address | Value: 2209 1st Ave,

Seattle 98121 | surr_objects: Belltown, (206) 380 4898

Ground Truth: 1




Table 7: Onscreen Grab encoding

User Request: Save the phone number at the bottom-right

Screen:

Your New home!

Steven Realtors Inc.
Trusted by over 5 million
Proud homeowners

Contact Us
Monday - Saturday -
Friday Sunday

(206) 198 1699 (206) 198 1999

Entities Shown to User:
1. Type: Phone Number | Value: (206) 198 1999
2. Type: Phone Number | Value: (206) 198 1699

Ground Truth: 1,2

show the performance of the various encoding ap-
proaches described above (and some other hill-
climbing efforts).

Performance of 3 Billion Parameter Model

() (h)

80 fc)

—e— Accuracy (%)
——- 78.8%

Accuracy

60

50

Figure 4: Performance improvements with each exper-
iment — (a) Baseline Finetuned LLM, (b) Obtaining
screen elements through OCR, (c) Obtaining screen ele-
ments through Ul elements and Clustering (d) Adding
an extra newline between the instruction and user re-
quest, (e) Onscreen Grab, (f) Onscreen Grab with in-
jected turn objects, (g) Onscreen Grab with injected turn
object + needing lines to be separated by at least Margin,
(h) Separating elements in the same line by a tab

We show the algorithm used to encode onscreen

Table 8: Injected Onscreen Encoding (Final Approach)

User Request: Save the phone number at the bottom-right

Screen:

Your New home!

Steven Realtors Inc.
Trusted by over 5 million
Proud homeowners

Contact Us
Monday - Saturday -
Friday Sunday

{{1. (206) 198 1999}} {{2. (206) 198 1699} }

Ground Truth: 1,2
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Algorithm 2: Surrounding Object Cluster-
ing and Prompt Generation
Data: List of MDF turn objects
Result: Updated turn objects with
surrounding object prompts

1 for each MDF turn object t do

// Step 1: Get unique
surrounding objects

surrounding_objects < Set of

unique surrounding objects for ¢;

// Step 2: Spatially cluster
surrounding object bounding
boxes

clusters <

D BScan(surrounding_objects,
rect_distance);

// Step 3: Predict the cluster
for turn object

t_cluster + Predicted cluster for ¢;

for each surrounding object s in

surrounding_objects do

if s belongs to cluster t_cluster

then

// Step 4: Process
non-overlapping
surrounding objects

if no string overlap between t

and s then

L Add s to the prompt under

key ‘surrounding_object’;
// Step 5: Provide global
positioning information
t.distance_from_top < Compute
distance from the top for ¢;
t.distance_from_left < Compute
distance from the left for #;

10

11

12 return prompt;

entities, described in Section 5.3.2, in Algorithm 1.



Table 9: Entity Domains and their Representations

Entity Type After

alarm Type: Alarm | time: 08:06 PM; label: brush hair; status: Off
app Type: App | clock

book Type: Book

date time Type: DateTime | 11112021

email address Type: EmailAddress | membership@ipsa.org
flight number Type: FlightNumber

general text Type: GeneralText

home device Type: UserEntity | heater

home room Type: UserEntity | Db Bedroom

local business Type: LocalBusiness | PostalAddress: 15 Broad St, Albany 31701 | Ameris Bank | list_position: 13
media album Type: Medialtem | MedialtemType: MedialtemType_Album | Mellon Collie

package Type: Package

painting Type: Painting

person Type: Person | Sebastian

phone number Type: PhoneNumber | 955 545 060

photo Type: Photo

physical address  Type: PostalAddress | GeographicArea: 814 Elmwood Ave, NY, 14222
plant animal Type: PlantAnimal

setting Type: Setting | dark mode
tracking number  Type: TrackingNumber
url Type: Uri | NY.gov

B Entity Representations

In Table 9, we show some examples of various
domains and their representations, as fed into the
LLM.
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Table 10: Sample input with single ground truth

User Request: Call the one on Rainbow St.

Entities Shown to User:

1. Type: Local Business | Name: Walgreens | Address: 225 Rainbow St, San Jose CA 94088

2. Type: Local Business | Name: CVS | Address: 105 E El Camino Real, Sunnyvale, CA 94087

3. Type: Local Business | Name: Qwark | Address: 1287 Hammerwood Ave, Sunnyvale, CA 94089

Ground Truth: 1

Table 11: Sample input with multiple ground truths

User Request: Save the address.

Entities Shown to User:

1. Type: Postal Address | Value: 225 Rainbow St, San Jose CA 94088
2. Type: Email Address | Value: contactus@cvs.com

3. Type: URL | Value: cvspharmacies.com/usa

Ground Truth: 1,2,3

C Sample Inputs

In this section, we show examples of how inputs
into the model have been encoded, in the form of a
visual representation in Tables 10, 11 and 12.

Table 12: User Request for Alarms

User Request: Switch off the one reminding me to
pick up didi.

Entities Shown to User:

1. Type: Alarm | open laptop

2. Type: Alarm | text Lauren to shower
3. Type: Alarm | pick up didi

4. Type: Alarm | forget this

Ground Truth: 3
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Dialog Flow Induction for Constrainable LLLM-Based Chatbots
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Abstract

LLM-driven dialog systems are used in a di-
verse set of applications, ranging from health-
care to customer service. However, given their
generalization capability, it is difficult to ensure
that these chatbots stay within the boundaries
of the specialized domains, potentially result-
ing in inaccurate information and irrelevant re-
sponses. This paper introduces an unsupervised
approach for automatically inducing domain-
specific dialog flows that can be used to con-
strain LLM-based chatbots. We introduce two
variants of dialog flow based on the availability
of in-domain conversation instances. Through
human and automatic evaluation over various
dialog domains, we demonstrate that our high-
quality data-guided dialog flows' achieve better
domain coverage, thereby overcoming the need
for extensive manual crafting of such flows.

1 Introduction

The widespread use of Large Language Models
(LLMs) (OpenAl et al., 2023) for chatbots, high-
lighted by their human-like conversational abilities
across many topics, faces challenges in specialized
domains due to their tendency to go off-topic. This
generalization capability, while a strength, neces-
sitates the development of more effective control
mechanisms to ensure chatbots remain within the
desired domain of conversation, especially in spe-
cialized fields such as healthcare or legal advice.
Controlling LL.M-based chatbots can be effectively
managed through dialog flows or schemas? (Bohus
and Rudnicky, 2009; Mosig et al., 2020), which
structure conversations along predefined paths of
dialog actions, acting as directed graphs where
nodes represent actions by the user or bot, and

*denotes equal contribution

!Code is available at https://github.com/
gangiswag/dialog-flows

2We use the terms flows and schemas interchangeably. Our

definition of dialog schemas follows Mosig et al. (2020) to be
analogous to task specifications, different from task slots.

revanth3,

shal2}@illinois.edu

jih}@illinois.edu
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Figure 1: Figure demonstrating how automatically in-
duced domain-specific dialog flows can be used to con-
strain chatbots to produce domain-focused responses.

edges are the transitions between actions. This
structure helps steer the conversation, keeping it
within relevant topics, and also enables chatbots to
adapt to new tasks or domains without prior train-
ing (Zhao et al., 2023).

However, the construction of precise dialog
flows is challenging (Huang et al., 2020), given
the diversity of dialog in different domains. The
most prevalent approaches (Mehri and Eskenazi,
2021; Zhao et al., 2023) use schemas that are care-
fully handcrafted by the dialog system developers.
The design of dialog schemas thus has significant
manual overhead for developers, resulting in scala-
bility and coverage limitations (Zhang et al., 2020).

This paper introduces an unsupervised method
to generate domain-specific dialog flows, exploit-
ing GPT-4’s knowledge to systematically create
detailed dialog flows reflecting conversational pat-
terns in various domains. We begin by prompting
GPT-4 to produce a structured representation of di-
alog interactions between users and bots, and then
further refine this through self-reflective feedback

Proceedings of the 25th Annual Meeting of the Special Interest Group on Discourse and Dialogue, pages 66—77
September 18-20, 2024. ©2024 Association for Computational Linguistics
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Figure 2: Figure showing the process for intrinsic flow induction. An initial flow is first generation which is further
refined with feedback, update, and clean-up stages. Detailed prompts for each stage are provided in the appendix.

based on a set of predefined criteria (see figure 2).

Further, when we have domain-specific conversa-
tions, our approach automatically identifies distinct
user and bot dialog actions within these conversa-
tions (see figure 3). These dialog actions, along
with selected conversations that exemplify each ac-
tion, are used to condition the GPT-4 prompt to
ensure the dialog flows are grounded using actual
domain instances. This approach enables the auto-
mated creation of structured dialog flows, facilitat-
ing the development of effective domain-specific
chatbots that adhere to their domain’s conversa-
tional boundaries. Our main contributions are:

* This paper introduces an approach for auto-
matically constructing dialog flows for various
domains in an unsupervised manner.

* The proposed method uses a multi-step frame-
work, that can further leverage domain-
specific dialog instances, leading to a graph-
like flow illustrating the structure of conversa-
tions in the domain.

2 Dialog Flow Induction

A dialog flow is a flowchart comprising nodes
which can be a user or bot dialog action, and edges
that denote logical flow or transitions between these
actions. Dialog flows are tailored to different do-
mains. Figure 2 shows an excerpt of a dialog flow,
with more detailed examples in the appendix. In
this section, we detail our approach for automati-
cally inducing the dialog flow for a given conversa-
tion domain. Specifically, we induce two variants
of dialog flows, namely intrinsic flows (in §2.1) or
data-guided flows (in §2.2) depending on whether
sample conversations in the domain are available.
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2.1 Intrinsic Dialog Flow

When domain-specific conversation data is unavail-
able, we propose to induce dialog flows using the
intrinsic domain-related knowledge of LLMs and
their understanding of conversational principles.
Our intrinsic flow induction process starts with
GPT-4 creating an initial flow based on the do-
main’s name. Next, GPT-4 self-evaluates the flow
based on predetermined guidelines, to provide con-
crete actionable feedback for improvement. Using
this feedback, GPT-4 then suggests a set of edits,
which are automatically applied to the initial flow.
Finally, automated checks are run to identify incon-
sistencies in the flow, which GPT-4 then handles in
the end clean-up stage. Figure 2 shows the overall
intrinsic flow induction process, with more details
on each step provided below.

Initial Flow Generation: The flow induction
starts with prompting GPT-4 with a specific gener-
ation prompt to create a dialog flow, as shown in
Figure 2. Along with the domain name, the prompt
includes details on the intended structure of the
dialog flow. After the initial flow is generated, it
undergoes further refinement as detailed next.

Flow Feedback and Updates: The initial flow
often suffers from low coverage along with am-
biguous or repetitive action labels for bot and user
nodes. We address these by leveraging GPT-4 for
self-assessment (Bai et al., 2022) and refining the
dialog flow based on the feedback. The refinement
process starts by obtaining GPT-4 feedback based
on the following aspects:

* Representativeness: Both the bot and user
actions should be relevant to the domain, and
should not be vague or generic.
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Figure 3: Figure showing the methodology for inducing dialog flows using a data-guided approach. Representative
examples from the domain conversation instances are used to condition the GPT-4 prompts.

* Coverage: Ensuring the flow captures a broad
range of conversational possibilities relevant
to the domain.

¢ Clarity of Dialog Action: Each node should
reflect a clear and meaningful dialog action.

* Optimality: Eliminate redundancy, ensuring
no nodes depict overlapping dialog actions.

Based on the shortcomings identified by the self-
reflective feedback, GPT-4 is then prompted to out-
put a set of concrete updates to be made to the flow,
which can include nodes or edges to add, remove,
or edit. To control for the extent to which the flow
changes, the updates are performed with an auto-
mated Python script rather than directly prompting
GPT-4 to apply the updates®.

Flow Finalization: Finally, the dialog flow un-
dergoes a clean-up stage where trivial inconsisten-
cies, such as dangling non-terminal nodes, bot-bot
or user-user connections, are identified. These are
passed as input to GPT-4 along with a final prompt,
to ensure the flow is structurally correct.

2.2 Data-Guided Dialog Flow

The intrinsic dialog flow induction approach, while
expansive in its scope, relies predominantly on the
model’s inherent knowledge of the typical inter-
actions and transitions that could occur within the
specified conversation domain. However, when dia-
log instances within the given domain are provided,
the intrinsic flow can be updated to include actual
conversational patterns. We call this approach data-
guided flow induction, which aims to mirror real-
world dialog dynamics. Specifically, the approach
conditions the GPT-4 flow generation prompt with

3We hypothesize that this provides the ability to heuristi-
cally control different aspects of the dialog flow, such as depth,
breath, density of edges, etc.
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representative examples in the form of action labels
and sample conversations for the domain, which
help ground the flow to real-life conversation data.
Figure 3 gives an overview of data-guided flow in-
duction process, with more details provided below.

Identifying Representative Examples: Given
dialog instances for a domain, the following steps
identify the user and bot actions, along with sample
conversations that are representative of the domain.

* Clustering and Labeling: The user and bot
utterances from dialogs in the domain are clus-
tered separately using SentenceBert (Reimers
and Gurevych, 2019) embeddings. Next, GPT-
4 is prompted to label each cluster with a dia-
log action by providing it with the utterances
closest to each centroid.

Cluster Merging: Next, we merge clusters
that exhibit significant overlaps in terms of
action intent, based on the cosine similarity
between the labels. This reduces the redun-
dancy in the action labels by grouping clusters
with similar actions.

Picking sample conversations: Finally, the
conversations that include utterances corre-
sponding to the cluster centroids are picked as
the representative dialog instances to include
in the GPT-4 prompt for flow generation. This
ensures that the conversations encompass a
wide spectrum of dialog actions and user in-
tents specific to the domain.

Flow Generation: As shown in Figure 3, the
flow induction follows a similar generation process
as the intrinsic dialog flow. Firstly, the representa-
tive action labels and sample conversations for the
domain are included in the initial flow generation
prompt. Next, the feedback, update, and clean-up
steps are applied to result in a dialog flow.



Merging with Intrinsic Flow: The intrinsic flow
approach creates broad, expansive dialog flows, but
can still fall short of reflecting domain-specific pat-
terns from real-world conversations. On the other
hand, solely relying on the domain dialog instances
can hurt extensiveness, as they can have limited
variability. Hence, we adopt a hybrid approach for
the data-guided flow by merging the intrinsic flow
with the flow induced solely from domain-specific
data. This capitalizes on the extensive scope of the
intrinsic flow with the detailed focus from domain
data. This merging step is achieved by prompting
GPT-4 to identify and retain distinctive features
from the intrinsic flow, while removing redundant
elements. We call this final flow, data-guided flow.

3 Experiments

We perform both human and automatic evaluations
to assess the induced dialog flows.

3.1 Datasets

Open-domain dialog can involve a single conver-
sation touching upon different domains, such as
movies, sports, music, etc. Hence, for simplicity,
we consider domains from task-oriented dialog in
our experimental settings, wherein the domains are
distinct and correspond to the end user task, such
as movie tickets, flight booking, restaurant reser-
vations, etc. We consider a dialogs across various
task-oriented domains, comprising 24 domains*
from MetaLWoz (Shalyminov et al., 2019) and 5
domains from MultiWOZ (Budzianowski et al.,
2018). For the data-guided flow induction, for each
domain, we utilized 80% of the data as domain-
specific instances available for training, with the
remaining 20% reserved for evaluating coverage of
the bot-bot transitions (described later in §3.3).

3.2

The evaluators (five undergraduate computer sci-
ence students) were tasked with examining data-
guided and intrinsic flows across the 24 differ-
ent domains from MetalLwoz. The evaluators
were given detailed guidelines (provided in the ap-
pendix), and were instructed to assess each flow on
a scale of 1 to 5 for domain coverage, conclusive-
ness and coherence.

Human Evaluation of Flow Quality

Table 1 shows numbers from human evaluation
of the data-driven and intrinsic dialog flows. The

*We excluded domains that had ambiguous or generic
names, such as Play Times, Catalogue, Agreement Bot, etc.
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Intrinsic Data-driven
Domain Coverage 90.7 93.0
Conclusiveness 87.8 87.7
Coherence 84.5 84.8

Table 1: Results from human evaluation (in %) of dif-
ferent aspects of the induced dialog flows

Dataset Intrinsic Data-driven
Metal.Woz 31.6 33.1
MultiwOZ 39.9 43.0

Table 2: Bot-Bot transition coverage (in %) for the pro-
posed variants of dialog flows on the MetalWoz (Sha-
lyminov et al., 2019) and MultiWOZ (Budzianowski
et al., 2018) datasets. Detailed domain-wise numbers
are provided in Table 3 in the appendix.

numbers (expanded to a scale of 20-100) are av-
eraged over all the domains, with flows for each
domain being annotated by 5 evaluators. We can
see that the data-driven flow, on account of lever-
aging domain-specific dialog instances, improves
over the intrinsic flow on domain coverage. Fur-
ther, both dialog flows have similarly high scores
for conclusiveness and coherence, implying our
unsupervised approach, by leveraging GPT-4, can
automatically induce high-quality dialog flows. We
employed Randolph’s kappa to evaluate the multi-
rater agreement. Our findings revealed a kappa
value of 0.32, indicating a fair level of agreement
across the board. Specifically, the domain coverage
metric exhibited the highest kappa value of 0.46,
signifying moderate agreement.

3.3 Automatic Evaluation of Flow Coverage

Next, we automatically evaluated the domain cov-
erage of different dialog flows, by measuring the
coverage on capturing bot-to-bot transitions within
the domain conversations in the test set. We lever-
aged Mistral-7B-Instruct (Jiang et al., 2023) to clas-
sify bot utterances into the most appropriate node
in the dialog flow. We then examined whether
the next bot utterance mapped to the directly suc-
ceeding node in the dialog flow. Essentially, this
metric measures the percentage of bot-bot transi-
tions in domain conversations that conform to the
given dialog flow. Table 2 shows numbers for au-
tomatic coverage evaluation. We can see that the
data-driven dialog flow has better coverage of the
domain’s bot-bot transitions.



4 Conclusion and Future Work

We introduce a novel method for developing dialog
flows that reflect the combined intrinsic knowledge
of LLMs and existing domain-relevant dialogs. Our
data-driven dialog flow approach achieves better
domain coverage than the intrinsic flow approach
across human and automatic evaluations. Our pa-
per outlines a blueprint (in Figure 1) for integrating
the generated dialog flows into LLM-based chat-
bots, with a primary focus on the methodologies
for dialog flow generation. We believe these dialog
flows can be a springboard for future interactive
dialog systems that maintain a natural conversation
flow within the domain.

Limitations

In this study, our experimentation was confined to
task-oriented dialogs, encompassing a relatively
narrow spectrum of dialog flows. This specializa-
tion may limit the applicability of our findings to
dialog domains characterized by a broader array of
tasks and more open-ended dialogues. Addition-
ally, our methodology relies solely on unsupervised
clustering techniques, bypassing datasets that are
annotated with slot values and user intents, which
could potentially enhance dialog flow induction.
Furthermore, we have not extended our research
to test the performance of chatbots constrained by
the dialog schemas we developed. Therefore, the
efficacy of these schemas in practical chatbot appli-
cations remains an area for future investigation.
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A Appendix

MetalL.Woz Intrinsic Data-driven

Alarm set 329 42.2

Apartment finder 30.9 45.2

Bank bot 34.2 30.8

Bus schedule 37.2 14.4

City info 29.4 334

Edit playlist 44.2 394

Event reserve 28.8 30.5

Library Request 35.7 30.1

Movie listings 30.7 34.4 Metal.Woz Train Test

Music suggester 34.0 253 Alarm set 1345 336

Name suggester 43.2 16.7 Apartment finder 399 100

Order pizza 31.6 36.1 Bank bot 204 73

Pet advice 33.8 31.7 Bus schedule 718 180

Phone plan 31.6 37.8 City info 772 193

Restaurant picker 294 29.2 Edit playlist 459 115

Scam lookup 226 31.2 Event reserve 431 108

Shopping 17.0 22.9 Library request 1071 268

Ski Bot 272 32.2 Movie listings 486 121

Sports info 36.6 37.1 Music suggester 356 89

Store details 35.7 324 Name suggester 399 100

Update calendar 384 28.8 Order pizza 462 115

Update contact 32.5 30.3 Pet advice 341 85

Weather check 36.1 29.5 Phone plan 397 99

Wedding planner 17.0 24.2 Restaurant picker 428 107

Average 31.6 33.1 Scam lookup 1326 332

Shopping 722 181

MultiwWOZ Intrinsic Data-driven Ski bot 486 121
Restaurant 31.0 43.9 Sports info 449 112
Hotel 432 43.2 Store details 590 147
Attractions 433 53.3 Update calendar 1593 398
Taxi 75.3 50.5 Update contact 522 131
Train 6.9 24.1 Weather check 441 110
Average 399 43.0 Wedding planner 408 102

Table 4: Statistics of dialogs in various domains in the

Table 3: Bot-Bot transition coverage (in %) for the pro- MetalWoz (Shalyminov et al., 2019) dataset.

posed variants of dialog flows when measured on vari-
ous domains in the MetalWoz (Shalyminov et al., 2019)
and MultiWOZ (Budzianowski et al., 2018) datasets.
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Intrinsic Flow Initial Prompt

/ Given the context of [DOMAIN], design a directed acyclic dialog flow suitable for visualization with mermaid.js. This flow should depict the nuances \
and potential branches of interactions between a bot and a user.Please adhere to the following guidelines:

Nodes Definition: Use distinct nodes to represent the bot ("B") and the user ("U").
High-Level Dialog Action: Each node should encapsulate that segment's core sentiment or function in the conversation, relevant to [DOMAIN]. It should be a label for
the node representing a high-level dialogue action and not just the dialogue.
Flow & Directionality: Create directed connections between nodes to represent the progression of the conversation. The dialogue should flow from one node to
potentially multiple nodes, allowing for various conversational turns.
Diverse Conversational Possibilities: Ensure that bot nodes can lead to multiple user nodes and vice versa. This should account for various user responses or bot
prompts, showcasing the range of interactions possible within [DOMAIN].
Acyclic Structure: The dialog flow must not have loops or cyclic pathways. If a similar action or sentiment arises later in the conversation, introduce a new node to
represent it, rather than looping back to an earlier node.
Mermaid.js Compatibility: Ensure that the constructed flow is adherent to mermaid.js graph notation, guaranteeing its seamless rendering.

onsidering the guidelines, craft a dialogue flow focused on [DOMAIN]. The bot always begins by greeting the user and asking for what they want. The graph should be,
connected. The bot and user nodes should be in different colors. A bot node is only followed by user nodes and user nodes are by bot nodes. /

Intrinsic Flow Feedback Prompt

f Based on the below evaluation criteria, suggest some improvements and provide concise + actionable feedback on the flow just generated: \

Optimality: Check for redundancy. Ensure that nodes aren't replicating the same or very similar dialog actions, even if they arise at different points in the conversation

Clarity of High-Level Dialog Action: For every node, evaluate if the high-level dialog action is clear and meaningful. Avoid nodes that are vague or overly complex.
Can someone unfamiliar with the domain understand the flow and interactions by looking at the flow?

Extensiveness: Does the flow account for diverse conversational possibilities? Are all the nodes interconnected to the graph? Does the flow cover all major high level
topics and interactions within the given domain?

Representativeness of the Domain: Bot Nodes (B): Do the bot nodes represent clear and unambiguous actions? Are they too broad or too specific? User Nodes (U):
K Do user nodes accurately capture an adequate range of potential user responses and inquiries relevant to the domain? J

Intrinsic Flow Update Prompt

fTaking into consideration the feedback and the original design guidelines - keep it in directed acyclic graph structure and make sure all new components are
labeled and connected to the graph correctly- revise the flow. Ensure your revised flow addresses the identified areas of improvement while still adhering to the primary
instructions for flow construction. Make sure to account for all new nodes including merged nodes and their labels/colors. Make sure all user nodes connect with bot
nodes and bot nodes are the end of the conversations. Give your updates in the below format:

'relabel_nodes':

'split_nodes':
# 'NodeToRelabel': 'NewLabel',

# 'NodeToSplit": [[NewNode1', 'NewNode2!, ...],
'add_nodes": 'add_edges':
# 'NodeToAdd'": 'Label’, # ('Start Node', 'End Node'),

'remove_nodes":

'remove_edges":
\ # 'NodeToRemove1', 'NodeToRemove?2', ... # ('Start Node', 'End Node), J

Intrinsic Flow Finalization Prompt

Clean up the flow to create a final flow. Ensure your revised flow addresses the identified areas of improvement while still adhering to the primary instructions for flow

construction. Get rid of hanging/loose user nodes (user nodes with no output), have graph in directed acyclic structure, bot nodes shouldn’t be connected to other bot

nodes, and user nodes shouldn’t be connected to other user nodes. All nodes should have input/output except begin and end nodes, one node shouldn't point to the
another node more than once, and make sure all bot nodes are correctly colored.

Intrinsic and Data-Guided Flows Merging Prompt

Given the two dialogue flows for the [DOMAIN] bot. One flow is LLM generated and the other is from data examples, merge all the unique elements of the two flows
and do not duplicate similar elements. Merge the two flows based on the following design guidelines:
< Design guidelines >

Figure 4: Figure showing prompts for intrinsic and data-guided dialog flow generation.
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[user: Generat inuiry User: Requests Movie Showing Time

‘ User: Asks for Reservation

e s = =
( ——
Sot ProvidesSpecic e o [t Lists Hoviesat Loal Theter | | Bot Eplins Resevaton Linitatons | Bot: Handles Errors and Misunderstandings H Bots nforms About Ticket rices | s Suggests oves in Chosen Genre | [ Bots s K Frendly Hoves|
| |
User: nfe ‘ g from List | [ ser: ks for Contact ot oo T \ User: Inquires Abaut  Specifc Movie n Genre | | user: wants to Know Age suitabitty
| |
[ e [ s T )

(o o) [ |

Bot: Asks for Feedback/Satsfaction

(a)
Bot: Greet and Ask for Movie Preferences or Needs
User: Wants to Know About Kid-Friendly Movies

Bot: Lists Kid-Friendly Movies

User: Wants to Know Age Suitability

Bot: Informs About Age Suitability and Ratings ‘

User: Requests Latest Movie Listings

User: Makes a Movie Choice or Asks for More Options

User: Asks for Movies in a Specific Genre

1
Bot: Provides Latest Movie Listings Bot: Suggests Movies in Chosen Genre
— 1
User: Selects a Movie from Listings User: Asks for Movie Showtimes ‘ User: Inquires About a Specific Movie
| 1 1
| Bot: Provides Details on Selected Movie ‘ Bot: Shares Showtimes for Chosen Movies Bot: Gives Information on Specific Movie
| 1 1
User: Asks for Theater Locations Showing the Movie ‘ User: Decides to Book Tickets

User: Requests Booking or More Information

Bot: Assists with Ticket Booking

—

User: Provides Feedback or Ends Conversation

l

Bot: Collects Feedback and Closes Conversation

Bot: Provides Theater Locations

(b)

Figure 5: Data-driven (a) and Intrinsic (b) flows for the movie listings domain from MetaLWoz.
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N

User: Inquires About Special Deals

}

Bot: Describes Specials - Veg and Non-Veg |

}

User: Chooses Special Deal User: Asks for Customization Options ‘

! !

‘ Bot: Confirms Special Deal Order ] Bot: Provides Customization Choices ‘

I l

User: Decides on Combo Deal User: Makes Final Customization Choices

S~

Bot: Provides Order Summary and Payment Details l

Bot: Greet and Ask for Assistance/Preferences

!

User: Asks for Recommendations ‘ User: Request to Order Pizza

) !

Bot: Suggests Popular Pizzas ‘ Bot: Ask About Pizza Details - Size, Toppings, Types |

}

User: Chooses a Recommended Pizza ‘ User: Specifies Pizza Details

— ! |

Bot: Confirm Order with Specified Details

— }

User: Confirms and Completes Order User: Requests Modification or Cancellation

s l

Bot: Handle Modification or Cancellation

l User: Provides Feedback or Rating

|

Bot: Acknowledges Feedback and Concludes Conversation ‘

User: Wants to Choose Pizza Type

Bot: Lists Pizza Types ‘

‘ Bot: Provides Information on Dietary Restrictions ‘

User: Asks for Customization Options
Bot: Provides Customization Choices.

Bot: Greet and Ask for Pizza Preferences

User: Asks for Recommendations
Bot: Suggests Popular Pizzas

(a)

User: Inquires About Special Deals
Bot: Describes Non-Veg Specials
User: Chooses a Non-Veg Special Deal

‘ Bot: Offers Information on Combo Deals ‘

‘ User: Wants to Know More About Ingredients ‘

‘ Bot: Details Ingredients and Options. ‘ ‘ Bot: Describes Veg Specials ‘

User: Selects a Specific Pizza Type ‘ ‘ User: Makes Final Customization Choices l

‘ User: Chooses a Recommended Pizza ‘

‘ User: Finalizes Pizza Based on Ingredients ‘ ‘ User: Chooses a Veg Special Deal ‘ User: Decides on Combo Deal ‘

> Bot: Confirms Order with Details

Bot: Gathers Post-Order Feedback

(b)

Figure 6: Data-driven (a) and Intrinsic (b) flows for the order pizza domain from Metal_.Woz.
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Bot: Greet & Offer Help

=

User: Specific Weather Question ‘ User: Asks About Historical Weather Data

User: Requests Weather Info
Bot: Requests Location for Weather Info

User: Provides Details ‘ User: Asks for General Forecast.

User: Inquires About Weather Forecast Updates ‘ User: General Inquiry About Weather

Bot: Provides Specific Weather Info

Bot: Requests Date/Time for Forecast

User: Asks for Additional Info User: Gives Specific Details User: Asks About Wind Speed

SR

‘ Bot: Gives Specific Forecast Based on User Details

Bot: Answers Additional Questions

P ——

Bot: Offers Further Assistance

User: Thanks or Additional Inquiry

User: Expresses Dissatisfaction or Confusion

Bot: Closes or Offers More Help

(a)

Bot: Greet and Ask What Weather Information is Needed

User: Asks for Current Weather User: Wants to Know the Weekly Forecast

‘ User: Inquires About Weather Warnings

Bot: Provides Current Weather Details ‘ Bot: Shares Weekly Weather Forecast ‘ ‘ Bot: Informs About Any Weather Warnings
User: Asks for Temperature Details ‘ User: Inquires About Precipitation Chances ‘ ‘ User: Wants Specific Day’s Forecast ‘ User: Asks for Safety Tips in Bad Weather ‘ User: Inquires About Humidity Levels ‘ User: Asks About Wind Speed
‘ Bot: Gives Temperature Details ‘ ‘ Bot: Provides Precipitation Information ‘ ‘ Bot: Gives Forecast for the Chosen Day ‘ ‘ Bot: Offers Safety Tips for Bad Weather l Bot: Provides Humidity Level Details [ Bot: Shares Wind Speed Information

User: Needs More Info/Ends Conversation

Bot: Provides More Info or Closes Conversation

(b)

Figure 7: Data-driven (a) and Intrinsic (b) flows for the order weather domain from MetalLWoz.
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What is a task-oriented dialog flow?

A dialog flow is like a roadmap for conversations between a user and a chatbot, outlining all the
possible exchanges they can have. It guides the chatbot on how to respond to different user
inputs, ensuring the conversation flows smoothly and logically. Dialog flows are composed of bot
nodes, which correspond to bot actions, and user nodes, corresponding to user actions. In the
below dialog flows, all bot nodes are shown in pink and all user nodes are shown in blue. Arrows
indicate the flow of the conversation and the potential action(s) a bot or user could take.

Directions

You will be provided 2 variants of dialog flows for each conversation domain. Keeping in mind
how a regular task-oriented chatbot might work, rate each flow on a scale of 1-5 on each of the
four metrics: domain (or topic) coverage, conclusiveness, and coherence. You don't have to
explain your answers.

Examples: Please refer to the document here for examples of a few flows along with some
sample ratings.

Note: The annotator is recommended to come up with a rough working on what actions they
believe a task-oriented dialog system for a given domain should “have”, even before looking at
the provided flows. This will help judge better when evaluating the provided flows for domain
coverage.

General Rubric

Domain (or Topic) Coverage (1-5):
e Score 1: The flow is generic and barely covers any relevant aspects of the domain.
e Score 3: The flow covers key aspects of the domain but still misses some of them
e Score 5: The flow comprehensively covers all major and relevant aspects of the domain
or topic, providing a thorough and detailed exploration.
Conclusiveness (1-5):
e Score 1: Conversations in the flow often end abruptly or leave the main query
unresolved, leading to dissatisfaction.
e Score 3: Conversations tend to lead toward a resolution, but some paths may still end
with questions or lack finality
e Score 5: Each conversation path leads to a clear and satisfactory conclusion or task
completion, ensuring user queries are fully addressed.
Coherence (1-5):
e Score 1: The flow of conversation is disjointed or confusing, with many leaps and
complex connections that disrupt understanding.
e Score 3: The conversation flow is natural for the most part but does have some
non-logical paths or jumps
e Score 5: The conversation flows logically and naturally from one point to the next, with all
parts making sense in the context and enhancing comprehension.

Figure 8: Evaluation Instructions for Human Annotators
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Knowledge-Grounded Dialogue Act Transfer
using Prompt-Based Learning for Controllable Open-Domain NLG

Alain Vazquez Risco and Angela Ramirez and Neha Pullabhotla
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University of the Basque Country and University of California Santa Cruz
alain.vazquez@ehu.eus, aramir62 @ucsc.edu, npullabh @ucsc.edu,
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Abstract

Open domain spoken dialogue systems need
to controllably generate many different dia-
logue acts (DAs) to allow Natural Language
Generation (NLG) to create interesting and en-
gaging conversational interactions with users.
We aim to create an NLG engine that can pro-
duce a variety of DAs that make substantive
knowledge-grounded contributions to a conver-
sation. Training such an NLG typically requires
dialogue corpora that are labelled for DAs,
which are expensive to produce and vulnerable
to quality issues. Here, we present a prompt-
based learning approach to transfer DAs from
one domain, video games, to 7 new domains.
For each novel domain, we first crawl WikiData
to create Meaning Representations that system-
atically vary both the number of attributes and
hops on the WikiData Knowledge Graph. The
proposed method involves a self-training step
to create prompt examples for each domain fol-
lowed by an overgeneration and ranking step.
The result is a novel, high-quality dataset, Wiki-
Dialogue, of 71K knowledge-grounded utter-
ances, covering 9 DAs and the Art, Movies,
Music, Sports, TV, Animal, and Boardgames
domains, whose combined DA and semantic
accuracy is 89%. We assess the corpus quality
using both automatic and human evaluations
and find it high. The corpus is found to be safe,
lexically rich, and large in vocabulary, when
compared to similar datasets.

1 Introduction

Open domain spoken dialogue systems need to be
able to controllably generate many different dia-
logue acts (DAs) in order to create interesting and
engaging conversational interactions with users.
For example, they should be able to ask questions
of different types, inform the user of facts and ex-
press opinions, make recommendations and sug-
gestions, and confirm what the user said. Moreover,
using knowledge to ground DAs supports taking
the initiative to drive the conversation forward, and
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has been shown to help avoid hallucinations in gen-
erated outputs (Dziri et al., 2021; Gopalakrishnan
et al., 2019; Chi et al., 2022).

We aim to create a Natural Language Generation
(NLG) engine that can produce a variety of DAs
and make substantive knowledge-grounded contri-
butions to a conversation. A synthetic example of a
conversation about music with a variety of DAs is
shown in Table 1. This example is shown because
it uses the nine different DAs from the ViGGO
video games corpus (Juraska et al., 2019, 2021),
with sets of triples from the Wikidata Knowledge
Graph (KG) for knowledge grounding.

Dialogues like this require a semantically-
controlled NLG that also controls the expression of
DAs. In order to create such an NLG, training data
consisting of dialogue corpora with utterances la-
beled with DAs, such as Multi-Woz (Budzianowski
and Vulié, 2019), or a parallel corpus of domain-
specific DA representations and reference utter-
ances, such as ViGGO or RNNLG (Juraska et al.,
2019; Wen et al., 2015), is typically needed. Such
training data is typically collected via crowdsourc-
ing, making it expensive to produce, and vulnerable
to quality issues (Qian et al., 2021; Dusek et al.,
2019). As aresult, existing corpora primarily use
the INFORM DA (Gardent et al., 2017; Novikova
et al., 2017; Lebret et al., 2016; Nan et al., 2021;
Parikh et al., 2020) or cover a limited number of
topics (Wen et al., 2015; Budzianowski and Vulié,
2019; Juraska et al., 2019; Rastogi et al., 2020).

However, recent work using prompt-based learn-
ing (PBL) with LLMs shows that PBL can be used
to create high quality dialogic datasets (Kim et al.,
2023; Chen et al., 2023; Ramirez et al., 2023). For
example, Ramirez et al. used PBL to enlarge the
DA labelled ViGGO video games and RNN Laptop
and TV corpora (Juraska et al., 2019; Wen et al.,
2015). Here we extend their overgenerate-and-rank
NLG method to transfer the DAs from the ViGGO
corpus onto a set of 6 WikiData domains and a

Proceedings of the 25th Annual Meeting of the Special Interest Group on Discourse and Dialogue, pages 78-91
September 18-20, 2024. ©2024 Association for Computational Linguistics



Dial Act Repr tion

S

GREETING

REQUEST-ATTRIBUTE (song genre.).
REQUEST (songs specifier catchy. songs genres pop.)

CONFIRM (Never Gonna Give You Up performer Rick Astley. Never Gonna
Give You Up domain songs.)

GIVE OPINION (Never Gonna Give You Up rating excellent. Never Gonna
Give You Up performer Rick Astley. Never Gonna Give You Up publication
year 1987. Never Gonna Give You Up domain songs.)

SUGGEST (Never Gonna Give You Up genre pop music. All I see genre pop
music. All I see performer Kylie Minogue.)

INFORM (All I see rating excellent. All 1 see from album X. All I see performer
Kylie Minogue. All I see domain songs.)

RECOMMEND (Kylie Minogue genre synth pop. Berlin genre synth pop. Berlin
performer of Take My Breath Away.)

REQUEST-EXPLANATION (songs rating excellent. songs performer Berlin.)

System Output

System: Hi, it’s so good to talk to you again! How are you doing today?
User: I'm doing good, I want to talk about music

Sys: Sure, What kind of music do you like to listen to?

User: I enjoy pop music

Sys: Do you know of any pop songs that are catchy?

User: Yes, never gonna give you up

Sys: Is it Rick Astley’s song Never Gonna Give You Up that you’re referring
to?

User: Yes

Sys: Rick Astley did a nice job with the single "Never Gonna Give You Up
from 1987. It’s quite good!
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User: That sounds great, I totally agree with you.
Sys: Do you also like pop songs by Kylie Minogue, for example, All I See?

User: No, I don’t know about that song

Sys: I must say, Kylie Minogue really nailed it with their performance of All I
See from the album X. It’s a fantastic track that I love listening to.

User: I see. Are there any other songs that you can recommend

Sys: Speaking of synth-pop artists, have you heard the song Take My Breath
Away by Berlin?

User: Oh I love this artist and this song

Sys: What do you think is it that makes the songs by Berlin so excellent?
User: His songs always bring tears to my eyes

Table 1: Music conversation using a dialogue policy based on all the Dialogue Act (DA) types from ViGGO

database about Animals. Since there is no exist-
ing training data for these domains, we start with
prompt examples from ViGGO, and add a self-
training step. We show that self-training improves
the results.

We first specify the constraints on different types
of ViGGO DA s for each domain, then crawl Wiki-
Data to create meaning representations (MRs) con-
sisting of sets of KG triples for each DA type and
domain. Example MRs can be seen on the left side
of Table 1. We build on WebNLG’s approach for
generating multihop KG Triples as the basis for
some MRs, which then specify paths through the
KG, e.g. talking about the spouse of a person’s
sibling involves a path of two hops (Gardent et al.,
2017). We systematically vary the complexity of
the MRs in terms of number of attributes (up to 8)
and number of hops through the KG (up to 3). To
test generalizability, we then extend the method to
create MRs for an Animals database whose rela-
tions and values are very different. To improve the
quality of the corpus, we first overgenerate multi-
ple outputs and then rank them, by automatically
estimating DA and semantic accuracies and fluency
at generation time. We then take the best rated out-
puts and repeat the procedure with a self-training
step. The result is a novel, high-quality, synthetic
dataset, Wiki-Dialogue, of knowledge-grounded
DAs for the Art, Movies, Music, Sports, TV, Ani-
mal, and Boardgames domains, whose combined
DA and semantic accuracy (PERFECT) is 89%.
Our contributions include:

* Wiki-Dialogue: A new multi-domain dialogue

act and semantically-controlled corpus for the
NLG community.

* A novel method that transfers DAs from one
domain to another with prompt-based learn-
ing.

* A systematic analysis of methods for improv-
ing the quality of LLM generated corpora.

2 Related Work

Most knowledge-grounded dialogue corpora are
based on crowdsourcing utterances matching dif-
ferent types of MRs. One motivation for generating
corpora using LLLMs is that crowdsourcing is ex-
pensive, and crowdsourced corpora can be noisy, re-
quiring extensive filtering or additional annotation
to ensure accuracy. For example, DuSek et al. states
that up to 40% of the utterances in the E2E corpus
either omitted information that was present in the
MR or contained additional information (Dusek
et al., 2019), while Qian et al. state that 70% of the
dialogues in MultiWOZ contained dialogue state
(semantic) annotation errors, which had to be cor-
rected (Ye et al., 2022). Web-NLG (Gardent et al.,
2017) also contained mismatches between the MRs
and the crowdsourced utterances that have been cor-
rected.! We show in Section 4 that there are fewer
semantic errors in Wiki-Dialogue than in similar
crowdsourced corpora.

The most similar corpus to Wiki-Dialogue is
WebNLG, a multi-domain corpus that has been
used for NLG challenges (Colin et al., 2016;

"https://gitlab.com/shimorina/webnlg-dataset
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Zhou and Lampouras, 2020; Ferreira et al., 2018).
WebNLG is based on the DBPedia KG (Lehmann
et al., 2015), and covers 19 domains, with utter-
ances realizing the MRs collected via crowdsourc-
ing. The English dataset contains about 17,000
triple sets and 45,000 crowdsourced texts. How-
ever, the only DA in WebNLG is INFORM, and
dialogues consisting of only INFORM utterances
are unnatural (See et al., 2019; Rastogi et al., 2020;
Hedayatnia et al., 2020), while Wiki-Dialogue pro-
vides DA diversity with nine DAs (Juraska et al.,
2019).

Previous work by Moon et al. (2019) created
the OpenDialKG dataset by crowdsourcing human-
human dialogues consisting of 15K utterances for
the Music, Movies, Sports and Books domains.
Each utterance corresponds to either a one or two-
hop fact in the Freebase KG (Bast et al., 2014) and
the KG paths are hand-annotated on each utterance.
This corpus contains different types of DAs, but
there are no DA annotations.

The Schema-Guided Dialogue (SGD) dataset
consists of over 20k annotated multi-domain, task-
oriented conversations between a human and a vir-
tual assistant (Rastogi et al., 2020). These conver-
sations target interactions with services, such as
travel, spanning 20 domains. The dialogues are
generated in two steps: first a simulator automati-
cally generates a dialogue, given a task, in the form
of a sequence of DAs whose semantic values are
filled by queries to Freebase. The DAs used by
the simulator are distinct for the system and the
user, with 10 system DAs and 11 user DAs. Then
crowdworkers are tasked with paraphrasing each di-
alogue act/MR combination in a dialogue to ensure
naturalness of the utterance realizations.

The Topical Chat corpus consists of 235K ut-
terances from 8 domains, but differs from other
knowledge-grounded corpora in that the knowl-
edge is represented by sentences which are auto-
matically aligned with the dialogues. DAs were
automatically labelled on this corpus using the 11
DAs from the ISO DA standard with an F1 of 0.54
(Hedayatnia et al., 2020; mez). The DA labels in
Wiki-Dialogue are much less noisy: See Table 10.

Other knowledge-grounded NLG corpora with
rich sets of DAs have focused on specific domains.
The ViGGO Video Games corpus contains 9 DAs
(Juraska et al., 2019), the RNNLG corpus encom-
passes 13 DAs for domains such as laptops, TVs,
hotels, and restaurants (Wen et al., 2015), and Mul-
tiwOZ offers 34 task-oriented, domain-specific
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DAs, for the restaurant, hotel, attraction, taxi, train,
hospital and police domains (Eric et al., 2021).
Recent work by Wu et al. (2023) on controlling
DAs in NLG for task-oriented dialogue introduces
DiactTOD, a model based on learning latent DAs
from pre-existing datasets, achieving state-of-the-
art performance on MultiwWOZ (Ye et al., 2022).
However, the evaluation DiactTOD is based on a
benchmark set and automatic evaluation metrics,
which do not evaluate DA accuracy. We use a
fine-tuned classifier that filters for DA accuracy as
one step in the automatic ranking of possible re-
sponses. We also apply both automatic and human
evaluation, showing that we achieve average DA
accuracies of .98 for one-hop and .89 for multi-hop.
Other work on creating synthetic data for NLG
has focused on creating whole dialogues or aug-
menting existing corpora (Kim et al., 2023; Xu
et al., 2021; Chen et al., 2023). One of the main
challenges with synthetic dialogue generation is
producing high quality outputs without human eval-
uation. Here we show that the quality of synthetic
dialogue data can be improved using a cycle of
self-training, along with an overgenerate-and-rank
step that uses a DA classifier and semantic accuracy
estimates. We build on previous work by Ramirez
et al. by using their definitional prompt style, rank-
ing function, and DA tagger. We extend their ap-
proach by transferring the DAs used for controlled
generation to 7 new domains and incorporating a
self-training step required to bootstrap high quality
generation outputs for completely novel domains.

3 Experimental Method

Figure 1 provides an overview of the experimental
architecture. Our method consists of five steps:

* Specifying DA constraints;
Creating DA specific MRs;
Prompt Creation and LLM selection;

Overgenerate and Rank from the MRs for one
round using ViGGO examples in the prompts;
Self-Training: Select new in-domain prompt
examples and conduct a second round of
overgenerate-and-rank.

3.1 Specifying Dialogue Act Constraints

We use the DAs from the ViGGO corpus to enable
more highly varied dialogue policies. One possible
policy is illustrated by the conversation shown in
Table 1. The utility of controlling DAs and being



ViGGO Athletes Wild Animals

DA Num Rels || M tory Rels | Hops Mandatory Rels Hops Mandatory Rels Hops
INFORM 3-8 NAME, GENRES 1 NAME, SPORT 1-3 NAME, COMMON_CLASS 1
CONFIRM 2-3 NAME 1 NAME, SPORT 1 NAME, COMMON_CLASS 1
GIVE_OPINION 3-5 NAME, RATING 1 NAME, RATING, SPORT 1-3 NAME, RATING, COMMON_CLASS 1
RECOMMEND 2-3 NAME 1 NAME, SPORT 1-2 NAME, COMMON_CLASS 1
REQUEST 1-2 SPECIFIER 1 SPECIFIER 1 SPECIFIER 1
REQUEST_ATTRIBUTE 1 - 1 - 1 - 1
REQUEST_EXPLANATION 2-3 RATING 1 NAME, POPULARITY 1-2 POPULARITY 1
SUGGEST 2-3 NAME 1 NAME 1-2 NAME 1
VERIFY_ATTRIBUTE 3-4 NAME, RATING 1 NAME, RATING 1-2 NAME, POPULARITY 1

Table 2: Semantic Constraints on Dialogue Acts for VideoGames (ViGGO), Athletes and Wild Animals.

Domain
Knowledge:
Wikidata

Graph LLM: GPT3

Meaning

Representation —»  PROMPT —
MR

Overgeneration
DA
traints 1st round: Viggo
constien 2nd round: Domain 10 outputs
4y
1st round Rerank and
Select
DA intents
from VIGGO = Viggo 2nd round ;
= |n domain CORPUS

Figure 1: Experimental Architecture

able to produce different DAs is also illustrated by
the utterances for the Art domain in Table 3, which
demonstrate how the same MR can be realized
very differently depending on the DA. A range of
DAs allows a dialogue system to vary the dialogue
policy in interesting ways (Juraska et al., 2021).

Attributes and Values

(NAME [Andromeda Chained to the Rocks], CREATOR
[Rembrandt], GENRES [mythological painting, nude], IN-
CEPTION [1630])

confirm

Is the painting you’re talking about Andromeda Chained to
the Rocks by Rembrandt, a mythological nude piece from
1630?

recommend

I recall you enjoy mythological paintings and nudes, so have
you heard of Rembrandt’s Andromeda Chained to the
Rocks from 1630?

inform
Andromeda Chained to the Rocks, created by Rembrandt
in 1630, is a mythological painting featuring a nude figure.

Table 3: Sample dialogue acts (DAs) in the Art domain
showing how the same attributes and values can be
realized as different DAs.

The initial step of our method involves specify-
ing semantic attribute constraints for each domain
and entity and DA types. NUM RELS in Table 2
is the number of relations that can be included in
a particular DA. As seen in Table 2, the CONFIRM
DA (Row 2) should only include 2-3 relations, or
it is difficult to understand, while the INFORM DA
typically has more slots than other DAs.

We also specify mandatory and optional rela-
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tions for each DA and entity type. MANDATORY
RELS in Table 2 specifies relations that must be in-
cluded for each DA type. The GIVE_OPINION DA
(Row 3) requires an ordinal attribute similar to RAT-
ING in order to orient the polarity of the opinion.
For domains such as Athletes and Animals, that do
not have directly such an attribute, so the number of
Wikipedia page views is used to create an ordinal
and equivalent POPULARITY attribute, with values
ranging from LOW to HIGH. Potential values for
the SPECIFIER attribute needed by the REQUEST
DA must be provided for each entity type, e.g. the
specifier CATCHY used in the REQUEST DA in the
conversation in Table 1. The ViGGO columns in
Table 2 show the mandatory relations that were
based on ViGGO’s 14 video game attributes. Each
DA also has optional relations that define the at-
tributes that can be added to the mandatory ones
when creating the MRs. They are shown for each
entity type and domain in the corpus GitHub.?

For each domain, there are two or more entity
types, e.g. the entity types for Movies are Actor
and Movie; for Music they are Song, Album and
Musician; for Sports they are Athlete and Team;
and for Animals they are Wild Animals, Cats and
Dogs. Each domain’s specific slots are provided on
GitHub with the corpus description. For the entity
types that are media, like Movies, Songs or TV
Shows, the constraints are identical to those shown
for ViGGO in Table 2.

However, other domains require different seman-
tic constraints as illustrated in the Athletes and
Wild Animals columns of Table 2, e.g. for Athletes,
the attribute of genre doesn’t apply, but the sport
that the Athlete plays serves a similar function.
Similarly, Animals doesn’t have a genre, but com-
mon_classes of animal, such as reptile, fish or mam-
mal, are needed to specify the general type of the
animal. For human entity types such as Actors, Mu-
sicians and Athletes the REQUEST_EXPLANATION
DA (Row 7 of Table 2) must include the name

2https: //github.com/aramir62/Wiki-Dialogue



slot: see the example conversation in Table 1. In
addition, for both Athletes and Animals, the CON-
FIRM (Row 2), GIVE OPINION (Row 3), and REC-
OMMEND (Row 4) DAs require that the sport be
mentioned for the athlete, and the common_class
mentioned for the animal.

3.2 Generating KG Triples from WikiData

After specifying the DA attributes, we generate
KG triples adhering to DA constraints using Wiki-
Data queries for Art, Movies, Music, TV Shows,
Boardgames, and Sports. WikiData offers detailed
knowledge across many domains and shares canon-
ical IDs with Wikipedia. To test generalization,
we used API Ninjas® to create MRs for the Ani-
mal domain. For all entity types for each domain,
we selected 60 entities: 30 popular and 30 lesser-
known, based on Wikipedia page visits in the past
6 months. These entities become the starting nodes
for all paths, and for multi-hop data, both incoming
and outgoing relations are included.

|: Synth Pop :|
Tgenre
) "\ performer Take My
I-,_ e Breath Away
|: Fop :|

genre

Never Gonna
Give You Up

Tgenre
\ performer |
| AllSee |——»Kylie Minogue

Figure 2: Subgraphs of Wikidata for the Recommend
Dialogue Act and Suggest Dialogue Act in the music
conversation in Table 1

For multi-hop paths, there are constraints on the
maximum number of hops for each DA. This is nec-
essary since some DAs such as CONFIRM should
not realize multiple relations between entities, so it
is constrained to being 1-hop. For other DAs, we
performed a qualitative analysis that showed that
hops larger than 3 often cause the model to fail to

3https://api-ninjas.com/api/animals
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properly realize either the values or the relations.
We thus restrict the number of hops to 3. Figure 2
shows two subgraphs of WikiData that correspond
to 3-hops (paths of length 3). A 3-hop path derived
from the second subgraph is below:

[Never Gonna Give You Up] - genre — [Pop]
- genre < [All I See] - performer — [Kylie
Minogue]

Before using this path as the MR for a prompt to
an LLM, we convert it to a more text-like represen-
tation, namely the representation shown in the 6th
Row of Table 1 for the SUGGEST DA.

We then utilize the MR generation package from
ViGGO* to generate the MRs. The mandatory re-
lations are used first, and then optional relations
are randomly sampled to vary the total number of
relations in the MRs. In total we create ~71K MRs
across the 7 domains, as summarized in the bottom
row (Total) of Table 8.

3.3 Prompt Creation and LLM Selection

Domain | Dialogue

Act

Example

Movies description of give_opinion: An expression of opin-
ion along with its justification. The response may
consist of 1 or 2 sentences, but it must contain both
an opinion and its justification. The justification
will also be based on the given attributes. No extra
information should be added in Data to Text for
give_opinion>:

Data: Apollo 13 review score excellent. Apollo 13
producer Brian Grazer. Apollo 13 domain movies.
Data to Text for give_opinion: I think Apollo 13
is an excellent movie. Brian Grazer is a great pro-
ducer and he did an outstanding job with this one.

give_opinion

Music recommend | description of recommend: A question asking if
your friend is familiar with a song you would rec-
ommend. In the response, bring up the given song
(in a recommending way) because it has certain
attributes that were discussed earlier in the conver-
sation. Make sure you ask about the song, not the
attributes. No extra information should be added
in Data to Text for recommend:

Data: Littlest Things part of Alright, Still. Alfie
part of Alright, Still.

Data to Text for recommend: Have you heard the
album Alright, Still? It has two great tracks, Lit-
tlest Things and Alfie.

Table 4: Example of the Definitional Prompt for Give-
Opinion and Recommend for Movies and Music.

Recent work on data-to-text NLG suggests that
even though LLMs will have rarely, if at all, seen
examples of data-to-text NLG in their training data
(Brown et al., 2020; Raffel et al., 2020; Devlin
et al., 2019), many LLMs do well on NLG for
dialogue (Soltan et al., 2022; Ramirez et al., 2023).
However, since we are transferring the DAs from
the ViGGO corpus onto new domains, we start off
with only ViGGO examples in the prompts. We

*https://github.com/jjuraska/slug2slug



piloted several prompt styles, and decided to use
a Definitional prompt format (Gupta et al., 2022;
Rastogi et al., 2020; Ramirez et al., 2023). Table 4
provides an example of a DA representation, used
with a Definitional prompt, for two DAs across two
domains. The section of the prompt labelled “Data”
is a conversion of the KG path as described above.

After piloting our approach with ChatGPT-4, Vi-
cuna 13B and GPT-3.5, we selected GPT-3.5 as the
best performing LLM. For the model configuration,
we employed gpt-3.5-turbo with a top-p value of 1,
temperature set to 0.7, and a newline token as the
stop token, following Ramirez et al. (2023). Then
for all 71K MRs, we overgenerate 10 outputs, and
then automatically rank them.

3.4 Overgenerate-and-Rank

To create a high-quality data set, we use an
overgenerate-and-rank method. The basis for us-
ing ranking is a direct translation of the probability
of a generated output y, conditioned on a DA d,
and an MR a, as in Equation 1. This requires a
ranking function that selects outputs that maximize
DA accuracy, semantic accuracy, and fluency by
assigning a score to each utterance.

p(yld, a) = p(dly, a) * p(aly) *p(y) (D)

The term p(d|y, a) requires a highly accurate DA
classifier to use in automatic ranking. We utilize the
ViGGO DA classifier, which achieves an average
F1 over .97 for the VIGGO DAs.’

In order to estimate p(aly), semantic accuracy,
at generation time in a domain-independent way,
we use Beyond-BLEU (BBLEU) (Wieting et al.,
2019), which was shown to perform better than
other off-the-shelf measures of semantic accuracy
such as BLEU, BERTScore and BLEURT (Pap-
ineni et al., 2002; Sellam et al., 2020; Zhang et al.,
2019). Since these metrics require comparisons
with reference utterances, which are not available
at generation time, we define a referenceless ver-
sion based on pseudo-references, Syseudo, created
from the input DAs (Juraska, 2022). For any set of
KG triples, we create its S;,sc.,40 Dy converting each
triple to a simple sentence Entl relation Ent2, and
then concatenating all the triples together. Because
pseudo-references are available at generation time,
we can use pseudo-Beyond-BLEU (pBBLEU) for
ranking.

Shttps://github.com/aramir62/da-nlg
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The term p(y) requires an estimate of fluency. In
general, NLG outputs from very large LLMs do not
suffer from problems of fluency, but recent work
suggests that the probability P(S) of a generated
output S according to an LLM is a good automatic
measure of fluency (Kann et al., 2018; Suzgun et al.,
2022). We thus adopt P(S) to measure fluency, and
use GPT-2 to calculate P(S).

RFps: DAC | pBBLEU | P(S)

Table 5: Ranking function. DAC = probability of the cor-
rect DA using a classifier. pPBBLEU = pseudo-Beyond-
BLEU to measure semantic accuracy. P(S) = LM prob-
ability to measure fluency. The | indicates stepwise
evaluation.

For ranking, we adopt the ranking function RFpa
in Table 5. Ramirez et al. compared this ranking
function with a ranking function that simply mul-
tiplies all the terms as in Equation 1. RFpj filters
first for DA correctness, and then for semantic ac-
curacy, reflecting the importance of DA correct-
ness. Interestingly, Ramirez et al. showed that the
RFpa ranking function also increased semantic
accuracy, in addition to increasing DA accuracy.

3.5 Self Training

Prompt Generation

Initial prompt examples are
from viggo, second round are
the best examples from the
first round.

Evaluate LLM

Top Ranked examples used
for few shot examples.

Overgenerate using GPT3,
CHAT-GPT, ATM20B

Ranking

Each output from the LLM
ranked by DA accuracy and
semantic accuracy

Figure 3: Self-Training Setup for In domain Prompts

One of the challenges with transferring the DA
types to new domains is that we have no training
data or prompt samples. We investigate a novel ap-
proach that uses ViGGO examples in the prompts
followed by a round of self-training with silver-
generated data. Figure 3 shows the self-training
loop in more detail. We start with prompt gen-
eration using out of domain, ViGGO examples,
then use an LLM to overgenerate examples using
these prompts, and rank the outputs. We then select
in-domain prompt examples from the top ranked



outputs for self-training. We show in Section 4 that
self-training yields a significant improvement in
the quality of the Wiki-Dialogue corpus.

The selection of the 10 examples for the in-
domain prompts for each DA intent and domain is
done manually. We select them following specific
criteria in order to provide the LLM a wider knowl-
edge of each DA intents’ realizations. For example,
all the attributes of each DA intent are included in
the prompt examples in a similar proportion. We
also include examples with the different possible
number of relations of each DA intent (Table 2).
Finally, for scalar attributes with a reduced number
of values like RATING, we ensure that all the values
are present in a similar proportion.

Interestingly, this two-round self-training pro-
cess worked successfully for every domain except
for Animals, where we received error messages
from the LLM complaining about being given data
in the wrong domain when using the ViGGO ex-
amples. So for Animals, we constructed the 10
in-domain examples for the prompt of each DA
intent by hand from a sample of MRs.

4 Results and Corpus Quality Evaluation

The Wiki-Dialogue corpus includes more than 71K
utterances (~50K for one-hop and ~21K for multi-
hop). Table 8 presents a summary of the result-
ing corpus. Below, we show the benefits of our
self-training and overgenerate-and-rank methods
in Tables 6 and 7, respectively. We also carry out a
comparison with other KG corpora (Table 9) and a
human evaluation (Table 10).

4.1 With and Without Self-Training

Domain BBLEU DAC
N ST | N ST

Art 0.84 | 0.85 | 1.00 | 0.99
Music 0.81 | 0.82 | 0.98 | 0.97
Movies 0.77 ] 0.78 | 0.96 | 0.97
Sports 0.84 | 0.86 | 0.99 | 0.97
TV 0751 0.82 | 0.98 | 0.98
Boardgames | 0.77 | 0.80 | 0.94 | 0.99

Table 6: No self-training = N (Out of Domain Prompts).
After self-training = ST (In Domain Prompts). DAC
is the DA accuracy using DA classifier. BBLEU is the
Beyond BLEU score. Bolded text indicates a significant

result (paired t-test, p < 0.05)
Table 6 compares the performance of generating

outputs with the self-trained domain-specific exam-
ples and using ViGGO prompt examples for all the
domains except animals (due to its problems with
the generation with the ViGGO prompt examples).
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We compare them using two metrics: BBLEU (Wi-
eting et al., 2019), and DAC. After self-training
(ST), the BBLEU scores show a significant im-
provement (paired t-test, p < 0.05), except for the
Music domain. Overall for DAC, self-training im-
proves some domains but not others. However, the
DAC is consistently high across all domains, with
values ranging from 0.97 to 0.99 after self-training.

4.2 Before and After Overgenerate-and-Rank

Domain BBLEU DAC
B A B A

Art 0.80 | 0.85 | 091 | 0.99
Music 0.78 | 0.82 | 0.88 | 0.97
Movies 072 1 078 | 099 | 0.95
Sports 082 | 0.86 | 0.87 | 0.97
TV 068 | 0.82 | 0.89 | 0.98
Animals 061 | 0.75 | 0.86 | 0.90
Boardgames| 0.78 | 0.80 | 0.72 | 0.99

Table 7: Before (B) and After (A) Overgenerate-and-
Rank. DAC is the DA accuracy of the DA classifier
using self-training examples. BBLEU is the Beyond
BLEU score. Bolded text indicates a significant result
(paired t-test p < 0.05).

Table 7 compares performance before and after
applying the overgenerate-and-rank method. The
results show that the method consistently improves
the performance across all domains, e.g. in the
Music domain, the BBLEU score increases from
0.78 to 0.82, and the DAC improves remarkably
from 0.88 to 0.97, while in Sports, the BBLEU
score increases from 0.82 to 0.86 and the DAC from
0.87 to 0.97 (paired t-test, p<0.05). We see similar
results for the rest of the domains. One reason
for an increase in the BBLEU scores is that the
overgenerate-and-rank method produces a diverse
number of outputs, which increases the chances
of a candidate output capturing all the attributes
from an MR, while outputs that perform worse are
dropped after ranking.

4.3 Automatic Evaluation

Table 8 presents a summary of the Wiki-Dialogue
corpus, with results for each domain (and also the
total) split into one-hop and multi-hop generation.
The results for all the domains for BBLEU (>0.75)
and DAC (>0.92) are very good.

Table 8 also reports four more automatic met-
rics: vocabulary size, Canary% (Kim et al., 2022),
MLTD (McCarthy and Jarvis, 2010) and Flesch-
Kincaid (Kincaid et al., 1975). The vocabulary
size is a common metric reported for NLG engines,



Domain Counts BBLEU DAC Vocab Size Canary % MTLD Flesch-Kincaid
One | Multi| One | Multi | One | Multi | One | Multi| One | Multi| One | Multi | One Multi

Art 6297 | - 0.85 | - 0.99 | - 1953 | - 0.11 ] - 56.15 | - 9.16 -
Music 5342 | 3000 | 0.81 | 0.86 | 0.98 | 0.94 | 2047 | 2573 | 0.00 | 0.07 | 40.72 | 76.56 | 6.67 8.09
Sports 3473 | 3000 | 0.84 | 0.88 | 0.99 | 0.95 | 3025 | 3321 | 0.00 | 0.00 | 47.50 | 67.06 | 7.56 8.36
TV 7030 | 5956 | 0.80 | 0.85 | 0.97 | 1.00 | 2847 | 4640 | 0.00 | 0.02 | 45.99 | 38.10 | 8.07 9.07
Movies 7083 | 8295 | 0.78 | 0.78 | 0.97 | 0.99 | 3721 | 4053 | 0.00 | 0.00 | 48.68 | 36.40 | 7.37 7.02
Animals 19092 - 0.75 | - 092 | - 4248 | - 074 | - 4591 | - 7.31 -
Boardgames | 1500 | 1500 | 0.75 | 0.85 1.00 | 0.99 | 504 913 040 | 0.00 | 54.89 | 77.23 | 6.64 7.10
TOTAL 49817 21751| 0.78 | 0.83 | 0.96 | 0.98 12985| 11051| 0.31 | 0.01 | 47.36 | 4543 | 7.60 7.94

Table 8: Automatic Evaluation Metrics. Counts are the number of unique MRs. DAC is the DA accuracy using
a DA classifier. BBLEU is the Beyond BLEU score. Vocab size defines the number of unique tokens. Canary%
is the percentage of sentences considered unsafe by the Canary model. MLTD is a measure of lexical richness.
Flesch-Kincaid is a metric of readability. The data is split into one-hop (One) vs. multi-hop (Multi).

especially since neural training methods tend to
reduce the size of the vocabulary from the original
corpus (Juraska, 2022). The Vocab Size column
shows that both one and multi-hop utterances use a
large vocabulary.

The Canary % column is based on the use of the
Canary model to analyze which utterances could
be problematic in terms of ethical issues, rudeness,
toxicity or bias, inspired by work on SODA (Kim
et al., 2023). While Kim et al. filtered 5% of the
SODA outputs based on Canary, we found that less
than the 0.3% of the utterances are considered ethi-
cally inappropriate by the model. We did not filter
these utterances because a manual check showed
that Canary is very sensitive to certain entities, but
the utterances are not actually ethically dangerous.

The MLTD and Flesch-Kincaid metrics estimate
the lexical richness and readability of the corpus.
For both metrics, the results for the Wiki-Dialogue
corpus show no large differences across domains
for one-hop and multi-hop. The Flesch-Kincaid
values show that the Wiki-Dialogue outputs can be
understood by the average American, so they are
appropriate for a dialogue.

Table 9 shows a comparison of Wiki-Dialogue
with other corpora based on KGs, namely WebNLG
which is based on DBPedia and OpenDialKG,
which is based on FreeBase (Han and Gardent,
2023; Moon et al., 2019). Wiki-Dialogue is larger
than WebNLG but smaller than OpenDialKG (col-
umn N), even though WebNLG covers more do-
mains, and OpenDialKG covers fewer domains.
Wiki-Dialogue uses nine different DAs (column
DAs), while WebNLG only has the INFORM DA,
and OpenDialKG is not labelled for DAs. Wiki-
Dialogue covers 7 domains (column Dom), while
WebNLG covers 19 domains, and OpenDialKG
covers 4 domains. The Music, Sports, and Movies
domains are represented in all three datasets. This
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suggests that future work could possibly benefit
from using a combination of these corpora.

| Corpus [| Wiki-Dial | WebNLG | OpenDialKG |

N 71568 47915 91829
DAs 9 1 ?
Dom 7 19 4

Can% 0.22 0.15 0.03
Vocab 18359 6646 20574
MLTD 46.75 27.27 66.23

FK 7.69 8.93 3.71

Table 9: Comparison of Wiki-Dialogue with other cor-
pora based on a Knowledge-Graph. N is the number of
unique MRs. DAs is the number of Dialogue Act types.
Dom is the number of domains. FK is Flesch-Kincaid.

The Can% column shows that all of the cor-
pora are very safe (Kim et al., 2022), perhaps be-
cause they are all knowledge grounded. The Vo-
cab and MLTD columns show that Wiki-Dialogue
has a larger vocabulary and is more lexically di-
verse than WebNLG despite the fact that WebNLG
covers more domains. Compared to OpenDialKG,
Wiki-Dialogue has lower lexical diversity (column
MLTD), which may be due to the fact that OpenDi-
alKG is human-human. Both Wiki-Dialogue and
WebNLG have a higher Flesch-Kincaid (column
FK) reading level than OpenDialKG, probably be-
cause OpenDialKG restricts MRs to 1 and 2 hops,
making utterances shorter on average.

4.4 Human Evaluation

Table 11 and Table 12 in the Appendix provide
example realizations of every DA for all 7 domains.
These examples show that the quality of the corpus
is high: the realizations are natural and the DAs are
correctly realized with high accuracy.

For human evaluation, we selected 100 examples
from each domain for both one-hop and multi-hop
yielding 1200 examples with 700 one-hop exam-
ples and 500 multi-hop examples. Five expert anno-



Domain J} HAL 1 PERF 1 DAC 1 SAC
One | Multi| One Multi| One Multi| One Multi

Art 0.01 | - 098 | - 1.00 | - 098 | -
Animals 0.11 | - 0.82 | - 0.89 | - 093 | -
BoardGames | 0.00 | 0.18 | 0.97 | 0.76 | 1.00 | 0.81 | 0.97 | 0.95
Movies 0.01 | 0.06 | 091 | 0.82 | 0.98 | 0.82 | 0.94 | 1.00
Music 0.01 | 0.18 | 097 | 0.89 | 1.00 | 1.00 | 0.97 | 0.89
Sports 0.02 | 0.09 | 097 | 0.95 | 1.00 | 1.00 | 0.97 | 0.95
TV 0.00 | 0.10 | 093 | 0.73 | 0.98 | 0.80 | 0.95 | 0.92
TOTAL 0.02 | 0.10 | 094 0.83 | 098 0.89 | 096 0.94

Table 10: Human annotation results for HAL (Hallu-
cinations), DAC (DA accuracy), and SAC (Semantic
Accuracy). PERF (Perfect Semantic and DA accuracy)
is calculated based on DAC and SAC.

tators were given a manual for DAs, and provided
examples of hallucinations and utterances that were
both perfect and not perfect. Each set of utterances
were annotated for hallucinations (HAL), DA ac-
curacy (DAC), and semantic accuracy (SAC). The
100 example-set for each domain and hop type was
annotated by one annotator, and then 30 of these
were re-annotated by a second expert to estimate
inter-annotator agreement using Cohen’s Kappa.
The average DAC Kappa is 0.94, and the SAC
Kappa is 0.89 showing a very high level of agree-
ment between the annotators.

We then calculated the percentage of utterances
that had both perfect DAC and SAC (PERF). The
results are in Table 10. Overall, Table 10 shows
that the quality of the Wiki-Dialogue corpus is high,
with perfect outputs that correctly realize both the
specified DA and the set of KG triples in the MR
ranging from 73% for TV multi-hop to 98% for
Art, with an overall average over both hop types
of 89% PERFECT outputs. We see that one-hop
datasets have fewer hallucinations, better DA ac-
curacy and more perfect utterances. While some
values for hallucinations seem high, e.g. 18% for
Music multi-hop, these values compare favorably
to crowdsourced corpora such as MultiwOZ or
E2E, as discussed in Section 2.

5 Conclusion and Future Work

This paper describes and provides a novel 71K
utterance corpus called Wiki-Dialogue, covering 9
DAs and 7 KG based domains that are useful for
both social conversation and task-oriented dialogue.
The corpus includes both one and multi-hop sets of
KG triples, and the MRs vary from a single triple
for some REQUEST dialogue acts up to 8 triples for
INFORM DAs.

Our novel method involves a self-training step
to create prompt examples for novel domains, fol-
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lowed by an overgenerate-and-rank step, and we
show that these two steps combined drastically im-
prove the quality of the corpus. We assess the
quality of the corpus with both automatic and hu-
man evaluation and find that the quality is high.
We hand annotate for hallucinations and semantic
errors and find their frequency to be lower than
reported values for crowdsourced corpora such as
E2E and MultiwOZ (Dusek et al., 2019, 2020;
Qian et al., 2021). We also check the corpus for
safety using Canary and find that only 0.22% of the
utterances are flagged as needs_intervention, while
a manual inspection of these suggests that there are
no safety issues with them.

In a comparison with similar corpora such
as WebNLG and OpenDialKG, we observe that
although WebNLG cover more domains Wiki-
Dialogue is lexically richer and has a larger vo-
cabulary. While WebNLG has only INFORM DAs,
Wiki-Dialogue covers 9 DAs, providing a com-
plementary and unique resource to the dialogue
community.

Future work should explore how the Wiki-

Dialogue corpus can be used to train an NLG for
dialogue. In preliminary experiments, a subset of
Wiki-Dialogue was used to fine-tune a 3B multi-
domain NLG engine, which was tested in Athena,
a real-time Amazon Alexa Prize system, with hu-
man users of Amazon “Let’s Chat” (Yue Fan and
Wang, 2023). The deployment used a cross-domain
universal dialogue policy based on the nine Wiki-
Dialogue DAs. An example of this policy is shown
in the music conversation in Figure 1.
Ethical Considerations. There are several poten-
tial risks with such an NLG. LLMs introduce the
possibility of disinformation, often called halluci-
nations, whose control is an active area of research.
One of the challenges is that it is very difficult to
automatically identify them. Here we experiment
with ranking functions for better control of halluci-
nations, hand-label hallucinations and characterize
them. Another potential risk is that some of the
DA, like recommend and suggest, could be used in
an application to persuade a user to buy something.
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A Appendix

d MR text
verify_attribute
sports Venus Williams rating okay. Venus Williams start time 1994.  You said you think Venus Williams is okay. Do you think she
Venus Williams domain athelete. is an average athlete compared to other players who started
in 1994?
movies | Avengers: Endgame review score good. Avengers: Endgame I remember you thought Avengers: Endgame was good. Do
cast member Robert Redford, Taika Waititi. Avengers: you usually enjoy movies with Robert Redford and Taika
Endgame domain movies. Waititi?
music Kings Of The Wild Frontier Good. Kings Of The Wild I know you like Kings of the Wild Frontier. Do you like
Frontier other songs from the Kings of the Wild Frontier album?
tv The Crown review score average. The Crown genre bio- I know you said The Crown had an average review score.
graphical film, drama television series. The Crown domain Do you feel the same way about other biographical films and
tv. drama television series?
art Raphael rating excellent. Raphael genres portrait, portrait ~ You rated the portrait painting by Raphael as excellent.
painting. Raphael movements Italian Renaissance, High ~ Would you say you generally have a strong liking for Italian
Renaissance. Renaissance and High Renaissance portrait paintings?
animals | Carolina Dog good with other dogs friendly to other dogs. Iknow you said that Carolina Dogs are friendly to other dogs
Carolina Dog good with children kid-friendly. Carolina Dog  and kid-friendly. Are you generally interested in animals
domain animals. that are friendly to other dogs and kid-friendly?
board A Game of Thrones average rating good. A Game of Thrones ~ You said A Game of Thrones was good. Do you usually like
games genre fantasy. A Game of Thrones domain board game. fantasy board games?
I
sports Jake Paul sport boxing. Jake Paul height 1.83. Jake Paul ~ Have you heard of Jake Paul? He’s a professional boxer who
domain athelete. stands at 1.83 meters tall.
movies | Elvis review score good. Elvis producer Gail Berman, Have you seen Elvis, produced by Gail Berman, Catherine
Catherine Martin, Baz Luhrmann. Elvis domain movies. Martin, and Baz Luhrmann? It has a good review score.
music Money For Nothing Rock Music Littlest Things Mark Ron-  Have you heard of the rock song Money for Nothing pro-
son duced by Mark Ronson?
tv Peaky Blinders review score good. Peaky Blinders creator ~ Have you seen Peaky Blinders from David Caffrey? It’s got
David Caffrey. Peaky Blinders domain tv. a really good review score.
art The Haywain Triptych creator Hieronymus Bosch. The Have you seen The Haywain Triptych by Hieronymus Bosch
Haywain Triptych location Museo del Prado. at the Museo del Prado?
animals | Staffordshire Bull Terrier trainability very easy to train. I think you’d really be interested in the Staffordshire Bull
Staffordshire Bull Terrier domain animals. Terrier, which is very easy to train. Have you heard of it
before?
board HeroQuest publisher Games Workshop. HeroQuest genre  Have you ever heard of HeroQuest, the fantasy board game
games fantasy. HeroQuest domain board game. from Games Workshop?
give_of
sports Ronaldo sport association football. Ronaldo rating good. I think Ronaldo is a great footballer. He has consistently put
Ronaldo domain athelete. in strong performances for his teams and is known for his
skill and passion for the game.
movies | Scooby-Doo review score average. Scooby-Doo director  Scooby-Doo is an average movie, but I think it’s worth
Raja Gosnell. Scooby-Doo MPA film rating PG. Scooby-  watching for the great direction of Raja Gosnell and the PG
Doo domain movies. rating.
music Y.M.C.A. rating excellent. Y.M.C.A. producer Jacques Y.M.C.A. by the Village People, produced by Jacques Morali
Morali.  Y.M.C.A. record label Casablanca Records. and released by Casablanca Records, is an excellent song.
Y.M.C.A. domain songs.
tv Gunpowder review score average. Gunpowder screenwriter ~ Gunpowder was an average show, but I appreciate the work
Ronan Bennett. Gunpowder domain tv. of the screenwriter, Ronan Bennett, for making the story
interesting.
art Henri de Toulouse-Lautrec rating good. Henri de Toulouse- I think Henri de Toulouse-Lautrec is a good painting. The
Lautrec genres animal painting, portrait. combination of animal painting and portraiture in this piece
is quite engaging.
animals | Fin Whale popularity very popular. Fin Whale weight I’'m really impressed by the Fin Whale with its huge weight
1.800kg - 70,000kg 4,0001bs - 150,0001bs. Fin Whale do-  range of 1,800kg - 70,000kg (4,0001bs - 150,0001bs).
main animals.
board Twilight Struggle average rating excellent. Twilight Struggle I highly recommend Twilight Struggle. It’s an excellent
games maximum number of players 2. Twilight Struggle domain  board game with a maximum number of players of 2, making
board game. it perfect for a competitive game night.
request_attribute
sports athletes sports teams. ‘What sports team does your favorite athlete play for?
movies | movies review score None. movies domain movies. ‘What rating would you give to movies that you have watched
recently?
music songs performer. ‘Who is your go-to artist for music?
tv show screenwriter None. show domain tv. ‘What is your favorite TV show and its screenwriter?
art paintings genres. ‘What types of painting genres resonate with you the most?
animals | animal good with other dogs. animal domain animals. Is your favorite animal good with other dogs?
board board game genre. board game domain board game. ‘What board game genre do you find the most enjoyable?
games

Table 11:
ify_attribute,

Examples of transferred DAs
recommend, give_opinion,

quest_attribute to all 7 domains.

for ver-
and re-
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Table 12: Examples of transferred DAs for suggest, request, request_explanation, confirm and inform to all 7

domains

domain |

MR

text

suggest

sports

movies

music

tv

art

animals

board
games

‘Wilt Chamberlain Nba Most Valuable Player Award, Nba
All-Star Game Kobe Bryant Most Valuable Player Award

Ant-Man and the Wasp cast member Dax Griffin, Hannah
John-Kamen. Ant-Man and the Wasp publication date 2018.
Ant-Man and the Wasp domain movies.
‘Waka Waka performer Freshlyground, Shakira. Waka Waka
domain songs.
Breaking Bad character Tuco Salamanca, Mike Ehrmantraut.
Breaking Bad domain tv.
The Bridge at Narni creator Jean-Baptiste Camille Corot.
The Bridge at Narni genres landscape art.
Pygora Goat weight 75-95 Ibs. for males, 64-75 lbs. for
females.. Pygora Goat lifespan 12-15 years. Pygora Goat
domain animals.
Enchanted Forest maximum number of players 6. Enchanted
Forest instance of board game. Enchanted Forest domain
board game.

request

Have you ever heard of Wilt Chamberlain, who won the
NBA Most Valuable Player Award and the NBA All-Star
Game Kobe Bryant Most Valuable Player Award?

Did you ever watch Ant-Man and the Wasp, starring Dax
Griffin and Hannah John-Kamen, which was released in
2018?

Do you like the music of Shakira and Freshlyground, like
Waka Waka?

Do you know any characters from Breaking Bad, such as
Tuco Salamanca and Mike Ehrmantraut?

Have you explored landscape art, such as The Bridge at
Narni by Jean-Baptiste Camille Corot?

Have you heard about the Pygora Goat? It typically weighs
75-95 1bs. for males and 64-75 Ibs. for females, and has a
lifespan of 12-15 years.

Have you ever played a board game for up to 6 players, like
Enchanted Forest?

sports
movies

music
tv

art
animals

board
games

athletes specifier boring.

movies specifier realistic. movies director Cary Joji Fuku-
naga. movies domain movies.

songs specifier beautiful.

show specifier overrated. show screenwriter Arif Aliyev.
show domain tv.

paintings specifier bizarre. paintings location Museo Na-
cional Centro de Arte Reina Soffa.

animals specifier cheerful. animals habitat Tropical bush-
land, grassland and savannas.

board game specifier frustrating. board game maximum
number of players 5. board game domain board game.

‘Who do you think is the most boring athlete to watch?
Have you seen any realistic movies directed by Cary Joji
Fukunaga?

What’s the most beautiful song you can think of?"

Do you think any of Arif Aliyev’s TV shows are overrated?

Can you think of a bizarre painting from the Museo Nacional
Centro de Arte Reina Sofia?

Do you know of any cheerful animals that live in Tropical
bushland, grassland and savannas?

What’s the most frustrating board game you can play with
up to 5 players?

request_explanation

sports
movies
music

tv

art

animals

board
games

athletes rating good. athletes team positions center.

movies review score good. movies screenwriter Steven
Knight. movies domain movies.
songs rating good. songs from album Katharine McPhee.

show review score average. show awards received None.
show creator Jonathan Frakes, Hanelle Culpepper. show
domain tv.
painters rating good. painters movements Impressionism,
post-impressionism.
animal coat length short coat. animal protectiveness very
alert. animal name Airedale Terrier. animal good with other
dogs friendly to other dogs. animal domain animals.
board game genre science fiction. board game average rating
excellent. board game domain board game.

confirm

What is it about athletes who play the center position that
you find so good?

What do you think makes the movies written by Steven
Knight so good?

What do you like about the songs from Katharine McPhee’s
album that make them good?

Given the average review score and lack of awards, what do
you think Jonathan Frakes and Hanelle Culpepper did right
in their TV shows?

What is it about Impressionism and post-impressionism
paintings that you find so good?

What do you like about the Airedale Terrier that has a short
coat, is very alert, and is friendly to other dogs?

What makes science fiction board games your favorite type
of game?

sports

movies
music

tv

art

animals

board
games

Dwayne Johnson sport professional wrestling. Dwayne John-

son sports teams Calgary Stampeders, Miami Hurricanes

football. Dwayne Johnson domain athletes.

Thor: Love and Thunder cast member Jacob Yee, Gemma

Dart. Thor: Love and Thunder domain movies.

Break My Soul genres house music. Break My Soul domain

songs.

Obi-Wan Kenobi character Darth Vader, Obi-Wan Kenobi.

Obi-Wan Kenobi screenwriter Hossein Amini. Obi-Wan

Kenobi domain tv.

The Wayfarer creator Hieronymus Bosch. The Wayfarer gen-

res genre art. The Wayfarer movements Early Netherlandish

painting.

Carolina Parakeet common class Bird. Carolina Parakeet

predators Birds of prey, raccoons, skunks, squirrels, and

snakes. Carolina Parakeet domain animals.

Monopoly publisher Hasbro. Monopoly country of origin

United States of America. Monopoly domain board game.
inform

Are you talking about Dwayne Johnson, the professional
wrestler who previously played for the Calgary Stampeders
and the Miami Hurricanes football team?

Are you referring to the movie Thor: Love and Thunder,
starring Jacob Yee and Gemma Dart?

Are you referring to the house music song Break My Soul?

Are you referring to the Obi-Wan Kenobi TV show, writ-
ten by Hossein Amini, featuring Darth Vader and Obi-Wan
Kenobi?

Are you referring to The Wayfarer, the Early Netherlandish
genre art painting by Hieronymus Bosch?

Do you mean the Bird known as the Carolina Parakeet, which
is preyed upon by Birds of prey, raccoons, skunks, squirrels,
and snakes?

Are you talking about the Hasbro board game Monopoly,
from the United States of America?

sports

movies

music

art

animals

board
games

Magic Johnson sport basketball. Magic Johnson stats leader
1992 NBA All-Star Game. Magic Johnson domain athletes.
Captain Phillips 2013 ’Film Based On Books’, *Survival
Film’ *Faysal Ahmed As Nour Najee’ Excellent *Louis Ma-
honey’, "Catherine Keener’

As It Was record label Columbia Records. Mireille Mathieu
record label Columbia Records. Mireille Mathieu genre pop
music. As It Was genre synth-pop. As It Was performer
Harry Styles.

Peaky Blinders genre drama television series, costume
drama. Peaky Blinders creator David Caffrey. Peaky Blin-
ders screenwriter Steven Knight. Peaky Blinders review
score good. Peaky Blinders character Arthur Shelby, Jessie
Eden. Peaky Blinders domain tv.

The Coronation of Napoleon creator Jacques-Louis David.
The Coronation of Napoleon materials canvas, oil paint. The
Coronation of Napoleon genres history painting.
Australian Stumpy Tail Cattle Dog shedding average shed-
ding. Australian Stumpy Tail Cattle Dog domain animals.
Enchanted Forest genre fantasy. Enchanted Forest maximum
number of players 6. Enchanted Forest domain board game.

Magic Johnson is a basketball athlete who was the leading
stats leader for the 1992 NBA All-Star Game.

Captain Phillips is a 2013 survival film based on books,
starring Faysal Ahmed as Nour Najee, Louis Mahoney, and
Catherine Keener. It has an excellent review score.

Harry Styles” As It Was is a synth-pop album released on
Columbia Records. Mireille Mathieu’s record label is also
Columbia Records and her genre is pop music. (3 hop)

Peaky Blinders is a good costume drama television series
created by David Caffrey and written by Steven Knight. It
stars Arthur Shelby and Jessie Eden.

The Coronation of Napoleon, a history painting by Jacques-
Louis David, is made of oil paint on canvas.

The Australian Stumpy Tail Cattle Dog has average shed-
ding.
Enchanted Forest is a fantasy board game for up to 6 players.
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Abstract

In today’s industrial landscape, seamless col-
laboration between humans and machines is
essential and requires a shared knowledge of
the operational domain. In this framework, the
technical knowledge for operator assistance has
traditionally been derived from static sources
such as technical documents. However, experi-
enced operators hold invaluable know-how that
can significantly contribute to support other op-
erators. This work focuses on enhancing the
operator assistance tasks in the manufacturing
industry by leveraging spoken natural language
interaction. More specifically, a Human-in-
the-Loop (HIL) incremental learning approach
is proposed to integrate this expertise into a
domain knowledge graph (KG) dynamically,
along with the use of in-context learning for
Large Language Models (LLMs) to benefit
other capabilities of the system. Preliminary
results of the experimentation carried out in an
industrial scenario, where the graph size was
increased in a 25%, demonstrate that the in-
cremental enhancing of the KG benefits the
dialogue system’s performance.

1 Introduction

Human-Machine Interaction (HMI) is revolutioniz-
ing traditional industrial processes. Smart manufac-
turing relies on the collaboration between highly ad-
vanced machinery and the knowledge and decision-
making abilities of human operators. The industry
of the near future requires qualified personnel spe-
cialized in technologies such as robotics and artifi-
cial intelligence (Al), capable of making informed
decisions based on these factors. In this context, a
human-centered approach positions operators as a
crucial element in new industrial plants. Thanks to
the latest technological advances, voice interaction
between operators and industrial manufacturing
systems or machines is now feasible. Moreover,
these technologies are hands-free and eyes-free,
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enabling operators to perform physical tasks, sup-
port natural language communication that requires
minimal training, and are highly flexible, allowing
communication at various levels of detail. Conse-
quently, there has been an increase in the number of
prototypes and systems exploring the use of voice
as a natural interaction interface between operators
and machines in industrial environments in recent
years. Additionally, dialogue modeling and man-
agement have drastically changed due to the recent
success of large language models (LLMs). How-
ever, any application based on LLMs needs reliable
and up-to-date knowledge sources. In particular,
industrial scenarios require robust models capable
of handling very technical and precise knowledge,
which is necessary for tasks shared by humans and
machines.

Traditionally, HMI has relied on rule-based sys-
tems to represent knowledge and actions, ensuring
everything remains under control. As a result, these
interaction systems are static, failing to capture the
expert human knowledge of the factory that is not
documented or included in the system’s knowledge
base. This limitation can be addressed through the
concept of Human in the Loop (HIL), also known
as Operator in the Loop (OIL) in industrial contexts.
These Al systems facilitate collaboration between
humans and machines to enhance results and ac-
celerate the learning process. The HIL paradigm
involves continuous interaction throughout all post-
deployment stages of Al models. As illustrated in
Figure 1, in the industrial sector, the OIL paradigm
enables the integration of expert knowledge into
HMI interfaces by providing feedback using natu-
ral language. This approach allows voice interac-
tion systems to evolve over time, adapting to the
unique dynamics of each factory and incorporating
the expertise that operators develop.

In this work, an OIL incremental learning
approach to manage knowledge-grounded, task-
oriented dialogue (TOD) systems in industrial set-

Proceedings of the 25th Annual Meeting of the Special Interest Group on Discourse and Dialogue, pages 92—-102
September 18-20, 2024. ©2024 Association for Computational Linguistics



o Dialogue System

Negative feedback
is notified

s

Web Interface  f«—» ’ o ‘

<rc‘.‘.]edge

New knowledge Repository

s introduced

Expert

Figure 1: Operator in the Loop paradigm.

tings is proposed, being its main contributions (1)
extending a previously defined ontology to support
the management and storage of new knowledge
provided by experts; (2) developing online learn-
ing capabilities to collect user feedback, thereby
updating and expanding a knowledge graph and
(3) developing an LLM-based natural language un-
derstanding (NLU) system that queries a KG to
constrain it within the task. Preliminary evalua-
tions show promising results in NLU performance
and KG grounding.

The rest of the paper is structured as follows:
Section 2 presents the related work. The proposed
knowledge graph-based incremental dialogue sys-
tem with the detailed description of each of its
modules is described in Section 3, and the initial
validation results in Section 4. Finally, conclusions
of this work are shown in Section 5.

2 Related work

The current state of the art considers knowledge
graphs as a useful asset in industrial settings and,
more specifically in human-centric approaches
(Abonyi et al., 2024), such as robot interaction and
collaborative manufacturing (Nagy et al., 2024). In
this line, approaches such as the one proposed by
Nagy et al. (2024) are observed, in which knowl-
edge graphs are used to model factors related to
the operator and their conditions, such as move-
ments or collaboration with machines. Moreover,
knowledge graphs have been used in this scenario
for task-oriented dialogue, which enable operators
to communicate to industrial systems in a more
natural way. In this context, knowledge graphs
have been traditionally used to model the domain
of the use case, providing a detailed representation
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of the scenario and reducing ambiguity between the
agents involved (Sidi Yakoub et al., 2015). How-
ever, more modern approaches also make use of
knowledge graphs for dialogue management (Teix-
eira et al., 2021; Aceta et al., 2022)

Of course, this process also has an impact
on dialogue management, since one of the most
widespread techniques is to obtain this information
from users. To do this, dialogues are generated
dynamically to be able to obtain the necessary in-
formation for the system to learn, as well as the
appropriate moment for it, based on a strategy (Liu
and Mazumder, 2021). Some approaches also base
these interactions on the feedback obtained from
the user taking into account, for example, evalua-
tions such as “it’s not what I wanted” or “you didn’t
understand me well” (Veron et al., 2021).

In the field of Natural Language Processing
(NLP), there’s a clear surge in leveraging state-
of-the-art strategies across multiple applications,
particularly through the deployment of pre-trained
Large Language Models (LLMs) in dialogue sys-
tems. Ozdemir (2023) describes these models as
Al models that often, though not exclusively, stem
from the Transformer architecture. They are crafted
to understand and generate human language, code,
and beyond. Also, they are trained on immense
troves of text, and they can tackle a vast array of
language-related tasks, from simple text classifica-
tion to elaborate text generation. As highlighted by
this author, the LLLMs available in the market (like
various versions of GPT, Gemini, Llama, among
others) have been pre-trained on extensive datasets
from diverse sources using distinct methodologies.
Thus, not all LLMs perform equally, and their train-
ing processes significantly influence their perfor-
mance in specific applications.

Therefore, to optimize pre-trained language
models for task-oriented dialogue systems, differ-
ent works employ models like Alpaca, GPT-Neo,
BART, T5, Llama 2 and GPT-3.5 (HudecCek and
Dusek, 2023; Andreas et al., 2022; Li et al., 2022;
Hu et al., 2024); among others. Also, different
authors adopt various approaches for constructing
these dialogue systems. Prominent among these
is fine-tuning pre-trained language models using
methods like LoORA (Low Rank Adaptation) (An-
dreas et al., 2022; Li et al., 2022), prompt tun-
ing (Cao, 2023; Hudecek and Dusek, 2023) and
Reinforcement Learning from Human Feedback
(RLHF) (Ouyang et al., 2022), among others. This
indicates a clear trend in using LLMs in TOD sys-



tems and various optimization strategies. However,
many of these methods demand substantial specific
data for training as they are data-driven, which may
not be available for certain industrial use cases.

To address this issue and avoid the need for hand-
crafted rules, in-context learning approaches are
becoming increasingly popular. These approaches
involve designing prompts using snippets of ex-
ample dialogues, the user’s goal, and the dialogue
history (Sekuli¢ et al., 2024). This optimization
method, known as prompt tuning, allows adapt-
ing the model to task requirements without requir-
ing a corpus or extensive training, just relying on
natural language instructions to guide the model’s
behaviour.

3 Knowledge-Grounded Incremental
Task-oriented Dialogue System

Two of the most common applications of TOD
systems in industrial scenarios are to provide as-
sistance through processes and to deliver tasks to
a certain industrial intelligent system. Therefore,
the expected interactions from the user can mainly
be classified as navigation instructions through pro-
cesses and action requests to industrial systems,
respectively. The TOD system’s responses, on the
other side, must be in the form of steps of the pro-
cesses on which the user will request assistance
for the former, and the corresponding machine-
readable action for the latter.

So, in this type of scenarios, towards an incre-
mental approach, feedback may be useful in these
two situations, mainly: (1) the content presented
does not meet the needs of the user or (2) the inter-
pretation of the interaction indicates that what the
user wants to do next or deliver to the system is not
appropriate.

This work presents the extension and adapta-
tion of KIDEA4I, presented in Aceta et al. (2022)
and based on the TODO Ontology (Aceta et al.,
2021), to provide it with feedback-capturing and
management capabilities. The aim of such task
is to achieve a system that is capable of learning
from interactions with users over time and, thus,
improve its interpretation and dialogue capacities,
as well as adapting to the users’ needs. To this end,
the following aspects have been addressed:

1. Extension of the TODO ontology to support
the management and storage of new knowl-
edge based on feedback (described in Section
3.1).
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2. New functionalities to generate dialogues
aimed at collecting feedback and to update
knowledge extracted from it (described in Sec-
tion 3.2) .

Likewise, and towards assessing the benefits
when updating KIDE4I with the most recent
technologies, in-context learning (ICL) of LLMs
through prompt-tuning has been explored and im-
plemented in the natural language understanding
(NLU) module, as detailed in Section 3.3. This task
has allowed to compare more traditional strategies,
such as rule-based ones, with the most disruptive
one nowadays: the use of LLMs in scenarios with
limited resources (in terms of training corpus), such
as industrial ones.

3.1 Industrial-Assistance-Oriented
Incremental Knowledge Graph

By definition, a knowledge graph focuses on rep-
resenting relationships and capturing real-world
connections, ideally based on an ontology that pro-
vides the formal framework for defining the terms
and concepts used in that representation.

As described previously, the focus of this work is
developing a knowledge-graph-based TOD system
for industrial scenarios which is based on technical
documentation and expert knowledge that can be
extended over time through, for instance, feedback
gathering. To achieve such a system it is neces-
sary to construct a knowledge graph that formally
represents all this information, relying on a agreed
ontology that allows an incremental learning ap-
proach.

The core ontology for developing the knowledge
graph in the context of this work is TODO (Ac-
eta et al., 2021), the main modules of which can
be seen in Figure 2. This modular ontology is de-
signed to enable task-oriented dialogue systems to
interact naturally with users at both understanding
and communication levels by distinguishing two
main areas of knowledge: domain (TODODom)
and dialogue (TODODial), respectively. It can be
readily adapted to various industrial settings, thus
minimizing the time and cost of adaptation. Addi-
tionally, it supports the storage and reproduction
of the dialogue process, allowing for learning from
new interactions. However, this tracing capability,
although being a good starting point for supporting
an incremental learning approach, does not support
the generation and management of user feedback.
In order to solve this gap, the TODO ontology has



been extended.

TODODM TODODT TODODFA TODODW

Figure 2: TODO ontology (Aceta et al., 2021)

In that extension and adaptation task, new
classes and relationships that allow representing
the key concepts aimed at collecting feedback have
been added. More precisely, 2 classes (C) and 4
object properties (OP) have been created in the
TODODom module and 2 classes in TODODM,
which are listed below, by module.

TODODom (domain)

* DefinitiveLexicalUnit (C), to depict lexical
units (i.e., variants) that have not been added
through feedback (i.e. manually or in a su-
pervised way) or lexical units that have been
added through feedback several times.

ProvisionalLexicalUnit (C), to depict lexical
units that have been added through feedback
but the confidence to consider them as defini-
tive is still low.

hasDefinitiveLexicalUnit (OP), to relate frame
heads (i.e., generic terms to agglutinate differ-
ent variants) to their corresponding definitive
lexical units.

hasProvisionalLexicalUnit (OP), to relate
frame heads to their corresponding provi-
sional lexical units.

isDefinitiveLexicalUnitOf (OP). Inverse prop-
erty of hasDefinitiveLexicalUnit.

isProvisionalLexicalUnitOf (OP). Inverse
property of hasProvisionalLLexicalUnit.

TODODM (dialogue management)

* NewLexicalUnitConfirmationRequest (C), to
request the user for confirmation to relate a
lexical unit to a specific frame head.
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* ActionDetectedResponse (C), to inform the
user that it has detected an action (for which
the command includes a new reference to po-
tentially be added to the graph).

These classes and properties have been added by
following the LOT methodology (Poveda-Villalon
et al., 2019), which makes sure that knowledge
is modelled into the ontology ensuring its quality.
Therefore, the quality of the ontology (compared
to the results obtained in Aceta et al. (2021)), has
not been affected.

With the ontology ready, a manual instantiation
of the newly-modelled, dialogue-related classes
has been carried out, in order to offer the dialogue
manager variations to interact with the user and di-
rect the dialogue to capture feedback, such as “Can
you confirm that {item} is a related word?”. The
rest of the dialogue-related instantiations have been
reused from the generic instantiation of TODODial
(Aceta et al., 2022).

As for the domain section of the knowledge
graph, it is instantiated automatically. First of all,
the relevant procedures have been defined by the
experts by using an interface designed to simplify
the instantiation process. In a nutshell, this inter-
face, once a procedure is defined, generates, first
of all, a JSON file. This JSON file, by following
an Extract, transform and load (ETL) process, is
transformed into RDF and uploaded to the RDF
store, which, in this case, has been Virtuoso 8.3.
An example snippet of an instantiated procedure
can be found in Appendix A.

This first graph version enables the system to be
ready to be used and its knowledge to be extended
through user feedback in subsequent interactions.

3.2 Dialogue Management Supporting
Incremental Approach

Once the ontology is extended and the dialogue
instances for collecting feedback are ready, as re-
ported in Section 3.1, it is necessary to add to the
dialogue manager the capability to extract the new
knowledge to be included in the system.

As described previously, the two situations that
may require feedback gathering would be when the
system is not capable of correctly interpreting an
user request and when the information provided by
the system is not accurate.

To respond to the first situation, the dialogue
manager has been extended so that, instead of ask-
ing the user to reformulate the request because they
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Figure 3: System workflow, including feedback management (left), along with an interaction example that requires

feedback and follows the aforementioned flow (right).

are not able to understand it, the system enters feed-
back mode. The main goal of this mode is that
the system is able to link new key elements to an
action or action slot in subsequent interactions. For
that, a clarifying request for the user, as a question,
is triggered, in an intent to link the key element(s)
extracted from the interpretation module with some
of the classes/instances of the semantic repository.
When the user responds to said system request, it
is interpreted and the dialogue status is checked. If
the status is feedback mode, once the user confirms
the interpretation, the system launches a request to
update the knowledge graph. This update, which
has been automated by developing a REST API
service, represents the extension of the base knowl-
edge of the system. However, since it is an auto-
mated process, and to achieve controlled growth,
this new knowledge is marked as obtained from
feedback in the base (provisional, in accordance
with what has been established in the adaptation of
the TODO ontology, depicted in Section 3.1). Fig-
ure 3 visually summarizes the system’s dialogue
flow, with the new feedback management capabili-
ties to learn based on interactions with the user and
update knowledge dynamically.

When it comes to the second case, in which the
user’s disapproval of a system response is due to
the fact that the content does not cover their needs,
this feedback must trigger an action by an expert
to review the system’s knowledge and update it if
appropriate. For this case, a graphical interface
has been developed so that it enables the user to
indicate their disagreement with the content and the
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expert to edit the content of the processes described
in the repository when necessary. By the time this
edition occurs, a functionality has been developed
in the dialogue manager, which allows updating
the knowledge graph with the new content. This
new revised and improved data is what the system
will use onwards as part of the extended knowledge
graph.

3.3 Natural Language Understanding

The functions of the Natural Language Understand-
ing (NLU) component are, first, to determine if a
transcribed user voice command is classified as a
polar interaction (e.g. “yes”, “no”). If it is, it is
in charge of determining whether it is positive or
negative. If no polarity is detected, a key element
extraction (KEE) component is raised to extract the
relevant information from the command, as shown

in Figure 4.
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Figure 4: NLU pipeline




For the present work, two different approaches
have been tested for the polarity interpreter. The
first relies on the KIDE4I implementation, using a
sentiment analysis algorithm. As for the second, an
LLM-based approach has been implemented. More
specifically, the GPT-3.5 Turbo model has been
adapted through the in-context learning prompting
strategy.

For the rest of interactions, namely non-
polarized interactions, the KEE module intervenes
fulfilling a slot-filling task. Similarly to the polar-
ity interpreter, two different implementations have
been used. For the first, again, the KIDE4I rule-
based approach has been followed, whereas, for the
second, the same LLLM approach as above has been
used. In this case, within the prompt, its function
and the slots to be filled are indicated.

After detecting the slot values, it is essential
to verify that these values correspond to recogniz-
able world elements within the target system. This
process involves querying the knowledge graph
and comparing the detected slot values with those
stored in the graph. If the key elements identified
by the NLU are found, they are retained in the
component’s final result. Otherwise, the unrecog-
nized values are discarded, asking for the missing
information later on.

4 Initial Results

The extended TOD system with feedback capabili-
ties has been tested and validated in an experimen-
tation task. In this particular case, the system’s
function was to provide support through the differ-
ent phases for manufacturing a piece using CNC
programming on a milling machine. When given
instructions, the users that were not satisfied with
the answer given by the assistant would mark the
response as inadequate. Some initial results related
to this experimentation, mainly regarding the im-
pact of those iterations in the knowledge graph, are
presented in Section 4.1.

In terms of incrementing knowledge through
feedback, the assistance scenario is suitable for
evaluation. However, the variability in the inter-
actions (e.g. “Show me the next step”, “I need
more information™) is limited. Due to this, and
in order to provide more insights, the LL.M-based
and rule-based NLU components have been tested
in a collaborative bin-picking scenario, which is
richer in terms of references to key elements in
user commands. The obtained results for both have
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been compared in order to determine if the LLM-
based approach, which makes the task of adapting
the dialogue system easier, is able to maintain or
improve the accuracy of the rule-based approach.
The experimental setup, as well as the benchmark
results, are presented in Section 4.2.

4.1 Incremental TOD System in Use

The proposed validation scenario, as noted previ-
ously, is about CNC programming to manufacture
a piece on an IKASMAK 5.1 milling machine. To
do so, 15 users were requested to be assisted by
the assistant described in Section 3 and to give in-
sights about different procedures along the different
phases of the programming process upon a given
user request. The language used in this scenario
was Spanish.

Furthermore, while the user is interacting with
the system, if it does not present the desired infor-
mation or does not perform as expected, the user
can vote negatively the answer. This vote triggers a
review alert for the expert, who will review the dia-
logue flow and, if necessary, update the knowledge
graph to try to solve the gap, as shown in Figure 5.

This expert review, then, improves and, some
times, even increases the information in the knowl-
edge graph, and so, the accuracy of the system in
further uses. The following subsection shows the
evolution of the graph after the experimentation
where, at some point within the dialogues, 22 of
the total of 551 turns were marked as the response
from the system was not valid, which triggered an
expert review. Although it could sound like a high
number, the time required for the review and update
of the knowledge graph has not exceeded 5 hours,
a process that would have taken much longer if
done through other methods (e.g. manual instantia-
tion) and would have required an ontology expert
to perform it.

4.1.1 Impact on the Knowledge Graph and
Initial Analysis

So as to show the evolution of the graph before
and after the expert review process, Tables 1 and 2,
respectively, are depicted below.

In the case of Table 1, the average and total
number of the different instances for each relevant
class in procedure definition can be seen, out of a
total of 341 total instances.

Thanks to the user feedback and expert review
process, and as it can be seen in Table 2, the number
of total instances has increased. More specifically,
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Figure 5: User discontent triggering expert review requirement

Proc AP P Met Task Step PSI
10 149 1 13 1.3 69 8.7
Total 149 10 13 13 69 87

Table 1: Number of procedures (“Proc) and average
and total number of activation phrases (“AP”), proce-
dures (“P”), methods (“Met”), tasks, steps and addi-
tional information (“PSI”), in the moment of the experi-
mentation.

Proc AP P Met Task Step PSI
12 146 1 16 1.6 8 9.2
Total 175 12 19 19 9% 110

Table 2: Number of procedures (“Proc’) and average
and total number of activation phrases (“AP”), proce-
dures (“P”), methods (“Met”), tasks, steps and addi-
tional information (“PSI”), after the user feedback and
expert review.

90 more instances have been added, making a total
of 431 (that is, a 25% more knowledge). Among
these instances, new activation phrases have been
added for the existing procedures and, furthermore,
two new procedures have been included: “Detener
un programa” (“Stop a program”) and “Configurar
el avance” (“Configure the advance”). These two
procedures have been added following the same
format as the rest of procedures, an example of
which can be found in Appendix A.

4.2 Natural Language Understanding:
Benchmarking

The scenario used for the NLU component valida-
tion is a classification task, in which a bin-picking
collaborative robot is able to classify cartridges by
depositing them in different boxes, according to
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user commands in Spanish. More specifically, the
robot can pick up different ink cartridges from a
table, identify their color and brand, and sort them
into two separate containers, based on the opera-
tor’s instructions. The operator must use natural
communication to inform the robot about the type
of cartridge and the designated box. This communi-
cation involves not only voice commands but also
gestures to indicate the destination. Consequently,
the key element extraction module must identify
actions and targets related to brands, colors (of the
cartridges), and containers. Additionally, it must
detect references to gestures indicated by phrases
like “here” or “this”, which enhance the verbal in-
structions and provide supplementary information.

4.2.1 In-context Learning LLM vs Rule-based

In order to evaluate the behaviour of NLU in the dif-
ferent systems (rule-based and LLM-based), simi-
lar dialogues have been established with the same
start of dialogue and the same end goal. In this way,
they can be compared in number of turns and the
performance of the NLU can be analysed. There-
fore, based on these dialogues, the results of the
KEE have been analysed for each turn.

A total of 74 dialogues were established with
a total of 12 different users. However, the num-
ber of dialogue turns (159 for the rule-based and
176 for the LLM-based) and total KEE module in-
tervention (130 and 108, respectively) varies due
to the structure of the dialogue —which is slightly
different for each system— and the performance of
the different modules. The performance of both
approaches can be observed in Table 3. In order
to have a better approximation of the results, they
have been classified between “fully detected”, “par-
tially detected” and “not detected” to refer to when



Fully detected Partially detected Not detected Out-of-scope errors

% # %o # %o # % #
Rule-based 64.61 84 17.69 23 13.07 17 4.61 6
LLM-based 98.14 106  0.92 1 0 0 092 1

Table 3: KEE results. Results are represented in percentages (%) and absolute numbers (#).

all, some, or none of the elements to be identi-
fied have been detected, respectively. Finally, it is
worth mentioning that, due to out-of-scope causes,
in both systems there have been elements that have
been erroneously sent as input to the KEE, also
presented in Table 3. These interactions, despite
having had an output from the KEE, have not been
taken into account in this analysis as NLU as they
are caused by external errors.

All in all, we can observe a better performance
of the LLLM-based approach for key element ex-
traction. More specifically, the LLM-based method
outperforms the rule-based approach by a 33.5% in
terms of fully detected key elements. Furthermore,
the rule-based approach is more prone to partially
detected and not detected elements, a situation with
is rare in the LLM-based approach, with an only
case of the former and no cases in the latter, which
emphasises the capacity of these methods in this
type of tasks.

As for the polarity component, the results have
reported a 100% accuracy in both approaches.

5 Conclusions

This work introduces a knowledge graph-based
method for managing the knowledge base of a
task-oriented dialogue system for industrial set-
tings, in which the knowledge graph is in charge
of storing both domain and dialogue-management-
related knowledge. This dialogue system features
incremental learning capabilities that, by using
the HIL/OIL paradigms, allows, on the one hand,
for users to give feedback regarding the output
of the system and, on the other hand, for experts
to improve the knowledge included in the knowl-
edge graph according to operators’ feedback. For
this, the ontology used in the knowledge graph,
which originates from an existing ontology for task-
oriented dialogue systems, has been extended to
cover the addition of knowledge and the generation
of additional dialogues for that end.

Furthermore, for the natural language under-
standing (NLU) module, which originally was de-
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signed by following a rule-based approach, has
been implemented by using Large Language Mod-
els (LLMs) to improve both the system’s mainte-
nance and the quality of the interpretations obtained
by it.

The system has been evaluated in two real-world
industrial settings: a bin-picking scenario, in which
the NLU component was implemented by using
LLMs, and a manufacturing scenario, in which
the incremental learning capabilities of the system
have been tested. For the first scenario, the results
show that the performance of LLM-based NLU is
higher than the rule-based approach by 16%, which
is a significant improvement, especially for the fact
that LLMs are easier to adapt to other scenarios
than rules. For the second scenario, the addition
of feedback interfaces has allowed to improve the
existing knowledge graph of the system. The result
of this is the addition of more explanations to exist-
ing procedures and even two new procedures; all in
all, this translates into 25% more knowledge than
at the time of the experimentation. This is expected
to impact positively in the system’s performance
from now on, which will be evaluated in a new
experimentation task as part of future work.

These results show that the use of knowledge
graphs for managing the knowledge base of task-
oriented dialogue systems in industrial settings is
a promising approach, especially when combined
with incremental learning capabilities, and that the
use of LLMs for other modules of the system leads
to systems that are easy to maintain over time and
to adapt to new scenarios.
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A Example procedure

Listing 1: Snippet of the instances in the “Editar o modificar un programa” (“Edit or modify a procedure”) procedure.
This example is presented in TTL format for readability.

[...]

### https ://w3id.org/todo/tododw—ekin—inst#
— MethodO_Procedure_65113d9f5d9¢3075571719b5
:Method0O_Procedure_65113d9f5d9¢3075571719b5 rdf:type owl: NamedIndividual |,
tododwHowto : Method ;
var: hasFirstSegment :TaskO_MethodO_Procedure_65113d9f5d9¢3075571719b5 ;
var :isMadeOf :TaskO_MethodO_Procedure_65113d9f5d9¢3075571719b5 ;
var:processSegmentld "0"

### https ://w3id.org/todo/tododw—-ekin—inst#
— PSIO_Stepl_TaskO_MethodO_Procedure_65113d9f5d9¢3075571719b5
:PSIO_Stepl_TaskO_MethodO_Procedure_65113d9f5d9¢3075571719b5 rdf:type owl:
— NamedIndividual ,
<http ://www.mesa.org/xml/B2MML-V0600#ProcessSegmentInformation> ;
var:relatedToProcessSegment
— Stepl_Task0_MethodO_Procedure_65113d9f5d9¢3075571719b5 ;
var :taskImage "https://server/editar —programa/Metodol—-Paso2.png" ;
tododwHowto:index "O"

### https ://w3id.org/todo/tododw—-ekin—inst#Procedure_65113d9f5d9c3075571719b5
:Procedure_65113d9f5d9¢3075571719b5 rdf:type owl: NamedIndividual |,
tododwHowto : Procedure ;
var:description "Editar o modificar un programa" ;
var: hasFirstSegment :Method0_Procedure_65113d9f5d9¢c3075571719b5 ;
var :isMadeOf :Method0_Procedure_65113d9f5d9c3075571719b5 ;
var:processSegmentld "65113d9f5d9¢3075571719b5"

### https ://w3id.org/todo/tododw—ekin—inst#

— Step0_Task0_MethodO_Procedure_65113d9f5d9c3075571719b5
:Step0_TaskO_MethodO_Procedure_65113d9f5d9¢3075571719b5 rdf:type owl: NamedIndividual

—

tododwHowto: Step ;

var:description "Abrir el programa deseado. " ;

var:isPrevious :Stepl_TaskO_MethodO_Procedure 65113d9f5d9¢3075571719b5 ;

var:processSegmentld "0" ;

tododwHowto: hasAssociatedProcedure :Procedure_65113a0c5d9¢3075571719b2

### https ://w3id.org/todo/tododw—ekin—inst#
< Stepl_TaskO_MethodO_Procedure_65113d9f5d9¢3075571719b5
:Stepl_TaskO_MethodO_Procedure_65113d9f5d9¢3075571719b5 rdf:type owl: NamedIndividual
—
tododwHowto: Step ;
var:description "Con el programa en pantalla, tal y como se muestra en la
— siguiente imagen, se podrd comenzar a modificar o extender el cédigo G
<~ para programar la pieza." ;
var:hasRelatedInformation
— PSIO_Stepl_TaskO_Method0_Procedure_65113d9f5d9¢3075571719b5 ;
var:isNext :Step0_Task0O_MethodO_Procedure_65113d9f5d9c3075571719b5 ;
var:isPrevious :Step2_TaskO_MethodO_Procedure_65113d9f5d9¢3075571719b5 ;
var:processSegmentld "1"

### https ://w3id.org/todo/tododw—ekin—inst#
— Step2_Task0_MethodO_Procedure_65113d9f5d9c3075571719b5
:Step2_Task0O_MethodO_Procedure_65113d9f5d9¢3075571719b5 rdf:type owl: NamedIndividual
=,
tododwHowto : Step ;
var:description "Para guardar los cambios, no es necesaria ninguna accién especi
— fica: se guarda automdticamente." ;
var:isNext :Stepl_TaskO_Method0_Procedure_65113d9f5d9¢c3075571719b5 ;
var:processSegmentld "2"

101




52
53

54
55
56
57
58
59
60
61
62

### https ://w3id.org/todo/tododw—-ekin—inst#
— Task0_Method0_Procedure_65113d9f5d9¢3075571719b5

: TaskO_MethodO_Procedure_65113d9f5d9¢3075571719b5 rdf:type owl:NamedIndividual

tododwHowto: Task ;

var: hasFirstSegment :Step0_TaskO_MethodO_Procedure_65113d9f5d9¢3075571719b5

var :isMadeOf :Step0O_Task0O_Method0O_Procedure_65113d9f5d9c3075571719b5
:Stepl_Task0O_MethodO_Procedure_65113d9f5d9¢3075571719b5
:Step2_TaskO_MethodO_Procedure_65113d9f5d9¢c3075571719b5
var:processSegmentld "0"

[...]

)
>

)

s

)
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Abstract

The paper describes methods for anticipating
follow-up questions in exploratory information
search. There are two main cases: information
stored in knowledge graphs, and information
in unstructured texts such as Wikipedia. In the
first case, follow-up questions are anticipated
by extracting subgraphs relevant to user queries,
passing the subgraphs to an LLM to generate
responses. In the second case, entities and their
relationships are extracted from the texts and
added to short-term knowledge graphs relevant
to initial queries. Follow-up questions are then
anticipated by extracting subgraphs relevant to
subsequent queries and passing the subgraphs
to the LLM, as in the first case. The short-term
graphs in dialogue memory are often sufficient
to answer follow-up questions. If they are not,
the described steps are repeated as required.

1 Introduction

Dialogue systems that support users in exploratory
information search typically need to handle many
follow-up questions. The paper describes methods
for anticipating follow-up questions in dialogues
for exploratory information search. There are two
cases: exploring information stored in knowledge
graphs, and exploring information in unstructured
texts such as Wikipedia.

The dialogues are exploratory because the users
do not yet know where the information is located,
or even if it exists. They may not know the structure
of the knowledge graphs, or what taxonomy has
been used to classify the information into different
categories. As a result, users need to keep asking
questions as they learn to navigate around different
information spaces.

The proposed approach aims to anticipate likely
follow-up questions by constructing subgraphs of
entities and relationships relevant to current and
recent user queries. This can be done while the
user is thinking what question to ask next.

If a user is searching existing knowledge graphs,
likely follow-up questions can be anticipated by
extracting subgraphs relevant to the current user
query. The subgraphs are included in prompts to
LLMs to generate responses to the user.

If a user is searching unstructured texts such as
Wikipedia, there is no knowledge graph from which
subgraphs can be extracted. In this case an LLM
is prompted to extract entities from the user query,
and to extract relevant entities and relationships
from the texts, and finally to construct a small short-
term knowledge graph from them.

The paper is structured as follows. Section 2 dis-
cusses related work. Section 3 summarizes existing
methods for generating natural language responses
from Wikipedia texts and from knowledge graphs.
Section 4 describes new methods for generating
subgraphs from existing knowledge graphs and for
generating new knowledge graphs from texts. In
Section 5 the new methods are used to anticipate
follow-up questions in a hybrid retrieval approach
combining structured and unstructured retrieval.

2 Related Work

Hogan et al. (2022) is a comprehensive guide to
knowledge graphs. Schneider et al. (2022) survey
the increasing use of knowledge graphs in NLP.

Sarkar et al. (2020) study methods for extracting
subgraphs from DBpedia for use in conversational
recommender systems. This is similar to subgraph
extraction from knowledge graphs stored in Neo4;j
graph databases, described in Section 4.1.

A system combining conversational agents with
knowledge graphs in Neo4j databases is described
by Wilcock and Jokinen (2022). A similar system
from Schneider et al. (2023b) aims for synergy be-
tween knowledge graphs and conversational agents
by bridging the gap between structured and unstruc-
tured information retrieval, a topic also addressed
here in Section 5 on hybrid retrieval.

103

Proceedings of the 25th Annual Meeting of the Special Interest Group on Discourse and Dialogue, pages 103—-109
September 18-20, 2024. ©2024 Association for Computational Linguistics



— a Produce vector
Text S representations

chunking of text

Wikipedia article Text chunks

=0

;

Neodj vector index

Vector similarity
search

Retrieve relevant

documents & Asks a
question

Feed
locuments

R@)

End user

LLM

Figure 1: Simple RAG from Wikipedia texts. Image by Tomaz Bratanic, from (Bratanic, 2023a).

Concerning methods for anticipating follow-up
questions in exploratory search, Schneider et al.
(2023b) mention WikiTalk (Wilcock, 2012), an
early robot dialogue system for exploratory search
in Wikipedia. Using no knowledge graphs, Wiki-
Talk extracted sets of hyperlinks from Wikipedia
articles to transition smoothly between topics by
anticipating what the user will ask about next.

Jokinen and Wilcock (2016) proposed a method
for anticipation of follow-up topics in Wikipedia
search based on hyperlinks and keywords extracted
from the current article. This enables anticipating
follow-up topics that have no explicit link, and also
works for documents without hyperlinks.

The WikiTalk approach of extracting small sets
of Wikipedia hyperlinks from the current topic to
related topics was motivated by the need at that
time to restrict speech recognition vocabulary to
a finite list of predicted phrases (Wilcock, 2012).
However, the basic idea is similar to retrieving a
subgraph or neighborhood of relevant nodes from
a knowledge graph, as described in Section 4.1.

RAG (Lewis et al., 2020) is often described as a
way of grounding LLM responses in the retrieved
information, but conversational grounding has a
long history in dialogue systems research (Traum,
1995; Jokinen, 1996). Grounding is especially im-
portant in open-ended conversational exploratory
search for navigation in unknown information land-
scapes (Schneider et al., 2023a).

Theory of Mind errors often arise from failure
to build shared knowledge during the dialogue
(Wilcock and Jokinen, 2023). Jokinen et al. (2024)
investigate the capacity of LLMs to build shared
knowledge by classifying grounding-related dia-
logue acts and by extracting mutually grounded
information.

3 LLMs that Generate Responses

RAG enables LLMs to generate natural language
responses from retrieved information that is not
in their training corpora. This section compares
existing methods for RAG from Wikipedia texts
and RAG from knowledge graphs.

3.1 Simple RAG from Wikipedia texts

Figure 1 shows a simple RAG application described
by Bratanic (2023a) that answers questions based
on information from Wikipedia. For a given topic,
Wikipedia articles are downloaded and split into
texts chunks using LangChain. Vector embeddings
of the chunks are generated and stored in a Neo4;j
database with the texts.

When users ask questions, embeddings of the
questions are generated and the most relevant
chunks are found by semantic similarity using a
Neo4j vector index. The questions and the most
relevant chunks are passed to an LLM to generate
the answers. Follow-up questions are enabled by
using LangChain memory components.
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3.2 When simple RAG goes wrong

In order to reduce hallucinations, LL.Ms can be
prompted to avoid making up false facts by using
only the information given in the context. However,
this can sometimes cause LLMs to avoid telling
true facts, by answering as if the facts given in the
context are the only true facts in the world.

An example is given by Wilcock (2024), from
a Chat with Wikipedia application that was given
the topic William Shakespeare. When asked the
question Did he have any children, grandchildren
or other descendants? the set of most relevant
chunks retrieved by RAG did not mention his child
Susanna. This caused a conflict between the LLM’s
own knowledge of Shakespeare and the instructions
to use only the information given in the context.

To resolve this conflict, the LLM gave a correct
but misleading reply Yes, William Shakespeare had
at least two known children. The absence of his
child Susanna from the context caused the LLM
to invent a false justification There is no direct
evidence that he had any other children.

The follow-up question Who was Susanna Shake-
speare? caused a new set of chunks to be retrieved
and the LLM replied Susanna Shakespeare was the
daughter of William Shakespeare and his wife Anne
Hathaway. It then contradicted its previous reply
by adding Susanna is one of three children known
to have been born to Shakespeare and his wife.

3.3 RAG from knowledge graphs

Recently Neo4j graph databases have been widely
used to manage knowledge graphs (Barrasa and

Webber, 2023). RAG applications can retrieve
information from Neo4j knowledge graphs using
Cypher database queries.

Figure 2 from (Bratanic, 2023b) shows RAG
from knowledge graphs using two LLMs. The first
LLM generates database query code based on the
user question. The query retrieves relevant informa-
tion from the knowledge graph. The second LLM
uses the question and the retrieved information to
generate the response to the user.

An advantage of RAG from knowledge graphs is
that semantic metadata such as taxonomies can be
added to the graphs and used to generate more intel-
ligent responses. An example of using knowledge
graph metadata in a dialogue system is given by
Wilcock (2024). When a user asks for restaurants
that serve European cuisine, the graph query finds
restaurants serving Italian cuisine. As a taxonomy
of cuisines from WikiData was added to the graph,
the RAG retrieves the Italian restaurants because
Italian cuisine is a subclass of European cuisine
in the taxonomy. The LLM gives an intelligent re-
sponse, explaining that the restaurants serve Italian
cuisine which is a type of European cuisine.

4 LLMs that Generate Graphs

We now describe methods for generating subgraphs
from existing knowledge graphs and for generating
new knowledge graphs from texts.

4.1 Generating subgraphs from graphs

A graph retriever function (Bratanic, 2024) that ex-
tracts subgraphs from knowledge graphs in Neo4j
graph databases is shown in Figure 3.
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Figure 3: A graph retriever function. Image by Tomaz Bratanic, from (Bratanic, 2024)

The function first extracts entities from the user
query. Next, it iterates over the detected entities and
uses a Cypher template to retrieve a neighborhood
of relevant nodes. The subgraph of relationships
between these nodes is converted to a flattened text
format that can be passed to an LLM to generate a
natural language response to the user.

4.2 Generating knowledge graphs from texts

LLMs can help with knowledge graph construction
by analyzing unstructured texts and generating new
structured data from them. LLMs must identify
the entities mentioned in the texts and identify the
relationships between them. They must generate
code to create entities and relationships as nodes
and relationships in the knowledge graph.

LLMGraphTransformer (Bratanic, 2024) helps
to construct a knowledge graph by using an LLM to
convert texts into graph documents, which can then
be imported into Neo4j graph databases. Links to
the sources of the texts can be included in the graph
documents for provenance checking.

Bratanic (2024) introduces a hybrid approach to
retrieval that aims to enhance RAG accuracy by
combining vector-based search of unstructured text

with structured retrieval of knowledge graph data.

The new approach is shown in Figure 4.

To demonstrate the hybrid approach, Bratanic
uses LLMGraphTransformer to extract entities and
relationships from Wikipedia texts about Elizabeth
I, convert the texts to graph documents, and import
them into a knowledge graph in a Neo4;j database.

Elizabeth I - RULED -> England

Elizabeth I - RULED -> Ireland

Elizabeth I - BELONGED_TO -> House Of Tudor
Elizabeth I - PARENT -> Henry Viii

Elizabeth I - PARENT -> Anne Boleyn

graph retriever has converted the relationships into
a flattened text format that is passed in a prompt to
an LLM to generate responses to the user.

S Anticipating Follow-up Questions in
Hybrid Retrieval for RAG

The hybrid retrieval approach has been applied to
anticipating follow-up questions in exploratory in-
formation search from Wikipedia. This short paper
does not include evaluation and analysis sections.
However, the hybrid retrieval approach can be com-
pared with the simple RAG from Wikipedia texts
described in Section 3.1.

In a small trial, LLMGraphTransformer was
used to construct a knowledge graph about William
Shakespeare from Wikipedia texts. Appendix A
lists 50 of the generated relationships. Table 2
shows some examples.

William Shakespeare - SPOUSE -> Anne Hathaway
William Shakespeare - PARENT -> Susanna
William Shakespeare - PARENT -> Hamnet
William Shakespeare - PARENT -> Judith

William Shakespeare - PART_OWNER -> Lord
Chamberlain’s Men

Table 2: Generated relationships about Shakespeare.

When asked the follow-up questions in Table 3,
the hybrid retrieval gives the correct information
about Shakespeare’s children, unlike the error in
Section 3.2 with simple RAG from texts.

Question: When was he born?

Assistant: William Shakespeare was born on 23 April
1564.

Question: Did he have any children, grandchildren, or
descendants?

Assistant: Yes, William Shakespeare had three children:
Susanna, and twins Hamnet and Judith.

Table 1: Generated relationships about Elizabeth I.

Table 1 shows some examples of relationships
generated when a user asks about Elizabeth 1. The

Table 3: Follow-up questions about Shakespeare.

There are some technical problems in generating
knowledge graphs using LLLMs. One problem is
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Figure 4: Hybrid Retrieval for RAG. Image by Tomaz Bratanic, from (Bratanic, 2024).

getting the direction of relationships correct. For
example in Table 1, PARENT relationships go from
Elizabeth I to her parents Henry VIII and Anne Bo-
leyn, but in Table 2, PARENT relationships go from
Shakespeare to his children Susanna, Hamnet and
Judith. Work to resolve this problem is ongoing.

6 Conclusion

After summarizing existing methods for generating
natural language responses from Wikipedia texts
and from knowledge graphs, the paper described
new methods for anticipating follow-up questions
in dialogues for exploratory information search,
considering two cases. When exploring informa-
tion already stored in knowledge graphs, follow-up
questions are anticipated by extracting subgraphs
that are likely to be relevant to subsequent user
queries, and passing the subgraphs to an LLM to
generate responses.

When exploring information in unstructured
texts such as Wikipedia, entities and relationships
are extracted from the texts and used to construct
new short-term knowledge graphs relevant to initial
user queries. Follow-up questions are anticipated
by extracting subgraphs likely to be relevant to sub-
sequent user queries, and continuing as in the first
case.

Although there are some problems to be solved
in automatic construction of knowledge graphs by
LLMs, this kind of approach is attractive. Ongoing
work will aim to explore its potential benefits both
for anticipating follow-up questions in exploratory

information search, and more widely in other areas
of spoken dialogue systems.
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A Appendix A

Relationships relevant to William Shakespeare ex-
tracted by LLMGraphTransformer from Wikipedia
texts and imported into a Neo4j knowledge graph.
They are shown in a flattened text format that can
be passed in prompts to LLMs.

Only 50 relationships are listed here.

William Shakespeare - SPOUSE -> Anne Hathaway
William Shakespeare - PARENT -> Susanna

William Shakespeare - PARENT -> Hamnet

William Shakespeare - PARENT -> Judith

William Shakespeare - PART_OWNER -> Lord Chamberlain'S Men
Lord Chamberlain'S Men - NAME_CHANGE -> King'S Men
King James Vi Of Scotland - ASCENSION -> King'S Men
William Shakespeare - FRIEND -> John Heminges
William Shakespeare - FRIEND -> Henry Condell
Shakespeare - FAMILY -> John Shakespeare
Shakespeare - FAMILY -> Mary Arden

Shakespeare - MARRIAGE -> Anne Hathaway

Shakespeare - ACQUAINTANCE -> Ben Jonson
Shakespeare - ACQUAINTANCE -> William Oldys
Shakespeare - ACQUAINTANCE -> George Steevens
Shakespeare - AUTHOR -> Plays

William Shakespeare - AUTHOR -> Plays

Plays - CLASSIFICATION -> Tragedy

Plays - CLASSIFICATION -> History

Plays - CLASSIFICATION -> Comedy

Plays - CLASSIFICATION -> Problem Plays

Plays - CLASSIFICATION -> Romances

Shakespeare - ARRIVAL -> London

Shakespeare - INVOLVEMENT -> The Curtain

Tudor Morality Plays - INFLUENCE -> Shakespeare
Classical Aesthetic Theory - INFLUENCE -> Shakespeare
Classical Aesthetic Theory - DERIVED_FROM -> Aristotle
Classical Aesthetic Theory - DERIVED_FROM -> Plautus
Classical Aesthetic Theory - DERIVED_FROM -> Terence
Rose - SIMILARITY -> Globe

Public Theatres - HAS_FEATURE -> Three Stories High
Public Theatres - HAS_FEATURE -> Open Space At The Center
Public Theatres - HAS_FEATURE -> Polygonal In Plan
Public Theatres - HAS_FEATURE -> Inward-Facing Galleries
Public Theatres - HAS_FEATURE -> Stage

Stage - SURROUNDED_BY -> Platform

Platform - SURROUNDS -> Audience

Stage - HAS_FEATURE -> Rear

Rear - HAS_FEATURE -> Entrances And Exits

Entrances And Exits - USED_BY -> Actors

Entrances And Exits - USED_BY -> Musicians

Public Theatres - HAS_FEATURE -> Upper Level

Upper Level - CAN_BE_USED_AS -> Balcony

Public Theatres - MADE_OF -> Timber

Public Theatres - MADE_OF -> Lath And Plaster
Public Theatres - HAS_FEATURE -> Thatched Roofs
Public Theatres - VULNERABLE_TO -> Fire

Public Theatres - REPLACED_BY -> Globe

Globe - REPLACED_WITH -> Tile Roof

Blackfriars Theatre - ASSOCIATED_WITH -> Shakespeare
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Abstract

Knowledge models are fundamental to dia-
logue systems for enabling conversational in-
teractions, which require handling domain-
specific knowledge. Ensuring effective com-
munication in information-providing conversa-
tions entails aligning user understanding with
the knowledge available to the system. How-
ever, dialogue systems often face challenges
arising from semantic inconsistencies in how
information is expressed in natural language
compared to how it is represented within the
system’s internal knowledge. To address this
problem, we study the potential of large lan-
guage models for conversational grounding, a
mechanism to bridge information gaps by es-
tablishing shared knowledge between dialogue
participants. Our approach involves annotating
human conversations across five knowledge do-
mains to create a new dialogue corpus called
BridgeKG. Through a series of experiments on
this dataset, we empirically evaluate the capa-
bilities of large language models in classifying
grounding acts and identifying grounded infor-
mation items within a knowledge graph struc-
ture. Our findings offer insights into how these
models use in-context learning for conversa-
tional grounding tasks and common prediction
errors, which we illustrate with examples from
challenging dialogues. We discuss how the
models handle knowledge graphs as a semantic
layer between unstructured dialogue utterances
and structured information items.

1 Introduction

Conversational grounding is an integral aspect of di-
alogues where interlocutors share information and
build up a common understanding. This mutually
established knowledge serves as context for subse-
quent interactions. For building effective dialogue
systems, the natural language processing (NLP)
community has long focused on conversational
grounding, which involves inferential reasoning,
dynamic feedback, and repair strategies (Udagawa

and Aizawa, 2021). Despite extensive research,
challenges remain in adapting to different conver-
sation domains, addressing semantic vocabulary
mismatches, overcoming information gaps between
user knowledge and the system’s internal knowl-
edge model, as well as the lack of appropriate train-
ing data (Lemon, 2022). Owing to rapid technical
advances regarding large language models (LLMs),
novel opportunities arise to comprehend contextual
intricacies within dialogues and reconcile informa-
tion expressed in natural language with that stored
in machine-readable data structures.

Recognizing the limited research on LLM-based
conversational grounding, we investigated the ca-
pabilities of LLMs on knowledge grounding tasks.
This involved annotating an existing corpus con-
taining dialogues about different domain-specific
tabular datasets. In addition to labeling ground-
ing acts, we annotated grounded knowledge items
in a knowledge graph structure, a powerful repre-
sentation of complex relationships between entities
and their attributes. Knowledge graphs have proven
valuable in various NLP tasks, such as disambiguat-
ing ambiguous utterances by providing contextual
information (Hogan et al., 2021; Schneider et al.,
2022). For example, in dialogue systems, knowl-
edge graphs can help identify the correct meaning
of a word with multiple senses or resolve references
to specific entities, enhancing the overall under-
standing and coherence of conversations. We opted
for the JSON-LD format due to its simplicity and
acceptance as a web standard, allowing interoper-
ability by reusing existing namespaces with shared
vocabularies to model knowledge from different
sources and domains.

While JSON-LD primarily uses a tree-like struc-
ture, it can represent more complex graph struc-
tures by linking nodes using identifiers like @id
and @type. As a serialization format for Resource
Description Framework (RDF) data, JSON-LD
can be transformed into other formats, such as
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N-Triples, RDF/XML, or Turtle. This flexibil-
ity allows JSON-LD to be integrated with graph
databases and other RDF tools, enhancing its utility
in various applications. Table 1 shows an example
annotation of grounded knowledge in JSON-LD
format from a conversation about nature parks.

Our contributions include (1) creating a novel
dialogue corpus called BridgeKG with over 250
conversational grounding annotations across five
knowledge domains, (2) conducting a range of zero-
and few-shot experiments by evaluating four LLMs
on two grounding tasks, and (3) summarizing com-
mon prediction errors and prompting techniques
for improving model performance. To ensure the
reproducibility of our experiments, we provide the
BridgeKG dataset, source code, and evaluation out-
puts in a public GitHub repository.!

2 Related Work

In regard to the literature on grounding in NLP,
it is essential to first define the broadly used term.
Grounding can be categorized into three main types.
Conversational grounding ensures a common un-
derstanding of shared knowledge within a conver-
sation (Traum, 1994). Perceptual grounding links
language to sensory experiences of the real world
like visual information (Cangelosi, 2010). Knowl-
edge grounding incorporates external information
sources to support NLP systems, such as providing
factual knowledge to generative language models
(Lewis et al., 2020).

Our study focuses solely on conversational
grounding by employing LLMs, a topic addressed
in only a few recent studies. One related work by
Shaikh et al. (2024) examines whether LLM gen-
erations contain grounding acts, simulating turn-
taking from various conversation datasets. They
found that LLMs generate language with less con-
versational grounding than humans, often produc-
ing text that appears to assume common ground.
Both their study and ours focus on the three ground-
ing acts: explicit grounding, implicit grounding,
and clarification, as proposed by Clark and Schae-
fer (1989). Two other closely related studies, con-
ducted by Jokinen et al. (2024) and Mohapatra
et al. (2024), involve annotating dialogue corpora
and employing language models to classify ground-
ing acts and extract grounded knowledge items.
While the former conducts preliminary experiments
on two conversations with GPT-3.5-Turbo, the lat-

! github.com/philotron/Bridge-KG

111

ter presents two annotated dialogue corpora with
grounding acts, grounding units, a measure of their
degree of grounding, and a baseline evaluation with
the open-source T5 model (Raffel et al., 2020).
Unlike the mentioned related work, we are the
first to conduct a series of LLM experiments aimed
at knowledge identification in information-seeking
conversations utilizing an in-context knowledge
graph structure for identifying referenced and
grounded knowledge items in dialogues.

3 Method

Dataset Annotation The source dialogue corpus
we reuse was collected in a study on exploratory
information-seeking conversations from Schneider
et al. (2023). It comprises 26 conversations about
tabular datasets on real-world knowledge spanning
the domains of geography, history, media, nutri-
tion, and sports. Every conversation involved a pair
where one person was the information seeker and
the other was the information provider, using a text-
based chatroom for communication. The informa-
tion seekers were instructed to discover and gather
new information about their partner’s previously
unknown dataset. Two researchers annotated each
written dialogue with labels for grounding acts (ex-
plicit, implicit, and clarification). Explicit ground-
ing involves a response that clearly confirms un-
derstanding or acceptance of received information
(e.g., “okay, thanks”), whereas implicit grounding
moves the conversation forward without explicitly
acknowledging or questioning the recently shared
information (implicit acceptance). Clarification
occurs when a conversation partner seeks more
information about thus far presented knowledge,
which does not result in grounded knowledge since
mutual acceptance has not yet been reached.

Example Annotation of Grounded Knowledge

[{"@context": ["http://www.w3.org/ns/csvw",
"http://schema.org"}], "@id™ "http://example.org/nature-parks",
"url":  "nature-parks.csv", "schema:description": "The table con-
tains information about nature parks in Germany", "tableSchema':
{"columns": [{"name": "name", "datatype": "string"}, {"name": "state",
"datatype": "string"}, {"name": "year", "datatype": "integer"}, {"name":
"area_in_km?2", "datatype": "integer"}, {"name": "summary", "datatype":
"string"}], "primaryKey": "name"}}, {"@type": "schema:Place", "name":
"Barnim", "state": "Brandenburg Berlin", "year": 1999, "area_in_km?2":
749, "summary": "The park includes the Barnim heath habitats dating back
to the ice age. It lies between the glacial valleys of Eberswalde in the north
and Berlin in the south, and is more than half forested. The region is shaped
by many individual lakes and meltwater gullies."}]

{"schema":

Table 1: Example JSON-LD annotation of grounded
knowledge from the BridgeKG dataset, representing the
system’s knowledge concerning a dialogue about nature
parks. Properties are displayed in blue color.



Zero-Shot Prompt

Few-Shot Prompt

Model Accuracy Precision Recall F1-Score Accuracy Precision Recall F1-Score
GPT-3.5-Turbo (n=1) 0.64 0.50 0.46 0.43 0.55 0.50 0.51 0.50
GPT-3.5-Turbo (n=3) 0.66 0.81 0.50 0.50 0.69 0.59 0.54 0.54
GPT-3.5-Turbo (n=all) 0.59 0.39 0.44 0.41 0.57 0.51 0.45 0.45
GPT-4o0 (n=1) 0.39 0.55 0.54 0.42 0.64 0.66 0.64 0.61
GPT-40 (n=3) 0.59 0.66 0.67 0.59 0.73 0.74 0.69 0.70
GPT-40 (n=all) 0.64 0.68 0.66 0.62 0.71 0.73 0.67 0.67
Llama-3-8B (n=1) 0.61 0.54 0.53 0.54 0.59 0.65 0.69 0.59
Llama-3-8B (n=3) 0.65 0.60 0.60 0.60 0.57 0.60 0.61 0.55
Llama-3-8B (n=all) 0.44 0.55 0.39 0.38 0.55 0.54 0.51 0.51
Llama-3-70B (n=1) 0.41 0.54 0.56 0.43 0.51 0.61 0.63 0.53
Llama-3-70B (n=3) 0.59 0.66 0.67 0.59 0.65 0.68 0.69 0.64
Llama-3-70B (n=all) 0.71 0.66 0.64 0.64 0.76 0.70 0.70 0.70

Table 2: Zero-shot and few-shot performance metrics for grounding act classification evaluated by macro-averaged
accuracy, precision, recall, and F1-score. The variable n denotes the number of preceding input utterances. Bold

values highlight the best value for each metric.

For explicit and implicit labels, the grounded
knowledge items that have been shared until this
point in the dialogue were annotated as a knowl-
edge graph structure in JSON-LD format (Sporny
et al., 2020). Annotation disagreements were col-
laboratively resolved to reach a consensus. Knowl-
edge is incorporated into the grounding annota-
tion only if it is a subset of the underlying tabular
dataset and can be represented within the modeled
internal system knowledge, which we defined us-
ing vocabulary from the namespaces Schema.org
and CSVW (W3C, 2017, 2024). An example con-
versation illustrating labeled grounding acts and
grounded knowledge items for individual dialogue
utterances is provided in Table 4 in Appendix A.

Experimental Setup Based on the annotated
dataset with conversational grounding labels, we
conducted several experiments using four state-
of-the-art LLMs: the open-source Llama-3-8B-
Instruct as well as Llama-3-70B-Instruct (Meta
Al, 2024) from the Llama 3 model family, and
the closed-source models GPT-3.5-Turbo (version:
0125) and GPT-40 (version: 2024-05-13) (Ope-
nAl, 2022, 2024). We defined two model prompts:
one for classifying grounding acts and another for
identifying grounded knowledge. For the knowl-
edge identification prompt, which tasked the LLM
to predict the grounded knowledge subset in the
conversation thus far, we provided both the input
dialogue and the complete system knowledge (i.e.,
the annotated grounded knowledge for the entire
conversation). All models were prompted using
a chat completion format, which included a sys-
tem instruction and, in the few-shot setting, three
in-context examples presented as user and assis-
tant turns. Both model prompts are provided in

the Appendix in full length (Tables 5 and 6). To
promote deterministic generation, we set the gen-
eration seed to 1 and the temperature parameter to
0. The maximum token limit was set to 128 for
classification and 4096 for grounded knowledge
identification. All generated outputs with extra text
were preprocessed using a regular expression to
match and extract the first occurrence of either the
grounding act or JSON-LD array.

4 Results and Discussion

Classification of Grounding Acts Table 2 shows
the performance for classifying grounding acts,
using macro-averages to ensure equal class im-
portance. Nearly all tested LL.Ms benefited from
the added context of few-shot examples, with F1-
scores generally improving; however, this improve-
ment diminishes as the number of input dialogue
turns (n) increases, suggesting potential redun-
dancy when in-context examples are already pro-
vided. The results indicate that n=3 often optimizes

Precision Recall F1-Score
0.8
0.6
5}
-
3
R 04
0.2
0.0
clarification explicit implicit
Grounding Act

Figure 1: Performance comparison of precision, recall,
and Fl-score by grounding act for the Llama-3-70B
model with all input utterances (n=all).
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Issue Type GPT-3.5-Turbo GPT-4o Llama-3-8B  Llama-3-70B
Relative Frequency: Zero-Shot / Few-Shot
Invalid JSON-LD 0.00/0.01 0.00/0.00  0.02/0.09 0.20/0.00
Property Hallucination 0.01/0.00 0.00/0.02  0.08/0.22 0.3870.26
Value Hallucination 0.02/0.00 0.01/0.03  0.22/0.05 0.46/0.07
Property Excess 0.49/0.48 0.29/0.24  0.50/0.38 0.61/0.51
Property Deficit 0.37/0.22 0.31/0.09  0.50/0.36 0.39/0.20
Value Excess 0.68/0.63 0.40/031  0.66/0.32 0.76/0.47
Value Deficit 0.22/0.22 0.29/0.28  0.34/0.62 0.24/0.34

Table 3: Relative frequency of issues in zero- and few-shot predictions for grounded knowledge identification.

performance in both zero- and few-shot settings by
balancing context retention, noise reduction, and
efficient usage of tokens. While Llama-8B’s per-
formance drops from 0.54 F1-score at n=1 to 0.38
at n=all, larger LLMs like Llama-70B and GPT-40
handle longer input better, probably due to a higher
parameter count and superior noise handling.

Another significant finding is the competitive
performance of open-source LLMs against propri-
etary ones: Llama-8B surpasses GPT-3.5 in the
zero-shot run, and Llama-70B matches GPT-40 in
the few-shot run. The breakdown of Llama-70B’s
performance by grounding act, illustrated in Fig-
ure 1, reveals clarification as the most challenging
act to classify, consistent with our observation of
the other LLMs. For instance, the models often
struggled when users tried to clarify a previously
introduced concept. Instead of recognizing the clar-
ification (e.g., “And category describes whether it
is a movie, tv show, or work of literature?”), the
models often misinterpreted it as introducing a new
topic, falsely assuming that the previous concept
is already implicitly grounded. Contrary to clarifi-
cation acts, the F1-scores for explicit and implicit
classification are comparable. Despite achieving
the same overall F1-score, GPT-40 tends to overpre-
dict implicit labels in contrast to the more balanced
Llama-70B, as revealed by the confusion matrices
in Figure 3 in Appendix A. The latter shows that
GPT-40 excels at predicting explicit grounding ac-
curately, avoiding false positives altogether, but it
tends to overpredict the implicit class, particularly
in cases where participants acknowledge informa-
tion explicitly before asking a new question (e.g.,
“Ok very interesting! What is the highest level of
protein in the chart?”).

Identification of Grounded Knowledge The
second series of experiments aimed at identifying
grounded knowledge for a suitable dialogue con-
text, which is a significantly more complex task
than classifying grounding acts (Wu et al., 2021;

Oh et al., 2023). Knowledge identification required
the LLMs to uniquely pinpoint specific knowledge
items from a set of possibilities within the system
knowledge model, bridging between vague conver-
sation utterances and structured JSON-LD arrays.

Figure 2 depicts the count of JSON-LD genera-
tions accurately matching our 127 annotations with
valid properties, values, or completely identical
content. The open-source models notably struggle
more compared to the proprietary LLMs. While
both open-source Llama models produce multiple
valid outputs for properties and values with few-
shot prompting, they fail to generate any valid pre-
dictions in the zero-shot setting. Therefore, these
model runs are not displayed in the chart. Remark-
ably, GPT-40 outperforms GPT-3.5 by almost dou-
ble, even in the zero-shot experiment, surpassing
all other models by a great margin. In the few-
shot cases, every third prediction from GPT-4o is
identical to our annotated groundings, totaling 42
out of 127 instances. In some cases, The GPT-4o0
model even succeeded in precisely matching the
annotated JSON-LD in a given conversation across
a number of subsequent turns.

Table 3 provides a detailed analysis of the most
common prediction issues and their relative fre-

Identical Content
Valid Values 42
Valid Properties

39 51

39

Count of Predictions

85

13 50

Llama-8B(F)Llama-70B(F) GPT-3.5(Z) GPT-3.5(F)
Model

GPT-40(Z) GPT-4o(F)

Figure 2: Count of predictions in JSON-LD format with
valid properties, valid values, or identical content for
evaluated models in zero- (Z) and few-shot (F) settings.
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quencies for each model-prompt experiment. Ex-
amples for each issue type are listed in Table 7 in
Appendix A. Open-source models generally pro-
duce more invalid JSON-LD arrays and hallucinate
properties and values that are not part of the system
knowledge. All tested LLMs tend to overpredict
properties and values in zero-shot settings, even
though these are grounded later in the conversation.
Few-shot prompting can reduce excess properties
and values, as well as counteract property deficits.
However, in few-shot prompting, open-source mod-
els, particularly Llama-3-8B, tend to increase value
deficits, becoming too hesitant to identify knowl-
edge. This often results in empty JSON-LD arrays
with generated statements such as “The conversa-
tion does not mention any specific knowledge items
from the system knowledge.”

Our findings corroborate existing benchmarks,
highlighting the sophisticated reasoning abilities of
state-of-the-art proprietary LLMs such as GPT-40
in highly complex tasks. A similar task complexity-
based LLM performance gap is also observable
in the direct comparison of the MMLU and Hu-
manEval benchmark scores between GPT-40 and
Llama-3 (Hendrycks et al., 2020; Chen et al., 2021;
OpenAl, 2024). While Llama-70B performs com-
petitively in the language-focused grounding act
classification task, the superiority of GPT-40 be-
comes apparent in identifying knowledge when
handling structured JSON-LD data and fragmented
information from dialogue utterances.

In short, when designing dialogue systems
augmented with LL.Ms to handle conversational
grounding, smaller open-source models like Llama-
3-8B, especially fine-tuned versions, seem to be
generally sufficient for basic NLP tasks such as de-
tecting and classifying grounding-related dialogue
acts. However, more complex tasks, such as iden-
tifying and integrating grounded knowledge from
dialogue utterances with structured knowledge rep-
resentations, require the use of more advanced and
larger models like GPT-40, which possess superior
reasoning capabilities and proficiency in process-
ing structured data formats.

5 Conclusion and Future Work

Our study examined LLMs for handling grounding-
related knowledge in information-sharing dia-
logues. We found that classifying grounding acts
was feasible for both open- and closed-source
LLMs, with open-source LLMs performing on par

compared with leading proprietary ones. However,
identifying grounded knowledge proved to be a
distinctly more complex task. For the latter, the
proprietary LLMs had a competitive edge, and the
open-source models underperformed due to their
higher predisposition to generate erroneous out-
put. The experiment results from our newly cre-
ated dataset highlight common prediction issues
and demonstrate how few-shot prompting can en-
hance model outputs, offering valuable insights to
advance research on conversational grounding.

Future work should concentrate on developing
LLM-based dialogue systems that handle conver-
sational grounding through a multi-component
pipeline approach for recognizing grounding-
specific dialogue acts as well as grounded knowl-
edge (Jokinen et al., 2024). In previous studies,
we have shown that LLMs can augment dialogue
systems by performing semantic parsing for con-
versational question answering over knowledge
graphs (Schneider et al., 2024a) and by verbaliz-
ing retrieved semantic triples into text responses
(Schneider et al., 2024b). We believe conversa-
tional grounding is essential as it links the pro-
cesses of semantic parsing of dialogue utterances,
knowledge identification, and response generation,
aligning the user’s prior knowledge with the sys-
tem’s available knowledge base while maintaining
the relevance and coherence of conversations.

6 Limitations

Our study has certain limitations that should be
acknowledged. First, the experiments are based
on a relatively small dataset, consisting of only
26 information-seeking conversations and 669 di-
alogue turns collected in a controlled laboratory
setting. While these conversations span five dis-
tinct domains, the findings should be interpreted
with caution, as they may not generalize to larger
or more diverse dialogue corpora.

Additionally, the grounded knowledge annota-
tions in our study are represented using the JSON-
LD syntax. We chose the JSON-LD format because
it is widely used, and many LLMs are trained to
process JSON sequences effectively. However, it
is important to recognize that other encoding for-
mats, such as Turtle, RDF/ XML, and N-Triples,
may produce different performance results. Fur-
ther, our experiments were restricted to the open-
source Llama (Meta Al, 2024) and closed-source
GPT (OpenAl, 2022, 2024) model families. It is
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advisable for future work to explore an even big-
ger variety of LLMs, particularly those that are
specifically trained on code and structured data like
Codestral or Code Llama.

Lastly, conversational grounding in dialogue sys-
tems entails both the classification of grounding
acts and the identification of grounded knowledge.
While we have introduced and evaluated these tasks
separately, incorporating our approach into an end-
to-end evaluation could offer a more holistic un-
derstanding of end-to-end performance in more
realistic dialogue scenarios.

7 Ethical Considerations

In our experiments, we used a publicly available
dialogue dataset from Schneider et al. (2023) while
ensuring that no personal identifying information
of the participants was processed or disclosed. The
information-seeking conversations from the dataset
discuss only domain-specific knowledge from pub-
licly accessible websites, such as Wikipedia. More-
over, to ensure optimal computing efficiency, eval-
uations of the Llama and GPT models were con-
ducted on cloud computing platforms, with each
inference run taking less than an hour.
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A Appendix

The Appendix provides one annotated conversation example (Table 4), the model prompts in full length
(Tables 5 and 6), an overview of common issue types identified in the predictions (Table 7), and two
confusion matrices of the classification results of the two best-performing model inference runs (Figure 3).

Dialogue Utterances Dialogue Grounded Knowledge
Act

S: What is your dataset about?

P: it contains information about 11341 historical - -

figures, including their full name, sex, birth year,

city, country, continent, occupation, historical

popularity index (HPI). The HPI represents the

degree of this person’s online popularity

S: Who is the most popular? implicit [{"@context": ["http://www.w3.org/ns/csvw", {"schema":
"http://schema.org"}], "@id": "http://example.org/historical-
figures", "url": "historical-figures.csv", "schema:description":
"The table contains information about historical figures",
"tableSchema": {"columns": [{"name": "full_name",

"datatype": "string"}, {"name": "sex", "datatype": "string"},
"name": "birth_year", "datatype": "integer"}, {"name":

"city", "datatype": "string"}, {"name": "country", "datatype":
"string"}, {"name": 'continent", "datatype": "string"},
"name": "occupation", "datatype": "string"}, {"name":

"historical_popularity_index", "datatype": "float"}], "prima-
ryKey": "full_name"}}]

P: Aristotle, who is from Greece and has a - -

largest HPI value: 31.9938.

S: I see, is there Socrate in the dataset? explicit [{"@context": ["http://www.w3.org/ns/csvw", {"schema":

"http://schema.org"}], "@id": "http://example.org/historical-
figures", "url": "historical-figures.csv", "schema:description":
"The table contains information about historical figures",
"tableSchema": {"columns": [{"name": "full_name",
"datatype": "string"}, {"name": "sex", "datatype": "string"},
"name": "birth_year", "datatype": "integer"}, {"name":
"city", "datatype": "string"}, {"name": "country", "datatype":
"string"}, {"name": "continent", "datatype": "string"},
"name": "occupation", "datatype": "string"}, {"name":
"historical_popularity_index", "datatype": "float", "maxi-
mum": 31.9938}], "primaryKey": "full_name"}}, {" @type":
"schema:Person", "full_ name": "Aristotle", "country":
"Greece", "historical_popularity_index": 31.9938}]

P: Yes, Socrate is in the dataset. - -

S: What is is popularity index? implicit [{"@context": ["http://www.w3.org/ns/csvw", {"schema":
"http://schema.org" }], "@id": "http://example.org/historical-
figures", "url": "historical-figures.csv", "schema:description":
"The table contains information about historical figures",
"tableSchema": {"columns": [{"name": "full_name",
"datatype":  "string"}, {"name": "sex", "datatype":
"string"}, {"name": "birth_year", "datatype": "integer"},
{"name": "city", "datatype": "string"}, {"name": "coun-
try", "datatype": "string"}, { "name": "continent", "datatype":
"string"}, {"name": "occupation", "datatype": "string"},

"name": "historical_popularity_index", "datatype": "float",
"maximum": 31.9938}], "primaryKey": "full_name"}},
{"@type": "schema:Person", "full_name": "Aristotle", "coun-
try": "Greece", "historical_popularity_index": 31.9938},
{"@type": "schema:Person", "full_name": "Socrates"}]

P: Historical popularity index (HPI) is metric - -

that aggregates information on a biography’s on-

line popularity. It aggregates information on the

age and attention received by biographies in mul-

tiple language editions of Wikipedia to provide

a summary statistic of their global popularity.

Table 4: Example of dialogue excerpt from the history domain with annotated grounding dialogue acts and grounded
knowledge in JSON-LD format. Seeker (S) and provider (P) roles are abbreviated for each turn. Utterances are
taken from the dialogue logs and may contain spelling errors. Newly grounded knowledge is displayed in blue color.
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Figure 3: Confusion matrices for few-shot classification results of GPT-40 with three input utterances and Llama-3-
70B with all input utterances.

Grounding Act Classification Prompt

Zero-Shot

SYSTEM: Predict the grounding label for the last response in the ’Input Dialogue:’. The label indicates whether the
knowledge in the dialogue was accepted. Choose one of the following labels:

explicit: The response confirms understanding or acceptance (e.g., ’okay’, ’thanks’, ’alright’, ’nice’) without seeking
clarification.

clarification: The response seeks clarification about a previous dialogue snippet.

implicit: The response moves the conversation forward without explicitly confirming or seeking clarification.

Few-Shot

SYSTEM: Predict the grounding label for the last response in the ’Input Dialogue:’. The label indicates whether the
knowledge in the dialogue was accepted. Choose one of the following labels:

explicit: The response confirms understanding or acceptance (e.g., ’okay’, ’thanks’, ’alright’, ’nice’) without seeking
clarification.

clarification: The response seeks clarification about a previous dialogue snippet.

implicit: The response moves the conversation forward without explicitly confirming or seeking clarification.

USER: Input Dialogue:

seeker: Can you give me some information about your dataset?

provider: My dataset includes information on buildings of Gothic architecture.
seeker: How tall is the Cologne Cathedral?

ASSISTANT: Output Label: implicit

USER: Input Dialogue:

provider: Monitors have different attributes like size or panel technology.
provider: There are some with an aspect ratio of 21:9.

seeker: What is aspect ratio?

ASSISTANT: Output Label: clarification

USER: Input Dialogue:

provider: An elephant’s average lifespan is around 65 years.
seeker: I see, good to know.

ASSISTANT: Output Label: explicit

Table 5: Overview of applied zero-shot and few-shot prompts for classification.
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Grounded Knowledge Identification Prompt

Zero-Shot

SYSTEM: Your task is to identify the knowledge items that have been grounded by the conversation partners in the
“Input Dialogue’. The items of mutually grounded knowledge must be explicitly mentioned in the dialogue. Based on the
complete set of *System Knowledge’, your task is to generate the subset of knowledge items that have been grounded so
far. Ensure that the output is a valid JSON-LD structure (an array of JSON objects) and only include knowledge items
from the formatted *System Knowledge’.

Few-Shot

SYSTEM: Your task is to identify the knowledge items that have been grounded by the conversation partners in the
’Input Dialogue’. The items of mutually grounded knowledge must be explicitly mentioned in the dialogue. Based on the
complete set of *System Knowledge’, your task is to generate the subset of knowledge items that have been grounded so
far. Ensure that the output is a valid JSON-LD structure (an array of JSON objects) and only include knowledge items
from the formatted *System Knowledge’.

USER: System Knowledge: [{"@context": ["http://www.w3.org/ns/csvw", {"schema": "http://schema.org"}],
"@id": "http://example.org/american-presidents”, "url": "american-presidents.csv", "schema:description": "The table
contains information about American presidents"”, "tableSchema": {"columns": [{"name": "name", "datatype": "string"},
string"}, {"name": "party", "datatype": "string"}, {"name": "election_year", "datatype":
e ", "name": "Barack Obama", "party": "Democratic"}]

"name": "term", "datatype":
"integer"}]}, "primaryKey": "name"}, {"@type":
Input Dialogue:
seeker: Can you give me an example entry from your dataset?
provider: One of the presidents in the list is Barack Obama.

seeker: Thanks. What party does he belong to?

non n,on

schema:Person",

ASSISTANT: Output JSON-LD: [{"@context": ["http://www.w3.org/ns/csvw", {"schema": "http://schema.org"}], " @id":
"http://example.org/american-presidents”, "url": "american-presidents.csv", "schema:description": "The table contains
information about American presidents”, "tableSchema": {"columns": [{"name": "name", "datatype": "string"}]},
"primaryKey": "name"}, {"@type": "schema:Person", "name": "Barack Obama"}]

non

USER: System Knowledge: [{"@context": ["http://www.w3.org/ns/csvw", {"schema": "http://schema.org"}],
"@id": "http://example.org/greek-islands”, "url": "greek-islands.csv", "schema:description”: "The table contains
1nf0rmat10n about islands in Greece", "tableSchema": {"columns" [{"name": "island", "datatype": "string"}, {"name":
"area_in_km?2", "datatype": "integer", "minimum": 64, "maximum": 8336}, { "name": "cluster", "datatype": "string"}]},
"primaryKey": "island"}, {"@type": "schema:Place", "island": "Crete" "area_in_km?2": 8336, "cluster": "Cretan"},
{"@type": "schema:Place", "island": "Alonnisos", "area in_km?2": 64, "cluster": "Sporades"}, {"@type": "schema:Place",
"island": "Lesbos", "area_in_km?2": 1633, "cluster": "North Aegean Islands"}]

Input Dialogue:

provider: My dataset contains information on Greek islands. For example, there is Crete with an area of 8336 square
kilometers.

provider: That makes it the largest island in Greece.

seeker: Which one is the smallest and what is its area?

non
non

non

ASSISTANT: Output JSON-LD: [{"@context": ["http://www.w3.org/ns/csvw", {"schema": "http://schema.org"}], "@id":
"http://example.org/greek-islands", "url": "greek-islands.csv", "schema:description": "The table contains information
about islands in Greece", "tableSchema": {"columns": [{"name": "island", "datatype": "string"}, { "name": "area_in_km?2",
"datatype" "integer", "maximum": 8336}]}, "primaryKey": "island"}, {"@type": "schema:Place", "island": "Crete",
"area_in_km?2": 8336}]

USER: System Knowledge: [{"@context": ["http://www.w3.org/ns/csvw", {"schema": "http://schema.org"}],
"@id": "http://example.org/android-smartphones”, "url": "android-smartphones.csv", "schema:description": "The
table contains information about Android smartphones", "tableSchema": {"columns": [{"name” "model", "datatype":
"string"}, {"name": "developer", "datatype": "string"}, {"name": "release_year", "datatype": "integer", "minimum":
2008, "maximum": 2024}, {"name": "android_version", "datatype": "string"}]}, "primaryKey": "model"}, {"@type":
"schema:Product”, "model": "HTC Dream", "developer:": "HTC", "release_year": "2008"}, {" @type": "schema:Product",
"model": "LG Wing", "developer:": "LG", "release_year": "2020", "android_version": "Android 10"}, {"@type":
"schema:Product”, "release_year": "2024"}]

Input Dialogue:

provider: I can provide technical information about Android smartphones.

provider: One column contains data about the model and another specifies its release year.

seeker: I see, good to know.

ASSISTANT: Output JSON-LD: [{" @context": ["http://www.w3.org/ns/csvw", {"schema": "http://schema.org"}], "@id":
"http://example.org/android-smartphones"”, "url": "android-smartphones.csv", "schema:description": "The table contains
information about Android smartphones", "tableSchema": {"columns": [{"name": "model", "datatype": "string"},

"name": "release_year", "datatype": "integer"}]}, "primaryKey": "model"}]

Table 6: Overview of applied zero-shot and few-shot prompts for grounding knowledge.
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Issue Type

Definition

Example

Invalid
JSON-LD

Prediction is overall not a
valid JSON-LD structure.

PRED: [{"@type": "schema:CreativeWork", "cat-
egory": ["films", "series", "literature"] }]
— JSON syntax elements are missing.

Property
Hallucination

Predicted property is not
part of system knowledge.

PRED: {"@type": "schema:Place", "name": "English Garden", "state":
"Bavaria", "city": "Munich", "summary": "The English Garden is a large
public park in Munich, Bavaria. It is one of the world’s largest ur-
ban public parks, larger than New York’s Central Park. The park is
known for its beer gardens, streams, lakes, and Japanese teahouse."}

— English Garden was mentioned in the dialogue but is not part of the

system knowledge. The "city" property does not exist.

Value
Hallucination

Predicted value is not part
of system knowledge.

PRED: [{"@context": ["http://www.w3.org/ms/csvw",  {"schema":
"http://schema.org"}], "@id": "http://example.org/time-travel-media",
"url": "time-travel-media.csv", "schema:description": "The table con-
tains information about time travel media", "tableSchema": {"columns":
[{"name": "year", "datatype": "string"}, {"name": "title", "datatype":
"string"}, {"name": "author", "datatype": "string"}, {"name":
"short text description”, "datatype": ‘"string"}, {"name": "category",
"datatype": ‘"string"}]}, "primaryKey": ["year", "title", "category"]}]

— System knowledge contains the columns "creators" and "description" but
"author" and "short text description" are hallucinated.

Property
Excess

Predicted property is part
of system knowledge but
grounded too early.

PRED: [{"@context": ["http://www.w3.org/ns/csvw", {"schema":
"http://schema.org"}], "@id" "http://example.org/football-records”,
"url": "football-records.csv", "schema:description": "The table con-
tains information about football records"”, "tableSchema": {"columns":
[{"name": "record", "datatype": "string"}]}, "primaryKey": "record"}]

— Properties should have been grounded at a later stage.

Property
Deficit

Property from system
knowledge was not identi-
fied.

PRED: [{"@context": ["http://www.w3.org/ns/csvw",  {"schema":
"http://schema.org" }], "@id": "http://example.org/nature-parks",
"url":  "nature-parks.csv", "schema:description":  "The table con-
tains information about nature parks in Germany", "tableSchema":
{"columns": [{"name": "name", "datatype": “string"}, {"name":
"state", "datatype": “string"}, {"name": ‘"year", "datatype": "inte-
ger"}, {"name": area_in_km?2", "datatype": ‘"integer"}, {"name":
"summary", "datatype": "string"}], "primaryKey": "name"}},
{"@type": "schema:Place", "name": "Altmiihl Valley Nature Park"}]
— Highlighted properties were not grounded.

Value
Excess

Predicted value is part
of system knowledge but
grounded too early.

PRED: [{"@context": ["http://www.w3.org/ns/csvw",  {"schema":
"http://schema.org" }], "@id": "http://example.org/nature-parks",
"url":  "nature-parks.csv", "schema:description": = "The table con-
tains information about nature parks in Germany", "tableSchema'":
{"columns":  [{"name": ‘"name", "datatype": “string"}, {"name":
"state", "datatype": '“string"}, {"name": ‘"year", "datatype": "inte-
ger"}, {"name": area_in_km2", "datatype": ‘"integer"}, {"name":
"summary", "datatype": "string"}], "primaryKey": "name"} }]
— Values should have been grounded at a later stage.

Value
Deficit

Value from system knowl-
edge was not identified.

PRED: [{"@context": ["http://www.w3.org/ns/csvw",  {"schema":
"http://schema.org"}], "@id": "http://example.org/historical-figures",
"url": "historical-figures.csv",  "schema:description": "The ta-
ble contains information about historical figures", "tableSchema'":
{"columns": [{"name": "full name", "datatype": "string"}, {"name":
"birth_year", "datatype": ‘'"integer", "minimum": -3500, "maximum":
2005}], "primaryKey": "full_name"}}, {"@type": "schema:Person",
"birth_year": -3500}, {"@type": "schema:Person", "birth_year": 2005}]
— Highlighted values were not grounded.

Table 7: Overview of six identified issue types with examples from generated model predictions (PRED). The
manifestation of issues are highlighted in red color.
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Abstract

Educational dialogue systems have been used
to support students and teachers for decades.
Such systems rely on explicit pedagogically-
motivated dialogue rules. With the ease of inte-
grating large language models (LLMs) into di-
alogue systems, applications have been arising
that directly use model responses without the
use of human-written rules, raising concerns
about their use in classroom settings. Here, we
explore how to constrain LLM outputs to gen-
erate appropriate and supportive teacher-like
responses. We present results comparing the ef-
fectiveness of different constraint variations in
a zero-shot prompting setting on a large math-
ematics classroom corpus. Generated outputs
are evaluated with human annotation for Flu-
ency, Relevance, Helpfulness, and Adherence
to the provided constraints. Including all con-
straints in the prompt led to the highest values
for Fluency and Helpfulness, and the second
highest value for Relevance. The annotation
results also demonstrate that the prompts that
result in the highest adherence to constraints do
not necessarily indicate higher perceived scores
for Fluency, Relevance, or Helpfulness. In a
direct comparison, all of the non-baseline LLM
responses were ranked higher than the actual
teacher responses in the corpus over 50% of the
time.

1 Introduction

Large language models (LLMs) have shown great
promise across many applications including recom-
mendation systems, social chatbots, writing code,
and summarizing documents (Zhang et al., 2023).
Many of these applications benefit from the genera-
tive capabilities of LLMs such as ChatGPT (Brown
et al., 2020). However, when these models are de-
ployed without further constraints in open-domain
dialogue systems, they may generate outputs that
do not adhere to the desired agent behavior (Kann
et al., 2022). The risk of not adhering to desired

Teacher How do you know number two is

not a straight angle?

Because a straight angle goes on,

on both sides.

Teacher 1t goes on forever. There’s a line,
and it goes on forever on both
sides, absolutely. Of course, it’s
aray so it only goes in one direc-
tion.

Student

Table 1: A sample interaction between a teacher and
a student from the NCTE Corpus (Demszky and Hill,
2023)

agent behavior is even higher when we consider
the application of these models to the education
domain (Williams et al., 2023).

‘Well before the advent of LLMs, educational di-
alogue systems have been used to provide support
to students in online classes, act as 1:1 subject-
specific tutors, and provide professional training to
teachers and tutors (Kuhail et al., 2023). Regard-
less of the exact learning application, they are more
beneficial to students when the systems themselves
are based on the same pedagogical frameworks that
a teacher would use (Jarveld and Hadwin, 2013).
As such, many of these systems are built using ex-
tensive dialogue frameworks that dictate when, and
how the teacher should intervene in a particular
scenario. Frequently, they are designed such that a
teacher can modify the exact responses to apply to
a given classroom age, subject, and lesson-specific
goals. Although this makes it possible to create
highly relevant responses from the conversational
agent, it also means that the agent will not gener-
alize well to new situations. Furthermore, these
agents are typically designed for interaction with a
single student working in an online classroom.

The educational dialogue system that we present
here is designed to provide support to students in a
real classroom setting. Consider the interaction in
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Table 1. In this case, the teacher confirms that the
student’s understanding is correct and elaborates
on what has been said to avoid confusion in the def-
inition. This ensures that they are still encouraging
the student to elaborate on their reasoning while
providing a fully correct assessment of the problem.
This highlights the degree of nuance required when
responding to a student in a classroom setting. We
want to focus on how to constrain the output of an
LLM in a manner consistent with how a teacher
would respond. Constraints are surfaced to the
LLM through strategic prompt engineering. The
constraints are based on dialogue acts that capture
speaker intentions from the preceding dialogue and
a domain-specific dialogue policy. The dialogue
policy consists of three conversational states identi-
fied in collaborative task conversations and corre-
sponding actions that a supportive teacher would
take in that particular scenario. We evaluate the
effectiveness of imposing different forms of con-
straints on the NCTE Corpus (Demszky and Hill,
2023) of math classroom transcripts. The output
from each of the prompt variations is assessed for
Fluency, Relevance, Helpfulness, and adherence to
the desired constraints. We also perform further
annotations for overall best response and whether
it was considered better than the teacher.

The dialogue system we present here provides a
blueprint for how future researchers, and teachers
themselves, can modify prompts to better engage
with students in a classroom setting. This design
is intended to echo the highly relevant and help-
ful nature of early rule-based education dialogue
systems while allowing for more flexibility with
LLMs to surface the response to the student. The
major contributions of this work are as follows:

* As far as we are aware, this is the first ap-
plication of dialogue-policy informed LL.M
response generation to the education domain.

* Adding more context-specific constraints (Di-
alogue States, Student and Teacher Dialogue
Acts) can improve the perceived Helpfulness,
Fluency and Relevance of responses produced
by a conversational agent.

* LLMs can adhere to dialogue state constraints
in up to 95% of samples

* Annotators rated the non-baseline LLM-based
prompt variations to be better than the actual
Teacher response in > 50% of samples

The results demonstrate the potential of LLM-
based chatbots to interact with students in a helpful
manner. There is much research to be done in
exploring how to balance additional pedagogical
constraints while maintaining a high degree of flu-
ency in the responses. In future work, we intend
to integrate these models with a speech-to-text in-
terface to see how they perform in live classroom
interactions.

2 Related Work

2.1 Dialogue Act Segmentation and
Classification

To respond in a succinct manner, dialogue systems
need to be able to differentiate different dialogue
acts (DAs) such as statements, types of questions,
and acknowledgements. There are different dia-
logue act schemas and datasets for dialogue act tag-
ging such as: ViGGO a video game corpus tagged
with dialogue acts meant for open domain systems
(Juraska et al., 2019), MultiWoz a multi-domain
and topic dataset meant for task-oriented dialogue
systems (Budzianowski et al., 2018), Switchboard
(SWDA) is a large multi-speaker dataset consisting
of two-sided telephone calls (Stolcke et al., 2000a)
and the AMI meeting corpus that is multi-modal
corpus consisting of 100 hours of meeting record-
ings (Shang et al., 2018). ISO dialogue acts schema
are mapped to other corpora such as SWDA, AMI,
Maptask to then be used for training a SVM model
on ISO tags (Mezza et al., 2018a; Thompson et al.,
1993).

Previous work, has used this ISO dialogue act
model off-the-shelf model to enrich TopicalChats
with dialogue acts to then use the dialogue acts
for response generation (Hedayatnia et al., 2020).
LLMs such as gpt-3.5-turbo have been used for
data augmentation and annotation of dialogue acts
on outputs within the education domain (Shan et al.,
2023). We expand on these papers by tagging dia-
logue acts using a combination of ISO tags and
Switchboard feedback dialogue acts and by us-
ing using gpt-3.5-turbo on the NCTE dataset to
produce a silver set of annotated dialogue acts as
this corpus does not contain tags. Then we lever-
age this new tagged dataset as a constraint to pro-
vide the model for controllable response generation
(Ramirez et al., 2023; Hedayatnia et al., 2020).

Dialogue act tagging and segmentation can be
split into two separate tasks such as dialogue act
classifiers (Stolcke et al., 2000a; Webb and Wilks,
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2005), or a joint approach (Guz et al., 2010; Zhao
and Kawahara, 2019, 2017). We take inspiration
from joint models by combining the two tasks
within the same prompt. The description used to
prompt the model resembles annotation manuals
that request annotators to consider both segment-
ing and tagging each segment with a dialogue act
(Mezza et al., 2018a).

2.2 Pedagogical Conversational Agents

Pedagogical conversational agents are the subset
of language models that can engage in dialogues to
support learning. They vary greatly in terms of their
role, their interaction style, and their functional
purpose. Recent reviews of pedagogical conversa-
tional agents have found that they are frequently
used as Teaching Agents in the context of online
classroom settings, with the majority focused on
Computer Science classroom courses (Kuhail et al.,
2023). Although early research focused more on
rule-based dialogue systems to power these agents,
the surge in popularity of generative language mod-
els has led to more research examining the abil-
ity of language models to generate teacher-like re-
sponses. Tack and Piech (2022) proposed the Al
Teacher Test to measure the effectiveness of a lan-
guage model to engage in dialogues with a student
based on the ability of the model to “speak like a
teacher, understand the student, and help the stu-
dent”. They evaluate several BlenderBot (Roller
etal., 2020) and GPT-3 (Brown et al., 2020) models
on the Teacher-Student Chatroom Corpus (TSCC)
(Caines et al., 2022) as well as the Educational
Uptake Dataset (Demszky et al., 2021) which is
a subset of the NCTE corpus that is used in this
paper. Their findings found that Blender outper-
formed GPT-3 across all metrics, and outperformed
the actual Teacher response ratings in terms of lev-
els of uptake from student responses. However,
this did not translate to outperforming teachers in
terms of levels of helpfulness or the ability to cre-
ate responses similar to a teacher. The BEA 2023
shared task motivated researchers to expand on this
work by focusing on generating responses to stu-
dent utterances from the TSCC dataset. All of the
submissions were evaluated using a set of auto-
matic dialogue evaluation metrics from (Yeh et al.,
2021) and the top three models were evaluated with
pairwise comparisons from human raters based on
the Tack’s original three categories. The best per-
forming model, NAISTEACHER (Vasselli et al.,
2023) was built on a pre-trained GPT 3.5 Turbo

(Brown et al., 2020). Their approach generates
multiple teacher utterances in the form of either
continuations of a previous utterance or replies to a
student utterance. The responses are then re-ranked
with DialogRPT (Gao et al., 2020). As part of this
shared task, Hicke et al. Hicke et al. (2023) ex-
plored the use of GPT-4, as well as fine-tuning Di-
aloGPT (Zhang et al., 2020), FlanT5 (Chung et al.,
2022) and GPT-2 (Radford et al., 2019). GPT-4 out-
performed their other variants. Other submissions
focused on prompt engineering with open-source
language models (Baladoén et al., 2023) including
Opt-2.7B (Gao et al., 2020) and Alpaca (Taori et al.,
2023). The proposed system combines zero-shot
prompts with a state-of-the-art LLM with previous
research in controllable text generation and dia-
logue act classification to create teacher responses.

3 Methods

3.1 Overall System Design

The proposed pedagogical dialogue system con-
sists of three major components: (1) a dialogue
act segmentation and classification module (2) a
dialogue policy that dictates when and how the
conversational agent should intervene and (3) a
response generation module that aggregates the
output of components (1) and (2) into a prompt for
an LLM. The dialogue system receives the most re-
cent student utterance and the conversation history
annotated with speaker labels by turn as seen in Fig-
ure 1. The conversation turns are fed to (1) where
they are segmented into individual utterances and
labeled with a dialogue act. In parallel, the most re-
cent student utterance is fed to the dialogue policy
to determine the dialogue state. The conversation
state and dialogue act annotated conversation his-
tory are then aggregated into a coherent prompt for
an LLM.

3.2 Dialogue Policy

A dialogue policy specifies, for each dialogue state,
the actions the dialogue system can take in that state
(Walker et al., 1998; Levin et al., 2000; Rieser and
Lemon, 2011). Here, we leverage a dialogue pol-
icy based on an analysis of collaborative dialogue
scenarios between college-aged students, where we
frame the policy in terms of the dialogue acts avail-
able in each state. The students were working on a
sensor-based task, in which each student becomes
an expert in a particular kind of sensor - moisture,
environmental, and sound, and then has to share
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Figure 1: Overall System Diagram: The conversation history and current student utterance are given as input to
both (1) segmentation and dialogue act classification and (2) a dialogue state identification module. They are then
aggregated with the outputs of (1) and (2) into a prompt for a large language model.

the information they have learned with their group.

Education and human teamwork experts iden-
tified three broad categories of unproductive talk
dialogue states during the collaboration sessions:
CONTENT, COLLABORATION, and PROCEDU-
RAL. The aim of our dialogue policy is to intervene
in the student conversations when the conversa-
tion is in an unproductive state. Thus, each dia-
logue state has a set of potential dialogue actions,
which are surfaced to the LLM as an additional
component of the response generation prompt. The
prompts are detailed in Appendix C and the com-
plete steps for state identification are detailed in
Appendix A. PROCEDURAL issues are identified
when there is a literal String match indicating the
students are confused about the next step to take to
complete the task. Next, CONTENT issues are dis-
tinguished based on the topic feature of the NCTE
dataset. The policy further divides the collaboration
issues based on the number of speakers represented
in the recent conversation history including NO
SPEAKER and SINGLE SPEAKER categories. The
NCTE dataset is segmented into only two speaker
labels “student” and “teacher” without explicitly
distinguishing which student is talking so we are
not using these states in the experiments. For future
work with multi-party conversations where speaker
identification is available these are critical states to
track. Additionally, since we are explicitly using
non-blank utterances for the analysis, we do not
have instances of the NO SPEAKER state. If none
of the above conditions are met, the conversation
is considered to be in a FLOW state and the stu-
dent should be encouraged to continue with their
reasoning.

3.3 Dialogue Act Segmentation and
Classification

We use dialogue acts as a constraint for response
generation as dialogue acts have been used for con-
trollable response generation in different domains
and dialogue systems (Hedayatnia et al., 2020;
Ramirez et al., 2023). Following Shan et al., dia-
logue act labels for the NCTE corpus were obtained
through few shot prompting using the gpt-3.5 turbo
model. We combine the task of dialogue act classi-
fication and segmentation within the same prompt
to handle longer utterances. For dialogue acts, we
use the 10 ISO dialogue acts (Mezza et al., 2018b)
(e.g., Inform, Set Question, Apology, etc.) and 7
Switchboard (Stolcke et al., 2000b) feedback-based
dialogue acts (e.g. Backchannel, Sympathy, Appre-
ciation) to classify and segment the NCTE dataset.

In the prompt, we provide a description of the
task and instructions for the model, then for each
dialogue act we give the definition and an option-
ally an example for certain difficult dialogue acts,
and lastly we provide 19 examples of utterances
that are segmented and annotated with dialogue act
tags the final prompt can be found in the Appendix
B. These examples came either directly from the
Switchboard and ISO annotation manuals, or were
handcrafted to contain the characteristics of the
dialogue acts. To verify the performance of the
prompt(s), we ran the prompt on a set of 100 exam-
ples, and would annotate for dialogue act and seg-
mentation appropriateness on the teacher text and
would adjust the number of examples or the defini-
tions. Once we had the final prompt, we found that
95% of the time the model would choose an ap-
propriate dialogue act(s). We note that the teacher
dialogue acts were not always appropriate for the

124



conversation that could impact the performance in
the downstream task.

3.4 Response Generation with Prompt
Engineering

We take a modular approach to prompt engineer-
ing, wherein we dynamically construct a unique
prompt for each response from component tem-
plates. These templates are injected with contex-
tual information and desired constraints before be-
ing aggregated into a single prompt as input to the
LLM. The complete set of templates can be found
in Appendix C.

First, the baseline prompt has four components:
Preamble, Setting, Formatting, and Task. We con-
sider these to be the minimum configuration neces-
sary to reliably produce teacher-like responses with-
out applying any further constraints on the model’s
behavior. Definitions for these basic components
are as follows:

* Preamble: This primes the model by describ-
ing the task it will ultimately be assigned after
first being given the requirements and restric-
tions contained in the other components.

» Setting: This describes a persona that the
model should assume, the responsibilities of
its role, and environmental details, like the
grade level of the students and the subject of
the current lesson.

* Formatting: This outlines the exact format
the response should take, including a soft- and
hard-cap on length, expectations of attribu-
tion and quotation marks, prohibitions of ex-
plained reasoning or word count, etc.

» Task: This simply instructs the model to pro-
duce a response and provides the utterance to
which it will respond.

Then, we add one or more of the following exper-
imental components: Context, Student DA, Teacher
DA, and/or Dialogue Policy. Unlike the baseline
components, these aim to constrain model behav-
ior. When active, they are inserted into the prompt
between Formatting and Task. Definitions for these
additional components are as follows:

* Context: This gives the model a brief conver-
sation history, consisting of three prior utter-
ances and who said them.

* Student DA: This gives the model a version
of the student utterance that is segmented by
the classifier (see Section 3.3) and the defi-
nition for each of the resulting dialogue act
labels. It then instructs the model to use the
given segmentation and definitions to deter-
mine what the student meant.

» Teacher DA: This gives the model a list of
dialogue act labels (and associated definitions)
found within the segmented teacher utterance,
but it does not give the actual segmented
utterance. It then instructs the model to for-
mulate its response to match the definitions of
the given labels.

* Dialogue Policy: This gives the model a de-
scription of the current dialogue state (see Ap-
pendix A) and the consequences of allowing
that state to continue. It then instructs the
model to formulate a response that includes
the expert-recommended intervention appro-
priate for the given state.

Finally, we have one implicit constraint: the lan-
guage used in the templates mimics the language
used by teachers when assigning schoolwork to
students. The intent is to bias the model toward
seeking similar language from its training data.

4 Experiments

4.1 Dataset

For this work, we want to demonstrate the appropri-
ateness of different prompt variations for teacher-
like responses. We use the NCTE Transcripts cor-
pus (Demszky and Hill, 2023)- a dataset consist-
ing of 1,660 anonymized elementary school math-
ematics lessons. This is one of the few publicly
available datasets with annotated classroom con-
versations. We use a subset of the dataset that is
broken down into student-teacher utterance pairs
where each teacher response is associated with the
immediately preceding student utterance. We also
provide the three prior dialogue turns for conversa-
tion history. When utterances were within the first
three dialogue turns of a particular lesson, only the
available turns were provided as part of the con-
text. For evaluation, we classified the utterances
and ended up with three distinct state labels present
in the dataset: CONTENT, FLOW, and COLLABO-
RATION. We randomly selected 100 samples con-
sisting of 33 FLOW turns, 33 COLLABORATION,
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Quality + Adherence Metrics 0.29606
Comparison to Teacher 0.24689
Best Model Response 0.21557

Table 2: Interrater Reliability based on Krippendorff’s
Alpha. The Quality and Adherence metrics are judged
on 100 samples for all prompt variations individually.
The Response Comparison metrics are based on a subset
of 30 samples.

and 34 CONTENT, which is indicative of the high-
est subset of the datasets. All of the analysis sample
utterances are then automatically segmented and
classified for dialogue acts.

4.2 Prompt Variations

As detailed in Section 3.4, we aggregate different
constraints into the prompts for the Mistral model.
The goal is to discern which of these constraints
leads to the most helpful, pedagogically informed
outputs from the system. We start with the Base-
line classroom response generation prompt, then
provide additional constraints including: Context,
Dialogue State (DS), DS + Student Dialogue Act
(DA), Student DA + Teacher DA, and a prompt com-
bining all the constraints (DS, Student DA, Teacher
DA. All of the non-baseline prompts including the
conversation history.

4.3 Evaluation

The generated responses are evaluated by raters on
three categories: Fluency, Relevance, and Helpful-
ness using a scale from O to 2. Fluency to describes
how natural the generated response appears to be.
This is meant to be comparable to prior work that
evaluates text for Naturalness and/or Humanness.
Relevance indicates how relevant the response is
to the conversation history and current student ut-
terance, with a 1 indicating that the response is
vague. Raters also annotate for Helpfulness to
indicate whether the response helps the student
or helps move the activity forward. Finally, we
have a binary value to indicate how well the gen-
erated output adheres to the dialogue state-specific
prompt and whether it is an acceptable based on the
ISO definition of the desired output DA. We calcu-
late Krippendorff’s (Krippendorff, 2004) Alpha to
gauge interrater reliability across the 600 samples
evaluated by each of the three raters. The results
are in Table 2.

S Results Analysis

The annotation analysis is divided into three sec-
tions: output quality metrics, adherence to con-
straints, and teacher comparison. For the first two
sections, 100 samples were annotated across all six
prompt variations by three annotators. The low in-
terrater reliability (IRR) scores in Table 1, based on
Krippendorff’s Alpha (Krippendorff 2004), demon-
strate that this type of evaluation was difficult to
come to a consensus on. This could be due to the
fact that the output quality metrics were all on a
score of 0 to 2, as opposed to being binary val-
ues. These three values could also be ambiguous
even with the specifications provided to the anno-
tators. To avoid this in future studies, it would be
beneficial to specify a larger number of metrics
that capture more fine-grained linguistic details to
improve agreement across annotators. We believe
the results of the study to still be valuable when
considering the goal is to present an approach to
designing a conversational system specifically for
the educational context.

Given the low IRR values, we report the mean
and standard deviation for these values to get a bet-
ter sense of how the agent responses were perceived
by the annotators. We see the highest agreement
levels across annotators for the adherence to dis-
course policy. However, the adherence to dialogue
act constraint did not demonstrate as high agree-
ment. We believe this can be attributed to the fact
that raters considered this to be an “acceptability”
annotation - i.e. is the output aligned with an “ac-
ceptable” dialogue act for a teacher response in the
given context. Additionally, when annotating the
outputs were compared to the actual teacher output
dialogue act tags which were annotated with our
classification prompt as opposed to gold standard
tags. Furthermore, the teacher utterances were of-
ten extremely lengthy making it difficult for both
a model or a human to identify a single correct
dialogue act.

5.1 Quality Metrics: Fluency, Relevance,
Helpfulness

One of the more interesting findings was that the
impact of dialogue acts on the perceived fluency of
response outputs. Annotators considered responses
to be less fluent (a 1 over a 2) when the model con-
tradicted itself, provided overly formal responses,
or the phrasing was considered awkward. The in-
clusion of Student DAs with the state led to 117%
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Prompt Fluency Helpfulness Relevance DA DS

Baseline 1410 £0.596 0917 +£0.755 1.143+£0.670 | 0.340 0.313
+ Context 1.370 £0.583 1.053 +0.777 1.260 £ 0.626 | 0.490 0.360
+ DS 1.390 £ 0.564 1.070 £0.765 1.297 £0.665 | 0.617 0.893
+ DS, Student DA 1.613 £0.500 1.237 £0.775 1.437 +£0.648 | 0.603 0.957
+ Student DA, Teacher DA 1.580 +0.563 1.287 +0.803 1.530 + 0.585 | 0.623 0.567
+ DS, Student DA, Teacher DA 1.653 + 0.503 1.320 £ 0.798 1.450 + 0.659 | 0.670 0.903

Table 3: Experiment results for quality metrics and adherence metrics. Fluency, Helpfulness, and Relevance are
scored based on the average mean across all 100 samples and three annotators plus or minus the standard deviation.
Adherence to Dialogue Act (DA) and Dialogue State (DS) constraint is based on the percentage of the time that the

raters marked samples as adhering to the constraint.

Prompt BTT OR

Baseline 0.500 0.122
Context 0.733 0.222
DS 0.633 0.156
DS, Student DA 0.689 0.200
Student DA, Teacher DA 0.70 0.144
DS, Student DA, Teacher DA  0.678 0.156

Table 4: BTT represents the percentage of the time the
prompt output was rated as "Better than the Teacher"
response to the student utterance. OR represents the
percentage of the samples that the prompt was rated as
the best overall response of the prompt outputs.

increase in the mean Fluency score over the in-
clusion of the dialogue state alone. The combina-
tion of Student DAs, Teacher DAs, and Dialogue
State had the highest Fluency value, suggesting
that when provided more constraints, the model
produced more natural responses. The prompt vari-
ation including Teacher DAs and student DAs has
a much higher Fluency rating than the baseline, but
lower than combining student DAs with a dialogue
state suggesting the state itself contributes to higher
fluency. Annotators did frequently see outputs that
included dialogue act tags when the Teacher DA
was included, occasionally ones that were not even
mentioned in the prompt, which would need to be
removed before surfacing a response in an end-
to-end system. The prompt including student and
teacher DAs plus state information was evaluated
as having the highest mean Helpfulness score. Ad-
ditionally, when the results were broken down into
2-value pairs, with [0,1] rated as “not Helpful” or
0 and 2 being scored as Helpful, this prompt was
marked as helpful over 50% of the time by raters.
As with the Helpfulness and Fluency ratings, we no-
tice that the prompts that included any type of DA

information had much higher mean scores for Rele-
vance than those without suggesting that grounding
the conversation in speaker intentions leads to more
relevant responses. Unsurprisingly, the baseline
has the worst performance in this category given
that it does not include the conversation history
in the prompt. The prompt that did not include
the state information was scored higher in terms
of Relevance over the version with this constraint.
This could be due to the model trying to attend to
too many constraints at once, or this could be re-
lated to the quality of the states themselves. There
are an infinite number of hypothetical states that a
classroom conversation could be in that a teacher
may respond to differently and in future versions of
the system we intend to explore more fine-grained
state-action pairs. In general, all of the response
quality metrics indicate that the inclusion of DA
information does lead to better output responses
from an LLM.

5.2 Adherence to Dialogue Act + Policy
Constraints

For annotation, raters considered an output to ‘ad-
here’ to the dialogue act constraint if it was con-
sidered an acceptable dialogue act in the context
of the conversation history. The adherence rate
goes up even when just including the conversa-
tion history in the prompt over the baseline sug-
gesting that there is some implicit dialogue flow
information that the model is able to learn from
the history itself. However, there is a meaningful
jump in performance when additional constraints
are applied, including the dialogue state without
any DAs. Including the DA and discourse policy
information resulted in the highest rates of adher-
ence to this constraint. However, the adherence
rate is still notably less than the agent’s ability to
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adhere to the dialogue state constraint. In the case
of our dialogue policy, the adherence rate is higher
than 89% of the time when the state intervention
is included in the prompt. This is also the set of
annotations with the highest rates of interrater relia-
bility. Overall, this suggests that the Mistral model
was extremely good at adhering to our discourse
policy when provided with the appropriate infor-
mation. This is especially true in comparison to the
responses when no constraints are provided, and
even in the drop in performance when using the
student DA and teacher DA without the discourse
policy constraint. These results suggest that as we
refine the discourse policy to cover a wider range of
classroom situations that we will be able to output
responses that will adhere to it appropriately. This
finding is incredibly important when considering
the need to constrain agents in the classroom to
be consistent with teacher behavior and reduce the
risk of providing unsafe outputs to students.

5.3 Teacher and Prompt Comparisons

In addition to evaluating each of the prompts in-
dividually, we wanted to compare them to each
other, and the actual teacher responses. We se-
lected 30 samples from the 100 annotated samples
above stratified to 10 per dialogue states. The 6
model outputs were shuffled to prevent the annota-
tors from being biased towards a particular prompt
style. For these, the raters considered two ques-
tions (1) Is this response better than the teacher
response? (2) What is the best model response of
the 6 provided? The results in Table 5 show that all
of the non-baseline prompts were considered better
than the teacher response in over half of the cases
selected. Unexpectedly, the condition with only
the conversation history, was rated as better than
the teacher most frequently and considered the best
response to the student utterance most frequently.
The next highest rated prompt is the combination
of student DAs and the dialogue state. In further
discussion of the annotations, the raters mentioned
that brief responses were considered better, and
that the models typically provided explicit support-
ive feedback such as “Keep up the good teamwork”
to students more often than the teacher did. Ad-
ditionally, the actual teacher responses may have
been addressing earlier conversation topics or other
students as opposed to the most recent student ut-
terance. The fact that one type of constraint did
not inherently improve the overall perception of
the responses suggests that the system may benefit

from the use of an over-generate and rank approach
in which we provide an output from all of these
variations and select one to provide to the student
based on a set of criteria informed by a teacher.

6 Conclusion and Future Work

The goal of these experiments was to compare the
effectiveness of different constraints in the con-
text of zero-shot prompting a language model to
provide teacher-like responses to real student ut-
terances. We evaluated the inclusion of student
and teacher dialogue acts annotations as well as
dialogue states in the prompts provided to Mistral.
A sample of 100 utterances was selected and eval-
uated across 6 different prompt settings by three
annotators for Fluency, Relevance, Helpfulness,
and adherence to the provided constraints. The in-
clusion of any type of constraints showed a positive
impact on all of the utterance quality metrics, but
could benefit from post processing to ensure that er-
roneous tags are not included in the agent response
to a student. We saw the highest ratings for Flu-
ency and Helpfulness when student dialogue acts,
teacher dialogue acts, and dialogue states were pro-
vided in the prompt. The prompt version with all
the constraints also had the second highest value
for Relevance, suggesting that more contextual di-
alogue information in the prompt leads to higher
quality responses from the agent. When provided
a dialogue state in the input, the best performing
prompt adhered to the constraint in over 95% of
cases. This suggests that as future research is done
identifying key pedagogical dialogue states and
the ability to distinguish them from one another,
LLMs can be very successful in adhering to the
recommended states. Furthermore, a subset of 30
utterances were compared to the teacher response
from the NCTE corpus. All of the LLM prompt
variations that included the conversation history
were considered to be better than the actual teacher
response over 50% of the time. This was largely
because the annotators found the model was more
likely to be directly addressing the most recent stu-
dent utterance as opposed to another student, and
frequently included additional supportive phrases
in the response. Ultimately, these findings suggest
that LLLM-based conversational agents have a lot
of potential for providing learners with additional
support in the classroom, when provided the appro-
priate constraints. In future work, we aim to refine
the set of states from the three present in the NCTE
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dataset along with educators to cover a broader set
of scenarios. Additionally, we would like to ex-
plore model-based approaches for identifying the
dialogue states themselves. The experiments here
were limited to transcript-based annotations, in fu-
ture work we intend to evaluate the responses in
real scenarios with students.

7 Limitations

The scope of this paper is limited by a number of
factors, including the types of models used and
the types of constraints evaluated. We focused on
a limited set of possible dialogue states based on
initial expert analysis of classroom conversations.
There are more possible dialogue states that would
require a different type of support in the classroom.
Additionally, the annotations were based on a set of
classroom transcripts. Future work should evaluate
the performance of such an agent in a live learning
setting.

8 Ethics Statement

The experiments that we have conducted here are
intended to improve the responses generated by
LLMs for the classroom setting. However, the mod-
els that we use in our experiments are trained with
large datasets that may be subject to unknown bi-
ases due to the exact content of the original training
materials. Our research is intended to be used as
a classroom support but this assumes that teachers
will not use the information collected from dia-
logues to assess students’ grades.
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A
1.

Dialogue State Identification

We classify the utterances for Collaborative
Problem Solving (CPS) codes that score them
on three facets: Constructing Shared Knowl-
edge, Negotiation/Coordination, and Main-
taining Team Function (Pugh et al., 2021)

. We check if the current utterance is on-topic
for the lesson based on the “ontopic” feature
of the NCTE dataset

. Check for a literal match to one of our proce-
dural issue sentences such as “What do we do
next?” then return PROCEDURAL issue

. Check the utterance is ontopic and the CPS
codes are above a given threshold then return
CONTENT issue

. Check if the CPS codes is lower than a given
threshold then return COLLABORATION is-
sue

. If there are no speakers, then we consider this
to be a NO SPEAKER collaboration issue

. If there is a single speaker, then we consider
this to be a SINGLE SPEAKER issue

. If there are multiple speakers then this is a
general COLLABORATION issue

. If none of the above conditions are met, the
conversation is considered to be in a FLOW
state

B Dialogue Act Segmentation Prompts

and Dialogue Acts

See Table S below.

Within the actual prompt we used 19 examples.
All examples and full prompt can be found within
the github repository!'?.

“https://github.com/aramir62/constraints-generative-
supportive-teacher-responses



The dialogue acts used from ISO are: Set Ques-
tion, Propositional Question, Choice Question, In-
form, Commissive, Directive, Thanking, Apology,
Salutation, and Feedback (default act).

From Switchboard, the feedback dialogue acts
utilized are: Signal-Not Understanding, Apprecia-
tion, Sympathy, Summarize/Reformulate, Repeat-
Phrase, Acknowledge (backchannel), and Acknowl-
edge Answer.

C Response Generation Prompts

See Table 6 below.

D Generated Outputs
See Table 6 below.
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Dialogue Act Segmentation Prompt

You are given an utterance to label a dialogue act with, and certain utterances need to be segmented if needed. You’ll
segment the utterance into as many chunks needed to capture all the dialogue acts, but if there are two chunks in a row
with the same dialogue act combine them. Use punctuation and clause separators as a way to consider if this is a new topic
or idea that would be labeled with a different dialogue act. Choose only one dialogue act per segment and you have to
choose one. Definitions and examples of each given below. Only choose dialogue acts from this set, dialogue act names
are contained in <>.

<Set Question>: A question that focuses on the speaker wanting to know certain information often contains "wh" at the
beginning such as "Where are you going?", "What did Kevin do yesterday?"

<Propositional Question>: A question where the speaker wants to know if something is true or false, such as "Do you
know what time it is?"

<Choice Question>: A question that provides a list of options for someone to choose from, usually contains or and requires
the other speaker to choose something, such as "Do you like peanut butter or chocolate more?"

<Inform>: A statement that is providing information. Described as informative information to provide context, knowledge,
and information about a topic.

<Commissive>: The speaker will express a commitment to performing an action, such as "I will go home at 1pm"
<Directive>: The speaker is directing or suggesting what will need to be committed to, such as "You need to go left then
right down the hall"

<Thanking>: A sentence that is expressing gratitude, such as "Thanks"

<Apology>: An expression acknowledging regret or remorse towards an individual’s actions, such as "I’m sorry"
<Salutation>: An utterance made as a greeting or acknowledgment of another’s arrival or departure, such as "Hello"
<Signal-Not Understanding>: The speaker is expressing that they did not understand what was said prior. Or is using some
form of non verbal language.

<Appreciation>: The speaker is expressing feedback by providing appreciation towards the other speaker.

<Sympathy>: The speaker is sympathetic towards the other speaker and is expressing this within the utterance.
<Summarize/Reformulate>: The speaker summarizes or reformulates what was said before to demonstrate understanding
of what was heard.

<Repeat-phrase>: The speaker repeats back what was said beforehand.

<Acknowledge (backchannel)>: The speaker expressing acknowledgement by using backchannels such as “Mmm hmm”,
“Mm yeah”, “Uh huh”

<Acknowledge Answer>: The speaker provides acknowledgement of what was said or asked prior by providing an answer.
<Feedback:> An utterance that provides or elicit information about the type of understanding and processing of what was
said prior, use this as a default if the other sets do not match and put as the lowest priority.

Utterance: You need to give me your ideas and then I need to see whether that would sell in the marketplace.
Output: You need to give me your ideas<Directive> and then I need to see whether that would sell in the market-
place<Commissive>

Utterance: {utterance}
Output:

Table 5: Dialogue Act Segmentation Prompt with 1 example (prompt used for labeling used 19 examples.)
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Preamble:

You will be given the task of generating a realistic response to a given statement or question. In order to complete this task
successfully, you must pay careful attention to the following requirements and limitations. Failure to do so will result in
failure of the task.

Setting:

For context, the given statement or question will have been spoken by a {LEVEL]} student in the setting of a {SUBJECT}
classroom. The student is working on an in-class assignment with a group of their peers. You will generate a response to
what the student said as if you are the teacher of this {SUBJECT} class. As a teacher, your response must be: (1) kind, (2)
helpful, (3) encouraging of collaboration, (4) relevant to the subject of {SUBJECT}, (5) factual, and (6) befitting the role
of a professional classroom teacher. Please limit your response to the content of the student statement or question. These
guidelines may help you:

Formatting:

Please format your response to the given statement or question as a SINGLE direct quote from the {SUBJECT} teacher
whose role you are playing, including quotation marks. Please try to limit your response to {SOFT_CAP} words or less
words if you can. However, if you are unable to accurately and coherently respond to the student’s statement or question in
{SOFT_CAP} words or less, you may use up to {HARD_CAP} words. Any response longer than {HARD_CAP} words
will be considered a failure for the purpose of this task. Please do NOT include a word count in your response. Please do
NOT provide any additional reasoning, explanations, or context along with your response. Please preface your response
with the text "Response:" OUTSIDE of the quotation marks, but do NOT include any additional or alternative speaker
attributions. Please do NOT preface or follow your response with ANY text other than the quotation marks and attribution
required above.

Student DA & Teacher DA:

The following are definitions for dialogue act labels, which are useful for understanding text:
{LABEL_DEFINITIONS}

To help you understand the student, their statement or question has been annotated with dialogue act labels. These labels
have been inserted AFTER the section of text they describe, and each label will correspond to one of the definitions shown
above. What follows is the annotated student quote:

{STUDENT_SEGMENTATION}

Furthermore, you should formulate your response such that it matches the definition(s) for the following label(s):
{TEACHER_LABELS}

However, the dialogue act labels are exclusively for your own use in understanding what the student has said and in
formulating your response. Please do NOT include ANY actual dialogue act labels in your response.

Dialogue Policy:

{STATE_DESCRIPTION}®
{CONSEQUENCES}
{INTERVENTIONS}

Context:

To give you some insight into the on-going discussion, the following conversation history is provided to you:
{HISTORY}

Task:

The following student quote is what you will be responding to:
{STUDENT_UTTERANCE}
Please generate the teacher’s response according to the requirements and limitations provided above.

Table 6: Response Generation Prompt with all 8 component templates.

134




State Action/Prompt

Content Issue This group of students appears to be struggling with some aspect of the
lesson material. The purpose of this activity is for them to learn the mate-
rial; however, if they are struggling to understand the new information or
have forgotten prior learning, they may be unable to finish the assignment.
In order to help them make progress toward their current objective, your
response should politely encourage them to compare notes and make sure
that they agree on the lesson material.

Collaboration Issue | This group of students appears to be actively speaking, but none of them
are making meaningful progress toward their current objective. This could
be a problem, because class time is limited. If they spend too much time
stuck or off-task, they may not complete their group assignment by the
end of the class period. Your response should gently remind them of
their current objective, politely encourage them to work collaboratively to
achieve it, and perhaps suggest a way for them to get back on task
Procedural Issue The students are struggling to understand the steps required to complete
the task. Please encourage them to refer to the Sensor Immersion tutorials.
This group of students appears to have found a good working rhythm and
are making meaningful progress toward their current objective. They are
doing a good job of collaborating with one another, and you do not need
to intervene. Therefore, your response should praise their enthusiasm and
encourage them to remain on-task and continue to make steady progress.

Table 7: A breakdown of the action prompts used for the content, collaboration, and procedural issue dialogue states.
The procedural issue is not present in the NCTE dataset and has reference to the Sensor Immersion task used in the
dialogue policy creation sessions.
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Student Utterance
[Flow]

So, not in the enve-
lope?<Feedback>

Conversation History

teacher: "Anybody? Nobody? What did you use them for, Student C."
student: "To help us with our fractions."

teacher: "To help you with your fractions. Do you guys understand that
sometimes it’s easier to just see it and touch it and hold it? Today, the job
that we have is that we are going to learn to simplify fractions and we are
going to use these pieces to help us to simplify them. So, by the time I am
done, I have 1, 2, 3,4, 5, 6, 7, 8, 9, piles of fraction pieces. And one of
them is one whole strip. And all of your scraps need to go into the blue
recycling bin, please, which I just put right here. I'm not so worried about
your names going on the backs of them, boys and girls, because you have
your own little toolbox, the envelope you are going to keep them in, so
your name does need to go on the envelope."

Prompt Variation
Actual Teacher Re-
sponse

Baseline

+ Context

+ DS

+ DS, Student DA

+ Student DA,
Teacher DA
+ DS, Student DA,
Teacher DA

Generated Response

I’'m sorry, what?<Signal-Not Understanding>/ It does go on the en-
velope.<Inform>/ We need to get moving here.<Directive>/ It’s the
noise.<Inform>/ We don’t need to do that.<Directive>/

"That’s correct, the problem does not involve finding the area or volume
of an envelope."

"That’s correct. The fraction pieces themselves don’t need names on them,
but be sure to label your envelopes."

"That’s correct, Student. The names don’t need to be on the fraction pieces
themselves, only on the envelopes. Keep up the good work."

"Great question! Yes, you’re correct, any scraps or unused pieces don’t go
in the envelope. Keep up the good work, team!"

You’'re correct, those pieces that don’t fit in the envelope should be placed
in the recycling bin. Keep up the good work, team!

"Yes, that’s correct. The scraps don’t need to go in the envelope, they can
go in the blue bin." <Inform, Directive>
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Student Utterance
[Collaboration
Issue]

That’s not how
I write my frac-
tions though
so<Feedback>/

Conversation History

teacher: "Okay, all right. And then if you finish, just ask yourselves. Come
up with a fraction and ask yourself, you know, how you can compare."
teacher: "Okay, hard to write on those little lines, isn’t it?"

teacher: "Bless you."

Prompt Variation
Actual Teacher Re-
sponse

Baseline

+ Context

+ DS

+ DS, Student DA

+ Student
Teacher DA

DA,

+ DS, Student DA,
Teacher DA

Generated Response
All right,<Acknowledgement>/ are you girls finished?<Set Question>/

"I understand that everyone has their own way of representing fractions.
Let’s discuss how we can all use the same convention for this assignment
to ensure clarity."

"I understand, everyone has their own way of writing fractions. Let’s
compare our methods and learn from each other."

"Understood. Let’s try using the standard fraction format for consistency
within your group to ensure effective comparisons."

"I understand that everyone has different ways of representing fractions.
Let’s collaborate and share our methods to help us all learn. Let’s focus
on understanding the concept of comparing fractions."

"It’s perfectly fine if we each have slightly different ways of writing
fractions as long as the meaning is clear. Let’s discuss how we can
compare them effectively."

"It’s great that we all have different ways of expressing ideas. Let’s see if
we can use each other’s methods to help us understand how to compare
fractions effectively. Let’s continue working together."
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Student Utterance
[Content Issue]
Because a straight an-
gle goes on, on both
sides.<Inform>/

Conversation History

teacher: "Let’s see. All right. Good. Straight angles. Let’s get our pencils
ready because this is one you need to do. Some of you may have heard of
this. How many of you all have heard of a straight angle? Very small. All
right. A straight angle is a line that goes infinitely in both directions. It
measures 180 degrees. Okay. Yes, Student L? All right. So again, which is
not a straight angle? Any others? What do you think, based on definition?"
student: "Number two."

teacher: "How do you know number two is not a straight angle?"

Prompt Variation
Actual Teacher Re-
sponse

Baseline
+ Context

+ DS

+ DS, Student DA

+ Student DA,
Teacher DA
+ DS, Student DA,
Teacher DA

Generated Response

It goes on forever. There’s a line, and it goes on forever on both sides,
absolutely.<Inform>/ Of course, it’s a ray so it only goes in one direc-
tion.<Inform>/ Now we can talk about our main guy today.<Inform>/
Our main guy today is a triangle.<Inform>/ We all know triangles,
right?<Acknowledge Answer>/

"That’s an interesting way to think about it. Can you clarify what you mean
by ’a straight angle goes on, on both sides’ in the context of geometry?"
"That’s correct, Student. A straight angle does indeed go on indefinitely
in both directions. Well done for applying the definition."

"That’s correct, Student, a straight angle does indeed extend indefinitely in
both directions. Let’s discuss with your group to ensure everyone agrees
on this definition."

"That’s correct, a straight angle extends infinitely in both directions. Let’s
compare our definitions and work together to find other angles in the
diagram that are not straight angles."

"That’s correct, Student. A straight angle extends indefinitely, meaning it
continues on both sides, which is why it measures 180 degrees."

"That’s correct. A straight angle continues indefinitely on both sides,
making it an important concept in geometry. Let’s discuss this with your
group and ensure everyone agrees on this definition."

Table 8: A comparison of the generated utterances from the different prompt variations for each of the dialogue

states.
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Abstract

A Time-Offset Interaction Application (TOIA)
is a software system that allows people to en-
gage in face-to-face dialogue with previously
recorded videos of other people. There are two
TOIA usage modes: (a) creation mode, where
users pre-record video snippets of themselves
representing their answers to possible questions
someone may ask them, and (b) interaction
mode, where other users of the system can
choose to interact with created avatars. This
paper presents the HelloThere corpus that has
been collected from two user studies involving
several people who recorded avatars and many
more who engaged in dialogues with them. The
interactions with avatars are annotated by peo-
ple asking them questions through three modes
(card selection, text search, and voice input)
and rating the appropriateness of their answers
on a I to 5 scale. The corpus, made available to
the research community, comprises 26 avatars’
knowledge bases and 317 dialogues between
64 interrogators and the avatars in text format.

1 Introduction

Time-Offset Interaction Applications (TOIAs) have
evolved as an innovative dialogue system, bridg-
ing the interaction between individuals and pre-
recorded video representations of others, hence
enabling users to hold conversations outside real-
time constraints (Artstein et al., 2015; Traum et al.,
2015; Abu Ali et al., 2018). We built on an open-
source project’s application, offering a dual inter-
face targeting two distinct user groups: (a) avatar
creators, individuals interested in generating their
time-offset personas, and (b) interactors, those who
engage with these avatars.

However, designing a robust TOIA is a chal-
lenging endeavor. The goal is to mirror human-
to-human interactions as authentically as possible.
This demands seamless integration from an en-
gineering standpoint, such as flawless video clip

transitions and numerous linguistic and dialogue-
turns complexities that intrigue dialogue system
researchers. Central to a TOIA’s functionality are
the avatar’s Knowledge Bases (KBs), repositories
of questions paired with corresponding video re-
sponses and their transcriptions. One of the inher-
ent challenges is devising an optimal strategy for
populating this KB. Should it be intuition-driven, or
should it stem from authentic dialogue transcripts?
Furthermore, what data sets can be useful for train-
ing models to retrieve the right answer for an in-
terrogator interacting with the avatars? While we
explored such questions in other research (Chierici
et al., 2020; Chierici and Habash, 2021, 2023), here
we focus on building on such body of work and
present the language resources generated in the
process. We explored KBs created in three dis-
tinct ways: intuition-guided (brainstormed), led
by automatic suggestions (generated by GPT-3),
and led by human suggestions. We used GPT-3
because our software and study were designed and
set up between 2022 and 2023 before newer ver-
sions were available. The HelloThere Corpus
offers a unique resource for dialogue researchers,
enabling studies on multi-modal interactions, user
engagement patterns, and the effectiveness of time-
offset avatar responses. By providing annotated
dialogues across different interaction modes, this
corpus supports research into natural language un-
derstanding, response retrieval and generation, and
user experience in asynchronous communication
systems.

2 Related Work

We categorize pertinent literature on Time-Offset
Interaction Applications (TOIA) into three primary
areas: System Approaches, Data Sources, and Eval-
uation Methodologies.
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2.1 System Approaches

Our work builds upon the foundations laid in
Chierici et al. (2020); Chierici and Habash (2021);
Chierici et al. (2021), whose initial inspiration
stemmed from the work of Traum et al. (2015) in
their New Dimensions in Testimony project. While
Traum et al. created a time-offset interaction with
Holocaust survivor Pinchas Gutter, we extend their
approach to different contexts and focus on system
scalability. The TOIA open-sourced in (Chierici
et al., 2021) aims to operate with fewer recorded
statements, adapt to multiple users, and facilitate
getting to know a stranger in a 10- to 15-minute
interaction.

Following the taxonomy we proposed in Chierici
et al. (2020), we work on a novel subcategory of
‘self-narrative bots,” which can be seen as an inter-
mediate between social and task-driven bots, lever-
aging both structured and unstructured training data
(Gao et al., 2019). Retrieving the appropriate video
from a TOIA Knowledge Base (KB) shares simi-
larities with FAQ retrieval, a dichotomous problem.
While its single-turn question-answer (q-a) mech-
anism may seem rudimentary, tasks like search
and Retrieve-And-Generate — where a model re-
trieves relevant information and generates a re-
sponse based on it — introduce complexities due to
the dynamic nature of dialogue (Mass et al., 2020;
Yehudai et al., 2023).

As the dataset scales, classification approaches
may falter, highlighting the presence of long-tail
problems and the challenges of chit-chat scenar-
ios, where queries can have subtle differences (e.g.,
“What is your name?” vs. “What is your parent’s
name?”). Technologies involved range from tradi-
tional RNN models and word embeddings to newer
language models like OpenAI’s GPT families, Mis-
tral, Llama and Nomic (Radford et al., 2018; Zhang
et al., 2022; Touvron et al., 2023; Jiang et al., 2023;
Nussbaum et al., 2024).

Recent advancements in neural architectures
have led to cutting-edge performance in answer
retrieval tasks, but the limited scale of our dialogue
datasets—and those of similar scope—does not read-
ily support deep learning approaches. This limita-
tion does not preclude using pre-trained large lan-
guage models for sentence similarity tasks, lever-
aging or not transfer and few-shot learning tech-
niques.

While TOIAs share some similarities with recent
advancements in speech and video synthesis tech-

nologies, they differ in their focus on preserving
authentic human responses. Unlike synthetic sys-
tems that generate responses in real-time, TOIAs
rely on pre-recorded human responses, maintaining
the nuances of human communication. However,
the retrieval mechanisms in TOIAs can benefit from
advancements in natural language processing used
in synthetic systems, particularly for improving
response selection accuracy.

2.2 Data Sources

Various datasets have been employed to tackle prob-
lems related to chit-chat and question answering
in dialogue systems, such as SQuAD (Rajpurkar
et al., 2016), the Ubuntu dialogue corpus (Lowe
et al., 2015), and bAbI (Weston et al., 2015). How-
ever, these works address tasks like time-based
reasoning and logical induction, which differ from
the context of TOIAs. The landscape of dialogue-
focused datasets is evolving to capture complexities
absent in earlier reading comprehension collections.
Datasets like CoQA and HUMOD are designed
with human dialogues and annotations in mind, en-
hancing natural conversational elements (Reddy
et al., 2019; Merdivan et al., 2020). Similarly, the
Douban Conversation Corpus offers insights into
real-world social discussions on various topics (Wu
et al., 2016).

While large-scale datasets serve various pur-
poses, dialogue systems often operate with far
smaller datasets. For instance, the Margarita Dia-
logue Corpus (MDC) features a Knowledge Base
(KB) with only 431 answers and complete anno-
tated dialogues (Chierici et al., 2020). The nuanced
context of dialogue in TOIAsdemands different,
more tailored datasets. The MDC offers a unique
blend of structured and unstructured dialogues for
time-offset interactions. While influential for our
work, it is limited to a single avatar and real person-
to-person transcripts, not mediated through a TOIA
interface. This work extends the MDC by incorpo-
rating more avatars and collecting extensive real-
world interactions with them, addressing identified
limitations and enriching the corpus.

In previous work (Chierici and Habash, 2023;
Chierici, 2023), we addressed a key challenge in
TOIA development — the daunting task of cre-
ating extensive video-anchored question-answer
(q-a) pair databases without overwhelming the
avatar maker, improving upon Chierici et al. (2020).
We introduced Question Suggester (QS), a GPT-
3-based intelligent service designed to alleviate
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this problem by dynamically suggesting relevant
follow-up questions based on the existing conver-
sation history, significantly reducing the effort re-
quired to populate the video database and enhanc-
ing user experience.

2.3 Evaluation

We acknowledge that evaluating dialogue systems
is a complex task, as traditional metrics often fail to
correlate with human judgment, which itself is chal-
lenging to quantify (Li et al., 2019). The corpus we
present addresses some gaps highlighted in Chierici
and Habash (2021), where we performed a human
evaluation study with a fictional TOIA interface
and Amazon Mechanical Turk raters. We deployed
the open-source software described in Chierici et al.
(2021), with updates to the dialogue systems mod-
ule and user interface, and built datasets using
real TOIA-interactions. Participants were tasked
with getting to know the avatar creator within a
10-minute interaction, evaluating each response as
they interacted with the tool.

3 Data Acquisition and Annotation

Our work resulted in collecting and annotating di-
alogue data comprising 2.2 million words. This
effort was part of a large user study involving 90
individuals, some who built the avatars, and oth-
ers evaluated their interaction quality, along with
testing and evaluating a few software features and
related research questions discussed in (Chierici
and Habash, 2023). Ethical considerations were up-
held as our institution’s Institutional Review Board
approved the experiments, and participants con-
sented to release data transcriptions, annotations,
and video recordings for research purposes only. In
both parts of the study, participants were university
students recruited via an online form that included
informed consent and details about the study. In the
first part, 26 individuals aged 18-24 participated,
with 14 females and various international prove-
nance. They are fluent in English and major in
various fields, mostly science. In the second part,
64 people participated. They were mostly between
the ages of 18-23, and 35 were female. All are also
fluent in English, though 80% consider it their sec-
ond language. The majority were science majors,
and a subset of 16 had participated in the previous
part of the study. To clarify how data is collected,
we describe the user interface used in the extensive
user study that generated the corpora.
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3.1 User Interface

The user interface (UI) components are: (see Fig. 1)

1. User Account (Fig. 1 (a)): This is the initial
page that users see after creating an account. It
displays a button to create new videos, suggested
questions for creating new videos, and videos pre-
viously recorded by the user.

2. Recorder (Fig. 1 (b)): This page is accessed
by clicking on the buttons to add a new video or edit
a previously recorded video or a suggested question
in the User Account page. This is where users
can create new videos by typing a question and
hitting the record button. The system automatically
transcribes what the user says, and the user can edit
the transcriptions before saving the video. Once a
video is saved, the user interface shows a pop-up
menu (Fig. 1 (¢)) with the command for creating a
new video and follow-up question suggestions.

3. Player (Fig. 1 (d)): Here, users can in-
teract with previously recorded videos of public
TOIA avatars . The player interface comprises a
video looping different ‘filler’ videos—clips with-
out audio, where the TOIA avatar does not speak.
Users can click on suggested questions displayed
on the right side of the video, triggering an imme-
diate response from the TOIA avatar . We call this
interaction type ‘CARD’ in our later data descrip-
tion. Users can also ask questions verbally using
a voice input button, and they are then transcribed
and matched to appropriate responses. There’s a
button to interact with the TOIA avatar by voice
(marked as ‘“VOICE’ in the data), and below that
button, a text input field allows users to type in
their questions, which are then matched to the most
relevant pre-recorded response (interaction labeled
as “TYPE’ in the data). These interaction modes of-
fer flexibility in how users engage with the avatars,
catering to different preferences and contexts. <

3.2 Creating Avatars

The first step of our user study focused on evalu-
ating the methodology for creating avatars, using
both qualitative and quantitative approaches. A
key aspect of this evaluation was examining the
impact of different question generation methods
(for a more detailed discussion of this, we refer
readers to the publication presenting the user expe-
rience study, Chierici and Habash (2023)). Metrics
include the efficiency of avatar creation, the quality



Hey Jane
Create Your Async-Avatar

uuuuuuu

Async-Avatar Recorder

Save

Upload

My name is Jane Doe

Question:

Whatis your name?

(b) Recorder Page

(c) QS Pop-up

Jane Doe

(d) Player Page

Figure 1: User Interface (UI) designs. These are similar to what we used when collecting data, though the actual
Ul has since evolved. (a) is the user account page showing the QS in white backgrounds and previously recorded
questions (and videos) shaded in blue; (b) is the recorder page; (c) shows suggestions appearing in a pop-up window
once the user completes a recording on the Recorder page; and (d) is the player page.

of suggested questions, and the influence of the cre-
ator’s personality traits on user acceptability and
interface interaction. Three experimental condi-
tions were examined when creating TOIA avatars’
KBs: 1) GPT-3-based question suggestions (GPT-
3 QS), 2) human-curated questions (Human-QS),
and 3) a no-suggestion, brainstorming condition
(QS-off). As aresult, 26 avatars were crafted: 10
through GPT-3 QS, 8 via Human-QS, and 8 using
the QS-off approach.

3.3 Avatar Interaction

In the second step of the user study, to investigate
key interaction metrics, including the minimum
number of videos needed for a satisfying experi-
ence, variants of the original 26 avatars were cre-
ated. These variants were based on three condi-
tions concerning video count (first 30, first 60, or
all recorded videos) and two filler videos (attentive
or inattentive) types. Thus, each original avatar
spawned 6 distinct interaction variants, leading to
156 unique avatars. We aimed to collect at least
two evaluations for robust statistical analysis for
each, totaling 312 unique dialogue interactions (to
satisfy some experimental constraints and replace

participants who withdrew, we ended up with 317
dialogues in total).

3.4 Single-turn Answer Retrieval

We employ the GPT-3 model family from Ope-
nAl for the retrieval task, specifically geared for
semantic similarity-based text search (Neelakantan
et al., 2022).! This choice was informed by the
model’s superior performance tested on the Mar-
garita Dialogue Corpus (Chierici et al., 2020). In
our setup, g-a pairs are documents and converted
into 1024-dimensional vector embeddings using
the ‘text-search-ada-doc-001" model. Incoming
user queries are similarly transformed into 1024-
dimensional vector embeddings through the ‘text-
search-ada-query-001’ model. The Dialogue Man-
ager (DM) suggests an answer when the cosine
similarity between the query and document vectors
exceeds a threshold of 0.29. If the similarity falls
below this cutoff, the DM defaults to a predeter-
mined set of videos intended for situations where
no appropriate answer exists, such as “I haven’t
recorded an answer for that question.” Our dia-

'For implementation guidelines, see https://beta.
openai.com/docs/guides/embeddings.
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logue data set also reports the similarity measure
for each answer played out as a response to the
interactors’ questions.

3.5 Annotations

How well does this answer fit with your question or the conversation you're having
with the avatar?

Clearly not a good match

Figure 2: On the Player interface, a pop-up appears
after every answer is played. The interactor has to rate
the answer before going ahead with asking the next
question.

We have three kinds of annotations. First, the
Knowledge Base (KB) of each avatar who linked
a question with an answer. Second, we collect the
questions the automated and human QS suggested
and mark them as selected or rejected by the avatar
maker when creating their video recordings. Third,
we have 64 human subjects who conversed with
an avatar variant for a minimum of 10 minutes.
We employed a 5-point rating scale, triggered by
a pop-up after each video-based answer, to collect
user assessments (Figure 2). Participants interacted
with at least four different avatars (barring a few ex-
ceptions, who interacted with eight and one person
just with one avatar).

Key conditions for the experimental design in-
clude:

e Each avatar variant received evaluations from
at least two different participants.

* Participants never interacted with the same
avatar more than once.

¢ Variants with different numbers of videos re-
quire separate evaluations.

* Filler video types were not considered sepa-
rate conditions, allowing for collective evalua-
tions.

* Interaction methods were flexible: partici-
pants could ask questions through text, voice,
or preset options shown on the right of the
player page by clicking on them (Fig 1d (d)).

4 Data Description and Exploration

Data for this study is accessible on NYUAD
CAMeL Lab’s Resource page.” We present the

2http://resources.camel—lab.com/

summary statistics of the two main language re-
sources, ‘Knowledge Base’ and ‘Dialogues’, in
Tables 1 and 2. We then discuss the agreement be-
tween annotations, a baseline retrieval evaluation,
and a qualitative assessment of the topics covered
in the corpora.

4.1 Avatar Knowledge Bases

In the first part of the human subject study (Ta-
ble 1), the data generated encompasses 26 distinct
avatars, each with a unique set of q-a pairs and
dialogues. The data is structured into three cohorts:
GPT-3-QS, Human-QS, and QS-Off, providing us
with a rich platform to compare avatar behavior
and performance across different conditions. The
choice to create 26 distinct avatars was made to
balance depth and breadth in our corpus. This num-
ber allows for a diverse range of personalities and
interaction styles while remaining manageable for
detailed analysis and within budget and time con-
straints. The distribution across different question
suggestion methods (10 GPT-3 QS, 8 Human-QS,
and 8 QS-off) enables comparative studies on the
effectiveness of these approaches in creating en-
gaging and comprehensive avatar knowledge bases.
Here, we describe general insights and patterns
observed across the three cohorts.

The corpus comprises 3,548 g-a pairs across all
26 subjects, with an average of 136.5 per subject.
The data set encompasses 606,458 words, with
an average of 43.1 words per question and longer
answers (127.9 words on average).

The ’answer’ category is overwhelmingly preva-
lent, constituting 2,407 of the q-a pairs—averaging
about 92.6 per subject. This dominance under-
scores the avatars’ primary role: to deliver informa-
tive and substantive responses. The Human-QS co-
hort exhibits the highest word count per answer, in-
dicative of more elaborate and nuanced responses.

The Human-QS cohort answers are the longest,
followed closely by those of the QS-Off cohort.
Categories like ’exit,” ’greeting,” 'no-answer,” and
y/n-answer’ are relatively (and obviously) rare
across all cohorts. However, they exhibit diver-
sity in terms of average word count. These cate-
gories might be infrequent but serve specific roles
within the dialogic interaction and should not be
overlooked.

4.2 Dialogues

Dialogues offer a more dynamic measure of con-
versational capabilities and limitations, allowing
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By video-type
Total \answer exit filler greeting no-answer y/m-answer

All (N=26 Subjects)

# q-a pairs 3,548 2,407 47 696 49 157 192
(Avg./subject) 136.5 92.6 1.8 26.8 1.9 6.0 7.4
# words 606,458 | 536,318 2,600 43,784 1,645 12,560 9,551
Avg. # words/question 43.1 40.1 314 59.3 22.8 32.7 38.2
Avg. # words/answer 127.9 182.8 23.9 3.6 10.7 47.3 11.5
GPT-3-0S Cohort (N=10 Subjects)

# q-a pairs 1,538 1,067 20 284 18 70 79
(Avg./subject) 153.8 106.7 2.0 28.4 1.8 7.0 7.9
# words 251,522 | 223,504 1,127 17,518 561 4,815 3,997
Avg. # words/question 43.0 40.9 31.2 58.8 22.9 28.7 35.9
Avg. # words/answer 120.5 168.6 25.2 2.9 8.3 40.1 14.7
Human-QS Cohort (N=8 Subjects)

# q-a pairs 1,094 791 12 198 16 41 36
(Avg./subject) 136.8 98.9 1.5 24.8 2.0 5.1 4.5
# words 218,935 | 197,552 739 13,555 641 4,269 2,179
Avg. # words/question 45.2 41.0 36.5 64.2 25.3 41.0 50.9
Avg. # words/answer 154.9 208.8 25.1 4.3 14.8 63.1 9.6
0S-0ff Cohort (N=8 Subjects)

# q-a pairs 916 549 15 214 15 46 77
(Avg./subject) 114.5 68.6 1.9 26.8 1.9 5.8 9.6
# words 136,001 | 115,262 734 12,711 443 3,476 3,375
Avg. # words/question 40.5 37.1 27.7 554 20.1 31.3 34.7
Avg. # words/answer 108.0 172.8 21.2 4.0 94 44.2 9.2

Table 1: Summary statistics on the data sets collected in the user study on the avatar creation. Statistics for the
various TOIA avatars ° knowledge bases are also shown for each video type and by the experimental condition
cohort (Question Suggester powered by GPT-3, by a human, and switched off).

By Interaction Type

Tot CARD SEARCH VOICE
# dialogues 317
# -a pairs 9,684 2,955 2,579 4,150
# no-answers 792 17 182 593
(in %) 8.2% 0.6% 7.1% 14.3%
# words 1,602,582 | 581,826 426,964 593,792
Avg. # turns/dialogue 30.5 9.3 8.1 13.1
Avg. # words/question 32.5 38.8 31.9 28.3
Avg. # words/answer 133.0 158.1 133.7 114.8

Table 2: Summary statistics on the dialogues collected from the interaction user study’s chat logs. Statistics are also
shown for each type of interaction with the player interface (CARD, SEARCH, VOICE).

Mode # % Mean StDev Min 25% 50% 75% Max
CARD 2,851 313 4.6 0.9 1.0 50 5.0 5.0 5.0
SEARCH 2459 270 3.9 1.6 1.0 3.0 5.0 5.0 5.0
VOICE 3,790 417 35 1.6 1.0 20 4.0 5.0 5.0
Total 9,100 100.0 4.0 1.5 1.0 3.0 5.0 5.0 5.0

Table 3: Distribution of interactors’ ratings by mode of interaction from the conversation log data of our TOIA.
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for deeper understanding beyond individual, single-
turn questions and answers. The data on dialogues
is grouped into two key tables: Table 2 captures
metrics by interaction type, while Table 3 focuses
on annotations results (retrieval ratings) by mode.

The data set encompasses 317 dialogues, unfold-
ing over 9,684 g-a pairs. These pairs are distributed
across CARD (2,955), SEARCH (2,579), and
VOICE (4,150) interactions. The 'No-Answers’
account for 792 pairs or 8.2% of the total inter-
actions. The dialogues encompass just over 1.6
million words, with an average of 30.5 turns per
dialogue, 32.5 words per question, and 133 words
per answer. The average of 30.5 turns per dialogue
implies that the conversations are not just transac-
tional but likely complex and multilayered.

VOICE-based interactions comprise the bulk of
the dataset with the highest number of g-a pairs
and a 14.3% ’No-Answers’ rate. This suggests
that voice interactions are frequent and more sus-
ceptible to information gaps or misunderstandings.
The exceptionally low ’No-Answers’ rate in CARD
interactions (0.6%) is a consequence of the more
scripted or straightforward engagement due to a
deterministic retrieval (it is not 100% determinis-
tic because the suggested cards are retrieved using
prompting GPT-3 text completion and not always
the underlying questions are reproduced verbatim).

CARD interactions have the highest average
words per answer at 158.1, indicating a propensity
for asking questions with more detailed responses
in this particular mode of interaction —perhaps these
are less trivial or less mundane questions that users
wouldn’t ask if they didn’t see the suggestion on
the card.

Looking at Table 3, the mean rating stands at
4.0 across all interactions with a standard deviation
of 1.5. The scores range from a minimum of 1.0
to a maximum of 5.0. While VOICE accounts for
41.7% of all interactions, it has the lowest mean
score of 3.5 and the same standard deviation as
SEARCH. This follows from VOICE being the in-
teraction that mostly depends on answer retrieval
algorithms to provide answers. In contrast, CARD
interactions have the highest mean score of 4.6 and
a low standard deviation of 0.9. SEARCH interac-
tions yield a mean of 3.9 and a slightly higher stan-
dard deviation, indicating a middle ground between
VOICE and CARD. A mean score of 4.0 suggests
that while the system performs reasonably well,
raters may be particularly generous, and there re-
mains scope for targeted improvements. Given the

Coefficient Value (C.1.) p-value

Gwet’s AC1 0.82 (0.64, 1.00) 1.66 x 10713
Fleiss Kappa 0.79 (0.61,0.97)1.85 x 10713
Brennan-Prediger 0.81 (0.63, 1.00) 8.35 x 10714

Conger’s kappa 0.76 (0.57,0.94)6.26 x 10712

Table 4: Inter-annotator agreement computed using co-
efficients of agreement that are all relevant in our scenar-
ios where we have multiple raters using ordinal ratings.

high volume but variable quality, the VOICE cat-
egory could benefit from refined natural language
understanding algorithms to reduce *'No-Answers’
and improve consistency.

4.3 Retrieval Evaluation Results

The interaction experiment yielded a total of 9,100
g-a pairs, with the summary statistics and answer
ratings across different interaction modalities pre-
sented in Table 3. The data show that the voice
modality was the most frequently utilized method
of interaction, accounting for 41.6% of the cases.
This was followed by clicking on suggested ques-
tions (31.3%) and typing (27.0%). However, fre-
quency of use does not necessarily indicate user
preference. Collectively, quicker interaction modal-
ities like clicking and typing were used more often,
comprising 58.4% of the interactions.

Anomalies in the CARD mode were observed
despite its deterministic nature. Although it gar-
nered the highest average rating, some users still
rated answers poorly. Closer observation revealed
that misclicks and inattentiveness during ratings
were the primary causes of these anomalies. The
SEARCH mode revealed similar variability in
user ratings, echoing the patterns observed in the
VOICE mode. Due to limitations in our log data,
we restricted our analysis to the SR@1 perfor-
mance in VOICE interactions. Qualitative insights
suggest that participants often switched between
the three modalities during a conversation, primar-
ily initiating voice interactions.

We measured retrieval success with Success
Rate@1 (SR@1) based on two scenarios: including
neutral ratings (3, 4, and 5), which resulted in an
SR@1 of 68.2%, and only considering high ratings
(4 and 5), which yielded an SR@1 of 54.5%.

4.4 TOIA Interaction Rater Agreement

Inter-rater agreement was assessed on a small sam-
ple and is reported in Table 4. To identify equal
instances rated by multiple interactors, paraphrased
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[Theme (Short Name) & Sample Question

Opinion and personal beliefs (Opinion)

Do you believe in second chances?

Reflection, Self-Awareness, Goals (Reflection)

If you were to die this evening with no opportunity to com-
municate with...

Student Life, Major, Education (Education)

What are you studying right now?

Food (Food) What is your favorite dish at Circle Cafe?
Preferences, Interests, and Lifestyle (Lifestyle)

What is the most crucial element in a balanced life?

Cities, Countries and Travel (Travel)

Are you interested in traveling to Australia?

Music (Music)

Can you recommend some songs you like?

Books, Movies, TV (Media)

What was the last tv series you binge watched?

Personal experiences, opinions, and advice

(Advice) When was your first kiss?

Name, Age, Birthplace, Location (Identity)

How old are you?

Family (Family) What is your family like?

Hobbies, Pastimes (Hobbies)

What’s your favorite way to spend a day off?

Animals (Animals) If you could have an animal sidekick,
what would it be and why?

Abu Dhabi (AbuDhabi) How is living in Abu Dhabi?
Sports (Sports) Are you involved in sports?

Job, Career Aspirations, Plans After Graduation (Ca-
reer) What do you want to do after graduation?
People Qualities and Characteristics (Traits)
What do you value in people?

Greetings (Greetings) Hello!

Missing Home (Home) Do you miss home?
Time (Time) What time do you...
Miscellaneous, Trivia (Trivia)

\Morgan supporting in the World Cup...
Language (Language)

How many languages do you speak?

Table 5: Summary of the topic clustering for questions
asked by voice.

questions were grouped using cosine similarity of
their sentence embeddings and checked manually
to identify groups of the same question asked. A
heuristically inspected threshold of 0.87 +/- 0.003
was used to cluster similar questions, leaving us
with 86 comparable instances.

We computed four coefficients, namely Gwet’s
AC1, Fleiss Kappa, Brennan-Prediger, and Con-
ger’s kappa, to measure the agreement level. All co-
efficients indicated significant levels of agreement
(see Table 4 for numerical results and p-values).

Lastly, we observed a correlation coefficient 0.44
(p-value: 1.03 x 10~ 1%3) between the retrieval re-
sults and the interactors’ ratings. This stronger
correlation compared with the work of (Chierici
and Habash, 2021) underscores a higher agreement
between the retrieved responses and human opin-
ions in our setup.

Topic Vs. Data Set

Opinion

Reflection 10.32%

Education 10.08%
Food
Lifestyle
Travel
Music
Media
Advice
Identity
Family
Hobbies
Animals

Abu Dhabi

Sports

Career
Traits
Greetings
Home
Time

Trivia -

Language -

Figure 3: Heatmap of Topic Groups vs. Corpus Sub-
set: The heatmap visualizes the distribution of questions
across various topic groups ("Topic") and a subset of
the HelloThere Corpus ("Data Set")—Auvatars (the KBs
of the recorded avatars), and (dialogue interactions by)
CARD, SEARCH, and VOICE. The color intensity rep-
resents the proportion of questions, with brighter shades
indicating higher proportions. Topics are ordered by
higher coverage in the avatars’ KBs.

4.5 What do People Ask?

We carried out topic clustering by leveraging
the embeddings generated from GPT-3.5 Turbo.
Specifically, we utilized the k-means clustering al-
gorithm to group similar questions and tune the
number of clusters until we identified recurring
themes and could group them together sensibly.
While we acknowledge this is a subjective label-
ing process, the clustering helped identify com-
mon themes across the avatars’ KBs and the dia-
logues, providing insights into the types of ques-
tions present in the corpus. We describe the topics
in Table 5 and map their occurrence in the corpus
in Figure 3. The heatmap visualization allows us
to identify and quantify the prevalence of differ-
ent topic clusters across the corpus subsets. The
color intensity represents the proportion of ques-
tions in each topic-subset combination, offering an
intuitive view of user interests and avatar knowl-
edge distribution. This visualization helps identify
potential gaps in avatar knowledge bases (Avarars
on the X-Axis) and areas of high user engagement,
informing future improvements in TOIA system
design.

The heatmap presents several key observations
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about how different topics fare across the Hel-
loThere Corpus subsets. For instance, ‘Identity’
and ’Advice’ are standout topics in the dialogues.
The ‘Lifestyle’ topic is the most common in the
VOICE channel, suggesting a focus on personal
and day-to-day queries in voice-based (free-form)
interactions. Interestingly, ’Education’ and ‘Re-
flection’ topics are pretty evenly distributed across
all modalities but VOICE and the avatars’ KBs,
signifying their universal appeal to users. Contrar-
ily, the localized topic of ‘Abu Dhabi’ seems less
prevalent than in previous sub-sets. Some topics,
such as ‘Home’ and ‘Time, lag in user engage-
ment across all sets. Furthermore, a newly added
“Trivia’ category shows particular traction in the
VOICE channel, hinting at various questions that
don’t necessarily slot into the existing categories.
Lastly, it’s worth noting that there are visible data
gaps in topics like ‘Opinion’ and ‘Traits,” which
appear exclusively in the Avatars channel. This
could signify a lack of user engagement for these
topics in the dialogues.

5 Conclusion and Further Work

In this paper, we presented the HelloThere corpus,
which includes two main categories of datasets:
26 single-turn knowledge bases and multi-turn di-
alogue corpora featuring annotated chat logs. To
ensure consistency, we have standardized our ter-
minology throughout, using “q-a pairs” to refer
to question-answer pairs in the knowledge bases
and dialogues. All g-a pairs are rated by Human
interactors and benchmarked for answer retrieval.

The HelloThere Corpus offers a multifaceted re-
source for the SIGDial community. It is beneficial
for benchmarking conversational agents, studying
user behavior, and conducting multimodal analysis.
It allows for focused studies on dialogue complex-
ity, retrieval failures, and localized or general user
interests, providing a comprehensive foundation
for future research in natural language interactions.

The key future directions we plan to work on
include: (a) expanding the corpus with more data
to support diverse research applications; (b) refin-
ing models to enhance answer retrieval efficiency
and engagement in multi-turn dialogues; and (c)
providing and evaluating model performance under
multilingual conditions.
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Abstract

Active participation in a conversation is key to
building common ground, since understanding
is jointly tailored by producers and recipients.
Overhearers are deprived of the privilege of per-
forming grounding acts and can only conjecture
about intended meanings. Still, data generation
and annotation, modelling, training and evalua-
tion of NLP dialogue models place reliance on
the overhearing paradigm. How much of the
underlying grounding processes are thereby for-
feited? As we show, there is evidence pointing
to the impossibility of properly modelling hu-
man meta-communicative acts with data-driven
learning models. In this paper, we discuss this
issue and provide a preliminary analysis on
the variability of human decisions for request-
ing clarification. Most importantly, we wish to
bring this topic back to the community’s table,
encouraging discussion on the consequences of
having models designed to only “listen in”.

1 Is Grounding ‘“‘Supervisable”?

“What are you looking at?”” asked Bob. “Magpies
are building a nest outside!” Alice replied. If you
were Bob, how would you continue that conversa-
tion? He could for instance say “Awesome!” or “I
saw that”. Whatever you say, it will probably differ
from how he continued: “Building what?”’. The
decision to request clarification depends on mutual
understanding, which is contingent on e.g. the cur-
rent situation, the familiarity between interlocutors
and the previous utterances. Or, more formally,
it depends on the clarification potential of these
utterances (Ginzburg, 2012) and how they are as-
similated into their common ground (Clark, 1996).

The one-to-many property of dialogue continu-
ations is well-known in NLP (Zhao et al., 2017;
Yeh et al., 2021; Towle and Zhou, 2022; Liu et al.,
2023). There is a combinatorial explosion of possi-
bilities for any interaction (Bates and Ayuso, 1991;
Dingemanse and Enfield, 2023), and individual

@ thereis amaple tree to the left, fairy big with an owl in the
@ upper left and a cat on the bottom left of the frame

which way is owl and cat looking :

tree hole facing which direction? g
how big are cat and owi? @

E what size is the cat? maple treeis @
‘ on the bottom or to the horizon? 4™

Figure 1: Variability of clarification requests produced
by three overhearers in comparison to the original one,
in an instance of the instruction-following CoDraw dia-
logue game (CC BY-NC 4.0), with cliparts from Zitnick
and Parikh (2013).

human behaviour may vary at each point. This vari-
ability is hard to measure, since arguably no two
people will ever be in the exact same situation with
the same conversation history to react to (Yeomans
et al., 2023).

Still, the prevailing end-to-end deep learning
methods commonly rely on supervised learning
(SL) from a sample of human behaviour instantiat-
ing the reaction of a single human at each observed
context. Besides the issue of multiplicity of valid
continuations, this paradigm faces another concep-
tual contention: dialogue models are trained to
react upon a conversational history produced by
someone else. In other words, they act as overhear-
ers! of a dialogue in which they did not participate.

The suitability of data-driven methods and fixed
corpora for modelling strategies and conversational
grounding phenomena like Clarification Requests
(CR) has been questioned (Schatzmann et al., 2005;
Benotti and Blackburn, 2021b). Static datasets of
human observations have empirically failed to pro-
vide enough information to define a human-like CR
policy (Testoni and Ferndndez, 2024; Madureira
and Schlangen, 2024). Moreover, chat-optimised

'We will use this term to also mean reading or seeing signs.
Also called observers by Georgila et al. (2020).
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LLMs mostly do not engage in grounding acts and,
when they do, it does not fully align with human
behaviour (Kuhn et al., 2022; Deng et al., 2023;
Shaikh et al., 2023). The latter is not necessarily a
problem: one can use other effective methods when
it comes to building applications. But the first is:
grounding is essential for human communication,
and lack of it can lead to undesired breakdowns
(Benotti and Blackburn, 2021a).

Since modelling human dialogue strategies and
the use of meta-communivative acts remains an
unsolved problem, we hereby wish to re-open the
discussion on the consequences of overhearing, fo-
cusing on two grounding devices: backchannels
and interactive repair (Fusaroli et al., 2017).

2 Overhearers in a Conversation

As Clark (1996) defined it, in addition to speak-
ers and addressees,” a conversation can have side-
participants, who are part of it but at a given mo-
ment are neither of the those two, and overhearers,
who are spectators without any rights or responsibil-
ities, e.g. a silent audience or a minute-taker who
lacks the opportunity to interfere (Peters, 2010).
They are further divided into bystanders, if one is
aware of their presence, or eavesdroppers, who lis-
ten secretly (or at a later time). There is evidence
that the very process of understanding differs be-
tween addressees and overhearers: while interlocu-
tors actively construct mutual understanding with
each other, overhearers only passively consume the
product of that process (Schober and Clark, 1989).

Speakers can design their utterances while tak-
ing different attitudes towards overhearers when
they are aware of their presence (Clark, 1992; Liu
et al., 2016), but covert overhearers are not ac-
knowledged at all in the conversation, and can only
conjecture about the intended meanings (Clark,
1992). Although the grounding acts they witness,
like backchannels, and the availability of multiple
perspectives may indeed aid their comprehension
(Tolins and Fox Tree, 2016; Tree and Mayer, 2008),
the original interaction was opportunistically pro-
duced to be understood against the original partici-
pants’ common ground (Schober and Clark, 1989).

In their corpus analysis of common ground in
multi-party interactions, Eshghi and Healey (2007)
showed evidence that overhearers reach lower lev-
els of understanding than ratified side participants,
who in their turn are not very different from di-

20Or producers and recipients.

rect addressees, in what they call collective states
of understanding. Related to that, Georgila et al.
(2020) showed that observers and participants per-
ceive interactions differently and the experiments
by Fox Tree (1999) provided evidence that over-
hearers can more easily comprehend instructions
while listening to dialogues than to monologues.
Clark (1992) even argued that most psycholinguis-
tic subjects are actually overhearers, so theories of
language processing may actually be theories of
overhearing, due to their lack of interactivity.

Separating addressees from side participants and
accommodating overhearers are salient problems
in research on multi-party dialogue (Jovanovic
and op den Akker, 2004; Ginzburg and Fernan-
dez, 2005; Traum et al., 2018; Parisse et al., 2022;
Ganesh et al., 2023).

3 Are NLP Models Only Listening In?

More than a decade ago, Rieser and Lemon (2011)
already discussed the limitations of using super-
vised approaches for learning dialogue strategies.
They flagged up three concerns: textual data does
not contain the underlying uncertainty measures,
instances are treated as local point-wise estimates
(instead of the sequences they really are) and ex-
ploration of novel strategies is not possible, since
the model has access only to the outcomes of the
chosen dialogue trajectory originally perpetrated
by the humans. This reflects the (offline) over-
hearering paradigm: a person or agent interpreting
a pre-existing conversation and deciding what to
do if they were in the original participants’ shoes.
In NLP, this paradigm is widely used in various
modelling steps. Let us look closer at four main
practices, which may have cascaded effects.

Data Collection Given the extra cost of coor-
dinating the presence of more than one subject
for generating dialogical data, especially in crowd-
sourcing campaigns, many strategies have been
proposed to bypass that with overhearing. For
instance, this happens when the data collection
procedure is framed as a dialogue continuation
task (Frommherz and Zarcone, 2021). To name
a few related to grounding, we have Zhou et al.
(2022) who extracted dialogue contexts from ex-
isting datasets and presented them in a two-stage
approach for some workers to generate common
ground inferences and, separately, others generated
a continuation as a response. Variations of over-
hearing manifest in techniques to generate CRs or
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their responses (Aliannejadi et al., 2021; Gao et al.,
2022; Addlesee and Eshghi, 2024) and are even
embedded in data collection tools that allow dia-
logues to be constructed without persistent workers
(Cascante-Bonilla et al., 2019).

Annotation and Analysis Corpus studies of in-
teractive linguistic use can only be performed from
an overhearer perspective, without full evidence of
what participants intended and understood or the
reasons for their decisions (Brennan, 2000; Bren-
nan et al., 2005). This is particularly challenging
for research on common ground. For instance, Ro-
driguez and Schlangen (2004) and Schléder and
Fernandez (2015) were confronted with the limi-
tations of overhearers having only indirect access
to the intentions of interlocutors when annotating
CRs, partly remediating that by making a long
dialogue context available. Niekrasz and Moore
(2010) annotated references to conversation partici-
pants, joint actions that also serve to build common
ground, emphasising that annotators were overhear-
ers instructed to judge the speaker’s intended pur-
pose. Other annotations of grounding acts and
common ground states had to rely on overhearers
(Markowska et al., 2023; Zhang et al., 2023; Mo-
hapatra et al., 2024).

Modelling Prototypical data-driven models
trained with supervised learning to process
dialogue, and possibly continue it, can, by design,
be regarded as overhearers. This fact was made
clear, for instance, in the CR model by Schlangen
(2004). Traum (2017) differentiated between the
perspective of an observer in dialogue modelling
and of a participant in dialogue management,
stating that the main difference lies in the
decision-making process of the latter, although
some specific applications also exist for the first.

Evaluation In human evaluation, overhearer ex-
periments (Whittaker and Walker, 2005) are very
common, even though it limits the judgements
and measurements to user’s perceptions of the dia-
logue (rather than the actual behaviour) (Whittaker
and Walker, 2005; Foster and White, 2005; Moore,
2011) and restricts assessment of metrics like ef-
fectiveness and efficiency (Paksima et al., 2009).
It has historically been a ubiquitous approach due
to advantages like having control on one aspect
of the evaluation while avoiding navigational and
timing aspects of real interactions (Villalba et al.,
2017), avoiding interference from ASR and other

technical problems (Bubf et al., 2010), allowing the
collection of feedback about alternative system re-
sponses (Walker et al., 2004) and avoiding natural
language interpretation problems (Wirnestal et al.,
2007). Demberg et al. (2011) contrasted text over-
hearers with speech overhearers, pointing out that
reading dialogues is artificially simplified, since
participants can go back to difficult portions and
choose the pace, and the two setups may also im-
pact how evaluators rate the system. The available
context may also have to be adjusted (Spanger et al.,
2010). Cercas Curry and Rieser (2019) explicitly
addressed the limitations of evaluation by overhear-
ing and advocated for interaction with users. For a
recent overview of works that use similar forms of
static evaluation, see (Finch and Choi, 2020).

As we have seen, the overhearing paradigm
(fairly silently) permeates fundamental phases of
dialogue modelling. The choice of this paradigm
used to be a salient concept, with authors showing
awareness of its limitations when it was employed.
Kousidis and Schlangen (2015) even modelled a rat-
ified side participant and had evaluators “overhear
the overhearer”. In recent publications, however,
it is often taken for granted, as if it was the only
natural way to go. What can be the consequences
when it comes to cognitive models of conversa-
tional grounding?

4 Variability in Human Grounding Acts

As humans speak, they can provide positive and
negative evidence of mutual understanding (Clark
and Brennan, 1991; Roque and Traum, 2008), but
modelling their timing and decision-making is chal-
lenging. Traum (2017) claimed that “it can be very
difficult to efficiently capture regularities in behav-
ioral patterns that lead to similar, but not identical
structures”. In connection to that, people may take
various paths in similar conversational situations
(Bates and Ayuso, 1991). It is thus an open ques-
tion how far data-driven supervised learning can
get given the inherent variability of explicit (not to
mention the latent) collateral signs of grounding.

Backchannels, a positive evidence of grounding,
were demonstrated to involve individual variability,
and even idiosyncrasy, possibly due to personality,
gender or randomness (Huang and Gratch, 2012;
Blomsma et al., 2024). Although those works
showed some regularity in their timing, the SotA
for the backchannel prediction task is not very high
(.66 weighted F1) (Liermann et al., 2023).
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Figure 2: Variability in the decision of when to request clarification, comparing the decision of the original player
with those of three overhearer annotators over 90 instances (horizontal axis) of the CoDraw game. Each cell is a
data point and columns correspond to decisions on the same instance.

Findings on the variability of human decisions to
initiate a CR, a negative sign of grounding, are still
sparse. Stoyanchev et al. (2013) measured an abso-
lute agreement of 39% among three annotators for
scripted dialogues with missing ASR information.
As another reference, Shaikh et al. (2023) reported
a Cohen’s k of 48.45 for clarification in emotional
support conversations, which, they claimed, may
even be inflated. The task of deciding when to
request clarification in collaborative instruction fol-
lowing is under active investigation, but models’
performance is still suboptimal (Shi et al., 2022;
Li et al., 2023; Madureira and Schlangen, 2023;
Mohanty et al., 2023). Recent works on the multi-
modal CoDraw dialogue game (Kim et al., 2019)
argued that this may be due to the variability in
human decisions and the limitations of using su-
pervised learning (Testoni and Fernandez, 2024;
Madureira and Schlangen, 2024).

5 A Brief Analysis of Regularity in CRs

In CoDraw, an instruction follower receives instruc-
tions to reconstruct a scene using cliparts (as in
Figure 1). Only the instruction giver sees the target
scene. Madureira and Schlangen (2023) identified
all CRs (around 11% of the instruction follower’s
utterances) and defined the task of deciding when
to request clarification, where models reached only
up to .41 binary F1. What is missing as evidence
for the claim that data-driven models cannot fully
succeed in learning a “when policy” from human
data is the actual human performance on this NLP
task, i.e. what overhearers predict.

For an initial analysis, we collected a conve-
nience sample with three annotators performing a
similar task as the trained models: given a dialogue
history and the current state of the reconstructed
scene, decide which actions to take and, if needed,
request clarification (details in Appendix). We ran-
domly selected a sample with 90 instances; in half
of them, the original player had produced a CR.

The average binary F1 of overhearers with re-
spect to the original decision was .51, not much

above what SotA models achieve. But the propor-
tion of CRs widely ranged from 36 to 85%. Among
the three annotators, the Krippendorff’s o was 0.10
and the mean pairwise Cohen’s x was 0.18. That is
already low, but if we consider the original decision
as a fourth annotator, measures are even lower: «
was 0.02 and « was 0.06. This indicates that there
was slightly more agreement among overhearers
than among addresses and overhearers, but in gen-
eral there was little agreement on deciding when a
CR should be realised. Figure 2 presents the main
binary decision (whether to request clarification or
not) for each of the 90 annotation instances, serving
to provide a visual overview of such variability.

In terms of surface forms, the average BLEU
score was 0.11 (std= 0.10) using the original CR as
a source and the produced utterances as a reference.
The mean cosine similarity between the embedding
of the produced and the original CRs was 0.38,
0.29 and 0.36 for the three overhearers. Figure 1
shows an example of how diverse the produced
clarifications can be, both in form and in content,
even when all subjects made the same decision to
clarify at a given point.

These are preliminary insights from a pilot study.
Further standardised experiments with a larger sam-
ple must be conducted. Still, the results are al-
ready useful to strengthen the argument that, like
backchannelling, human CR decisions lack regular-
ity and overhearers have a much harder task trying
to interpret and act upon someone else’s ground-
ing acts. Decisions depend on how interlocutors
distribute grounding costs, as per the principle of
least collaborative effort (Clark and Brennan, 1991).
Besides, there might be adaptive behaviours that
models are not capturing (Dideriksen et al., 2023).

To continue this investigation, we propose dis-
tinguishing between the clarification potential
(Ginzburg, 2012; Benotti, 2009) and the clarifica-
tion need. The first is a larger set of possibilities for
clarification of a given utterance, while the latter
refers to the decision of whether and what to clarify
taken by a given individual operating with that ut-
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terance and identifying something worth clarifying.
Or, in other words, the clarification need, which
is in the agent, refers to what was asked among
all that could be asked. It is challenging to design
experiments that can capture the clarification need
among individuals, in particular due to the diffi-
culty in replicating a given dialogue context for
different subjects if they are not acting as overhear-
ers. A possible next step is to turn the CR decision
into an acceptability task, regarding it as a contrast.
For each instance, the annotator would see a set of
CRs. The actual CR observed in the data should
ideally be accepted, but possibly others too. If the
original CR falls into the empirical potential, there
should be a plausible need for it at that point. Such
experiment could also aim to measure uncertainty
at each turn.

6 Discussion

Mutual understanding is crafted by “interacting
minds” (Dingemanse et al., 2023). In dialogue,
“interlocutors share or synchronise aspects of their
private mental states and act together in the world”
(Brennan et al., 2010). On the other hand, we have
shown that the current NLP methodology mostly
limits us to learning how overhearers predict dis-
course representations without the actual joint de-
cision making facet, due to the way that data is
produced and annotated, the assumptions behind
training mechanisms and the evaluation protocols,
each adding a layer of overhearing.

What can be a better setup to learn human di-
alogue behaviour, realising it as a truly interac-
tive process? One needs to move on from one-off
supervised learning to sequential models that not
only understand dialogues but also participate in
them.? Reinforcement learning provides that fram-
ing with a fully accessible and explorable environ-
ment (Rieser and Lemon, 2011), but somewhat cir-
cularly requires a good simulation of an user or in-
terlocutor (Schatzmann et al., 2005; Georgila et al.,
2006; Li et al., 2020). Although LLMs can serve as
speaker simulators, so far they cannot fully model
all dialogue phenomena. Another possibility are
hybrid combinations of supervised and reinforce-
ment learning (Henderson et al., 2008), as well
as further improvements in techniques like RLHF,

3See (Min et al., 2022) for a related discussion on the
limitations of imitation learning and behaviour cloning for
embodied agents. See also (Ortega et al., 2021) for a discus-
sion on supervised learning and the sequential aspect of an
interaction.

PPO and DPO. But independently of the learning
regime, data-driven approaches, which rely on ex-
tracting latent patterns and regularities in a corpus,
stumble upon the individual variability of some di-
alogue phenomena, so that tasks may be ill-defined
in datasets. Besides, although transcribed dialogue
contain clues about the decision making during a
conversation, they provide only limited evidence of
what participants understood or intended, or their
internal states (Brennan et al., 2005), which are
pertinent for modelling some dialogue decisions
and meta-communicative acts.

Indeed, interfaces do not necessarily have to con-
form to human behaviour, as long as they can sus-
tain graceful interaction (Hayes, 1980). But from
a cognitive perspective, the current NLP resources
do not seem to satisfactorily meet our needs for
modelling grounding mechanisms. To study the
human mind, do we want cognitive models of how
meaning and common ground are constructed or
only of how they can be reverse engineered from
someone else’s interactions?

To conclude With this argumentative paper, we
wish to encourage more studies on the variability of
human grounding acts and its impact in modelling
human dialogue strategies. Besides, we advocate
making the overhearing paradigm explicit when-
ever it is used in future publications and discussing
how it can have influenced reported findings.
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A Appendix

Annotation Task The decisions from the over-
hearer perspective were performed by 3 annotators.
Two of them are student assistants employed in
our lab and one is a volunteer acquainted with the
first author. A simple GUI interface showed the
dialogue history (from 1 to 3 turns) up to the last
instruction giver instruction, the current state of the
reconstructed scene and the gallery of available cli-
parts. They could select up to 4 high level, discrete
actions (add, move, resize, flip, delete) and the cor-
responding cliparts from dropdown lists. Besides,
they could type a clarification request to continue
the dialogue if they wished (otherwise, the next ut-
terance field should be left blank). In future studies,
a full interface similar to the original game should
be used, i.e. giving the opportunity for cliparts to
be moved around and edited in the scene. Here, the
selection of actions was just used to enforce that the
overhearers reflected on the pertinent actions while
deciding whether to request clarification. Note that
the step of action taking makes annotators more
privileged than plain overhearers that just process
the dialogue, but it better approximates the decision
of the iCR-Action-Taker models in Madureira and
Schlangen (2024). In this case, they are overhear-
ers of the dialogue context, but try to minimally act
as a player doing the next step. The results work as
an upper bound for plain overhearers.

Additional Details The inter-annotator
agreement metrics were computed with nltk
using  chencherry.method3 for smooth-
ing. The sentence embeddings for the
CR utterances were computed with model
sentence-transformers/all-MinilM-L6-v2
from SentenceTransformers (Reimers and
Gurevych, 2019).
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Abstract

This study addresses the interaction chal-
lenges encountered by spoken dialogue systems
(SDSs) when engaging with users who exhibit
distinct conversational behaviors, particularly
minors, in scenarios where data are scarce. We
propose a novel data augmentation framework
to enhance SDS performance for user groups
with limited resources. Our approach lever-
ages a large language model (LLM) to extract
speaker styles and a pre-trained language model
(PLM) to simulate dialogue act history. This
method generates enriched and personalized di-
alogue data, facilitating improved interactions
with unique user demographics. Extensive ex-
periments validate the efficacy of our method-
ology, highlighting its potential to foster the
development of more adaptive and inclusive
dialogue systems.

1 Introduction

As an innovative technology at the forefront of
artificial intelligence and speech processing, spo-
ken dialogue systems (SDSs) have attracted sig-
nificant interest from both academia and industry
(Kawahara, 2018; Si et al., 2023; Abdul-Kader and
Woods, 2015; Kim et al., 2021). Despite the power-
ful capabilities of large language models (LLMs),
traditional SDS remain a focal point of research
due to their superior control and interpretability
(Singh et al., 2024). These systems are predomi-
nantly trained using data from human-to-human in-
teractions, which highlight varying speaking styles,
such as clarity of intentions, as depicted in Figure 1.
This variability necessitates that human speakers
adjust their dialogue strategies when engaging with
different users. For instance, compared to adults,
minors often exhibit less clarity in their intentions
and give ambiguous responses, requiring more con-
firmatory language or additional inquiries to bet-
ter adapt to the unique speaking styles of younger
users. This adaptive approach is crucial for enhanc-

Michimasa Inaba
The University of
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Tokyo, Japan
m-inabaGuec.ac. jp

Speaking Styles of User A
ﬁ + There may be a clear direction intention regarding
destinations and activities.
+ There can be a demand for more detailed
information or specific proposals.

Speaker : [ ] So, do you have any plans for a
trip? | mean, is there a particular place you want to visit?
User A : Yes, I'd like to go to Hokkaido.

Speaker : | ] Oh, | see. Do you have a
preferred season for your trip?

User A : I'm thinking about going in the autumn.

Speaker : | ] How many people will be
traveling with you?
User A : Oh, it's just me.
Speaker : |

you want to do or see?
User A : Yes. Well, I'd like to visit a place where | can see
beautiful autumn leaves.

Speaker : [ ] Alright. Let me
look up some places with beautiful autumn foliage for you.

] Okay, is there anything specific

H Speaking Styles of User B
@ @! + There may be a lack of clear intention regarding
destinations and activities.
+ Responses to questions and suggestions can
sometimes be limited.

Speaker : [ ] Now, have you decided on a
specific place you'd like to visit?

User B : Yes.

Speaker : | ] Where would you like to go?
User B : Hiroshima.

Speaker : [ ] Hiroshima,

got it. Do you have a specific area in Hiroshima in mind?
User B : No, | haven’t decided yet.

Speaker : | ] Okay. Is there anything in
particular you'd like to do there? Any activities or food you
want to try?

User B : | want to visit my grandparents.

Speaker : | ] Oh, your grandparents. So, they
live around that area.

Figure 1: Real human-to-human conversations. Speak-
ers adopt various dialogue acts when interacting with
users employing diverse speaking styles.

ing the effectiveness and user-friendliness of SDS
in real-world scenarios.

However, adapting SDSs to these distinctive
speaking styles typically requires a wealth of an-
notated dialogue data, which can be challenging to
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obtain in abundance owing to the minority status
of users employing unique conversational strate-
gies or behaviors. To enhance the performance of
dialogue systems when engaging with data-scarce
user groups exhibiting distinct speaking styles, tar-
geted data augmentation is imperative, enabling the
system to better cater to their needs.

This study introduces a tailored data augmen-
tation framework designed specifically for low-
resource user groups exhibiting distinctive conver-
sational behaviors. Recognizing the unique conver-
sational behaviors and challenges associated with
minors and the inherent difficulty in obtaining their
data (Aydin et al., 2021), our study conducts ex-
periments utilizing dialogue data from minors to
facilitate targeted data augmentation for this demo-
graphic.

As depicted in Figure 1, the unique speaking
style of users directly influences the speaker’s di-
alogue acts (DAs) and indirectly shape response
content. Therefore, our data augmentation frame-
work focuses on the speaking styles of users and
the trajectory of DAs.

Specifically, we utilized a LLM to extract the
speaking styles of such users and speakers interact-
ing with them. We then fine-tuned a pre-trained
language model (PLM) using all available data in
a low-resource setting to create varied histories of
DA for speakers interacting with these user groups.
The resulting speaker styles and DA histories were
input into the LLM to produce customized training
dialogue data for these users. The primary goal is
to enhance the model’s ability to predict DAs when
interacting with low-resource groups with unique
speaking styles, as controlling the content of gen-
erated responses through DAs is deemed effective
(Kawano et al., 2021).

This study’s contributions are outlined below.

* We introduced a data augmentation method to
enhance the performance of the DA prediction
model when dealing with users who have lim-
ited data and unique conversational behaviors
and styles.

* Through multiple experiments conducted in a
low-resource setting, we have discovered that
the difficulty of DA prediction varies across
different users and demonstrated the adaptabil-
ity and effectiveness of our proposed method.

2 Related Work

The scarcity of annotated data and the challenge
of data imbalance are persistent issues in various
artificial intelligence domains (Shorten and Khosh-
goftaar, 2019; Shi et al., 2020; Ahmad et al., 2021;
Hedderich et al., 2021; Kim et al., 2023). To ad-
dress these effectively, data augmentation tech-
niques have been employed, as demonstrated in
prior research across different tasks (Feng et al.,
2021; Bayer et al., 2022). For instance, Schick and
Schiitze (2021) generated text similarity datasets
from scratch by instructing a large PLM. Simi-
larly, Liu et al. (2022) and Chen and Yang (2021)
enhanced data by manipulating individual utter-
ances within dialogues—such as adding, deleting,
changing their order, or regenerating them—while
preserving the original meaning, which improved
model performance in dialogue summarization
tasks. While the abovementioned methods focus
on generating individual sentences, our study aims
to create coherent dialogues comprising multiple
sentences tailored for specific target groups.
Mohapatra et al. (2021) utilized GPT-2 (Rad-
ford et al., 2019) to develop user and agent bots,
generating comprehensive task-oriented dialogues
through bot interactions, demonstrating notable en-
hancements in low-resource scenarios with datasets
MultiwOZ (Budzianowski et al., 2018) and Per-
sonaChat (Zhang et al., 2018). Recently, with the
advanced text generation capabilities of LLLMs, re-
searchers have started using LL.Ms for data aug-
mentation (Pan et al., 2023; Kim et al., 2023; Wang
et al., 2023). For instance, Kim et al. (2023) guided
LLMs to generate a broad spectrum of social dia-
logues using social commonsense knowledge from
a knowledge graph. Pan et al. (2023) generated
domain-specific, task-oriented dialogues by extract-
ing dialogue paths from out-of-domain conversa-
tions. The concept of dialogue paths in their work
aligns with the concept of DA history in our re-
search. However, the key distinction is that while
they extract DA paths from existing data, we gen-
erate tailored DA histories based on existing data,
specifically optimized for target user groups.

3 The Proposed Framework

In this study, we aim to enhance the DA prediction
performance of the system when dealing with low-
resource user groups that exhibit unique dialogue
strategies, by generating training data through the
proposed data augmentation framework. In the
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Next Dialogue Act Prediction
I_[;a_lo_gt_le_H_is;:o_ry_ ____________________ \

ﬁ Ah, Nagasaki Prefecture, you know. nput

Yes,
Nagasaki Prefecture in Kyushu, right?
Have you, um, decided on the season
for your visit?

ﬁ Yes, definitely in the spring.

Dialogues with

Output

Next Dialogue Act:

Data Augmentation

a;, S,

((> Different Users
Thank you for psinslovienvices 8 @ﬁv’)*ﬁ **  mdialogues (1) Speaker Style (2) Dialogue Act History
today. Umm, may | confirm if your 0.0 - z Extraction e
inquiry is, you know, about tourism? w KRAK “,“@f_n
L D) ChatGPT {C} Pre-trained Model
H i Thank you, and, uh, I really look forward ]
o6 to assisting you. .
— = AREHTS Speaker Style S
[ l12lx ; May | first ask, what ? Speaking style of the target users and New (a,, H2"9)

is, like, your intended destination? speakers when talking to target users.

Next Dialogue Act
Prediction Model

@} Pre-trained Model

(3) Training Dialogue
Generation

ChatGPT

Input : (H;"g,H:"gj
Gold Answer : a,

Finetune

Figure 2: Our data augmentation framework is designed to improve the performance of the PLM in predicting DA
when interacting with low-resource users who exhibit unique speaking styles. Beginning with dialogues that involve
specific target users, we: (1) extract speaker styles, (2) generate DA histories of system interactions with these users,
and (3) input this information into ChatGPT for tailored data augmentation.

construction of SDSs, accurate DA prediction is
crucial as it facilitates dialogue state tracking and
guides response generation, thereby reducing er-
roneous responses (Chen et al., 2017). The task
depicted in the left portion of Figure 2 is defined
as follows. Assuming the current turn of the di-
alogue is turn ¢, we utilize the dialogue history
Hy = (St—n,Ut—n, ..., St—1, U—1) from the previ-
ous n turns, along with the system’s DA history
H, = (at—p,...,a;—1) from these turns, as the
input. The output is the system’s DA a; for the
current turn.

Since we predict the current turn’s DA based on
the dialogue history and the system’s DA history,
it becomes crucial to generate dialogue and system
DA histories that closely align with the target user
group. To achieve this, we control the generation
of dialogue data by capturing the speaking style of
dialogue participants and generating dialogue flows
that mimic real human interactions with the target
user group. The importance of this approach lies in
the fact that the model can effectively understand
and adapt to unique dialogue strategies only when
the training data realistically simulates complex di-
alogue scenarios. In real human interactions, users
with unique dialogue strategies are in the minority
and exhibit considerable diversity. Due to the lim-
itations in data scale, traditional training datasets
often fail to cover this diversity, which limits the
model’s adaptability and accuracy when dealing
with such users. By simulating the dialogue styles
and processes of specific user groups, we can gener-
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ate more diverse and precise training data, thereby
enhancing the model’s generalizability and adapt-
ability to diverse users.

As illustrated in Figure 2, our data augmentation
framework comprises three components: (1) em-
ploying ChatGPT' to extract the speaker’s styles
S, (2) finetuning a pre-trained model to generate
the system’s DA history HA" = (a9, ... a™9),
and (3) inputting the extracted speaking styles S
and the generated system’s DA history HA"9 into
ChatGPT to generate the training dialogue data

Aug Aug Aug Aug Aug
Hd - (St—ant—nv'”vSt—l 7Ut—1 )

3.1 Speaker Styles Extraction

Since the unique speaking styles employed by the
target user group significantly influence the content
of conversations, it’s crucial to capture the speaking
styles of this group by comparing dialogues from
the target user group with those from non-target
groups. This helps guide the subsequent generation
of dialogues specifically tailored to the target user
group. To facilitate this, we employ ChatGPT to
extract speaker styles from conversations involving
target users.

Specifically, we input a set of m dialogues, half
of which involve users from the target group and
the other half from non-target user groups. This
balanced approach allows for an effective compari-
son, helping to identify and differentiate prominent
speaking characteristics unique to the target group.
Subsequently, ChatGPT is utilized to generate out-

"https://openai.com/blog/chatgpt



puts representing the speaking style of the target
users, as well as the speaking style of speakers
when engaging with the target user group. No-
tably, our primary focus is on extracting abstract
styles, such as "target users often exhibit ambigu-
ous intentions towards destinations and activities."
These styles are crucial because they significantly
influence the direction of the dialogue, thereby en-
hancing the realism and relevance of the gener-
ated dialogues to actual human conversations. The
prompt and extracted speaker styles are presented
in Appendix C.

3.2 DA History Generation

As depicted in Figure 1, the unique conversational
strategies employed by the target group also signif-
icantly influence the DAs of those engaging with
them. Our objective at this stage is to generate
a diverse and realistic DA history H/“9 that is
specifically optimized for groups with distinctive
speaking strategies. As shown in Figure 3, we
achieve this by finetuning a PLM using existing
data to generate the system’s DA history H, ;14“9 for
the previous n turns.

In particular, we utilize the DA a; and utterance
S; from the current turn ¢ as inputs, with the DA
history H, from the previous n turns as the desired
output to establish training data. These data are
then divided into two sets: one for training and
the other for generation. Initially, we finetune the
PLM using all available training data to capture
DA histories that closely resemble real human con-
versations. Subsequently, we conduct a secondary
finetuning utilizing training data exclusively from
the target user group. This dual finetuning approach
ensures that the model can generate DA histories
that closely mimic real human dialogues and align
with the unique speaking strategies of the target
users. The first finetuning, which employs a rela-
tively large dataset, enables the model to produce
DA histories that mirror authentic human interac-
tions. The second finetuning, focused on a smaller
dataset specific to the target user group, allows
the model to better tailor the DA histories to their
unique characteristics.

During the generation phase, we input the the
DA a; and utterance S; from the current turn ¢
and generate the DA history H"9 from the pre-
vious n turns. To ensure diversity, we simulta-
neously generate multiple outputs, selecting only
those (a;, H\"9) combinations that have not been
previously observed.

Dialogues with
Different Users

@@@nvi\ .
@ :.H; ';\.?’gj)

Establish Training Data

Input : (a;, Sp)

a;: RequestConfirm,PeopleQuestion

S¢: Okay, in the spring, | got it. How
many of you are going together?

Output: H, = (a;_p, ..., At_1)
None-> DirectionQuestion->
1 | RequestConfirm,SeasonQuestion

First Finetune
using All Data

Pre-trained /= oy
Model o ]

Second Finetune using
only Target Group Data

o

Figure 3: DA History Generation. We conduct two
rounds of finetuning: the first round using all available
data, and the second round using only data from the
target user group, to ensure the generated DA history
more closely aligns with the target demographic.

3.3 Dialogue Generation

Having obtained speaker styles and DA history tai-
lored to users employing unique dialogue strategies,
our ultimate goal is to generate dialogues corre-
sponding to these styles and histories to enrich the
training data for DA prediction. At this stage, we
leverage ChatGPT’s powerful generation capabil-
ities to create dialogue data for training purposes.
Utilizing a few-shot prompt, we input the extracted
speaking styles S and the DA histories H, 34“9 into
ChatGPT to generate dialogues H jug that reflect
the conversational style of the target users. Sub-
sequently, we use the generated dialogues H j “a
and DA histories H/%9 as inputs, with a; as the
gold-standard answer, to construct the training data.
The prompts used for generating these dialogues
are detailed in Appendix D.

This approach aims to enhance the model’s abil-
ity to predict DAs when interacting with target
users who exhibit unique conversational strate-
gies. It effectively addresses the challenge of data
scarcity by employing data augmentation.
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4 Experiment

To evaluate the effectiveness of the proposed data
augmentation framework, we conducted exper-
iments using data from minors who employed
unique conversational styles and strategies in actual
dialogues within the dataset. These experiments
were carried out in a low-resource setting across
multiple splits, each utilizing different subsets of
data from minors. We trained multiple DA predic-
tion models on datasets of varying sizes, including
models trained with augmented data added to the
existing datasets.

4.1 Dataset

This study utilized a multimodal dialogue Japanese
dataset known as the “Travel Agency Task Dia-
logue Corpus” (Inaba et al., 2022, 2024), which
features conversations from users of various age
groups, with detailed annotations of DAs. This
dataset contains 115 hours of dialogue, spanning
330 conversations, with each averaging about 20
minutes. The dialogues were facilitated via Zoom
video calls, involving six operators and 55 cus-
tomers, including 20 minors (ages 7-17), 25 adults
(ages 20-60), and 10 seniors (ages 65-72). Each
customer participated in six dialogues.

The dialogues revolve around recommending
travel destinations to users across various age
groups. The dataset authors employed a Hidden
Markov Model (HMM) (Rabiner, 1989) to ana-
lyze the transitions in dialogue among different
age groups using sequences of DAs. A notable
observation was that minors often used unique di-
alogue strategies compared to other age groups,
typically expressing fewer independent opinions.
The annotation of DAs was performed by func-
tional segment, a unit smaller than an utterance.
Each operator’s segment is annotated as one of the
28 predefined DAs related to travel destination rec-
ommendations, or as "None". Examples of these
DAs include asking about the travel season (Season-
Question) and summarizing the travel plan (Travel-
Summary), all of which are detailed in Appendix A.
Since segments labeled "None" primarily consist of
non-informative responses such as "Yeah" or "Uh-
huh," and our objective is to guide the system to
generate accurate and meaningful responses using
DA tags, we selectively included only those train-
ing instances where the gold-standard responses
were not labeled "None" in this study. Addition-
ally, we employed text-based human transcriptions

rather than audio recordings for our research.

4.2 Low-Resource Setting

We trained five DA prediction models using
datasets of varying scales: Minors-Only, Zero-
Shot, Low-Resource, Full-Resource, and Low-
Resource+Augmentation(Ours). To simulate low-
resource conditions for specific user demographics,
we used dialogue data from only 3 minors out of a
group of 20, totaling 18 dialogues for training. For
evaluation, we used 60 dialogues from 10 minors.

* Minors-Only: Employed only 18 dialogues
from 3 minors.

e Zero-Shot: Utilized all data from adults and
seniors, amounting to 210 dialogues.

* Low-Resource: Combined the 18 dialogues
from the Minors-Only with all 210 dialogues
from adults and seniors, totaling 228 dia-
logues.

* Full-Resource: Included dialogues from 10
minors (60 dialogues), encompassing those
from the 3 minors in the low-resource setting,
plus all 210 dialogues from adults and seniors,
totaling 270 dialogues.

* Low-Resource + Aug(mentation) (Ours):
Used the 228 dialogues from the Low-
Resource and supplemented them using our
proposed augmentation framework. Addi-
tional data was generated until the dataset size
matched that of the Full-Resource for a direct
comparison.

4.3 Setup and Details

In the process of extracting speaker styles, we fed
m = 6 dialogues into GPT-4-0125-preview, where
three were from minors in a low-resource setting,
and the other three involved different adults or se-
niors. For generating training dialogues, GPT-3.5-
turbo-0125 was employed.

During the DA history generation phase, we uti-
lized Japanese TS5-Large” as the PLM. We con-
ducted two rounds of finetuning to ensure the
model is capable of generating DA histories that
not only closely mimic real human conversations
but also align with the unique conversational strate-
gies of minors during interactions. During the first
training phase, the learning rate was set at 1e-4, and

Zhttps://huggingface.co/retrieva-jp/t5-large-long
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Table 1: Training data quantity for DA prediction across four splits: MO (Minors-Only), ZS (Zero-Shot), LR

(Low-Resource), FR (Full-Resource)

Split  Valid MO-Valid MO LR FR Ours Test
1 2,027 307 1,662 21,011 22980 26,375 26,375 6,004
2 2,027 199 1,117 21,011 22,327 26,434 26434 5,945
3 2,027 262 1,578 21,011 22,851 26,712 26,712 5,667
4 2,027 271 1,574 21,011 22856 26,961 26961 5,418

for the subsequent phase exclusively involving data
from minors, it was set at 5e-5. We utilized 210
adult and elderly conversations for generating DA
histories, dividing them into 120 for training and
90 for generation purposes. To ensure data diver-
sity and novelty, we retained only those (a;, H, ;14“9 )
combinations that had not previously existed; all
18 dialogues from 3 minors were included in both
training and generation phases. To ensure diversity,
we set the num_return_sequences=3 when generat-
ing DA histories, meaning that for each data point,
three DA histories are generated simultaneously.

In the DA prediction phase, Japanese T5-base>
and Japanese GPT-NeoX* were used as the PLMs
to validate the effectiveness of the generated data.
We reconstructed the training and evaluation sets
for the same DA prediction task to optimize hy-
perparameters, with specific details provided in
Appendix B. Regarding the distribution of train-
ing and validation sets, the validation sets for all
settings, except Minors-Only, are identical, com-
prising 21 dialogues from adults and seniors. The
Minors-Only validation set consists of 3 dialogues
from minors in the low-resource scenario. To val-
idate the generalizability of our method, we con-
ducted experiments across four splits, each using
data from three different minors for training under
a low-resource setting, while also varying the test
data. Details on the data points for each split, after
removing entries with a gold-standard answer of
"None," are outlined in Table 1.

Considering that a single utterance may consist
of multiple segments (see Figure 1 and Figure 2),
each potentially be labeled with a different DA,
there may be more than one gold-standard DA label
for the current turn. Therefore, we employed both
exact match and partial match rates as evalua-
tion metrics. The exact match rate is a strict metric
requiring the predicted set of labels to completely
align with the true set of gold labels, measuring
the model’s ability to fully grasp the dialogue con-

3https://huggingface.co/retrieva-jp/t5-base-long
*https://huggingface.co/stockmark/gpt-neox-japanese-
1.4b

text and predict all relevant DA labels accurately.
The partial match rate assesses the model’s per-
formance in predicting some correct labels. This
metric is more lenient, recognizing that in real con-
versations, capturing the main intent or action of
the dialogue, even if not every label is precisely
predicted, is still valuable. Therefore, the partial
match rate helps understand the model’s robustness
in practical use. Combined, these two metrics offer
a balanced approach to evaluating the model’s DA
prediction capabilities, providing a more accurate
reflection of the model’s performance.

5 Results and Analysis

Table 2 shows the mean and standard deviation
after five runs using seeds ranging from 1 to 5
across four different splits. While the Minors-Only
solely comprised data from minors, its performance
was inferior to the Zero-Shot model trained only
with adult and elderly dialogue data due to the
limited amount of training data. Therefore, we also
used all available adult and elderly dialogue data in
other setups to enhance the model’s generalization
capabilities.

Additionally, since Zero-Shot does not use mi-
nor’s dialogues, the training data remains consis-
tent across the four different splits. The variation in
Zero-Shot’s performance across the splits further
underscores the differences in the model’s adapt-
ability to different minors, with the third split prov-
ing most challenging.

Across the four splits, the performance of our
proposed data augmentation framework, Low-
Resource + Aug (Ours), almost all surpassed that
of Low-Resource on both T5 and GPT-NeoX in
terms of mean exact and partial match rates. This
demonstrates that even in a low-resource setting,
our method successfully captures the characteris-
tics of minor speakers and generates dialogue flows
that align with minor speaking behaviors, thereby
guiding the generation of training dialogues.

However, even though we augmented the data to
match the quantity of the Full-Resource in each
split, Full-Resource typically showed superior per-
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Table 2: Results across four different splits.

Split | Setting Japanese GPT-NeoX Japanese T5-base
Exact Match Partial Match Exact Match Partial Match
1 Minors-Only 0.2451 £0.0117  0.3447 £0.0131 | 0.2533 £0.0083  0.3519 + 0.0090
Zero-Shot 0.2966 £ 0.0071  0.4049 £ 0.0092 | 0.3000 £ 0.0059  0.4066 + 0.0053
Low-Resource 0.3041 £0.0070  0.4228 £ 0.0073 | 0.3085 £ 0.0065 0.4232 + 0.0064
Low-Resource + Aug (Ours) | 0.3137 £ 0.0064  0.4320 + 0.0094 | 0.3148 + 0.0050  0.4244 + 0.0056
Full-Resource 0.3190 £0.0074  0.4489 £ 0.0049 | 0.3125+0.0029 0.4418 +0.0023
2 Minors-Only 0.2302 £0.0103  0.3677 £0.0105 | 0.2419 £0.0050  0.3311 £ 0.0079
Zero-Shot 0.3162 £0.0069  0.4247 +0.0099 | 0.3200 +£0.0039  0.4263 + 0.0046
Low-Resource 0.3220 £0.0071  0.4401 £0.0051 | 0.3257 £0.0019  0.4430 + 0.0066
Low-Resource + Aug (Ours) | 0.3290 + 0.0083  0.4460 £ 0.0111 | 0.3270 = 0.0029  0.4473 + 0.0095
Full-Resource 0.3294 £ 0.0068  0.4526 £ 0.0074 | 0.3339 £0.0052  0.4486 + 0.0075
3 Minors-Only 0.2329 £0.0033  0.3291 £ 0.0069 | 0.2528 £0.0038  0.3499 + 0.0010
Zero-Shot 0.2771 £0.0053  0.3878 £0.0075 | 0.2787 £0.0054  0.3889 + 0.0054
Low-Resource 0.2863 £ 0.0055 0.4070 £0.0019 | 0.2825 +0.0036  0.4010 + 0.0156
Low-Resource + Aug (Ours) | 0.2906 + 0.0055 0.4077 £ 0.0067 | 0.2865 + 0.0042  0.4097 = 0.0090
Full-Resource 0.2889 £ 0.0069  0.4282 +0.0085 | 0.2986 = 0.0058  0.4270 + 0.0057
4 Minors-Only 0.2325 +£0.0083  0.3336 £ 0.0093 | 0.2429 +£0.0036  0.3480 + 0.0091
Zero-Shot 0.2900 £ 0.0066  0.4041 £ 0.0066 | 0.2947 +£0.0047  0.4056 + 0.0059
Low-Resource 0.2925 £0.0067  0.4098 +0.0088 | 0.2983 +£0.0031  0.4156 + 0.0120
Low-Resource + Aug (Ours) | 0.3005 +0.0069  0.4254 + 0.0087 | 0.3000 + 0.0056 0.4144 + 0.0096
Full-Resource 0.3096 £ 0.0049  0.4425 +£0.0098 | 0.3094 +£0.0073  0.4336 +0.0019

formance. A possible explanation is the lack of
quality control, which meant that subpar data was
not filtered out, leading to poorer adaptation com-
pared to Full-Resource, which used data exclu-
sively from real human conversations. Addition-
ally, the "Travel Agency Task Dialogue Corpus,"
derived from video calls and manually transcribed,
may contain colloquial filler words and other in-
formal elements in its complete utterances. In con-
trast, ChatGPT-generated dialogues tend to be more
structured and fluid. This stylistic difference could
also contribute to the observed performance dis-
parity between Low-Resource + Aug (Ours) and
Full-Resource.

5.1 Ablation

To evaluate the individual effectiveness of compo-
nents in our proposed framework, we conducted
ablation experiments using Japanese GPT-NeoX
across four splits:

* w/o DA History Gen: In this model, we omit-
ted the generation of new DA histories and
instead randomly selected DA histories from
the Low-Resource for data generation.

¢ DA History Gen w/o Second Finetune: This
variant involved finetuning the DA history
generation model only once, without a sec-
ond round of finetuning tailored specifically
for minors.

* w/o Speaker Style: This model utilized the

same DA histories as our complete method
but did not use extracted speaker styles during
dialogue data generation.

Table 3 shows the average results across the four
splits, conducting five trainings for each model in
every split with seed values set from 1 to 5. The
findings indicate that both w/o DA History Gen
and w/o Speaker Style variants achieved higher
mean exact and partial match rates than the Low-
Resource. This demonstrates that the training data
generated through the independent use of style ex-
traction and DA history generation components can
also significantly improve performance.

Furthermore, although DA History Gen w/o
Second Finetune did not use data from the tar-
get user group for a second fine-tuning during the
training of the DA history generation model, its per-
formance still surpassed that of w/o DA History
Gen. This indicates that in generating DA history,
even without a second finetuning to optimize the
PLM for minors, the new (a;, H:\“9) combinations
generated by a PLM trained with all available data
can still enhance performance. Ultimately, Ours
achieved the highest rates for both exact and partial
matches, indicating that the combination of speaker
styles extraction and DA history generation is most
effective and underscores the necessity of targeted
age-specific second finetuning when training the
DA history generation model.
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Table 3: Average results of the ablation experiments across four splits.

Setting

Low-Resource
w/o DA History Gen

w/o Speaker Style
Ours

DA History Gen w/o Second Finetune

Exact Match  Partial Match
0.3012 0.4199
0.3052 0.4263
0.3072 0.4269
0.3027 0.4274
0.3085 0.4278

Speaker Style
Speaking style of the target users:

+ Tends to lack a concrete image of the destination or activities, using vague expressions.
+ More likely to have sensory-based desires rather than specific plans. For example, "want to enjoy nature" or

"prefer a quiet place with few people". (...)

Speaking style of the interlocutors when conversing with target users:

+ Make suggestions while checking the speaker's response.

+ Ask questions to draw out the speaker's interests and desires. (...)

Dialogue Act History

RequestQuestion -> RequestConfirm -> SearchConditionInform

w/o Speaker Style

System : FRITIHE Tl ZZE L A2 XN T F 3 ? (What are you looking forward to when traveling?)
User: H D, BFPLHEHEAR/ZUL T, (Oh, | want to see temples and shrines.)
System: THEL £ L7z, BF LML OENHE BFEL L L £ 31, (Understood. I'll look for tourist spots with temples

and shrines for you.)
User: KA L < BFEWVL X9, (Thankyou.)

System: Tli, REDOBRKFPEEFARE. 7 IADEFPHALHI2TUTABTIOHTT, EHW0WLFELT
(In that case, | recommend areas like Kyoto, where there are many temples and shrines, such as Kiyomizu Temple and Kinkaku-ji

You're welcome.)
User: [Z LY, (Yes.)

Ours

System : fRITOBRICEFICZ 72 1) 0 &HE T H V) £ 9 H ? (Do you have any particular preferences or desires for your trip?)

User: 5 —A. BICHWTY, (Hmm, not really.)

System: Z 5 T4, AHLIFICTHEHYARWLNEWLS Z & TT 1, (Isee, no specific preferences then.)

User: [ZLY, (Yes.)
System : = DHE

FHB TR BFEEIAELODZEZAZETTHLET, &5 TL &I D ?(Inthat case, |

recommend somewhere nearby with a calm atmosphere. How does that sound?)

User: L\LZ T 43, (That sounds nice.)

Figure 4: Dialogues generated by the variant without speaker styles and our approach.

5.2 Why did the Speaker Style work?

Figure 4 displays dialogues generated by w/o
Speaker Style and Ours, using the same DA his-
tory. The DA history consists of first asking the
user a travel-related request (RequestQuestion),
then confirming the request (RequestConfirm),
and finally indicating the content to be searched
(SearchConditionInform). We observed that with-
out the speaker style, the user in the w/o Speaker
Style provided specific travel requirements, and the
dialogue progressed smoothly. In contrast, the user
in the Ours did not exhibit a clear intent. This in-
dicates that the speaker style is effective, resulting
in dialogues that more closely match the speaking
styles of minors and aligning more closely with
real human conversations.

5.3 Why did the DA History Generation
work?

We compared the performance in generating DA
histories between DA History Gen w/o Second

Finetune and Ours on split 1.

For a direct comparison, we used 9,999 data
points (a, S;) from dialogues involving 90 adults
and seniors to generate DA histories H%9, re-
sulting in three DA histories per data point. This
generation was conducted under the settings of
top_k=50, top_p=0.9, and temperature=0.9. Af-
ter removing duplicate (a;, H*9), DA History
Gen w/o Second Finetune produced 7,677 new
(at, HA9), whereas Ours generated 10,412. We
assessed how many of these combinations appeared
in dialogues involving 17 minors (excluding those
from the Low-Resource), finding 908 for DA His-
tory Gen w/o Second Finetune and 956 for Ours.
Referencing Table 3, we can infer that compared
to w/o DA History Gen which relied solely on
existing DA histories, both DA History Gen w/o
Second Finetune and Ours generated DAs that
were present in the target user group, leading to
improved performance. Notably, Ours, which un-
derwent secondary finetuning for the target users,
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produced more DA histories closely aligned with
the target group, enhancing performance.

6 Conclusion

We introduced a data augmentation method de-
signed to enhance the performance of the DA
prediction model for users with limited data and
unique conversational styles. Our experiments con-
firmed the reliability of the proposed method and
the effectiveness of its components. While this
study did not exhaustively explore the full potential
for improvement of the proposed method, we plan
to further evaluate this aspect in our future work.
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A DA tags in Travel Agency Task Dialogue Corpus

In this study, we utilized the "Travel Agency Task Dialogue Corpus" collected by Inaba et al. (2024),
which includes task specific DA annotations. The dataset defines DA tags for operators and customers in
travel agency conversations, with 28 tags for operators and 8 tags for customers. In this study, only the
operator’s tags were used, as shown in Table 4.

Table 4: Task Specific Dialogue Act Tags for Operator Segments.

Dialogue Act | Description | Example
DirectionQuestion Question on areas for the desired travel To which destination are you planning to travel?
SeasonQuestion Question on the desired season When will you go?
PeopleQuestion Question about the number of people traveling | How many people are traveling with you?

and their relationships with the customer
AgeQuestion Question on the age of customers or their com- | How old are your children?

panions
ExperienceQuestion Question about the customer’s experience Have you ever been to Osaka?
RequestQuestion Question about the tourist spot request What would you like to do there?
SearchAdvice Questions or suggestions related to the tourist | Should I look for a restaurant there?

spot information retrieval system
RequestConfirm Confirmation ofrequests for tourist spots You want to go to a Spa, don’t you?
DestinationConfirm Confirmation of destination Am I correct in Assuming that you are going to

Yashi Park?
AddDestinationList Addition to destination list by operator I’ll add this location to the list.
TravelSummary Summary of trip planning Looking back, you plan to visit the Toshogu
Shrine first.

SearchInform Operator’s declaration of intent to search tourist | I will now search.

spots in the system
Photolnform Provide information on photos displayed on the | Here is a picture of a meal containing a lot of

system

salmon roe.

SearchConditionInform

Provide information on search conditions

I can also filter by the time required.

Namelnform Provide information on the names of tourist | There is a commercial complex called the Sap-
spots poro Factory.

IntroductionInform Provide information on tourist spots based on | It was established In 1876.
the system search results

OfficeHoursInform Provide information on hours of operation and | Our business hours span 10:00 a.m. to 10:00
closing dates p-m.

Pricelnform Provide information on fees and price range The admission fee is 360 yen.

FeatureInform Providing information about the characteristics | It is recommended for women even when it
of tourist spots rains.

AccessInform Provide information on access This location is a five-minute walk from the rail-

way station.

PhoneNumberInform Provide information on telephone numbers The phone number is 095 §24.

ParkInform Provide information on parking There are three parking lots.

EmptyInform Statement that there are no search results or spe- | I do not see anything in the search results.
cific description

MistakeInform Correcting errors in tourist spot information Sorry, this store is open on all days of the week.

OperatorSpotImpression

Subjective evaluations and assumptions about a
tourist spot by operators

This restaurant looks nice and inexpensive.

SearchResultInform Report overall search results It appears there are numerous stores in this loca-
tion.

OnScreenSuggest Suggestions for tourist spots on the shared screen | How about this site?

OnScreenQuestion Questions about tourist spots on the shared | Which one looks the best, number 1, 2, or 3?

screen

B Hyperparameter Optimization

During our experiments, we performed hyperparameter optimization.

For T5-base, we conducted a grid search with batch sizes of {8, 16, 32, 64}, warmup ratios of {0, 0.1,
0.2}, and learning rates of {3e-3, 2e-3, le-3, 9e-4, 8e-4}. The optimal configuration was identified as a
batch size of 64, a warmup ratio of 0.1, and a learning rate of le-3.

Similarly, for GPT-NeoX, we conducted a grid search with batch sizes of {4, 8, 16}, warmup ratios of
{0.1, 0.2, 0.3}, and a range of learning rates of {3e-4, 2e-4, 1e-4, 9e-5, 8e-3, 7e-5, 6e-5, Se-5, 4e-5}. The
best settings were determined to be a batch size of 8, a warmup ratio of 0.1, and a learning rate of 9e-5.
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C Details for Speaker Styles Extraction.

We utilized the prompt shown in Figure 5 to extract speaker styles using the GPT-4-0125-preview model,
with six dialogues from different users, three from the target user group and three from a non-target user
group. As the extraction was conducted with the default temperature setting (i.e., temperature=1), the
generated results were diverse. We performed multiple extractions and manually combined the extracted
speaker styles. The consolidated speaker styles, as illustrated in Figure 6, were all used for subsequent
dialogue data generation.

# Task Description

The task involves providing tourist destination guidance in dialogues for three minor users and three
general users. The objective is to summarize the styles of speakers in the target age group and the
speaking styles of the speakers interacting with them in comparison to the given dialogues. Please
outline these in bullet points, detailing as much as possible.

# Target Age Group Dialogue 1

Speaker: [RequestQuestion] May | ask about your travel plans?

User: Well, I'm thinking of going to Okinawa in the spring.

Speaker: [RequestConfirm] Spring in Okinawa, right?

User: Yes.

Speaker: [DirectionQuestion] Do you have a specific area in Okinawa in mind?
User: Not really, | haven’t decided yet.

(-..)

# Target Age Group Dialogue 2
()

# Target Age Group Dialogue 3
(...)

# Non-target Age Group Dialogue 1
(.-.)

# Non-target Age Group Dialogue 2
(...)

# Non-target Age Group Dialogue 3
(...)

# Answer

Figure 5: Prompt for Speaker Styles Extraction.

# Speaker Style S
Speaking style of the target users:

+ Tends to lack a concrete image of the destination or activities, using vague expressions.

+ More likely to have sensory-based desires rather than specific plans. For example, “want to enjoy nature” or “prefer a quiet
place with few people.”

+ They often express general hopes rather than detailed plans.

+ They often speak while thinking, using phrases like "umm" or "wel

+ They frequently respond with just "yes.”

+ Their statements can be short, hesitant, and sometimes unclear in meaning.

+ They are not very knowledgeable about tourist spot names or geographical locations.

+ They might give vague answers about food preferences (e.g., "I like meat, but seafood sounds good too").

|7

Speaking style of the interlocutors when conversing with target users:
+ Uses friendly and approachable words.
+ Often focuses on suggesting leisure and activities, emphasizing proposals that highlight scenery and experiences.
+ They strive to provide suggestions that match the minor's motivations and interests, often naming specific spots.
+ They explain the features and highlights of tourist spots in detail.
+ They make suggestions while checking the minor speaker's reactions.
+ For minor speakers, clerks often present multiple options and encourage them to choose what interests them.
+ Clerks try to understand the minor speaker's interests and needs, providing more information and asking questions to confirm.
+ They ask many questions to draw out the speaker's interests and desires.
+ They propose activities that might interest young speakers (e.g., interactive attractions, photo spots).
* They strive to make suggestions suitable for the season and time of day.
+ They respond flexibly and make suggestions even when the speaker's requests are unclear.

Figure 6: Extracted Speaker Styles. They are utilized for subsequent dialogue generation.
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D Prompt used for Training Dialogue Generation.

The prompt shown in Figure 7 was employed to instruct GPT-3.5-turbo-0125 to generate dialogue data for
training. We included seven examples in the prompt to control the quality of generation. All examples
originated from real conversations of the target user group in the "Travel Agency Task Dialogue Corpus"
(Inaba et al., 2024).

# Task Description
Generate a travel destination recommendation dialogue from dialogue acts based on the given speaker styles.

# Speaker Style S
Speaking style of the target users:
- Tends to lack a concrete image of the destination or activities, using vague expressions.
+ More likely to have sensory-based desires rather than specific plans. For example, “want to enjoy nature” or “prefer
a quiet place with few people." (...)
Speaking style of the interlocutors when conversing with target users:
- Uses friendly and approachable words.
- Often focuses on suggesting leisure and activities, emphasizing proposals that highlight scenery and experiences. (...)

# Example 1
==Dialogue Act==

==Generated Dialogue==

System : [ ] Have you decided on the season for your trip?
User : | would prefer winter.

System : [ ] Winter, | see.

User : Yes.

System : [ ] Understood. How many people will be traveling?

User : Well, I'd like to travel with my sister, so two of us.

# Other Examples (2~7)
(...)

# Target

==Dialogue Act==

Atny - Qg1
==Generated Dialogue==

Figure 7: Prompt for Dialogue Generation. Red indicates the condition generated in previous steps.
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Abstract

Recent approaches for empathetic response
generation mainly focus on emotional reso-
nance and user understanding, without consid-
ering the system’s personality. Consistent per-
sonality is evident in real human expression
and is important for creating trustworthy sys-
tems. To address this problem, we propose
StyEmp, which aims to stylize the empathetic
response generation with a consistent personal-
ity. Specifically, it incorporates a multi-grained
prefix mechanism designed to capture the in-
tricate relationship between a system’s person-
ality and its empathetic expressions. Further-
more, we introduce a personality reinforcement
module that leverages contrastive learning to
calibrate the generation model, ensuring that re-
sponses are both empathetic and reflective of a
distinct personality. Automatic and human eval-
uations on the EMPATHETICDIALOGUES
benchmark show that StyEmp outperforms
competitive baselines in terms of both empathy
and personality expressions. Our code is avail-
able at https://github.com/fuyahuii/StyEmp.

1 Introduction

Empathy and personality are pivotal factors in the
development of human-like systems. Empathy is
the ability of humans to put themselves in another’s
position, which encompasses understanding an-
other’s experiences and feelings for responding ap-
propriately. Personality is the enduring patterns of
thoughts, feelings, and behaviors that distinguish
individuals from one another (Allport, 1937).
Empathy integrates cognition and emotion, in-
volving understanding and responding emotionally
to others’ situations (Davis, 1983). Consequently,
prior research has focused on methods to generate
empathetic responses by improving affective ex-
pression (Lin et al., 2019; Majumder et al., 2020;
'We utilize nine empathetic intents from Welivita and Pu

(2020), which do not strictly adhere to the definition of empa-
thetic, including sympathizing and agreeing.

Context

’/@ | broke up with my boyfriend, we were 8 years together.
User
Sorry to hear!

Do you have any idea about the breakup? ()
System
% We decided together. | feel so distant from the world.
User
Next response generation
") No empathy Great! Let's have a party tonight!
. Introverted, ()
. Inconsistent ; . ==
o/ Personality | agree, it's normal to feel distant. >
System
f@ 2o Sorry again!
User | hope you'll get relief from this sadness.

Figure 1: Different personalities exhibit distinct prefer-
ences for !in responses (Richendoller
and Weaver III, 1994; Mairesse and Walker, 2010). In
a given context, the user shows varying feelings to the
system’s responses, where the system encompasses em-
pathetic expression and consistent personality traits, re-
sulting in a more human-like interaction.

Li et al., 2020), or exploring context understand-
ing (Majumder et al., 2022; Wang et al., 2022;
Sabour et al., 2022; Fu et al., 2023a). However,
as illustrated in Figure 1, individuals with differ-
ent personalities can exhibit diverse empathy styles
given identical contexts. Previous methods for em-
pathetic response generation did not consider the
system’s personalities, which leads to responses
that may reflect empathy but lack personalization.

Systems that express a consistent personality are
important for enhancing believability (Higashinaka
et al., 2018). As shown in Figure 1, when the sys-
tem changes its personality in a conversation, it
would make the interaction feel less human-like.
Moreover, an appropriate empathetic response may
depend on the personality traits. Richendoller and
Weaver III (1994) examined the relationships be-
tween psychoticism, extraversion, and neuroticism
and three styles of empathic intents: empathetic,
perspective-taking, and sympathetic. Their findings
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indicate that individuals with different personalities
exhibit distinct preferences for empathetic intents,
inspiring our motivation to consider the system’s
personality traits in empathetic response generation.
However, the relationship between commonly-used
Big 5 (McCrae and John, 1992) / Myers-Briggs
Type Indicator (MBTI) (Myers, 1962) personalities
and empathetic intents has not been fully explored.

To address this, we implicitly learn these con-
nections through the prediction of both personality
traits and empathetic signals in responses. Empa-
thetic signals include empathetic intents and empa-
thetic communication mechanisms (ECM) (Sharma
et al., 2021) - interpretations (IP), explorations
(EX), and emotional reactions (ER). Further in-
spired by the prefix tuning method employed by Li
and Liang (2021) and Liu et al. (2023), we propose
a multi-grained prefix encoder aimed at discerning
personality traits alongside empathetic signals.

Because the EMPATHETICDIALOGUES
dataset (ED) (Rashkin et al., 2019) primarily
targets expressing empathy rather than personality,
it is hard to learn personality traits from a single
response. To solve this problem, we utilize a
pool of past utterances by the same listener to
predict and encode personality traits. Then, we
propose a personality reinforcement (PR) module
to calibrate the generation of empathetic responses
by integrating explicitly personality traits. Our
main contributions are:

* To the best of our knowledge, this is the first
work to consider the system’s personality for
empathetic response generation. Moreover,
we propose a multi-grained prefix mechanism
to implicitly learn the relationship between
the system’s personality and corresponding
empathetic expressions.

* We introduce a personality reinforcement
module to calibrate an empathetic response
generation model via contrastive learning for
generating responses that are both empathetic
and reflective of a distinct personality.

2 Related Work

2.1 Empathetic Response Generation

Previous approaches to empathetic response gen-
eration mainly align with three categories: The
first category emphasizes the affective aspect of
emotional expression, detecting and leveraging the
user’s emotion using various structures (Lin et al.,

2019; Majumder et al., 2020; Li et al., 2020). The
second category focuses on contextual understand-
ing through different mechanisms, including the
exploration of empathetic intents (Welivita and Pu,
2020), emotion cause reasoning (Kim et al., 2021;
Wang et al., 2022), additional retrieval processes
(Majumder et al., 2022; Fu et al., 2023b), and inte-
gration of commonsense knowledge (Li et al., 2022;
Sabour et al., 2022; Fu et al., 2023a). The third cat-
egory augments large language models (LLMs)’s
capabilities in empathetic expression (Lee et al.,
2022; Zhao et al., 2023). However, these meth-
ods often ignore the personality traits evident in
empathetic expressions, leading to responses that
exhibit inconsistent personalities. To address this
discrepancy, our study predicts both personality
traits and empathetic signals, introducing a multi-
grained prefix encoder designed to implicitly learn
the connections between them.

2.2 Personalized Response Generation

Recent advancements in personalized response gen-
eration fall into three distinct categories: (1) gen-
eration based on explicit personality traits, such as
those characterized by the Big 5 model (Saha et al.,
2022; Xu et al., 2023; Ramirez et al., 2023). (2)
customization using explicit system-specific pro-
files or descriptive persona sentences (Zhang et al.,
2018; Mazare et al., 2018; Zhong et al., 2020). (3)
tailoring responses according to an implicit sys-
tem persona derived from past responses (Zhong
et al., 2022; Liu et al., 2023). Manual collection of
explicit system personalities or persona profiles is
both time-consuming and costly. To avoid it, we
learn the implicit system’s personality from their
past responses and incorporate explicit personal-
ity expression through an additional personality
reinforcement module via contrastive learning.

3 Preliminaries

Due to the lack of personality and empathetic signal
annotations within the benchmark ED dataset, we
train distinct models specialized for each aspect.

3.1 Personality Predictor

PANDORA (Gjurkovié et al., 2021)? is the largest
dataset of Reddit comments labeled with Big 5 and
MBTI traits intensities. We strictly partition the
PANDORA dataset by the user, guaranteeing no
user overlap across the training, validation, and test

Zhttps://psy.takelab.fer.hr/datasets/all/pandora
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Traits Acc.  BA. F1 Pear. Spear.

Introverted 59.11 58.15 6541 0.1838 0.1852
Intuitive 50.50 50.39 56.83 -0.0592 -0.0506
Thinking 59.30 59.06 55.79 0.2344 0.2287
Perceiving 49.16 49.26 47.00 -0.0166 -0.0157
Agreeable 4772 4745 05468 -0.0274 -0.0312
Conscientious  52.46 53.75 0.5663 0.1291 0.1016
Extraversion 67.23 63.70 0.7566 0.4081 0.3862
Neuroticism 5391 54.02 0.5696 0.1074  0.1025
Openness 50.06 49.88 0.5338 0.0466 0.0511

Table 1: Accuracy and correlation results of MBTI and
Big 5 based on the Pandora dataset. Pear. and Spear.
denote the Pearson/Spearman correlation between pre-
diction and ground truth on each personality trait, ltalics
mean statistical significant (p < .05).

sets. This approach allows us to assess the model’s
efficacy in identifying the personality traits of un-
seen users, thereby making the evaluation results
on the PANDORA dataset applicable to the ED
dataset as well. We finetune LUKE (Yamada et al.,
2020)* model with regression head for automati-
cally detecting Big 5 and MBTI personality traits
using the PANDORA dataset. Based on the pre-
diction accuracy shown in Table 1, we adopt the
combination of MBTI introverted, MBTI thinking,
and Big 5 extraversion as personality traits used in
this study. More experimental details and results
can be seen in Appendix A.

3.2 ECM and Intent Predictor

Empathetic signals comprise both ECM and intent,
which are complementary. For example, Encourag-
ing or Sympathizing in intent prediction is detailed
beyond Interpretation in the ECM. Additionally,
ER within the ECM dictates whether a response
contains emotional signals.

ECM: Inspired by Lee et al. (2022); Fu et al.
(2023a); Bi et al. (2023), we use IP, EX, ER as
parts of the empathetic signals. Specifically, /P rep-
resents expressions of acknowledgments or under-
standing of the interlocutor’s emotion or situation.
EX represents expressions of active interest in the
interlocutor’s situation; ER represents expressions
of explicit emotions. Specifically, we follow of-
ficial codes* and use three ROBERTa-based (Liu
et al., 2019) classifiers to identify whether a re-
sponse implies a certain trait individually.

Intent: Prior research by Welivita and Pu (2020)

3https://huggingface.co/studio-ousia/luke-base
*https://github.com/behavioral-data/Empathy-Mental-
Health

Traits #Classes | Acc. BA. F1
ER 2|1 84.76 84.13 84.70
1P 2 | 84.12 85.35 84.23
EX 219481 9246 94.86
El 9190.17 90.17 90.23

Table 2: Evaluations on empathetic signals predictor.
ER, IP, EX, and EI denote Emotional Reaction, Inter-
pretation, Exploration, Empathetic Intent classification,
respectively. Acc. and BA. denote accuracy and bal-
anced accuracy, respectively.

highlighted incorporating dialogue intent model-
ing into response generation enhances the con-
trollability and interpretability of generated re-
sponses. Then they introduced the Empatheticln-
tents dataset,” which is enriched with intent anno-
tations, such as Suggesting, Acknowledging, and
Agreeing. We finetune a RoBERTa-base (Liu et al.,
2019) model on nine-class intent classification to
label responses. The results are shown in Table 2.

4 Proposed Method

Figure 2 shows an overview of our proposed
method which comprises two main components.
Firstly, a multi-grained prefix encoder is designed
to implicitly learn the connections between person-
ality traits and empathetic signals present in the
system’s response by multi-grained signals predic-
tion and prefix encoding. Secondly, we introduce
a personality reinforcement mechanism aiming at
integrating the generation of empathetic responses
with explicit personality trait learning.

4.1 Mutli-Grained Prefix Encoder

There are 810 unique listeners in the benchmark
ED dataset, and each participant is involved in up
to 100 conversations. Based on the listener ID, we
sampled ten past responses by the same listener
from the training set to implicitly learn listener’s
personality. Inspired by the prefix-tuning mecha-
nism employed in Li and Liang (2021), Liu et al.
(2022a), and Liu et al. (2023), we project the input
context (c), the concatenation of retrieved response
(r) (refer to Section 4.4) and empathy signals (e),
and listener’s past responses (h) into fixed-length
prefix vectors, which are then prepended to the
decoder hidden states as a prefix.

We first use the RoBERTa model to encode the
¢, e and h to continuous representations, denoted

Shttps://github.com/anuradhal992/EmpatheticIntents
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Figure 2: The architecture of our proposed method that contains a multi-grained prefix encoder and personality

reinforcement module.

asC, P, E:

C = RoBERTa(c)
P = RoBERTa(h)

E = RoBERTa(concat(r, €))

ey
2
3)

To separately extract distinct context-related em-
pathy and personality features, we introduce two

learnable embeddings to act as

distinct queries, Q1

and Q2, where Q7 isin R4 and Q2 in R4"2: here,

d represents the dimension of

the RoBERT’s last

hidden layer, while n; and ngy denote the lengths of
the respective queries. The context representation

C, serves as both key K¢ and

value V. Employ-

ing a cross-attention mechanism, we project con-
text C into two fixed-length prefix vectors. These
vectors are subsequently treated as Qc, and Qc,:

QCl = Attn(KC, VCv Ql)
QCz = Attn(KC, VCv Q2)

4
6))

Then following the same process, we fuse the rep-

resentations of the listener’s pa

st responses P, and

the empathy explanation representations E, with
the context-related prefix vectors Qc, and Qc,,

respectively:
Vec, = Atn(Kp, Vp, Qc,) (6)
VEC;) - Attn(KE7 VE7 QCz) (7)

This fusion process yields two distinct vectors:
Vpc,, which encapsulates the context-personality
relationship, and Vgc,, representing the context-
empathy relationship. This ensures that both per-
sonality and empathy dimensions are considered in
the context of the interaction.

We then concatenate Qc,, Qc,. Vpc,. and
VEc, by the length dimension, followed by one
linear layer, to produce the final representations
R2(m1+n2)*d a5 the final prefix embeddings.

4.2 Decoder

We utilize the pretrained DialoGPT (Zhang et al.,
2020)° as the decoder. We further feed the final
prefix embeddings into DialoGPT-small and train
the parameters in the model on the ED dataset, then
obtain a base empathetic response generator G(0).

®https://huggingface.co/docs/transformers/model-
doc/dialogpt
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4.3 Personality Reinforcement

Because the ED dataset primarily targets express-
ing empathy rather than personality, it is hard to
learn personality traits from a single response with
traditional backpropagation. Drawing inspiration
from recent calibration work (Zhang et al., 2022;
Liu et al., 2022b; Jiashuo et al., 2023), we gener-
ate multiple candidate responses via diverse beam
search (Vijayakumar et al., 2016), which exhibit
similar levels of empathy but vary in the degree
of personality expressed. Subsequently, the pro-
posed personality-based ranking module evaluates
and ranks these candidates. Then, we calibrate
the generation process by integrating a personality-
oriented contrastive loss alongside the empathy
loss, thereby achieving a generation of empathetic
responses that reflect explicit personality traits.

4.3.1 Candidate Generation

For a input context ¢, we use the trained model
G(0) to generate K empathetic candidate re-
sponses by diverse beam search: r1, 73,73, ..., Tk,
which can encapsulate varying degrees of personal-
ity expression.

4.3.2 Personality-based Ranking

We utilize our pretrained personality predictor,
which estimates the system’s personality p from
the past responses (h), including Big 5 extrover-
sion (p.), MBTT introversion (p;), and MBTI think-
ing (p¢). Then, we predict the personality traits of
each candidate in {ry,r2,73,...,7x }, and calcu-
late their personality margin S, . This margin is
derived as the sum of the mean square errors (MSE)
between the personality scores p and the predicted
scores for each trait, formulated as:

S = [0l —pel* + oL —pi* + [ph —mi)* ®

where pl,, p., and p) are the predicted scores for
each candidate on extroversion, introversion, and
thinking traits, respectively. Based on this person-
ality margins, we re-rank all candidate responses
in ascending order of .S, : {rll, r’2, ce r/K}, where
S < ST;,fOI‘Vi <7J.

T

4.3.3 Generation Calibration

We aim to encourage the model to assign higher
estimated probabilities to empathetic candidate re-
sponse with lower personality margin by adjusting
the model G(6) with a contrastive loss. Following
the previous work (Zhang et al., 2022; Liu et al.,

2022b; Jiashuo et al., 2023), the pairwise margin
loss is defined as:

Ly = > max(0,p(rjle;€) — plrile; €) + i)
i §>i
)
where \; ; is the dynamic margin multiplied by the
difference in rank between the candidates, \; ; =
v (j —1), and o is a hyper-parameter. p(r;|c; €) is
the generation probability computed by DialoGPT.

4.4 Training and Inference

Training During the training phase, we use the
ground truth as the retrieved response for empathy
and intent prediction, and randomly sample the past
responses of the corresponding listener. We aim to
generate responses that are both good at empathy
and personality expression, then the final negative
log-likelihood for generation is defined as:

lyl
L= _Zty:l logp (yilc, y<i;€) + BL,  (10)

where /3 are hyper-parameters to balance the empa-
thy and personality loss. We minimize £ to opti-
mize the generator’s parameters £.

Inference During the inference phase, we em-
ploy a style-semantic retrieval mechanism that
matches each test-set context (input) with simi-
lar contexts in the training set. The most simi-
lar context’s corresponding response is treated as
the retrieved response. Based on the listener ID
associated with this response, we sample past re-
sponses. Considering the importance of emotion,
semantics, and style in empathy and personality
expression, we focus on these dimensions dur-
ing the retrieval process. Specifically, we utilize
Sentence-BERT (Reimers and Gurevych, 2019)7
to obtain semantic embeddings. We employ an off-
the-shelf, content-independent style representation
model (Wegmann et al., 2022)3 for style embed-
dings. Furthermore, to enhance emotional rele-
vance, we finetune RoBERTa (Liu et al., 2019)°
on the ED dataset, targeting a classification of 32
emotions, the accuracy of which is 56.06%. Subse-
quently, we extract emotional embeddings from the
final layer