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Preface

Research in natural language processing (NLP) applications for education has continued to progress
using innovative statistical and rule-based NLP methods, or most commonly, a combination of the
two. As a community, we continue to improve existing capabilities and to identify and generate
innovative ways to use NLP in applications for writing, reading, speaking, critical thinking, curriculum
development, and assessment. Steady growth in the development of NLP-based applications for
education has prompted an increased number of workshops, typically focusing on a single subfield.
In this workshop, researchers present papers from many subfields: tools for automated scoring of text
and speech, intelligent tutoring, readability measures, use of corpora, grammatical error detection,
and tools for teachers and test developers. These focus on contributions to the three core educational
problem spaces: development of curriculum and assessment (e.g., applications that help teachers
develop reading materials), delivery of curriculum and assessments (e.g., applications where the
student receives instruction and interacts with the system), and reporting of assessment outcomes (e.g.,
automated essay and other constructed response scoring).

NLP-based educational applications continue to develop in order to serve the learning and assessment
needs of students, teachers, schools, and assessment organizations. The practical need for language-
analysis capabilities has been motivated even further by increased requirements for state and
national assessments, and a growing population of foreign and second language learners. There are
currently a number of commercial systems that handle automated scoring of free-text and speech
as well as systems that address linguistic complexity in text — commonly referred to as readability
measures. More recently, the need for language analysis tools is, in part, driven by a new influence
in the educational landscape in the United States: the Common Core State Standards initiative
(http://www.corestandards.org/). The initiative has been adopted by 46 states for use in Kindergarten
through 12th grade (K-12) classrooms and is likely to have a strong influence on teaching standards, as
well as how NLP research and applications are applied in the classroom.

This workshop is the seventh in a series related to Building NLP Applications for Education. The series
began at NAACL/HLT (2003), and continued at ACL 2005 (Ann Arbor), ACL/HLT 2008 (Columbus),
NAACL/HLT 2009 (Boulder), NAACL/HLT 2010 (Los Angeles), ACL/HLT 2011 (Portland), and
now NAACL/HLT 2012 (Montréal). This year, we received a record 42 submissions and accepted 8
full papers as oral presentations and 16 papers as poster presentations, as well as an invited talk by
Robert Dale describing the HOO2012 Shared Task. The acceptance rate is 57%. All of the papers
are published in these proceedings. Each paper was carefully reviewed by at least three members of
the Program Committee. We carefully selected reviewers most appropriate for each paper so as to get
knowledgeable reviews. This workshop offers an opportunity to present and publish work that is highly
relevant to NAACL/HLT, but is also specialized. Thus, the BEA workshop is often a more appropriate
venue for such work. We believe that the workshop framework designed to introduce works in progress
and new ideas needs to be revived, and we hope that we have achieved this with the breadth and variety
of research accepted presented here.
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While the field is growing, we do recognize that there is a core group of institutions and researchers
who work in this area. With a higher acceptance rate, we were able to include papers from a broad
range of topics and institutions. We continue to have a strong policy to avoid conflicts of interest. We
did not assign papers to reviewers if the paper had an author from the same institution. Second, with
respect to the organizing committee, authors of papers where there was a conflict of interest did not
participate in the discussion.

The papers accepted to this workshop were selected on the basis of several factors, including the
relevance to a core educational problem space, the novelty of the approach or domain, and the strength
of the research. The final set of 24 papers fall under several main themes:

Assessing Speech: Four papers focus on assessing spoken language of non-native speakers of English
(Chen; Chen and Zechner; Huant et al, and Yoon et al.).

Automated Scoring Tools: Six papers focus on aspects of scoring textual responses, such as short
answer scoring (Hahn and Meurers; Rus and Lintean; and Ziai et al.), measuring coherence in learner
essays (Yannakoudakis and Briscoe), measuring the use of factual information (Beigman-Klebanov
and Higgins), and automatically grading responses to science questions (Sil et al.).

Generation: Two papers (both Perez-Beltrachini et al.) present work into generation cloze questions
and grammar exercises.

Grammatical Error Detection: Three papers target grammatical error detection. Madnina et al. discuss
novel techniques for error correction and Ferraro et al. judge grammatically. The third paper (Flor and
Futagi) focuses on automatic spell correction in student essays.

Intelligent Tutoring: Two papers discuss issues related to intelligent tutoring systems (Becker et al.;
and Bethard et al.).

Readability and Reading Assistance Tools: Four papers investigate aspects of readability ranging from
developing tools for student reading assistance to detecting a document’s reading level (Talukdar and
Cohen; Eom et al.; Maamouri et al.; and Vajjala and Meurers).

Other Learning Assistance Research: Finally, we have three papers on other topics. Xiong et al.,
present a tool for peer-review exploration. Dickinson et al. present a method for predicting which
college level Hebrew class a student should place into. And Chen et al. present an approach to
generating paraphrases for language learning.

This year, we are pleased to host the Helping Our Own (HOO-2012) shared task on grammatical

v



error detection (http://www.correcttext.org/hoo2012), organized by Robert Dale et al. In its second
year, this instantiation of the shared task focuses on the detection and correction of determiner and
preposition errors in texts written by non-native speakers of English. These error types are two of the
most frequent, and nettlesome, ones for English learners. 14 teams took part in the shared task and
descriptions of their submitted systems are found in these proceedings and are presented as posters in
conjunction with the BEA7 poster session.

We wish to thank everyone who showed interest and submitted a paper, all of the authors for their
contributions, the members of the Program Committee for their thoughtful reviews, and everyone who
attended this workshop. All of these factors contribute to a truly enriching event!

Joel Tetreault, Educational Testing Service
Jill Burstein, Educational Testing Service
Claudia Leacock, CTB McGraw-Hill






Organizers:

Joel Tetreault, Educational Testing Service
Jill Burstein, Educational Testing Service
Claudia Leacock, CTB McGraw-Hill

Program Committee:

Andrea Abel, EURAC, Italy

Shane Bergsma, Johns Hopkins University, USA
Delphine Bernhard, Université de Strasbourg, France
Jared Bernstein, Pearson, USA

Daniel Blanchard, Educational Testing Service, USA
Kristy Boyer, North Carolina State University, USA
Chris Brew, Educational Testing Service, USA

Chris Brockett, Microsoft Research, USA

Aoife Cahill, Educational Testing Service, USA
Martin Chodorow, Hunter College of CUNY, USA
Mark Core, USC Institute for Creative Technologies, USA
Daniel Dahlmeier, National University of Singapore, Singapore
Markus Dickinson, Indiana University, USA

Robert Dale, Macquarie University, Australia

Bill Dolan, Microsoft Research, USA

Maxine Eskenazi, Carnegie Mellon University, USA
Keelan Evanini, Educational Testing Service, USA
Jennifer Foster, Dublin City University, Ireland
Annette Frank, University of Heidelberg, Germany
Michael Gamon, Microsoft Research, USA

Caroline Gasperin, TouchType, Brazil

Kallirroi Georgila, USC Institute for Creative Technologies, USA
Iryna Gurevych, University of Darmstadt, Germany
Na-Rae Han, University of Pittsburgh, USA

Trude Heift, Simon Frasier University, Canada
Michael Heilman, Educational Testing Service, USA
Derrick Higgins, Educational Testing Service, USA
Heng Ji, Queens College of CUNY, USA

Pamela Jordan, University of Pittsburgh, USA

Ola Knutsson, Stockholm University, Sweden

John Lee, City University of Hong Kong, China
Xiaofei Lu, Penn State University, USA

Roger Levy, University of California San Diego, USA
Jackson Liscombe, SpeechCycle, USA

Diane Litman, University of Pittsburgh, USA

vii



Annie Louis, University of Pennsylvania, USA

Nitin Madnani, Educational Testing Service, USA

Montse Maritxalar, University of the Basque Country, Spain
Aurélien Max, LIMSI-CNRS, France

Detmar Meurers, University of Tiibingen, Germany

Lisa Michaud, Merrimack College, USA

Rada Mihalcea, University of North Texas, USA

Michael Mohler, University of North Texas, USA

Jack Mostow, Carnegie Mellon University, USA

Smaranda Muresan, Rutgers University, USA

Ani Nenkova, University of Pennsylvania, USA

Rodney Nielsen, University of Colorado, USA

Hwee Tou Ng, National University of Singapore, USA

Matt Post, Johns Hopkins University, USA

Patti Price, PPRICE Speech and Language Technology, USA
Andrew Rosenberg, Queens College of CUNY, USA

Mihai Rotaru, TextKernel, the Netherlands

Dan Roth, University of Illinois Urbana-Champagne, USA
Alla Rozovskaya, University of Illinois Urbana-Champagne, USA
Mathias Schulze, University of Waterloo, Canada

Stephanie Seneff, Massachusetts Institute of Technology, USA
Izhak Shafran, Oregon Health and Science University, USA
Serge Sharoff, University of Leeds, UK

Svetlana Stenchikova, Open University, UK

Helmer Strik, Radboud University Nijmegen, the Netherlands
Joseph Tepperman, Rosetta Stone, USA

Nai-Lung Tsao, National Central University, Taiwan
Benjamin Van Durme, Johns Hopkins University, USA
Arthur Ward, University of Pittsburgh, USA

Monica Ward, Dublin City University, Ireland

David Wible, National Central University, Taiwan

Sze Wong, Macquarie University, Australia

Peter Wood, University of Saskatchewan in Saskatoon, Canada
Klaus Zechner, Educational Testing Service, USA

viii



Table of Contents

Question Ranking and Selection in Tutorial Dialogues
Lee Becker, Martha Palmer, Sarel van Vuuren and Wayne Ward ............................. 1

Identifying science concepts and student misconceptions in an interactive essay writing tutor
Steven Bethard, Ifeyinwa Okoye, Md. Arafat Sultan, Haojie Hang, James H. Martin and Tamara
SUIMMET .« . ..ttt ettt ettt e e e e et e e et e e et e 12

Automatic Grading of Scientific Inquiry
Avirup Sil, Angela Shelton, Diane Jass Ketelhut and Alexander Yates....................... 22

Modeling coherence in ESOL learner texts
Helen Yannakoudakis and Ted Briscoe. ..........co i 33

Exploring Grammatical Error Correction with Not-So-Crummy Machine Translation
Nitin Madnani, Joel Tetreault and Martin Chodorow ........... ... .. i . 44

HOO 2012: A Report on the Preposition and Determiner Error Correction Shared Task
Robert Dale, Ilya Anisimoff and George Narroway . ... . 54

Measuring the Use of Factual Information in Test-Taker Essays
Beata Beigman Klebanov and Derrick Higgins ......... ... . i i i 63

Utilizing Cumulative Logit Model and Human Computation on Automated Speech Assessment
] T 31 73

PREFER: Using a Graph-Based Approach to Generate Paraphrases for Language Learning
Mei-Hua Chen, Shi-Ting Huang, Chung-Chi Huang, Hsien-Chin Liou and Jason S. Chang. ... 80

Using an Ontology for Improved Automated Content Scoring of Spontaneous Non-Native Speech
Miao Chen and Klaus Zechner . . ... e 86

Predicting Learner Levels for Online Exercises of Hebrew
Markus Dickinson, Sandra Kiibler and Anthony Meyer................coiiiiiiiineaannn. 95

On using context for automatic correction of non-word misspellings in student essays
Michael Flor and Yoko Futagi ....... ... i e 105

Judging Grammaticality with Count-Induced Tree Substitution Grammars
Francis Ferraro, Matt Post and Benjamin Van Durme............... ... ... ... .. ... ... 116

Scoring Spoken Responses Based on Content Accuracy
Fei Huang, Lei Chen and Jana Sukkarieh ................ . i, 122

Developing ARET: An NLP-based Educational Tool Set for Arabic Reading Enhancement
Mohammed Maamouri, Wajdi Zaghouani, Violetta Cavalli-Sforza, Dave Graft and Mike Ciul 127

ix



Generating Diagnostic Multiple Choice Comprehension Cloze Questions
Jack Mostow and Hyeju Jang . . ...ttt e 136

Generating Grammar Exercises
Laura Perez-Beltrachini, Claire Gardent and German Kruszewski ......................... 147

A Comparison of Greedy and Optimal Assessment of Natural Language Student Input Using Word-to-
Word Similarity Metrics
Vasile Rus and Mihai Lintean. . ........... . e 157

On Improving the Accuracy of Readability Classification using Insights from Second Language Acqui-
sition
Sowmya Vajjala and Detmar MeUIErs. . . ... ..ottt e 163

An Interactive Analytic Tool for Peer-Review Exploration
Wenting Xiong, Diane Litman, Jingtao Wang and Christian Schunn ....................... 174

Vocabulary Profile as a Measure of Vocabulary Sophistication
Su-Youn Yoon, Suma Bhat and Klaus Zechner ............. . ... o i i, 180

Short Answer Assessment: Establishing Links Between Research Strands
Ramon Ziai, Niels Ott and Detmar MEUIers .. ..........ooiutiiiiiiiiiienn.. 190

Detection and Correction of Preposition and Determiner Errors in English: HOO 2012
Pinaki Bhaskar, Aniruddha Ghosh, Santanu Pal and Sivaji Bandyopadhyay................. 201

Informing Determiner and Preposition Error Correction with Hierarchical Word Clustering
Adriane Boyd, Marion Zepf and Detmar Meurers . .............coveiiiiiiieinniiee... 208

NUS at the HOO 2012 Shared Task
Daniel Dahlmeier, Hwee Tou Ng and EricJunFeng Ng .................. ... ... o.at. 216

VTEX Determiner and Preposition Correction System for the HOO 2012 Shared Task
Vidas DaudaraviCius . . . ... oout et e 225

Precision Isn’t Everything: A Hybrid Approach to Grammatical Error Detection
Michael Heilman, Aoife Cahill and Joel Tetreault......... ... .. ... . i it 233

HOO 2012 Error Recognition and Correction Shared Task: Cambridge University Submission Report
Ekaterina Kochmar, @istein Andersen and Ted BriSCO€ . .. ..o et 242

Korea University System in the HOO 2012 Shared Task
Jieun Lee, Jung-Tae Lee and Hae-Chang Rim ......... ... ... ... o o it 251

A Naive Bayes classifier for automatic correction of preposition and determiner errors in ESL text
Gerard Lynch, Erwan Moreau and Carl Vogel ......... ... ... .. o i, 257

KU Leuven at HOO-2012: A Hybrid Approach to Detection and Correction of Determiner and Prepo-
sition Errors in Non-native English Text
Li Quan, Oleksandr Kolomiyets and Marie-Francine Moens .............................. 263



The Ul System in the HOO 2012 Shared Task on Error Correction
Alla Rozovskaya, Mark Sammonsand DanRoth ........... ... ... ... ... ... .. ..... 272

NAIST at the HOO 2012 Shared Task
Keisuke Sakaguchi, Yuta Hayashibe, Shuhei Kondo, Lis Kanashiro, Tomoya Mizumoto, Mamoru
Komachi and Yuji MatSumoto . ... ...ttt ettt et et e 281

Memory-based text correction for preposition and determiner errors
Antal van den Bosch and Peter Berck......... .. . o i 289

Helping Our Own: NTHU NLPLAB System Description
Jian-Cheng Wu, Joseph Chang, Yi-Chun Chen, Shih-Ting Huang, Mei-Hua Chen and Jason S.
AN . ..ottt e 295

HOO 2012 Shared Task: UKP Lab System Description
Torsten Zeschand Jens Haase .................... . i 302

Crowdsourced Comprehension: Predicting Prerequisite Structure in Wikipedia

Partha Talukdar and William Cohen ......... ... . it 307
Sense-Specific Lexical Information for Reading Assistance

Soojeong Eom, Markus Dickinson and Rebecca Sachs ................ ... ... o ii 316
Evaluating the Meaning of Answers to Reading Comprehension Questions: A Semantics-Based Ap-
proach

Michael Hahn and Detmar MEUIeTrsS . .. .......tiinn ittt 326

X1






Conference Program

Thursday, June 7, 2012

8:45-9:00

9:00-9:15

+

10:30-11:00

+

Load Presentations
Opening Remarks
9:15-9:40

Question Ranking and Selection in Tutorial Dialogues
Lee Becker, Martha Palmer, Sarel van Vuuren and Wayne Ward

9:40-10:05

ldentifying science concepts and student misconceptions in an interactive essay
writing tutor

Steven Bethard, Ifeyinwa Okoye, Md. Arafat Sultan, Haojie Hang, James H. Martin
and Tamara Sumner

10:05-10:30

Automatic Grading of Scientific Inquiry
Avirup Sil, Angela Shelton, Diane Jass Ketelhut and Alexander Yates

Break
11:00-11:25

Modeling coherence in ESOL learner texts
Helen Yannakoudakis and Ted Briscoe

11:25-11:50

Exploring Grammatical Error Correction with Not-So-Crummy Machine Transla-
tion

Nitin Madnani, Joel Tetreault and Martin Chodorow

11:50-12:15

HOO 2012: A Report on the Preposition and Determiner Error Correction Shared

Task
Robert Dale, Ilya Anisimoff and George Narroway

Xiii



Thursday, June 7, 2012 (continued)

12:15-1:45
1:45-3:30
+

Lunch
Poster Session
BEA7 Posters

Measuring the Use of Factual Information in Test-Taker Essays
Beata Beigman Klebanov and Derrick Higgins

Utilizing Cumulative Logit Model and Human Computation on Automated Speech Assess-
ment
Lei Chen

PREFER: Using a Graph-Based Approach to Generate Paraphrases for Language Learn-

ing
Mei-Hua Chen, Shi-Ting Huang, Chung-Chi Huang, Hsien-Chin Liou and Jason S. Chang

Using an Ontology for Improved Automated Content Scoring of Spontaneous Non-Native
Speech
Miao Chen and Klaus Zechner

Predicting Learner Levels for Online Exercises of Hebrew
Markus Dickinson, Sandra Kiibler and Anthony Meyer

On using context for automatic correction of non-word misspellings in student essays
Michael Flor and Yoko Futagi

Judging Grammaticality with Count-Induced Tree Substitution Grammars
Francis Ferraro, Matt Post and Benjamin Van Durme

Scoring Spoken Responses Based on Content Accuracy
Fei Huang, Lei Chen and Jana Sukkarieh

Developing ARET: An NLP-based Educational Tool Set for Arabic Reading Enhancement
Mohammed Maamouri, Wajdi Zaghouani, Violetta Cavalli-Sforza, Dave Graff and Mike
Ciul

Generating Diagnostic Multiple Choice Comprehension Cloze Questions
Jack Mostow and Hyeju Jang

X1V



Thursday, June 7, 2012 (continued)

Generating Grammar Exercises
Laura Perez-Beltrachini, Claire Gardent and German Kruszewski

A Comparison of Greedy and Optimal Assessment of Natural Language Student Input
Using Word-to-Word Similarity Metrics
Vasile Rus and Mihai Lintean

On Improving the Accuracy of Readability Classification using Insights from Second Lan-
guage Acquisition
Sowmya Vajjala and Detmar Meurers

An Interactive Analytic Tool for Peer-Review Exploration
Wenting Xiong, Diane Litman, Jingtao Wang and Christian Schunn

Vocabulary Profile as a Measure of Vocabulary Sophistication
Su-Youn Yoon, Suma Bhat and Klaus Zechner

Short Answer Assessment: Establishing Links Between Research Strands
Ramon Ziai, Niels Ott and Detmar Meurers

+ HOO2012 Posters

Detection and Correction of Preposition and Determiner Errors in English: HOO 2012
Pinaki Bhaskar, Aniruddha Ghosh, Santanu Pal and Sivaji Bandyopadhyay

Informing Determiner and Preposition Error Correction with Hierarchical Word Cluster-
ing
Adriane Boyd, Marion Zepf and Detmar Meurers

NUS at the HOO 2012 Shared Task
Daniel Dahlmeier, Hwee Tou Ng and Eric Jun Feng Ng

VTEX Determiner and Preposition Correction System for the HOO 2012 Shared Task
Vidas Daudaravicius

Precision Isn’t Everything: A Hybrid Approach to Grammatical Error Detection
Michael Heilman, Aoife Cahill and Joel Tetreault

HOO 2012 Error Recognition and Correction Shared Task: Cambridge University Sub-

mission Report
Ekaterina Kochmar, @istein Andersen and Ted Briscoe

XV



Thursday, June 7, 2012 (continued)

3:30-4:00

+

Korea University System in the HOO 2012 Shared Task
Jieun Lee, Jung-Tae Lee and Hae-Chang Rim

A Naive Bayes classifier for automatic correction of preposition and determiner errors in
ESL text
Gerard Lynch, Erwan Moreau and Carl Vogel

KU Leuven at HOO-2012: A Hybrid Approach to Detection and Correction of Determiner
and Preposition Errors in Non-native English Text
Li Quan, Oleksandr Kolomiyets and Marie-Francine Moens

The UI System in the HOO 2012 Shared Task on Error Correction
Alla Rozovskaya, Mark Sammons and Dan Roth

NAIST at the HOO 2012 Shared Task
Keisuke Sakaguchi, Yuta Hayashibe, Shuhei Kondo, Lis Kanashiro, Tomoya Mizumoto,
Mamoru Komachi and Yuji Matsumoto

Memory-based text correction for preposition and determiner errors
Antal van den Bosch and Peter Berck

Helping Our Own: NTHU NLPLAB System Description
Jian-Cheng Wu, Joseph Chang, Yi-Chun Chen, Shih-Ting Huang, Mei-Hua Chen and Ja-
son S. Chang

HOO 2012 Shared Task: UKP Lab System Description
Torsten Zesch and Jens Haase

Break

4:00-4:25

Crowdsourced Comprehension: Predicting Prerequisite Structure in Wikipedia
Partha Talukdar and William Cohen

4:25-4:50

Sense-Specific Lexical Information for Reading Assistance
Soojeong Eom, Markus Dickinson and Rebecca Sachs

XVvi



Thursday, June 7, 2012 (continued)

+ 4:50-5:15
Evaluating the Meaning of Answers to Reading Comprehension Questions: A Semantics-
Based Approach

Michael Hahn and Detmar Meurers

5:15-5:30 Closing Remarks

XVvii






Question Ranking and Selection in Tutorial Dialogues

Lee Becker” and Martha Palmer 2° and Sarel van Vuuren 3° and Wayne Ward 4%°
“The Center for Computational Language and Education Research (CLEAR)
University of Colorado Boulder
Boulder Language Technologies
{lee.becker,martha.palmer, sarel.vanvuuren}@colorado.edu
wward@bltek.com

Abstract

A key challenge for dialogue-based intelligent
tutoring systems lies in selecting follow-up
questions that are not only context relevant
but also encourage self-expression and stimu-
late learning. This paper presents an approach
to ranking candidate questions for a given di-
alogue context and introduces an evaluation
framework for this task. We learn to rank us-
ing judgments collected from expert human
tutors, and we show that adding features de-
rived from a rich, multi-layer dialogue act
representation improves system performance
over baseline lexical and syntactic features to
a level in agreement with the judges. The ex-
perimental results highlight the important fac-
tors in modeling the questioning process. This
work provides a framework for future work
in automatic question generation and it rep-
resents a step toward the larger goal of di-
rectly learning tutorial dialogue policies di-
rectly from human examples.

1 Introduction

Socratic tutoring styles place an emphasis on elicit-
ing information from the learner to help them build
their own connections to the material. The role of a
tutor in a Socratic dialogue is to scaffold the material
and present questions that ultimately lead the student
to an “A-ha!” moment. Numerous studies have il-
lustrated the effectiveness of Socratic-style tutoring
(VanLehn et al., 2007; Rose et al., 2001; Collins and
Stevens, 1982); consequently recreating the behav-
ior on a computer has long been a goal of research

1

in Intelligent Tutoring Systems (ITS). Recent suc-
cesses have shown the efficacy of conversational ITS
(Graesser et al., 2005; Litman and Silliman, 2004,
Ward et al., 2011b), however these systems are still
not as effective as human tutors, and much improve-
ment is needed before they can truly claim to be So-
cratic. Furthermore, development and tuning of tu-
torial dialogue behavior requires significant human
effort.

While our overarching goal is to improve ITS
by automatically learning tutorial dialogue strategies
directly from expert tutor behavior, we focus on the
crucial subtask of selecting follow-up questions. Al-
though asking questions is only a subset of the over-
all tutoring process, it is still a complex process that
requires understanding of the dialogue state, the stu-
dent’s ability, and the learning goals.

This work frames question selection as a task of
scoring and ranking candidate questions for a spe-
cific point in the tutorial dialogue. Since dialogue
is a dynamic process with multiple correct possibil-
ities, we do not restrict ourselves only to the moves
and questions found in a corpus of transcripts. In-
stead we posit “What if we had a fully automatic
question generation system?” and subsequently use
candidate questions hand-authored for each dialogue
context. To explore the mechanisms involved in
ranking follow-up questions against one other, we
pair these questions with judgments of quality from
expert human tutors and extract surface form and
dialogue-based features to train machine learning
classification models to rank the appropriateness of
questions for specific points in a dialogue.

Our results show promise with our best question
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ranking models exhibiting performance on par with
expert human tutors. Furthermore these experiments
demonstrate the utility and importance of rich dia-
logue move annotation for modeling decision mak-
ing in conversation and tutoring.

2 Background and Related Works

Learning tutorial dialogue policies from corpora is
a growing area of research in natural language pro-
cessing and intelligent tutoring systems. Past studies
have made use of hidden Markov models (Boyer et
al., 2009a) and reinforcement learning (Chi et al.,
2010; Chi et al., 2009; Chi et al., 2008) to discover
tutoring strategies. However, these approaches are
typically optimized to maximize learning gains, and
are not necessarily focused on replicating human tu-
tor behavior. Other work has explored specific fac-
tors in questioning such as when to ask “why” ques-
tions (Rose et al., 2003), provide hints (Tsovaltzi
and Matheson, 2001), or insert discourse markers
(Kim et al., 2000).

There is also an expanding body of work that ap-
plies ranking algorithms toward the task of ques-
tion generation (QG) using approaches such as over-
generation-and-ranking (Heilman and Smith, 2010),
language model ranking (Yao, 2010), and heuristics-
based ranking (Agarwal and Mannem, 2011). While
the focus of these efforts centers on issues of gram-
maticality, fluency, and content selection for auto-
matic creation of standalone questions, we move to
the higher level task of choosing context appropri-
ate questions. Our work merges aspects of these
QG approaches with the sentence planning tradi-
tion from natural language generation (Walker et al.,
2001; Rambow et al., 2001). In sentence planning
the goal is to select lexico-structural resources that
encode communicative action. Rather than select-
ing representations, we use them directly as part of
the feature space for learning functions to rank the
questions’ actual surface form realization. To our
knowledge there has been no research in ranking the
quality and suitability of questions within a tutorial
dialogue context.

Because questioning tactics depend heavily on the
curriculum and choice of pedagogy, we ground our
investigations within the context of the My Science
Tutor (MyST) intelligent tutoring system (Ward et
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al., 2011b), a conversational virtual tutor designed
to improve science learning and understanding for
students in grades 3-5 (ages 8-11). Students using
MyST investigate and discuss science through nat-
ural spoken dialogues and multimedia interactions
with a virtual tutor named Marni. The MyST dia-
logue design and tutoring style is based on a ped-
agogy called Questioning the Author (QtA) (Beck
et al., 1996) which emphasizes open-ended ques-
tions and keying in on student language to promote
self-explanation of concepts, and its curriculum is
based on the Full Option Science System (FOSS) !
a proven system for inquiry based learning.

3 Data Collection
3.1 MyST Logfiles and Transcripts

For these experiments, we use MyST transcripts col-
lected in a Wizard-of-Oz (WoZ) condition with a hu-
man tutor inserted into the interaction loop. Project
tutors trained in both QtA and in the tutorial sub-
ject matter served as the wizards. During a ses-
sion tutors were responsible for accepting, overrid-
ing, and/or authoring system actions. Tutor wizards
were also responsible for setting the current dialogue
frame to indicate which of the learning goals was
currently in focus. Students talked to MyST via mi-
crophone while MyST communicates using Text-to-
Speech (TTS) in the WoZ setting. A typical MyST
session revolves around a single FOSS lesson and
lasts approximately 15 minutes. To obtain a dia-
logue transcript, tutor moves are taken directly from
the system logfile, while student speech is manu-
ally transcribed from audio. In addition to the di-
alogue text, MyST records additional information
such as timestamps and the current dialogue frame
(i.e. learning goal). In total we make use of tran-
scripts from 122 WoZ dialogues covering 10 units
on magnetism and electricity and 2 in measurement
and standards.

3.2 Dialogue Annotation

Lesson-independent analysis of dialogue requires
a level of abstraction that reduces a dialogue to
its underlying actions and intentions. To address
this need we use the Dialogue Schema Unifying
Speech and Semantics (DISCUSS) (Becker et al.,

"http://www.fossweb.com



2011), a multidimensional dialogue move taxon-
omy that captures both the pragmatic and seman-
tic interpretation of an utterance. Instead of us-
ing one label, a DISCUSS move is a tuple com-
posed of three dimensions: Dialogue Act, Rhetor-
ical Form, Predicate Type. Together these labels
account for the action, function, and content of an
utterance. This scheme draws from past work in
task-oriented dialogue acts (Bunt, 2009; Core and
Allen, 1997), tutorial act taxonomies (Pilkington,
1999; Tsovaltzi and Karagjosova, 2004; Buckley
and Wolska, 2008; Boyer et al., 2009b) discourse
relations (Mann and Thompson, 1986) and question
taxonomies (Graesser and Person, 1994; Nielsen et
al., 2008).

Dialogue Act (22 tags): The dialogue act dimen-
sion is the top-level dimension in DISCUSS, and its
values govern the possible values for the other di-
mensions. Though the DISCUSS dialogue act layer
seeks to replicate the learnings from other well-
established taxonomies like DIT++ (Bunt, 2009) or
DAMSL (Core and Allen, 1997) wherever possible,
the QtA style of pedagogy driving our tutoring ses-
sions dictated the addition of two tutorial specific
acts: marking and revoicing. A mark act highlights
key words from the student’s speech to draw atten-
tion to a particular term or concept. Like with mark-
ing, revoicing keys in on student language, but in-
stead of highlighting specific words, a revoice act
will summarize or refine the student’s language to
bring clarity to a concept.

Rhetorical Form (22 tags): Although the dia-
logue act is useful for identifying the speaker’s in-
tent, it gives no indication of how the speaker is ad-
vancing the conversation. The rhetorical form re-
fines the dialogue act by providing a link to its sur-
face form realization. Consider the questions “What
is the battery doing?” and “Which one is the bat-
tery?”’. They would both be labeled with Ask dia-
logue acts, but they elicit two very different kinds
of responses. The former, which elicits some form
of description, would be labeled with a Describe
rhetorical form, while the latter is seeking to Iden-
tify an object. Similarly an Assert act from a tutor
could be coupled with a Describe rhetorical form to
introduce new information or with a Recap to recon-
vey a major point.

Predicate Type (19 tags): Beyond knowing the
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Reliability Metric | DA | RF | PT
Cohen’s Kappa 0.75 ] 0.72 | 0.63
Exact Agreement | 0.80 | 0.66 | 0.56
Partial Agreement | 0.89 | 0.77 | 0.68

Table 1: Inter-annotator agreement for DISCUSS types
(DA=Dialogue Act, RF=Rhetorical Form, PT=Predicate

Type)

propositional content of an utterance, it is useful to
know how the entities and predicates in a response
relate to one another. A student may mention several
keywords that are semantically similar to the learn-
ing goals, but it is important for a tutor to recognize
whether the student’s language provides a deeper de-
scription of some phenomena or if it is simply a su-
perficial observation. The Predicate Type aims to
categorize the semantic relationships a student may
talk about; whether it is a Procedure, a Function, a
Causal Relation, or some other predicate type.

3.2.1 Annotation

All transcripts used in this experiment have been
annotated with DISCUSS labels at the turn level. A
reliability study using 15% of the transcripts was
conducted to assess inter-rater agreement of DIS-
CUSS tagging. This consisted of 18 doubly anno-
tated transcripts comprised of 828 dialogue utter-
ances.

To assess inter-rater reliability we use Cohen’s
Kappa () (Carletta, 1996). Because DISCUSS per-
mits multiple labels per instance, we compute a
value for each label and provide a mean for each
DISCUSS dimension. To get an additional sense of
agreement, we use two other metrics: exact agree-
ment and partial agreement. For each of these met-
rics, we treat each annotators’ annotations as a per
class bag-of-labels. For exact agreement, each an-
notators’ set of labels must match exactly to receive
credit. Partial agreement is defined as the number
of intersecting labels divided by the total number
of unique labels. Together these statistics help to
bound the reliability of the DISCUSS annotation.
Table 1 lists all three metrics broken down by DIS-
CUSS dimension. The x values show fair agreement
for the dialogue act and rhetorical form dimensions,
whereas the predicate type shows more moderate
agreement. This difference reflects the relative diffi-



culty in labeling each dimension, and the agreement
as a whole illustrates the open-endedness of the task.

3.3 Question Authoring

While the long-term plan for this work is to inte-
grate fully automatic question generation into a tu-
toring system, for this study we opted to use manu-
ally authored questions. This allows us to remain
focused on learning to identify context appropri-
ate questions rather than confounding our experi-
ments with issues of question grammaticality and
well-formedness. Even though using multiple au-
thors would provide greater diversity of questions,
to avoid repeated effort and to maintain consistency
in authoring we trained a single question author
in both the FOSS material and MyST QtA tech-
niques. Although he was free to author any ques-
tion he found appropriate, our guidelines primar-
ily emphasized authoring by making permutations
aligned with DISCUSS dimensions while also per-
mitting the author to incorporate changes in word-
ing, learning-goal content, and tutoring tactics. For
example, we taught him to consider how QtA moves
such as Revoicing, Marking, or Recapping could al-
ter otherwise similar questions. To minimize the risk
of rater bias, we explicitly told our author to avoid
using positive feedback expressions such as “Good
job!” or “Great!”. Table 2 illustrates how the com-
binations of DISCUSS labels, QtA tactics, and dia-
logue context drives the question generation process.

To simulate the conditions available to both the
human WoZ and computer MyST tutors, the author
was presented with the entire dialogue history pre-
ceding the decision point, the current dialogue frame
(learning goal), and any visuals that may be on-
screen. Question authoring contexts were manually
selected to capture points where students provided
responses to tutor questions. This eliminated the
need to account for other dialogue behavior such as
greetings, closings, or meta-behavior, and allowed
us to focus on follow-up style questions. Because
these question authoring contexts came from actual
tutorial dialogues, we also extracted the original turn
provided by the tutor, and we filtered out turns that
did not contain questions related to the lesson con-
tent. Our corpus has 205 question authoring contexts
comprised of 1025 manually authored questions and
131 questions extracted from the original transcript
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yielding 1156 questions in total.

3.4 Ratings Collection

To rate questions, we enlisted the help of four tu-
tors who had previously served as project tutors and
wizards. The raters were presented with much of
the same information used during question author-
ing. The interface included the entire dialogue his-
tory preceding the question decision point and a list
of up to 6 candidate questions (5 manually authored,
1 taken from the original transcript if applicable). To
give a more complete tutoring context, raters also
had access to the lessons’ learning goals and the in-
teractive visuals used by MyST.

Previous studies in rating questions (Becker et al.,
2009) have found poor inter-rater agreement when
rating questions in isolation. To decrease the task’s
difficulty we instead ask raters to simultaneously
score all candidate questions. Because we did not
want to bias raters, we did not specify specific cri-
teria for question quality. Instead we instructed the
raters to consider the question’s role in assisting stu-
dent understanding of the learning goals and to think
about factors such as tutorial pacing, context appro-
priateness, and content. Scores were collected us-
ing an ordinal 10-point scale ranging from 1 (low-
est/worst) to 10 (highest/best).

Each set of questions was rated by at least three
tutors, and rater assignments were selected to ensure
raters never score questions from sessions they tu-
tored themselves. In total we collected ratings for
1156 question representing a total of 205 question
contexts distributed across 30 transcripts.

34.1 Rater Agreement

Because these judgments are subjective, a key
challenge in this work centers on understanding to
what degree the tutors agree with one another. Since
our goal is to rank questions and not to score ques-
tions, we convert each tutors scores for a given con-
text into a rank-ordered list. To compute inter-
rater agreement in ranking, we use Kendall’s-Tau
(1) rank correlation coefficient. This measure is a
non-parametric statistic that quantifies the similarity
in orderings of data, and it is closely tied to AUC,
the area under the receiver operating characteristics
(ROC) curve. Though Kendall’s-7 can vary from -1
to 1, its value is highly task dependent, and it is typ-



T:  Tell me more about what is happening with the electricity in a complete circuit.
S:  Well the battery sends all the electricity in a circuit to the motor so the motor starts to go.

Candidate Question Frame Element DISCUSS
Q1 Roll over the switch and then in your own Same Same Direct/Task/Visual
words, tell me again what a complete or Ask/Describe/Configuration
closed circuit is all about.
Q2 How is this circuit setup? Is it open or closed? Same Same Ask/Select/Configuration
Q3 To summarize, a closed circuit allows the Diff Diff Assert/Recap/Proposition
electricity to flow and the motor to spin. Now Direct/Task/Visual
in this circuit, we have a new component. The Ask/Describe/Function
switch. What is the switch all about?
Q4  You said something about the motor spinning Same  Same Revoice/None/None

in a complete circuit. Tell me more about that.

Ask/Elaborate/CausalRelation

Table 2: Example dialogue context snippet and a collection of candidate questions. The frame, element, and DISCUSS

columns show how the questions vary from one another.

ically lower when the range of possible choices is
narrow as it is in this task. To get a single score we
average 7 values across all sets of questions (con-
texts) and all pairs of raters. The mean value for all
pairs of raters and contexts is 7 = 0.1478. The inter-
rater statistics are shown in table 3. While inter-rater
agreement is fairly modest, we do see lots of vari-
ation between different pairs of tutors. Addition-
ally, we found that a pair of raters agreed on the top
rated question 33% of the time. This suggests that
despite their common training and experience, the
raters may be using different criteria in rating.

To assess the tutors’ internal consistency, we had
each tutor re-rate 60 sets of questions approximately
two months after their first trial, and we computed
self-agreement Kendall’s-7 values using the method
above. These statistics are listed in the bottom row
of table 3. In contrast with the inter-rater agreement,
self-agreement is much more consistent giving fur-
ther evidence for a difference in criteria. Together
self and inter-rater agreement help bound expected
system performance in ranking.

4 Automatic Ranking

Because we are more interested in learning to pre-
dict which questions are more suitable for a given
tutoring scenario than we are in assigning specific
scores to questions, we approach the task of ques-
tion selection as a ranking task. To create a gold-
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rater A rater B rater C rater D

rater A X 0.2590 0.1418 0.0075

rater B 0.2590 X 0.1217 0.2370

rater C 0.1418 0.1217 X 0.0540
rater D 0.0075 0.2370 0.0540 X

mean 0.1361 0.2059 0.1058 0.0995

self 0.4802 0.4022 0.2327 0.3531

Table 3: Inter-rater rank agreement (Kendall’s-7 ). The
bottom row is the self-agreement for contexts they rated
in two separate trials.

standard for training and evaluation we first need to
convert the collective ratings for a set of questions
into a rank-ordered list. While the most straight-
forward way to make this conversion is to average
the ratings for each item, this approach assumes all
raters operate on the same scale. Furthermore, a sin-
gle score does not account for how a question re-
lates to other candidate questions. Instead we create
a single rank-order by tabulating pairwise wins for
all pairs of questions ¢;, g;, (i # j) within a given
dialogue context C. If rating(q;) > rating(q;),
questions ¢; receives a win. This is summed across
all raters for the context. The question(s) with the
most wins has rank 1. Questions with an equal num-
ber of wins are considered tied and are given the av-
erage ranking of their ordinal positions. For exam-
ple if two questions are tied for second place, they



are each assigned a ranking of 2.5.

Using this rank-ordering we then train a pairwise
classifier to learn a preferences function (Cohen et
al., 1998) that determines if one question has a bet-
ter rank than another. For each question g; within a
context C', we construct a vector of features ¢;. For a
pair of questions g; and g;, we then create a new vec-
tor using the difference of features: ®(g;,q;,C) =
¢i — ¢;. For training, if rank(¢;) < rank(g;), the
classification is positive otherwise it is negative. To
account for the possibility of ties, and to make the
difference measure appear symmetric, we train both
combinations (¢;, ¢j) and (g;, ¢;). During decoding,
we run the trained classifier on all pairs and tabulate
wins using the approach described above.

For our experiments we train pairwise classi-
fiers using Mallet’s Maximum Entropy (McCallum,
2002) and SV MT9"°s Support Vector Machines
models (Joachims, 1999). We also use SV M ftank
(Joachims, 1999), which performs the same max-
imum margin separation as SV M9 but uses
Kendall’s-7 as a loss function to optimize for rank
ordering. We run SV MEen* with a linear kernel
and model parameters of ¢ = 2.0 and € = 0.0156.
For MaxEnt, we use Mallet’s default model param-
eters. Training and evaluation are carried out us-
ing 10-fold cross validation (3 transcripts per fold,
approximately 7 dialogue contexts per transcript).
Folds are partitioned by FOSS unit, to ensure train-
ing and evaluation are on different lessons. To ex-
plore the impact of DISCUSS representations on this
question ranking task, we train and evaluate models
by incrementally adding additional information ex-
tracted from the DISCUSS annotation.

4.1 Features

When designing features for this task, we wanted to
capture the factors that may play a role in the tutor’s
decision making process during question selection.
When rating, scorers may consider factors such as
the question’s surface form, lesson relevance, con-
textual relevance. The subsections below detail the
motivations and intuitions behind these factors.

4.1.1 Surface Form Features

When presented with a list of questions, a rater
likely bases the decision on his or her initial reaction
to the questions’ wording. In some cases, wording
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may supercede any other decisions regarding edu-
cational value or dialogue cohesiveness. Question
verbosity is captured by the number of words in the
question feature. Analysis of rater comments also
suggested that preferences are often tied to the ques-
tion’s form and structure. A rough measure of form
comes from the Wh-word features to mark the pres-
ence of the following question words: who, what,
why, where, when, which, and how. Additionally we
use the bag-of-part-of-speech-tags (POS) features to
provide another aspect of the question’s structure.

4.1.2 Lexical Similarity Features

Past work (Ward et al., 2011a) has shown that en-
trainment, the process of automatic alignment be-
tween dialogue partners, is a useful predictor of
learning and is a key factor in facilitating a success-
ful conversation. For question selection, we hypoth-
esize that successful tutors ask questions that dis-
play some degree of semantic entrainment with stu-
dent utterances. In MyST-based tutoring, dialogue
actions are driven by the goal of eliciting student re-
sponses that address the learning goals for the les-
son. Consequently, choosing an appropriate ques-
tion may depend on how closely student responses
align with the learning goals. To model both en-
trainment and lexical similarity we extract features
for unigram and bigram overlap of words, word-
lemmas, and part-of-speech tags between the pairs
below.

e The candidate question and the student’s last
utterance

e The candidate question and the last tutor’s ut-
terance

e The candidate question and the text of the cur-
rent learning goal

e The candidate question and the text of the other
learning goals

Example learning goals for a lesson on circuits are
provided in table 4. The current learning goal is sim-
ply the learning goal in focus at the point of question
asking according to the MyST logfile. Other learn-
ing goals are all other goals for the lesson. Using
the example from the table, if goal 2 is the current
learning goal, then goals 1 and 3 are the other goals.



Goal 1:  Wires carry electricity and can connect
components

Goal 2:  Bulb receives electricity and transforms
electricity into heat

Goal 3: A circuit provides a pathway for energy

to flow

Table 4: Example learning goals

4.1.3 DISCUSS Features

The lexical and surface form features provide
some cues about the content of the question, but
they do not account for the action or intent in tutor-
ing. The DISCUSS annotation allows us to bridge
between the question’s semantics and pragmatically
and focus on what differentiates one question from
another. Basic DISCUSS features include bags of
Dialogue Acts (DA), Rhetorical Forms (RF), and
Predicate types (PT) found in the question’s DIS-
CUSS annotation. We capture the question’s dia-
logue cohesiveness with binary features indicating
whether or not the question’s RF and PT match those
found in the previous student and tutor turns.

4.1.4 Contextualized DISCUSS Features

In tutoring, follow-up questions are licensed by
the questions that precede them. For example a tutor
may be less likely to ask how an object functions un-
til after the object has first been identified by the stu-
dent. Along a different dimension, a tutor’s line of
questioning may change to match a student’s under-
standing of the material. Struggling students may re-
quire additional opportunities to explain themselves,
while advanced students may benefit more from a
more rapid pace of instruction.

We model the conditional relevance of moves
by computing dialogue act transition probabilities
from our corpus of DISCUSS annotated tutorial di-
alogues. Although DISCUSS allows multiple tags
per dialogue turn, we simplify probability calcula-
tions by treating each DISCUSS tuple as a separate
event, and tallying all pairs of turn-turn labels. A
DISCUSS tuple consists of a Dialogue Act (DA),
Rhetorical Form (RF), and Predicate Type (PT),
and we use different subsets of the tuple to com-
pute the transition probabilities listed in equations 1-
3. All probabilities are computed using Laplace-
smoothing. When extracting features, we sum the
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log of the probabilities for each DISCUSS label
present in the question.

MyST models dialogue as a sequence of seman-
tic frames which correspond to specific learning
goals. For natural language understanding, MyST
uses Phoenix semantic grammars (Ward, 1994) to
identify which elements within these frames have
been filled. To account for student progress in ques-
tion asking, we compute the conditional probabil-
ity of a DISCUSS label given the percentage of el-
ements filled in the current dialogue frame (equa-
tion 4). This progress percentage is discretized into
bins of 0-25%, 25-50%, 50-75%, and 75-100%.

p(DA, RF, PTquestion’DAa RF, PTstud. turn) (1)

p(DA, RFquestion |DA7 RFstudent tu’/‘n) (2)
p(PTquestion |PTstudent turn) (3)
p(DA, RF, PTyyes.|% elements filled) @

4.2 Evaluation

To evaluate our systems’ performance in ranking,
we use two measures commonly used in information
retrieval: the Mean Kendall’s-7 measure described
in section 3.4.1 and Mean Reciprocal Rank (MRR).
MRR is the average of the multiplicative inverse of
the rank of the highest ranking question across all
contexts. To account for ties we use the Tau-b vari-
ant of Kendall’s-7 , and for MRR we compute re-
ciprocal rank by averaging the system rankings for
all of the questions tied for first. To obtain a gold-
standard ranking for comparison, we combine indi-
vidual raters’ ratings using the approached described
in section 4.

5 Results and Discussion

We trained several models to investigate how differ-
ent feature classes influence overall performance in
ranking. The results for these experiments are listed
in Table 5. Because we found comparable perfor-
mance between MaxEnt and SV M9 we only
report results for MaxEnt and SV M %" models.
In addition to MRR and Kendall’s-7 , we list the
number of concordances and discordances in pair-
wise classification to give the reader another sense
of the accuracy associated with rank agreement.
Random Baseline: On average, assigning ran-
dom ranks will yield mean 7=0 and MRR=0.408.



Model Features Mean Num. Num. Pairwise = MRR
Kendall’s-t  Concord. Discord.  Accuracy
MaxEnt CONTEXT+DA+PT+MATCH+POS- 0.211 1560 974 0.616 0.516
SV MFank  CONTEXT+DA+PT+MATCH+POS- 0.190 1725 1154 0.599 0.555
MaxEnt CONTEXT+DA+RF+PT+MATCH+POS-  0.185 1529 1014 0.601 0.512
MaxEnt DA+RF+PT+MATCH+POS- 0.179 1510 1009 0.599 0.503
MaxEnt DA+RF+PT+MATCH+ 0.163 1506 1044 0.591 0.485
MaxEnt DA+RF+PT+ 0.147 1500 1075 0.583 0.480
MaxEnt DA+RF+ 0.130 1458 1082 0.574 0.476
MaxEnt DA+ 0.120 1417 1076 0.568 0.458
SV MEenk  Baseline 0.108 1601 1278 0.556 0.473
MaxEnt Baseline 0.105 1410 1115 0.558 0.448

Table 5: System scores by feature set and and machine learning model. Presence or absence of specific features is
denoted with a ‘+” or ‘-’ otherwise the label refers to a set of features. The Baseline features consist of the Surface Form
and Lexical Similarity features described in sections 4.1.1 and 4.1.2. POS are the bag-of-POS surface form features.
DA, RF, and PT refer to the DISCUSS presence features for the Dialogue Act, Rhetorical Form, and Predicate Type
dimensions described in section 4.1.3. MATCH refers specifically to the RF and PT match features. CONTEXT
refers to the Contextualized DISCUSS features described in section 4.1.4. The best scores for each column appear in

boldface.

Frequency

| |

Frequency
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Kendall's Tau(r) Range

Figure 1: Distribution of per-context Kendall’s-7 values
for the top-scoring system (top), and the baseline system
(bottom).

Baseline System: Our baseline system used all
of the surface form and lexical similarity features
described above. This set of features achieves the
highest rank agreement (v = 0.105) using max-
imum entropy and the highest MRR (0.473) with
SV MTank  This improvement over the random
baseline suggests there is a correlation between a
question’s ranking and its surface form.

DISCUSS System: Table 5 shows system per-
formance steadily improves as additional DISCUSS
features are included in the model. When us-
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Figure 2: Distribution of per-context system ranks for the
highest rated question for the top-scoring system (top),
and the baseline system (bottom). These ranks are the
inverse of the reciprocal rank used to calculate MRR.

ing DISCUSS features, removing the part-of-speech
features gives an additional bump in performance
suggesting that there is an overlap in information
between DISCUSS representations and POS tags.
Finally, adding contextualized DISCUSS features
pushes our ranking models to their highest level
of agreement with 7 = 0.211 using MaxEnt and
MRR=0.555 using SV MEe%  Inspection of the
MRR values shows that without taking into account
the possibility of ties the baseline system selects



the top-ranked question in 44/205 (21.4%) contexts.
While the system with the best MRR score, correctly
chooses the top-ranked question in 71/205 (34.6%)
contexts — a rate comparable to how often a pair of
raters agreed on the number-one item (33.4%).

Application of the Wilcoxon signed-rank test
shows the DISCUSS system exhibits statistically
significant improvement over the baseline system in
its distribution of Kendall’s-7 values (n = 205, z =
7350,p < 0.001) and distribution of reciprocal
ranks (n = 205,z = 3739,p < 0.001). Figures 1
and 2 give visual confirmation of this improvement,
and highlight the overall reduction in negative 7 val-
ues as well as the greater-than-50% increase in like-
lihood of selecting the best question first.

To get another perspective on system perfor-
mance, we evaluated our human raters on the gold-
standard rankings from the subset of questions used
for assessing internal agreement. This yielded a
mean 7 between 0.2589 and 0.3619. If we remove
ratings so that the gold-standard does not include the
rater under evaluation, tutor performance drops to
a range of 0.1523 to 0.2432, which is roughly cen-
tered around the agreement exhibited by our best-
performing system.

Looking at the impact of learning algorithms
we see that SV M tends to perform better on
MRR while the pairwise maximum entropy mod-
els yield higher 7’s. One possible explanation for
this discrepancy may stem from the ranking algo-
rithms’ different treatment of ties. The pairwise
model permits ties, whereas the scores produced by
SV MRk produce a strict order. Without ties, it is
difficult to exactly match the raters’ orderings which
had numerous ties, which can in turn produce an
overall higher number of concordances and discor-
dances than the pairwise classification model.

6 Conclusions and Future Work

We have introduced a framework for learning and
evaluating models for ranking and selecting ques-
tions for a given point in a tutorial dialogue. Fur-
thermore these experiments show that it is feasible
to learn this behavior by coupling predefined ques-
tions with ratings from trained tutors. Supplement-
ing our baseline surface form and lexical similarity
features with additional features extracted from the
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dialogue context and DISCUSS dialogue act anno-
tation improves system performance in ranking to a
level on par with expert human tutors. These results
illustrate how question asking depends not only on
the form of the question but also on the underlying
dialogue action, function and content.

In the near future we plan to train models on indi-
vidual tutors to investigate which factors drive in-
dividual preferences in question asking. We also
plan to characterize system performance using auto-
matically labeled DISCUSS annotation. Lastly, we
feel these results provide a natural starting point to
explore automatic generation of questions from the
DISCUSS dialogue move representation.
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Abstract

We present initial steps towards an interac-
tive essay writing tutor that improves science
knowledge by analyzing student essays for mis-
conceptions and recommending science web-
pages that help correct those misconceptions.
We describe the five components in this sys-
tem: identifying core science concepts, deter-
mining appropriate pedagogical sequences for
the science concepts, identifying student mis-
conceptions in essays, aligning student miscon-
ceptions to science concepts, and recommend-
ing webpages to address misconceptions. We
provide initial models and evaluations of the
models for each component.

1 Introduction

Students come to class with a variety of misconcep-
tions present in their science knowledge. For ex-
ample, science assessments developed by the Amer-
ican Association for the Advancement of Science
(AAAS)' showed that 49% of American 6th-8th
graders believe that the Earth’s tectonic plates are
only feet thick (while in fact they are miles thick)
and that 48% of American 6th-8th graders believe
that atoms of a solid are not moving (while in fact
all atoms are in constant motion). A key challenge
for interactive tutoring systems is thus to identify and
correct such student misconceptions.

In this article, we develop an interactive essay writ-
ing tutor that tries to address these challenges. The
tutor first examines a set of science webpages to iden-
tify key concepts (Section 4) and attempts to order

"http://assessment.aaas.org/
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the science concepts in a pedagogically appropriate
learning path (Section 5). Then the tutor examines a
student essay and identifies misconception sentences
(Section 6) and aligns these misconceptions to the
true science concepts (Section 7). Finally, the tutor
suggests science webpages that can help the student
address each of the misconceptions (Section 8).
The key contributions of this work are:

e Demonstrating that a summarization approach
can identify core science concepts

e Showing how a learning path model can be boot-
strapped from webpages with grade metadata

e Developing models for misconception identifi-
cation based on textual entailment techniques

e Presenting an information retrieval approach to
aligning misconceptions to science concepts

e Designing a system that recommends webpages
to address student misconceptions

2 Related work

Interactive tutoring systems have been designed for
a variety of domains and applications. Dialog-based
tutoring systems, such as Why2-Atlas (VanLehn et
al., 2002), AutoTutor (Graesser et al., 2004) and
MetaTutor (Azevedo et al., 2008), interact with stu-
dents via questions and answers. Student knowledge
is judged by comparing student responses to knowl-
edge bases of domain concepts and misconceptions.
These knowledge bases are typically manually cu-
rated, and a new knowledge base must be constructed
for each new domain where the tutor is to be used.

The 7th Workshop on the Innovative Use of NLP for Building Educational Applications, pages 12-21,
Montréal, Canada, June 3-8, 2012. (©)2012 Association for Computational Linguistics



Essay-based tutoring systems, such as Summary
Street (Wade-Stein and Kintsch, 2004) or CLICK
(de la Chica et al., 2008b), interact with students who
are writing a summary or essay. They compare what
the student has written to domain knowledge in the
form of textbooks or webpages. They typically do not
require a knowledge base to be manually constructed,
instead using natural language processing techniques
to compare the student’s essay to the information in
the textbooks or webpages.

The current work is inspired by these essay-based
tutoring systems, where interaction revolves around
essay writing. However, where Summary Street re-
lies primarily upon measuring how much of a text-
book a student essay has “covered”, we aim to give
more detailed assessments that pinpoint specific stu-
dent misconceptions. CLICK targets a similar goal
to ours, but assumes that accurate knowledge maps
can be generated for both the domain knowledge and
for each student essay. Our approach does not re-
quire the automatic generation of knowledge maps,
instead working directly with the sentences in the
student essays and the webpages of science domain
knowledge.

3 System overview

Our system is composed of five key components.
First, a core concept identifier examines domain
knowledge (webpages) and identifies key concepts
(sentences) that describe the most important pieces
of knowledge in the domain. Second, a concept se-
quencer assigns a pedagogically appropriate order in
which a student should learn the identified core con-
cepts. Third, a misconception identifier examines the
student essay and identifies sentences that describe
misconceptions the student has about the domain.
Fourth, a misconception-concept aligner finds a core
concept that can be used to correct each misconcep-
tion. Finally, a recommender takes all the informa-
tion about core concepts and student misconceptions,
decides what order to address the misconceptions in,
and identifies a set of resources (webpages) for the
student to read.

To assemble this system, we draw on a variety of
existing datasets (and some data collection of our
own). For example, we use data from an annotation
study of concept coreness to evaluate our model for
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identifying domain concepts, and we use data from
science assessments of the American Association for
the Advancement of Science to train and evaluate our
model for identifying misconceptions. We use this
disparate data to establish baseline models for each of
the tutor’s components. In the near future, this base-
line tutoring system will be used to collect student
essays and other data that will allow us to develop
more sophisticated model for each component.

4 Identifying core concepts

This first module aims at automatically identifying a
set of core concepts in a given set of digital library
resources or webpages. Core concepts in a subject
domain are critical ideas necessary to support deep
science learning and transfer in that domain. From
a digital learning perspective, availability of such
concepts helps in providing pedagogical feedback
to learners to support robust learning and also in
prioritizing instructional intervention (e.g., deciding
the order in which to treat student misconceptions).
A concept can be materialized using different levels
of linguistic expressions (e.g. phrases, sentences or
paragraphs), but for this work, we focus only on
individual sentences as expressions of concepts.

We used COGENT (de la Chica et al., 2008a), a
multi-document summarization system to extract con-
cepts (i.e. sentences) from a given set of resources.
In the following two subsections, we describe the
COGENT system, discuss how we used it for core
concept extraction and report the results of its evalu-
ation of effectiveness.

4.1 Model

COGENT is a text summarizer that builds on MEAD
(Radev et al., 2004), a multidocument summarization
and evaluation platform . MEAD was originally de-
veloped to summarize news articles. COGENT aims
to generate pedagogically useful summaries from
educational resources.

COGENT extends MEAD by incorporating new
features in the summarization process. MEAD uses
a set of generic (i.e. domain-independent) features to
evaluate each sentence in the given set of documents.
These features include the length of the sentence, the
distance from the sentence to the beginning of the
document, etc. Individual scores of a sentence along



these dimensions are combined to assign a total score
to the sentence. After removing redundant sentences,
MEAD then generates a summary using the sentences
that had the highest scores. A user-specified parame-
ter determines the number of sentences included in
the summary.

COGENT extends this framework by incorporat-
ing new domain-general and domain-specific features
in the sentence scoring process. The domain-general
features include a document structure feature, which
takes into account a sentence’s level in terms of
HTML headings, and a content word density fea-
ture, which computes the ratio of content words to
function words. The domain-specific features include
an educational standards feature, which uses a TF-
IDF based textual similarity score between a sentence
and nationally recognized educational goals from the
American Association for the Advancement of Sci-
ence (AAAS) Benchmarks (Project2061., 1993) and
the associated National Science Education Standards
(NRC, 1996), and a gazetteer feature, which scores
sentences highly that mention many unique names
from a gazetteer of named entities.

While in the past, COGENT was used primarily
as a summarization system, in the current work, we
evaluate its utility as a means of identifying core
concepts. That is, are the top sentences selected
by COGENT also the sentences describing the key
science concepts in the domain?

4.2 Evaluation

We evaluate the core concept extraction module by
assessing the extracted concepts against human ex-
pert annotations. We ran an annotation study where
two human experts assigned “coreness” ratings to
a selected set of sentences collected from digital
resources in three science domains: Plate Tecton-
ics, Weather and Climate, and Biological Evolution.
These experts had been recruited based on their train-
ing and expertise in the selected subject domains.
First, a set of digital resources was selected from
the Digital Library for Earth System Education
(DLESE) ? across the three subject domains. Then
COGENT was used to extract the top 5% sentences
for each domain. The experts then annotated each
extracted sentence with its coreness rating on a scale

Mttp://www.dlese.org
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Extraction %

05% 1.0% 2.5% 5.0%
Plate Tectonics 333 3.27 3.00 2381
Weather and Climate 3.13 297 3.07 2.99
Biological Evolution  2.00 2.13 246 2.25

Table 1: Average coreness of sentences extracted at differ-
ent percentages in each domain

of 1 to 4, 4 being the highest. Human annotation is
a time-consuming process and this is why we had
to limit the number of extracted sentences to a mod-
erate 5% (which is still more than 400 sentences).
17% of the sentences were double annotated and the
inter-rater reliability, measured by Spearman’s rho,
was 0.38. These expert ratings of sentences form the
basis of our evaluation.

Table 1 shows the average coreness assigned by the
experts to sentences extracted by COGENT in each
domain, for different extraction percentages. For ex-
ample, if COGENT is used to extract the top 1% of
sentences from all the Plate Tectonics resources, then
the average of their coreness ratings (as assigned by
the experts) is 3.27, representing a high level of core-
ness. This is essentially a measure of the precision
of COGENT at 1% extraction. Note that we cannot
calculate a measure of recall without asking experts
to annotate all of the domain sentences, a time con-
suming task which was outside of the scope of this
study.

The performance of COGENT was the best in the
Plate Tectonics domain since the domain-aware fea-
tures (e.g. the gazetteer features) used to train CO-
GENT were selected from this domain. In the “near
domain” of Weather and Climate, the performance is
still good, but performance falls in the “far domain’
of Biological Evolution, because of the significant
differences between the training domain and the test
domain. In the two latter domains, the performance
of COGENT was also inconsistent in that with an
increase in the extraction percentage, the average
coreness increased in some cases and decreased in
others. This inconsistency and overall degradation
in performance in the two latter domains are indica-
tive of the importance of introducing domain-aware
features into COGENT.

It is evident from the values in Table 1 that the
core concepts extraction module does a decent job,

s



especially when trained with appropriate domain-
aware features.

S Sequencing core concepts

The goal of this next component is to take a set of
core science concepts (sentences), as produced by
the preceding module, and predict an appropriate se-
quence in which those concepts should be learned by
the student. Some concepts serve as building blocks
for other concepts, and thus it is essential to learn the
basic concepts first (and address any misconceptions
associated with them) before moving on to other con-
cepts that depend on the basic concepts. For example,
a student must first understand the concept of tectonic
plates before they can understand the concept of a
convergent plate boundary. The sequence of core
concepts that results from this module will serve as
input for the later module that prioritizes a student’s
misconceptions.

There may exist several different but reasonable
concept sequences (also known as learning paths) —
the goal of this component is to recommend at least
one of these. As a first step, we focus on generating
a single concept sequence that represents a general
path through the learning goals, much like textbooks
and curriculums do.

5.1 Models

Our model for concept sequencing is a pair-wise
ordering model, that takes two concepts c; and ca,
and predicts whether ¢; should come before or after
cz in the recommended learning path. Formally,

0 ifc; < e

SEQUENCE(cq, ¢2) = { 1 ifer > o

To generate a complete ordering of concepts, we
construct a precedence table from these pair-wise
judgments and generate a path that is consistent with
these judgments.

We learn the SEQUENCE model as a supervised
classifier, where a feature vector is extracted for each
of the two concepts and the two feature vectors, con-
catenated, serve as the input to the classifier. For each
word in each concept, we include the following two
features:

e local word count - the number of times the
word appeared in this concept
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e global word count - the log of the ratio between
the number of times the word occurred in the
concept and the number of times it occurred in
a background corpus, Gigaword (Graff, 2002)

These features are motivated by the work of Tanaka-
ishii et al (2010) that showed that local and global
word count features were sufficient to build a pair-
wise readability classifier that achieved 90% accu-
racy.

For the supervised classifier, we consider naive
Bayes, decision trees, and support vector machines.

5.2 Evaluation

To evaluate our concept sequencing model, we gath-
ered learning paths from experts in high school earth
science. Using the model from Section 4, we selected
30 core concepts for the domain of plate tectonics.
We asked two earth science experts to each come up
with two learning paths for these core concepts, with
the first path following an evidence or research based
and second path following a traditional learning path.
An evidence or research based learning path, is
a pedagogy where students are encouraged to use
the scientific method to learn about a phenomena, i.e
they gather information by observing the phenomena,
form a hypothesis, perform experiment, collect and
analyze data and then interpret the data and draw
conclusions that hopefully align with the current un-
derstanding about the phenomena. A teacher that
uses this learning path acts as a guide on the side. A
traditional learning path on the other hand, is the ped-
agogy where teachers are simply trying to pass on the
correct information to students rather than letting the
students discover the information themselves. In a
classroom environment, a teacher using this learning
path would be seen as the classical sage on stage.
We used the learning paths collected from the ex-
perts to form two test sets, one for the evidence-based
pedagogy, and one for the fraditional pedagogy. For
each pedagogy, we asked which of all the possible
pair-wise orderings our experts agreed upon. For ex-
ample, if the first expert said that A < B < C and
the second expert said that A < C' < B, then both
experts agreed that A < B and A < C, while they
disagreed on whether B < C or C' < B. Note that
we evaluate pair-wise orderings here, not a complete
ranking of the concepts, because the experts did not



Pedagogy  Pairs (%) c1<ca c1>c
Evidence 637 (68%) 48.5% 51.5%
Traditional 613 (70%) 48.5% 51.5%

Table 2: Test sets for sequencing concepts. The Pairs
column shows how many pairs the experts agreed upon
(out of a total of 30 * 29 = 870 pairs).

produce a total ordering of the concepts, only a par-
tial tree-like ordering. The experts put the concepts
in levels, with concepts in the same level having no
precedence relationship, while a concept in a lower
level preceded a concept in a higher level.

For our test sets, we selected only the pairs on
which both experts agreed. Table 2 shows that experts
agreed on 68-70% of the pair-wise orderings. Table
2 also shows the percentage of each type of pair-wise
ordering (c¢; < c vS. ¢1 > cg) present in the data.
Note that even though all concepts are paired with all
other concepts, because the experts do not produce
complete orderings, the number of agreements for
each type of ordering may not be the same. Consider
the case where expert F; says that concepts A and
B are on the same level (i.e., A = B) and expert F»
says that concept A is in a lower level than concept
B (i.e., A < B). Then for the pair (A, B), they
disagree on the relation (F says A > B while F»
says A < B) but for the pair (B, A) they agree on
the relation (they both say B > A). As a result, the
c1 > co class is slightly larger than the ¢; < ca class.

Since these data sets were small, we reserved them
for testing, and trained our pair-wise classification
model using a proxy task: ordering sentences by
grade. In this task, the model is given two sentences
s1 and s, one written for middle school and written
for high school, and asked to decide whether s1 < s9
(i.e. sp is the middle school sentence) or sy < $1
(i.e. sz is the middle school sentence). We expect
that a model for ordering sentences by grade should
also be a reasonable model for ordering concepts
for a pedagogical learning path. And importantly,
getting grade ordering data automatically is easy: the
Digital Library for Earth System Education (DLESE)
contains a variety of earth science resources with
metadata about the grade level they were written for.

To construct the training data, we searched the
DLESE website for text resources that contained
the words earthquake or plate tectonics. We col-

16

Baseline NaiveBayes SVM
Evidence 51.5% 60.8% 53.3%
Traditional 51.5% 56.6% 49.7%

Table 3: Accuracy result from Naive Bayes and SVM for
classifying the core concepts

lected 10 such resources for each of the two grade
cohorts, middle school (we allowed anything K-8)
and high school (we allowed anything 9+). We down-
loaded the webpage for each resource, and used CO-
GENT to extract the 20 most important sentences
from each. This resulted in 200 sentences for each
of the two grade cohorts. To create pairs of grade-
ordered sentences, we paired up middle and high
school concepts both ways: middle school first (i.e.
SEQUENCE (¢, ¢p) = 0) and high school first (i.e.
SEQUENCE(cp, ¢,) = 1). This resulted in 40,000
grade-ordered sentence pairs for training.

We then used this proxy-task training data to
train our models. We extracted 1702 unique non-
stopwords from the training data, resulting in 3404
features per concept, and 6808 features per con-
cept pair (i.e. per classification instance). On the
grade-ordering task, we evaluated three models using
WEKA?3, a naive Bayes model, a decision tree (J48)
model, and a support vector machine (SVM) model.
Using a stratified 50/50 split of the training data, we
found that the naive Bayes and SVM models both
achieved an accuracy of 80.2%, while the decision
tree achieved only 62%. So, we selected the naive
Bayes and SVM models for our real task, concept
sequencing.

Table 3 shows the performance of the two models
on the expert judgments of concept sequencing. We
find that the naive Bayes model produces more expert-
like concept sequences than would be generated by
chance and also outperforms the SVM model on the
concept sequencing task. For the final output of the
module, we combine the pair-wise judgments into a
complete concept sequence, breaking any ties in the
pair-wise judgments by preferring the order of the
concepts in the output of the core concept identifier.

3http://www.cs.waikato.ac.nz/ml/weka/



6 Identifying student misconceptions

The previous components have focused on analyzing
the background knowledge — finding core concepts
in the domain and selecting an appropriate learning
sequence for these concepts. The current component
focuses on the student essay, using the collected back-
ground knowledge to help analyze the essay and give
feedback.

Given a student essay, the goal of this component
is to identify which sentences in the essay are most
likely to be misconceptions. The task of misconcep-
tion identification is closely related to the task of
textual entailment (Dagan et al., 2006), in which the
goal is to predict if a hypothesis sentence, H, can be
reasonably concluded given another sentence, T. In
misconception identification, the goal is to predict if
a student sentence can be concluded from any com-
bination of the sentences in the domain knowledge,
similar to a textual entailment task with a single H
but many Ts. A student sentence that can not be
concluded from the domain knowledge is likely a
misconception.

6.1 Models

We developed two models for identifying student
misconceptions, inspired by work in textual entail-
ment that showed that a model that simply counts the
words in H that appeared in T, after expanding the
words in T using WordNet, achieves state-of-the-art
performance (Shnarch et al., 2011)*.

The Coverage model scores a student sentence
by counting the number of its words that are also in
some domain sentence. Low-scoring sentences are
likely misconceptions. Formally:

d
SCORE(s) = [0 dl

d= |_J ExpaND(s)

5] g

where s is a student sentence (a list of words), D is
the set of domain sentences, and EXPAND performs
lexical expansion on the words of a sentence.

The Retrieval model indexes the domain sen-
tences with an information retrieval system (we use

*The paper also proposes a more elaborate probabilistic
model, but shows that the “lexical coverage” model we adopt
here is quite competitive both with their probabilistic model and
with the top-performing systems of RTES and RTE6.
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Lucene’), and scores a student sentence by querying
the index and summing the scores. Formally:

SCORE(s) = Z SCOREjycene (8, EXPAND(s'))
s'eD

where s, D and EXPAND are defined as before, and
SCOREjycene 18 @ cosine over TF-IDF vectors®.

For both the Coverage and Retrieval models, we
consider the following lexical expansion techniques
for defining the EXPAND function:

e tokens — words in the sentence (no expansion)

e tokens, synsets — words in the sentence, plus
all lemmas of all WordNet synsets of each word

o tokens, synsetse,;,nqeq — Words in the sentence,
plus all lemmas of all WordNet synsets of each
word, plus all lemmas of derived forms, hy-
ponyms or meroynms of the WordNet synsets

e tokens, synsets,, ,gedx4 — Words in the sen-
tence, plus all lemmas of all WordNet synsets of
each word, plus all lemmas of WordNet synsets
reachable by a path of no more than 4 links
through derived forms, hyponyms or meroynms

6.2 Evaluation

We evaluate the quality of our misconception identi-
fication models using data collected from the Amer-
ican Association for the Advancement of Science’s
Project 2061 Science Assessment Website’. This
website identifies the main ideas in various topics
under Life Science, Physical Science and Earth Sci-
ence, and for each idea provides several sentences
of description along with its individual concepts and
common student misconceptions.

We used 3 topics (17 ideas, averaging 6.2 descrip-
tion sentences, 7.1 concept sentences and 9.9 miscon-
ception sentences each) as a development set:

CE Cells
AM Atoms, Molecules, and States of Matter
PT Plate Tectonics

We used 11 topics (64 ideas, averaging 5.9 descrip-
tion sentences, 9.4 concept sentences and 8.6 miscon-
ception sentences each) as the test set:

5http: //lucene.apache.org
8See org.apache.lucene.search.Similarity javadoc for details.
"http://assessment.aaas.org/



Model MAP P@] Model MAP P@]
Randomly ordered 0.607 0.607 Randomly ordered 0.487 0.487
Coverage - tokens 0.647 0.471 Coverage - tokens, synsetsy,ndeqxa 0-603 0.578
Coverage - tokens, synsets 0.633 0.529  Retrieval - tokens, SynsetSy,,undeaxs  0-644 0.625
Coverage - tokens, synsets,ynded 0.650 0.471 o _ _
Coverage - tokens, Synsets ypudeaxs  0-690 0.706 Table 5: Test set results for identifying misconceptions.
Retrieval - tokens 0.665 0.529

Retrieval - tokens, synsets 0.641 0.471  (0.690 vs. 0.684), but the Coverage model had a
Retrieval - tokens, synsets., ,nded 0.650 0.529  higher P@1 (0.706 vs. 0.647). These top two mis-
Retrieval - tokens, synsetS,pangedxa ~ 0-684 0.647  conception identification models were evaluated on

Table 4: Development set results for identifying miscon-
ceptions.

EN Evolution and Natural Selection

BF Human Body Systems

IE Interdependence in Ecosystems

ME Matter and Energy in Living Systems

RH Reproduction, Genes, and Heredity

EG Energy: Forms, Transformation, Transfer. ..
FM Force and Motion

SC Substances, Chemical Reactions. ..

WC Weather and Climate: Basic Elements

CL Weather and Climate: Seasonal Differences
WE Weathering, Erosion, and Deposition

For the evaluation, we provide all of the idea’s de-
scription sentences as the domain knowledge, and
combine all of an idea’s concepts and misconcep-
tions into a “student essay”®. We then ask the system
to rank the sentences in the essay, placing miscon-
ceptions above true concepts. Accuracy at placing
misconceptions at the top of the ranked list is then
measured using mean average precision (MAP) and
precision at the first item (P@1).

The models were compared to a chance baseline:
the expected MAP and P@1 if the concept and mis-
conception sentences were ordered randomly. Table 4
shows that on the development set, while all models
outperformed the random ordering baseline’s MAP
(0.607), only models with lexical expansion from
4-link WordNet chains outperformed the baseline’s
P@1 (0.607). The Coverage and Retrieval models us-
ing this expansion technique had comparable MAPs

8These “student essays” are a naive approximation of real
essays, but the sentences are at least drawn from real student er-
rors. In the future, we hope to create an evaluation corpus where
real student essays have been annotated for misconceptions.
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the test set. Table 5 shows that both models again
outperformed the random ordering baseline, and the
Retrieval model outperformed the Coverage model
(0.644 vs. 0.603 MAP, 0.625 vs. 0.578 P@1).

7 Aligning misconceptions to concepts

The goal of this component is to take the miscon-
ception sentences identified in a student essay and
align them to the core science concepts identified for
the domain. For example, a student misconception
like Earth’s plates cannot bend would be aligned to
a science concept like Mountains form when plate
material slowly bends over time.

7.1 Models

The model for misconception-concept alignment
takes a similar approach to that of the Retrieval
model for misconception identification. The align-
ment model applies lexical expansion to each word
in a core science concept, indexes the expanded con-
cepts with an information retrieval system, and scores
each concept for its relevance to a student misconcep-
tion by querying the index with the misconception
and returning the index’s score for that concept. For-
mally:

SCORE(c) = SCOREjycene (M, EXPAND(C))

where m is the query misconception, c is the science
concept, and EXPAND and SCOREjycene are defined
as in the Retrieval model for misconception identi-
fication. The concept with the highest score is the
concept that best aligns to the student misconception
according to the model.

For lexical expansion, we consider the same defini-
tions of EXPAND as for misconception identification:
tokens; tokens, synsets; tokens, synsets,, anged;

and tokens, synsets,,,ndedx4-



Model MAP P@]
Randomly ordered 0.276 0.276
Alignment - Tokens 0.731 0.639
Alignment - Tokens, synsets 0.813 0.734
Alignment - tokens, synsetsg,ingeq 0.790 0.698

Alignment - Tokens, synsets.angeaxs 0-762 0.639

Table 6: Development set results for aligning concepts to
misconceptions.

7.2 Evaluation

We again leverage the AAAS Science Assessments to
evaluate the misconception-concept alignment mod-
els. In addition to identifying key science ideas, and
the concepts and common misconceptions within
each idea, the AAAS Science Assessments provide
links between the misconceptions and the concepts.
Usually there is a single concept to which each mis-
conception is aligned, but the AAAS data aligns as
many as 16 concepts to a misconception in some
cases.

For the evaluation, we give the system one miscon-
ception from an idea, and the list of all concepts from
that idea, and ask the system to rank the concepts®.
If the system performs well, the concepts that are
aligned to the misconception should be ranked above
the other concepts. Accuracy at placing the aligned
concepts at the top of the ranked list is then measured
using mean average precision (MAP) and precision
at the first item (P@1).

The models were compared to a chance baseline:
the expected MAP and P@1 if the concept and mis-
conception sentences were ordered randomly. Ta-
ble 6 shows that on the development set, all models
outperformed the random ordering baseline. Lexi-
cal expansion with tokens and synsets achieved the
highest performance, 0.813 MAP and 0.734 P@1.
This model was evaluated on the test set, and Table 7
shows that the model again outperformed the random
ordering baseline, achieving 0.704 MAP and 0.611
P@1. Overall, these are promising results — given a
student misconception, the model’s first choice for a
concept to address the misconception is helpful more
than 60% of the time.

°As discussed in Section 6.2, there are on average 9.4 con-

cepts per item. This is not too far off from the 10-20 core con-
cepts we typically expect the tutor to extract for each domain.
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Model MAP P@]
Randomly ordered 0.259 0.259
Alignment - Tokens, synsets 0.704 0.611

Table 7: Test set results for aligning concepts to miscon-
ceptions.

8 Recommending resources

The goal of this component is to take a set of student
misconceptions, the core science concepts to which
each misconception is aligned, and the pedagogical
ordering of the core science concepts, and recom-
mend digital resources (webpages) to address the
most important of the misconceptions. For example,
a student that believes that water evaporates into the
air only when the air is very warm might be directed
to websites about evaporation and condensation. The
recommended resources are intended to help the stu-
dent quickly locate the concept knowledge necessary
to correct each of their misconceptions.

8.1 Models

The intuition behind our model is simple: sentences
from recommended resources should contain the
same or lexically related terminology as both the
misconception sentences and their aligned concepts.
As a first approach to this problem, we focus on the
overlap between recommended sentences and the
misconception sentences, and use an information re-
trieval approach to build a resource recommender.

First, the user gives the model a set of domain
knowledge webpages, and we use an information re-
trieval system (Lucene) to index each sentence from
each of the webpages. (Note that we index all sen-
tences, not just core concept sentences.) Given a
student misconception, we query the index and iden-
tify the source URL for each sentence that is returned.
We then return the list of the recommended URLs,
keeping only the first instance of each URL if dupli-
cates exist. Formally:

SCORE(url) = max SCOREjycene (1M, S)

seurl

where url is a domain resource, s is a sentence from a
domain resource and m is the student misconception.
URLs are ranked by score and the top & URLs are
returned as recommendations.



8.2 Evaluation

As a preliminary evaluation of the resource recom-
mendation model, we obtained student misconcep-
tion sentences that had been aligned to concepts in
a knowledge map of plate tectonics (Ahmad, 2009).
The concepts in the knowledge map were originally
drawn from 37 domain webpages, thus each concept
could serve as a link between a student misconcep-
tion and a recommended webpage. For evaluation,
we took all 11 misconceptions for a single student,
where each misconception had been aligned through
the concepts to on average 3.4 URLs. For each mis-
conception, we asked the recommender model to
rank the 37 domain URLs in order of their relevance
to the student misconception.

We expect the final interactive essay writing sys-
tem to return up to £ = 5 resources for each mis-
conception, so we evaluated the performance of the
recommender model in terms of precision at five
(P@5). That is, of the top five URLs recommended
by the system, how many were also recommended
by the experts? Averaging over the 11 student mis-
conception queries, the current model achieves P@5
of 32%, an acceptable initial baseline as randomly
recommending resources would achieve only P@5
of 9%.

9 Discussion

In this article, we have presented our initial steps
towards an interactive essay writing system that can
help students identify and remedy misconceptions in
their science knowledge. The system relies on tech-
niques drawn from a variety of areas of natural lan-
guage processing research, including multi-document
summarization, textual entailment and information
retrieval. Each component has been evaluated inde-
pendently and demonstrated promising initial perfor-
mance.

A variety of challenges remain for this effort. The
core concept identification system performs well on
the plate tectonics domain that it was originally de-
veloped for, but poorer on more distant domains,
suggesting the need for more domain-independent
features. The model for sequencing science concepts
pedagogically uses only the most basic of word-based
features, and could potentially benefit from features
drawn from other research areas such as text readabil-
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ity. The misconception identification and alignment
models perform well on the AAAS science assess-
ments but have not yet been evaluated on real student
essays, which may require moving from lexical cover-
age models to more sophisticated entailment models.
Finally, the recommender model considers only in-
formation about the misconception sentence (not the
aligned core concept nor the pedagogical ordering of
concepts) and recommends entire resources instead
of directing students to specifically relevant sentences
or paragraphs.

Perhaps the most important challenge for this work
will be moving from evaluating the components in-
dependently to a whole-system evaluation in the con-
text of a real essay writing task. We are currently
designing a study to gather data on students using the
system, from which we hope to derive information
about which components are most reliable or useful
to the students. This information will help guide our
research to focus on improving the components that
yield the greatest benefits to the students.
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Abstract

The SAVE Science project is an attempt to ad-
dress the shortcomings of current assessments
of science. The project has developed two vir-
tual worlds that each have a mystery or natu-
ral phenomenon requiring scientific explana-
tion; by recording students’ behavior as they
investigate the mystery, these worlds can be
used to assess their understanding of the scien-
tific method. Currently, however, the scoring
of the assessment depends either on manual
grading of students’ written responses, or, on
multiple choice questions. This paper presents
an automated grader that can combine with
SAVE Science’s virtual worlds to provide a
cheap mechanism for assessments of the abil-
ity to apply scientific methodology. In experi-
ments on over 300 middle school students, our
best automated grader improves by over 50%
relative to the closest system from previous
work in predicting grades supplied by human
judges.

1 Introduction

Education researchers criticize current standardized
tests of science on many grounds. First, they lack
context (Behrens et al., 2007), which complicates a
student’s task of applying classroom-based learning,
as the theory of situated cognition suggests (Brown
et al., 1989). Second, many have criticized such
tests for failing to engage students long enough to
apply their understanding to the question. Further-
more and perhaps worst of all, standardized tests fail
to assess scientific inquiry—the ability of students
to apply the scientific method—authentically rather
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than as scientific content (National Research Coun-
cil, 2005; Singley and Taft, 1995).

We consider an assessment conducted by the
Situated Assessment using Virtual Environments
for Science Content and Inquiry (SAVE Science)
project (Ketelhut et al., 2010; Ketelhut et al., 2009),
whose long-term goal is to address the shortcomings
of current standardized tests of science. The assess-
ments from SAVE Science have produced an abun-
dance of data on how students interact with a vir-
tual world, when trying to conduct scientific inquiry.
Observing student behavior in virtual environments
offers the potential for new insights into both how
students learn and what they know. However, this
benefit can only be realized if we can make sense of
the stream of data and text produced by the students.

In this paper, we attempt to automate the process
of grading students in SAVE Science assessments, to
make the evaluations as cost-effective as standard-
ized tests. Unlike most previous systems for au-
tomated grading (Sukkarieh and Stoyanchev, 2009;
Sukkarieh et al., 2004; Higgins et al., 2004; Wang
et al., 2008), the data for this task includes a short
paragraph (usually 50-60 words) natural language
response stating a hypothesis and evidence in sup-
port of it. In addition, there is a wealth of relational
data about student behavior in a virtual environment.
We develop novel predictors for automatically grad-
ing the written responses using a wide variety of nat-
ural language features, as well as features from the
data on student behavior in the virtual world. On
student data from two virtual worlds, our best auto-
mated grader has correlations of r = 0.58 and 0.44
with human judgments, improving over the closest

The 7th Workshop on the Innovative Use of NLP for Building Educational Applications, pages 22-32,
Montréal, Canada, June 3-8, 2012. (©)2012 Association for Computational Linguistics



technique from previous work by 56% for the first
world, and by 120% for the second.

The rest of the paper is organized as follows.
The next section contrasts this project with previ-
ous work. Section 3 describes the SAVE Science
project and the student data it has produced. Section
4 details our automated grading models. Section 5
reports on experiments, and Section 6 concludes.

2 Previous Work

Wang et al. (2008) have previously conducted a
study on assessing creative problem-solving in sci-
ence education by automatically grading student es-
says. Our techniques improve substantially over
theirs, as we demonstrate empirically. In part, we
improve by including more sophisticated language-
processing features in our model than the unigram
and bigram features they use; as others have noted,
bag-of-words representations and latent semantic
indexing become less useful as word order and
causal relationships become important for judging
an essay’s quality (Malatesta et al., 2002; Wiemer-
Hastings et al., 2005). A secondary reason for our
improvement is that we also have access to non-
linguistic data about the students that we can mine
for additional patterns.

Most previous research on automated grading of
written text focuses on short, factual text (Wiemer-
Hastings et al., 1999; Mohler and Mihalcea, 2009;
Leacock and Chodorow, 2003; Sukkarieh and Stoy-
anchev, 2009; Sukkarieh et al., 2004; Mitchell et al.,
2002; Pulman and Sukkarieh, 2005), whereas SAVE
Science’s texts are only partly factual. Responses
are meant to convey a scientific explanation of a
mystery, and therefore, correct responses contain in-
ferences, observations of the world, and causal links
between observations and inferences.

Automatic systems for grading longer responses
typically grade essays for coherence and discourse
structure (Burstein et al., 2001; Higgins et al., 2004),
but these global discourse criteria are only partially
indicative of the quality of a student’s response to the
SAVE Science assessments. To be considered fully
correct in these tests, student responses must contain
factually correct information, as well as causal rela-
tionships that justify the student’s inferences, such
as “The balls don’t bounce outside because it’s cold,
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and lower temperatures decrease pressure.”

3 Assessing Scientific Inquiry Using
Virtual Worlds

We now give a brief overview of SAVE Science,
which aims to complement (or even replace) cur-
rent standardized tests for evaluating students’ un-
derstanding of science. We first present the project’s
goals and methodology, and then describe the chal-
lenges involved in creating an automated evalua-
tion of student performance for this new assessment
paradigm.

3.1 The SAVE Science Project

SAVE Science (Ketelhut et al., 2010; Ketelhut et al.,
2009; Ketelhut et al., 2012) is a novel project for
evaluating students’ understanding of the scientific
method — problem identification, gathering data,
analyzing data, developing a hypothesis, and com-
municating results — by asking students to solve
a mystery in a virtual world through the applica-
tion of the scientific method to a content-based prob-
lem. Using immersive virtual environments for as-
sessments is a current area of focus among educa-
tion researchers (Clarke-Midura, 2010); SAVE Sci-
ence is unique in its attempt to assess understand-
ing of both inquiry as well as content. That is, the
test is designed to assess students’ ability to apply
their knowledge of the scientific inquiry processes
to a problem they have never seen before, but within
a content area they have just studied. To be suc-
cessful, students must explore a virtual environment,
collect appropriate data about it, and find evidence
that supports their inference about the cause of the
mystery. Part of the reasoning for a particular con-
clusion draws on scientific knowledge learned in the
classroom, but for these mysteries such knowledge
of scientific content is insufficient. Students must
also be able to explore the virtual world and create a
hypothesis about the cause of the problem, based on
their observations and analysis of collected data.
For this study, we concentrate on two virtual
worlds produced by the SAVE Science project team,
Basketball and Weather Trouble. Screenshots of
the two virtual worlds are shown in Figure 1. Stu-
dents are represented by an avatar, or virtual char-
acter, whom they can control in the virtual world
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Figure 1: Screenshots from SAVE Science’s virtual environments. Left: the Basketball module. Right: the Weather
Trouble module. The bar of icons along the bottom of the screen shows various tools that students may choose to use
in the world, including a map, compass, graphing tool, note pad, and instruments like a barometer and thermometer,
among others. Glowing green arrows indicate “objects” (sometimes including people) with which the student’s avatar
may interact, by making observations, by taking measurements, or through conversation.

with a mouse or key presses. When the test be-
gins, one character in the world informs the student
of a mystery that the student needs to explain. In
the Weather Trouble world, citizens of Scientopolis
are concerned with the lack of rain recently, and ask
the avatar to determine whether it will rain soon. In
the Basketball world, a basketball tournament staffer
is concerned that students cannot play basketball on
the outdoor playground, because the balls will not
bounce high enough outdoors, even though the same
balls bounce just fine indoors.

Once informed of the mission, the student
(through her or his avatar) explores the world, and
interacts with objects or other characters in the vir-
tual world by “colliding” with them. Interactions
with characters mostly involve the character telling
the avatar some part of the story of the world through
their eyes (e.g., “It hasn’t rained here in weeks; I
hope it rains soon!”). The conversation may yield
useful clues, or it may be “folk science” (e.g., “The
sheep are lying down, so it is probably going to rain
soon”). When the avatar interacts with an object, the
student can choose from a set of tools to determine
measurements of the object. Measurements that a
student deems interesting can be recorded in the stu-
dent’s clipboard, and a graphing tool allows students
to construct charts from the data in the clipboard.

Once students have finished exploring, collect-
ing data, and analyzing the data, they are asked to
communicate the results by writing a brief expla-
nation for the cause of the mystery for the world.
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In addition, students are asked to provide what they
consider to be the top three pieces of evidence for
their explanation. Both the explanation and the
ranked evidence are written in freeform text, con-
sisting of 48.5 words on average for Basketball, and
62.4 for Weather Trouble. We refer to the expla-
nation and ranked evidence collectively as the stu-
dent’s freeform response. These texts are critical
components of the overall data about the student, as
they can be used to assess the student’s ability to
communicate findings.

3.2 Assessing the ability to make scientific
inquiries

The virtual worlds from SAVE Science provide an
abundance of data about each student’s ability to
apply the scientific method, as well as their un-
derstanding of content, but the current assessment
scheme involves either manual grading of freeform
responses, or multiple choice questions. The first
is problematic because of the effort and expense in-
volved; the second is problematic because of the dif-
ficulty in designing multiple choice questions that
accurately assess everything a student has learned
(Wang et al., 2008; Chang and Chiu, 2005; Singley
and Taft, 1995). The focus of this paper is to pro-
vide an automated way of assessing students’ ability
to perform scientific inquiry based on their behav-
ior in the virtual world and their freeform responses.
We first describe the current assessment mechanisms
available in SAVE Science’s data, which we then use



Score Criteria

4 Provides a correct hypothesis with supporting
data gathered from within the world

3 Provides a correct hypothesis with only folk
or incorrect evidence

2 Provides a somewhat correct answer
1 Provides a hypothesis
0 No hypothesis, or nonsense
Table 1: Rubric for manual scoring of freeform re-
sponses.
Score  Example
3 it’s because the air outside is more colder
than the air inside here the cold air causes
the air molecules to gather up toghter tight
toghter causeing the ball to deflate and have
less bounce ...
1 the wieght isnt up to regulations but the bouce

is ok everyball i bouce it bouced according
to regulartion but almost every ball has the
weight of 1.25 ...

Figure 2: Example portions of two freeform responses
from Basketball, presented as written by the students.

below as gold standards for automated predictors for
assessment.

Manual grading of the freeform responses uses a
rubric of integer scores from 0 to 4. Guidelines for
the rubric scores are shown in Table 1, and two ex-
ample responses are shown in Figure 2. Two anno-
tators, the first holding a PhD in education and the
second a PhD student in computer science, indepen-
dently judged each response, achieving a high inter-
annotator agreement — for Basketball, Cohen’s k =
0.95, Pearson’s p = 0.98; and for Weather Trouble
k = 0.8, p = 0.93. For our experiments, we use
the judgments of the first annotator, who helped de-
sign the virtual worlds and has experience in grading
student essays, but the choice of which annotator’s
judgments to use makes little difference to the re-
sults.

The multiple choice questions, which we call quiz
questions, consist of two types, as shown in Table
2. The first type, which we call contextualized ques-
tions, directly test students’ understanding of the sci-
entific issues that arise in the virtual environment
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of the module. Non-contextualized questions are re-
lated to the topic of the module, but they can be an-
swered correctly using general scientific knowledge
rather than specific knowledge gleaned from explo-
ration of the virtual world. The non-contextualized
questions are taken from the benchmark exams of a
major urban school district.

4 Predictors for Scientific Inquiry Grades

We now focus on the task of building automated pre-
dictors for assessing students’ ability to make scien-
tific inquiries. To do this, we turn the grading task
into a classical machine learning problem, in which
the system must learn from a set of training data
(students and their grades) how to predict a grade
for new students included in separate test data. We
focus on two main types of models: ones that can
grade by predicting how many multiple-choice ques-
tions (contextualized, non-contextualized, or both)
a student will answer correctly, and ones that can
predict the manual grade assigned to a freeform re-
sponse.

Unlike typical automated-grading systems for
grading written or spoken natural language, our task
includes a large additional source of evidence for the
predictions: data about the students’ behavior in the
virtual world. Our prediction models therefore make
extensive use of both the freeform response and data
from the students’ behavior in the world, which we
refer to as world data.

4.1 Models

We use Support Vector Machines with Radial Ba-
sis Function kernels (RBF-SVM) (Pang-Ning et al.,
2006; Smola and Scholkopf, 1998) for learning
non-linear regression models of grading. Let .S be
the set of students evaluated through SAVE Sci-
ence’s virtual environment, and let f: S — R" be
a vector-valued feature function providing n real-
valued features for each student, based on the stu-
dent’s freeform response and behavior in the virtual
world. Let g: S — R be the target grading func-
tion, which provides a real-valued grade for each
student. The hypothesis space H for RBF-SVMs in-
cludes functions h: S — R of the form

h(s) = ;K (xi,£(s)) + b (1)
=1



Contextualized Questions

Non-Contextualized Questions

What variable would you change to cor-
rect this basketball problem?
1. Temperature

A. Make it 75°F

B. Make it 55°F

C. Make it 35°F

1. A child riding a bicycle notices that the tires are more in-
flated on hot days than on cold days, even though no air is
being added or removed. How can this be explained?

A. A higher temperature of the air in the tires causes the par-
ticles in the air to stick together and take up more space.

B. A higher temperature of the air in the tires causes the num-

2. Court Type
A. Concrete only
B. Wood only
C. Court Type makes little to no differ-
ence

3. Basketball used
A.Replace one Wade Park ball with one
Jordan Gym ball
B. Purchase a new set of balls for Wade
Park
C. New basketballs will not help this
problem

ber of particles in the air to increase.
C. A higher temperature of the air in the tires causes the pres-
sure of the air to drop and the volume of the air to increase.
D. A higher temperature of the air in the tires causes both
the pressure and volume of the air to increase.

2. A sample of oxygen is being stored in a closed container
at a constant temperature. What will happen to the gas if
it is transferred to a container with a smaller volume?

A. Its weight will increase

B. Its weight will decrease

C. Its pressure will increase

D. The size of its particles will decrease

Table 2: Complete list of Basketball contextualized and non-contextualized quiz questions. Bold indicates the correct

answer.

where the x; are the support vectors, and K is the
RBF kernel function, given by:

K(x,x) = exp(—[x - x||*) 2)

Here, a;, b,y € R are parameters to be learned from
the training data. We use the Weka (Hall et al., 2009)
toolkit for running standard training and prediction
algorithms with the SVM.

We train models for four distinct prediction tasks,
each defined by a different grading function g(s):
1) g(s) is the manually-assessed grade on stu-
dent s’s freeform responses; 2) g(s) is the num-
ber of correctly-answered contextualized questions;
3) g(s) is the number of correctly-answered non-
contextualized questions; and 4) g(s) is the total
number of correctly-answered quiz questions (the
sum of g(s) from 2 and 3). We use the same feature
function f for all models, which we describe next.

4.2 World Features

From the database that records a student’s activity in
the immersive virtual environment, we extract fea-
tures describing the frequency and types of activi-
ties in which students engaged. For both modules,
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we include features for the number of object interac-
tions, the number of distinct objects interacted with,
the total number of measurements made, the number
of measurements saved in the student’s clipboard,
and the number of graphs made. We also include
module-specific features: for example, in the Bas-
ketball assessment module, we counted how many
distinct basketballs were interacted with, how many
measurements were made using each type of tool
available in the Basketball world, whether a given
student created graphs of temperature inside vs. out-
side, or graphs of temperature vs. pressure, efc. In
total, the model contains 69 world features in the
Weather module, and 65 in the Basketball module.
All features conform to the pattern of counts over
particular types of actions the avatar might take. We
call the features from the virtual environment world
features.

We note that the relational data in this world is
large and complex, containing temporal and sequen-
tial information which these features currently ig-
nore. This feature set serves as an initial exploration
of the world data, but we fully expect that future in-
vestigation will improve on this representation. For



this paper we are primarily interested in features of
the freeform responses, which we now turn to.

4.3 Natural Language Features

We investigate standard text mining features from
bag-of-words representations and Latent Semantic
Analysis, as well as a variety of features tailored to
the grading task. Spelling is a major problem for
this type of prediction task, but spelling-correctors
are investigated elsewhere (Kernighan et al., 1990)
and are not a focus of this research. We therefore
manually corrected spelling errors throughout the
texts before extracting features and conducting ex-
periments. No correction of grammar or punctuation
was performed.

4.3.1 Latent Semantic Analysis Features

After removing 34 common stopwords, we
extract a bag-of-words representation from the
freeform responses (Manning and Schiitze, 1999).
We apply Latent Semantic Analysis (LSA) (Lan-
dauver and Dumais, 1997; Steyvers and Griffiths,
2006) to this set of features to produce a smaller
set of 72 latent features for Basketball, and 94 for
Weather Trouble, based on a threshold of retaining
90% of the variance in the data.

4.3.2 Features from Hidden Markov Models

LSA and other topic models identify latent struc-
ture based on document-level cooccurrence statis-
tics, but the “documents” in our data are short for
topic-modeling purposes, and we have less than
200 of them for each world. As a result, stan-
dard topic modeling techniques may have difficulty
identifying the appropriate structure. We therefore
also consider Hidden Markov Models (HMMs) (Ra-
biner, 1989), generative models which rely both on
cooccurrence within a sentence and on sequence in-
formation for determining model parameters. Fol-
lowing recent work by Huang et al. (2011) on
using HMMs to build representations, we esti-
mate parameters for a fully-connected HMM with
100 latent states over the freeform responses us-
ing Expectation-Maximization. We then decode the
HMM over the corpus to produce a Viterbi-optimal
latent state for each word. Finally, we use counts of
these 100 latent states to produce 100 new features
for each freeform response.
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4.3.3 Detecting disengagement

A small number of students show little enthusi-
asm for the test, and their responses and general per-
formance are quite poor. Often their freeform re-
sponses are short, or they repeat the same text mul-
tiple times. We include three features that help iden-
tify such cases: the overall length of the response,
the number of times a full sentence is repeated ex-
actly, and the number of tokens that are repeated
across multiple sentences.

4.3.4 Ngram and Pattern Features

While HMM and LSA features help combat spar-
sity in the predictive model, they may ignore the
strong signal from a few expressions that are par-
ticularly important for a domain. By soliciting ad-
vice from domain experts, we selected important
unigrams, bigrams, and trigrams for each module,
and created features that count each of these. Like-
wise, we selected important two-word and three-
word sets, which we call loose patterns, that weakly
indicate that a student understood the problem, if
they all occur in the same response but not neces-
sarily near one another. Again, these words were se-
lected as a result of combination of empirical obser-
vations and expert domain knowledge from design-
ers. For instance, if a response contains the three
words “temperature,” “pressure,” and “because,” it
would match one of these loose patterns. For each
pattern, we create a feature to count the number of
matches in a response.

The selected patterns and ngrams both consist of
three kinds of words: ones that indicate types of
measurable phenomena or properties (e.g., “temper-
ature”), locations (e.g., “outside”), or causal or com-
parative words (e.g., “causes,” “higher,” “than,” or
“decrease”). Because the responses discuss numer-
ical observations like temperature and pressure val-
ues, we also allow a wildcard for matching any num-
ber as part of the loose patterns.

4.3.5 Semantic Features

We use the Senna! semantic role labeling (SRL)
system (Collobert et al., 2011) to automatically iden-
tify predicate-argument relationships in the freeform
responses. In general, the SRL system is only able

"http://ml.nec-labs.com/senna/



to identify predicate-argument structures in well-
crafted sentences, which on its own is a good indi-
cator that the student will do well in the evaluation.
In addition, we extract semantic features (SFs) that
count how often certain predicate-argument struc-
tures appear which are indicative of a good answer:

SF1 Count how often the freeform response con-
tains any predicate.

SF2 Count how often the response contains predi-
cates that involve causality, such as “causes” or
change-of-value predicates like “increase.”

SF3 Count how often measurement words (e.g.,
temperature, pressure) appear as arguments to
any predicate.

SF4 Count how often measurement words appear as
arguments to the predicates related to causality.

4.4 Feature Selection

We perform feature selection using a correlation-
based technique that tries to identify maximally-
relevant and minimally-redundant features (Hall,
1998; Deng and Moore, 1998). The algorithm eval-
uates the value of a subset of features by considering
the individual correlation between each feature and
the gold standard, as well as the correlation between
features. We use the default parameter settings for
feature selection, as specified in Weka.

5 Experiments

5.1 Experimental Setup

We use a dataset collected by the SAVE Science
project, consisting of the world data, freeform re-
sponses, and quiz answers from public middle-
school students in a major urban area of the United
States. 120 students completed the Weather Trou-
ble module, and 184 students completed Basket-
ball. After manually correcting spelling errors in
the freeform responses, we extracted features as de-
scribed above.

Following Wang et al. (2008), we evaluate our re-
gression models using Pearson correlation between
the predicted outcome and the gold standard out-
come. Four different gold standards are consid-
ered for each module: manually-assigned grades for
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the freeform text, and three versions of the num-
ber of correctly-answered quiz questions (contextu-
alized only, non-contextualized only, and all). We
use a y2 test with a threshold of p < 0.05 to deter-
mine statistical significance. We train and test mod-
els using 10-fold cross-validation to reduce variabil-
ity, and the results are averaged over the folds.

We evaluate several variants of our system, in-
cluding a World variant that only includes features
from the world data; an NLP variant that only in-
cludes features from the freeform responses; and a
combined World+NLP variant that includes all fea-
tures before feature selection is performed.

Our evaluation compares against the essay grad-
ing technique by Wang et al. Like ours, their sys-
tem uses RBF-SVM regression with default param-
eter settings as implemented in Weka, and like ours
the system is trained on student texts proposing so-
lutions to a science problem (in their case, a high
school chemistry problem). The system is trained
on human judgments of the quality of the student
answers. The major difference between our tech-
nique and theirs lies in the representation of the data;
Wang et al. use two types of features: unigrams, and
bigrams that occur at least five times during train-
ing. In our implementation of their technique, we
use a lower threshold for bigrams — they must oc-
cur at least twice. This is because we have less text
to work with, and the higher threshold yields too
few bigrams. Using the lower threshold improved
performance slightly, so we report only those results
below.

5.2 Results and Discussion

The full system for automatic grading is accurate,
across both worlds and all gold standards. Figure
3 shows the results of predicting human judgments
of the freeform responses, where the World+NLP
system achieves a correlation of 0.58 for Basket-
ball and 0.44 for Weather Trouble. The same sys-
tem achieves 0.55 and 0.54 on the World ques-
tions of Basketball and Weather Trouble, respec-
tively (Figures 4 and 5). Our best models are sta-
tistically significantly different from the Wang et al.
model (for predicting contextualized questions for
basketball: p = .009, x> = 6.87162; for grading
freeform responses: p ~ 0, x? = 14.21725). Cor-
relations from World+NLP for other quiz types —



Correlation: Predicted vs Human Rubric Scores
0.7
Basketball

o
o

W Weather

=3
«

o
>

o
w

0.26

§m5
B

World

Correlation Coefficient
o
S

o
-

o
o

Wang et al. NLP WorId+NLP
Figure 3: Our NLP features dramatically improve predic-
tion over the Wang et al. model for grading freeform sci-
ence essays, by a margin of 0.21 on Basketball and 0.23
on Weather Trouble.

o
o

Automatic Grading 055
of Basketball Quiz Aongwers

o o I o
[N) W IS n

Correlation Coefficient
°

o

World NLP World+NLP

Wang et al.

M Contextualized E Non-contextualized SAIl

Figure 4: The World+NLP model outperforms both
World and NLP, and substantially outperforms the Wang
et al. system.

non-contextualized and all questions — were some-
what lower, but still statistically significant (p =
.002, x? = 10.05986).

The language features are currently the major fac-
tor in the predictive models for automated grad-
ing. The NLP model substantially outperforms both
the simpler Wang et al. model and the World-only
model in predicting quiz answers for both worlds.
It achieves correlations that are statistically signifi-
cantly different from the baseline, for all gold stan-
dards and both worlds.

The story in the case of grading freeform essays
is similar. Our NLP model beats the Wang et al.
model and the World-only model. Our full model
World+NLP, however, outperforms the NLP model
by only a small fraction. Also, the Wang et al. model
performs slightly better than the World-only model
on freeform responses. For Basketball, the correla-
tion coefficient of their model is greater by 0.11 and
for Weather by 0.05. We believe that the NLP-based
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Figure 5: The NLP model substantially outperforms
World and Wang et al. on predicting quiz questions for
Weather Trouble, and the combined World+NLP model
achieves a 0.54 correlation for contextualized questions.

models, including Wang et al.’s, are outperforming
the World model because the current representation
of the World data fails to capture all of the pertinent
information from students’ behavior in the virtual
environments. Our plans for future work include the
development of features that can capture temporal
patterns in student activity.

Each type of language feature appears to pro-
vide a beneficial and complementary source of ev-
idence. We tested the model using only individual
subsets of the NLP features, such as HMM features
only, LSA features only, ngrams and loose patterns
only, and features from semantic role labeling only.
On their own, each set of features provides only a
small improvement over the mean predictor. When
combined with the world features, each subset of
the NLP features again provides only a small im-
provement over the World-only model. For exam-
ple, for predicting Basketball world quiz questions,
World features achieve » = 0.34, World+HMM and
World+LSA achieve 0.35, and World+(ngrams and
loose patterns) achieves 0.39. The relative ranking
of these subsets of features is not consistent across
different tasks; for Weather contextualized ques-
tions, World+HMM is best, and for Weather non-
contextualized questions, World+LSA is best. Fea-
tures selected by the feature selection algorithm also
indicate that the different types of language features
complement one another. The feature selection al-
gorithm for the World+NLP model selects some fea-
tures for every different type we presented, although
the HMM, LSA, loose pattern, and unigram fea-
tures dominate. We believe that the best procedure




for developing grading systems for science essays
is therefore to construct a large number of possible
features using a variety of techniques, and then train
a model for a particular task and gold standard. In-
cluding significantly more varieties of features, per-
haps from additional kinds of language models or
NLP pipeline tools, is an important future direction
for further improving the grading accuracy.

While the accuracies of the models for contextu-
alized and non-contextualized questions are broadly
similar, the models themselves are not. For the con-
textualized questions, 4 important world behavior
features were deemed important and non-redundant
by the feature selection algorithm: the number of
distinct collisions, the number of people collided
with, the number of distinct objects (basketballs or
balloons) whose pressure was measured, and the
number of distinct temperature measurements that
were recorded into clipboards. The essential task
in this virtual world is to discover that a decrease
in the temperature of several gas systems (basket-
balls and balloons filled with air) is causing their
pressure to decrease. The model for the contex-
tualized questions thus includes variables that are
highly relevant to a student’s understanding of the
core problem in the world, which in turn indicates
that automated data mining techniques are capable
of identifying when students are learning to prac-
tice the scientific method, by observing student be-
havior. On the other hand, the model for the non-
contextualized questions includes only 2 world fea-
tures: The number of collisions made and number
of different objects whose circumference was mea-
sured. The first one is an indicator of the activity
level of a student and the second variable is an indi-
cator for whether the student has identified the prob-
lem (the basketballs are not bouncing because they
are deflated), but not for the underlying cause of
the problem (the outside temperature causes a drop
in pressure, which causes the basketball circumfer-
ence to decrease). Thus the model that predicts non-
contextualized questions very accurately has little
information about whether the student understood
the core problem of the world or not; instead, it has
information about whether the student is active in
the world. These observations lend some support to
the criticism that the standardized tests are not prop-
erly assessing inquiry.
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Performance on the Weather Trouble module is
consistently lower than on Basketball. In part, this
reflects the increased difficulty of this world; human
inter-annotator agreement is a bit lower (v = 0.8
vs. 0.95 on Basketball). However, another large
part of the difference is that the world features pro-
vide far less information in Weather Trouble — the
World-only model has less than half the correlation
on Weather than on Basketball, for all quiz ques-
tion types. We suspect that the cause is the nature
of the task on the Weather Trouble world, where
temporal information plays a bigger role as measure-
ments of air pressure and wind direction may change
over time. Investigating world features that can dis-
tinguish different patterns of student behavior over
time is an important area for further investigation.

6 Conclusion

Our automated grader uses a wide variety of NLP
pipeline tools to produce features for students’ es-
says on the answers to scientific mysteries. The
grader achieves significant correlation with human
judges and multiple choice quiz evaluations, sub-
stantially outperforming a simpler grader from prior
work. The findings of this research suggest that au-
thentic assessments of scientific inquiry through vir-
tual environments can be graded purely automati-
cally, like high stakes multiple choice tests. Ongoing
work on SAVE Science is investigating the differ-
ences in how students respond to standard multiple-
choice tests and tests based on virtual environments.
But the contextualized assessments from SAVE Sci-
ence provide evaluation of scientific inquiry that
multiple choice tests currently do not, and they can
now be graded just as cheaply.
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Abstract

To date, few attempts have been made to de-
velop new methods and validate existing ones
for automatic evaluation of discourse coher-
ence in the noisy domain of learner texts.
We present the first systematic analysis of
several methods for assessing coherence un-
der the framework of automated assessment
(AA) of learner free-text responses. We ex-
amine the predictive power of different coher-
ence models by measuring the effect on per-
formance when combined with an AA system
that achieves competitive results, but does not
use discourse coherence features, which are
also strong indicators of a learner’s level of at-
tainment. Additionally, we identify new tech-
niques that outperform previously developed
ones and improve on the best published result
for AA on a publically-available dataset of En-
glish learner free-text examination scripts.

1 Introduction

Automated assessment (hereafter AA) systems of
English learner text assign grades based on textual
features which attempt to balance evidence of writ-
ing competence against evidence of performance er-
rors. Previous work has mostly treated AA as a
supervised text classification or regression task. A
number of techniques have been investigated, in-
cluding cosine similarity of feature vectors (Attali
and Burstein, 2006), often combined with dimen-
sionality reduction techniques such as Latent Se-
mantic Analysis (LSA) (Landauer et al., 2003), and
generative machine learning models (Rudner and
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Liang, 2002) as well as discriminative ones (Yan-
nakoudakis et al., 2011). As multiple factors influ-
ence the linguistic quality of texts, such systems ex-
ploit features that correspond to different properties
of texts, such as grammar, style, vocabulary usage,
topic similarity, and discourse coherence and cohe-
sion.

Cohesion refers to the use of explicit linguistic
cohesive devices (e.g., anaphora, lexical semantic
relatedness, discourse markers, etc.) within a text
that can signal primarily suprasentential discourse
relations between textual units (Halliday and Hasan,
1976). Cohesion is not the only mechanism of dis-
course coherence, which may also be inferred from
meaning without presence of explicit linguistic cues.
Coherence can be assessed locally in terms of tran-
sitions between adjacent clauses, parentheticals, and
other textual units capable of standing in discourse
relations, or more globally in terms of the overall
topical coherence of text passages.

There is a large body of work that has investi-
gated a number of different coherence models on
news texts (e.g., Lin et al. (2011), Elsner and Char-
niak (2008), and Soricut and Marcu (2006)). Re-
cently, Pitler et al. (2010) presented a detailed survey
of current techniques in coherence analysis of ex-
tractive summaries. To date, however, few attempts
have been made to develop new methods and vali-
date existing ones for automatic evaluation of dis-
course coherence and cohesion in the noisy domain
of learner texts, where spelling and grammatical er-
rors are common.

Coherence quality is typically present in marking
criteria for evaluating learner texts, and it is iden-
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tified by examiners as a determinant of the overall
score. Thus we expect that adding a coherence met-
ric to the feature set of an AA system would better
reflect the evaluation performed by examiners and
improve performance. The goal of the experiments
presented in this paper is to measure the effect a
number of (previously-developed and new) coher-
ence models have on performance when combined
with an AA system that achieves competitive results,
but does not use discourse coherence features.

Our contribution is threefold: 1) we present the
first systematic analysis of several methods for as-
sessing discourse coherence in the framework of
AA of learner free-text responses, 2) we identify
new discourse features that serve as proxies for the
level of (in)coherence in texts and outperform pre-
viously developed techniques, and 3) we improve
the best results reported by Yannakoudakis et al.
(2011) on the publically available ‘English as a Sec-
ond or Other Language’ (ESOL) corpus of learner
texts (to date, this is the only public-domain corpus
that contains grades). Finally, we explore the utility
of our best model for assessing the incoherent ‘out-
lier’ texts used in Yannakoudakis et al. (2011).

2 Experimental Design & Background

We examine the predictive power of a number of
different coherence models by measuring the effect
on performance when combined with an AA system
that achieves state-of-the-art results, but does not
use discourse coherence features. Specifically, we
describe a number of different experiments improv-
ing on the AA system presented in Yannakoudakis
et al. (2011); AA is treated as a rank preference
supervised learning problem and ranking Support
Vector Machines (SVMs) (Joachims, 2002) are used
to explicitly model the grade relationships between
scripts. This system uses a number of different lin-
guistic features that achieve good performance on
the AA task. However, these features only focus on
lexical and grammatical properties, as well as errors
within individual sentences, ignoring discourse co-
herence, which is also present in marking criteria for
evaluating learner texts, as well as a strong indicator
of a writer’s understanding of a language.

Also, in Yannakoudakis et al. (2011), experiments
are presented that test the validity of the system
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using a number of automatically-created ‘outlier’
texts. The results showed that the model is vulner-
able to input where individually high-scoring sen-
tences are randomly ordered within a text. Failing to
identify such pathological cases makes AA systems
vulnerable to subversion by writers who understand
something of its workings, thus posing a threat to
their validity. For example, an examinee might learn
by rote a set of well-formed sentences and repro-
duce these in an exam in the knowledge that an AA
system is not checking for prompt relevance or co-

herence’.

3 Dataset & Experimental Setup

We use the First Certificate in English (FCE) ESOL
examination scripts’ (upper-intermediate level as-
sessment) described in detail in Yannakoudakis et al.
(2011), extracted from the Cambridge Learner Cor-
pus3 (CLC). The dataset consists of 1,238 texts be-
tween 200 and 400 words produced by 1,238 distinct
learners in response to two different prompts. An
overall mark has been assigned in the range 1-40.

For all experiments, we use a series of 5-fold
cross-validation runs on 1,141 texts from the exami-
nation year 2000 to evaluate performance as well as
generalization of numerous models. Moreover, we
identify the best model on year 2000 and we also test
it on 97 texts from the examination year 2001, previ-
ously used in Yannakoudakis et al. (2011) to report
the best published results. Validating the results on
a different examination year tests generalization to
some prompts not used in 2000, and also allows us to
test correlation between examiners and the AA sys-
tem. Again, we treat AA as a rank preference learn-
ing problem and use SVMs, utilizing the SVM!ight
package (Joachims, 2002), to facilitate comparison
with Yannakoudakis et al. (2011).

4 Discourse Coherence

We focus on the development and evaluation of (au-
tomated) methods for assessing coherence in learner

"Powers et al. (2002) report the results of a related exper-
iment with the AA system e-Rater, in which experts tried to
subvert the system by submitting essays they believed would be
inaccurately scored.

2http://ilexir.co.uk/applications/clc-fce-dataset/

3http://www.cup.cam.ac.uk/gb/elt/catalogue/subject/custom
/item3646603/



texts under the framework of AA. Most of the meth-
ods we investigate require syntactic analysis. As in
Yannakoudakis et al. (2011), we analyze all texts us-
ing the RASP toolkit (Briscoe et al., 2006)*.

4.1 ‘Superficial’ Proxies

In this section we introduce diverse classes of ‘su-
perficial’ cohesive features that serve as proxies for
coherence. Surface text properties have been as-
sessed in the framework of automatic summary eval-
uation (Pitler et al., 2010), and have been shown to
significantly correlate with the fluency of machine-
translated sentences (Chae and Nenkova, 2009).

4.1.1 Part-of-Speech (POS) Distribution

The AA system described in Yannakoudakis et
al. (2011) exploited features based on POS tag se-
quences, but did not consider the distribution of POS
types across grades. In coherent texts, constituent
clauses and sentences are related and depend on each
other for their interpretation. Anaphors such as pro-
nouns link the current sentence to those where the
entities were previously mentioned. Pronouns can
be directly related to (lack of) coherence and make
intuitive sense as cohesive devices. We compute the
number of pronouns in a text and use it as a shallow
feature for capturing coherence.

4.1.2 Discourse Connectives

Discourse connectives (such as but or because) re-
late propositions expressed by different clauses or
sentences. The presence of such items in a text
should be indicative of (better) coherence. We thus
compute a number of shallow cohesive features as
proxies for coherence, based on fixed lists of words
belonging to the following categories: (a) Addition
(e.g., additionally), (b) Comparison (e.g., likewise),
(c) Contrast (e.g., whereas) and (d) Conclusion (e.g.,
therefore), and use the frequencies of these four cat-
egories as features.

4.1.3 Word Length

The previous AA system treated script length as
a normalizing feature, but otherwise avoided such
‘superficial’ proxies of text quality. However, many
cohesive words are longer than average, especially
for the closed-class functional component of English

*http://ilexir.co.uk/applications/rasp/
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vocabulary. We thus assess the minimum, maximum
and average word length as a superficial proxy for
coherence.

4.2 Semantic Similarity

We explore the utility of inter-sentential feature
types for assessing discourse coherence. Among the
features used in Yannakoudakis et al. (2011), none
explicitly captures coherence and none models inter-
sentential relationships. Incremental Semantic anal-
ysis (ISA) (Baroni et al., 2007) is a word-level dis-
tributional model that induces a semantic space from
input texts. ISA is a fully-incremental variation of
Random Indexing (RI) (Sahlgren, 2005), which can
efficiently capture second-order effects in common
with other dimensionality-reduction methods based
on singular value decomposition, but does not rely
on stoplists or global statistics for weighting pur-
poses.

Utilizing the S-Space package (Jurgens and
Stevens, 2010), we trained an ISA model® using a
subset of ukWaC (Ferraresi et al., 2008), a large cor-
pus of English containing more than 2 billion tokens.
We used the POS tagger lexicon provided with the
RASP system to discard documents whose propor-
tion of valid English words to total words is less than
0.4; 78,000 documents were extracted in total and
were then preprocessed replacing URLs, email ad-
dresses, IP addresses, numbers and emoticons with
special markers. To measure local coherence we de-
fine the similarity between two sentences s; and s;41
as the maximum cosine similarity between the his-
tory vectors of the words they contain. The overall
coherence of a text 7" is then measured by taking the
mean of all sentence-pair scores:

.+ IMaXg ;5 S1IM( S, .
coherence(T') = szl k.j ( 10 z+1) )

n—1

where sim(s¥, sg 1) is the cosine similarity between
the history vectors of the k™ word in s; and the

j‘h word in s;y1, and n is the total number of

sentences®. We investigate the efficacy of ISA by
adding this coherence score, as well as the maximum

>The parameters of our ISA model are fairly standard: 1800
dimensions, a context window of 3 words, impact rate ¢ =
0.0003 and decay rate k,, = 50.

SWe exclude articles, conjunctions, prepositions and auxil-
iary verbs from the calculation of sentence similarity.



sim value found over the entire text, to the vectors
of features associated with a text. The hypothesis
is that the degree of semantic relatedness between
adjoining sentences serves as a proxy for local dis-
course coherence; that is, coherent text units contain
semantically-related words.

Higgins et al. (2004) and Higgins and Burstein
(2007) use RI to determine the semantic similarity
between sentences of same/different discourse seg-
ments (e.g., from the essay thesis and conclusion, or
between sentences and the essay prompt), and assess
the percentage of sentences that are correctly clas-
sified as related or unrelated. The main differences
from our approach are that we assess the utility of se-
mantic space models for predicting the overall grade
for a text, in contrast to binary classification at the
sentence-level, and we use ISA rather than R1”.

4.3 Entity-based Coherence

The entity-based coherence model, proposed by
Barzilay and Lapata (2008), is one of the most pop-
ular statistical models of inter-sentential coherence,
and learns coherence properties similar to those em-
ployed by Centering Theory (Grosz et al., 1995).
Local coherence is modeled on the basis of se-
quences of entity mentions that are labeled with
their syntactic roles (e.g., subject, object). We con-
struct the entity grids using the Brown Coherence
Toolkit®® (Elsner and Charniak, 2011b), and use as
features the probabilities of different entity transi-
tion types, defined in terms of their role in adja-
cent sentences'®. Burstein et al. (2010) show how
the entity-grid can be used to discriminate high-
coherence from low-coherence learner texts. The
main difference with our approach is that we eval-
uate the entity-grid model in the context of AA text
grading, rather than binary classification.

"We also used RI in addition to ISA, and found that it did
not yield significantly different results. In particular, we trained
a RI model with 2,000 dimensions and a context window of 3
on the same ukWaC data. Below we only report results for the
fully-incremental ISA model.

8https://bitbucket.org/melsner/browncoherence

The tool does not perform full coreference resolution; in-
stead, coreference is approximated by linking entities that share
a head noun.

10We represent entities with specified roles (Subject, Object,
Neither, Absent), use transition probabilities of length 2, 3 and
4, and a salience option of 2.
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4.4 Pronoun Coreference Model

Pronominal anaphora is another important aspect
of coherence. Charniak and Elsner (2009) present
an unsupervised generative model of pronominal
anaphora for coherence modeling. In their imple-
mentation, they model each pronoun as generated by
an antecedent somewhere in the previous two sen-
tences. If a ‘good’ antecedent is found, the probabil-
ity of a pronoun will be high; otherwise, the proba-
bility will be low. The overall probability of a text
is then calculated as the probability of the result-
ing sequence of pronoun assignments. In our ex-
periments, we use the pre-trained model distributed
by Charniak and Elsner (2009) for news text to esti-
mate the probability of a text and include it as a fea-
ture. However, this model is trained on high-quality
texts, so performance may deteriorate when applied
to learner texts. It is not obvious how to train such
a model on learner texts and we leave this for future
research.

4.5 Discourse-new Model

Elsner and Charniak (2008) apply a discourse-new
classifier to model coherence. Their classifier dis-
tinguishes NPs whose referents have not been pre-
viously mentioned in the discourse from those that
have been already introduced, using a number of
syntactic and lexical features. To model coher-
ence, they assign each NP in a text a label L,, €
{new, old}'!, and calculate the probability of a text
as Il npsP(Lpp|lnp). Again, we use the pre-
trained model distributed by Charniak and Elsner
(2009) for news text to find the probability of a text
following Elsner and Charniak (2008) and include it
as a feature.

4.6 1IBM Coherence Model

Soricut and Marcu (2006) adapted the IBM model
1 (Brown et al., 1994) used in machine translation
(MT) to model local discourse coherence. The intu-
ition behind the IBM model in MT is that the use of
certain words in a source language is likely to trig-
ger the use of certain words in a target language.
Instead, they hypothesized that the use of certain
words in a sentence tends to trigger the use of cer-
tain words in an adjoining sentence. In contrast to

"'NPs with the same head are considered to be coreferent.



semantic space models such as ISA or RI (discussed
above), this method models the intuition that local
coherence is signaled by the identification of word
co-occurrence patterns across adjacent sentences.
We compute two features introduced by Soricut
and Marcu (2006): the forward likelihood and the
backward likelihood. The first refers to the likeli-
hood of observing the words in sentence s; 1 condi-
tioned on s;, and the latter to the likelihood of ob-
serving the words in s; conditioned on s;;;. We
extract 3 million adjacent sentences from ukWaC'?,
and use the GIZA++ (Och and Ney, 2000) imple-
mentation of IBM model 1 to obtain the probabili-
ties of recurring patterns. The forward and backward
probabilities are calculated over the entire text, and
their values are used as features in our feature vec-
tors'>. We further extend the above model and incor-
porate syntactic aspects of text coherence by train-
ing on POS tags instead of lexical items. We try to
model the intuition that local coherence is signaled
by the identification of POS co-occurrence patterns
across adjacent sentences, where the use of certain
POS tags in a sentence tends to trigger the use of
other POS tags in an adjacent sentence. We analyze
3 million adjacent sentences using the RASP POS
tagger and train the same IBM model to obtain the
probabilities of recurring POS patterns.

4.7 Lemma/POS Cosine Similarity

A simple method of incorporating (syntactic) as-
pects of text coherence is to use cosine similarity
between vectors of lemma and/or POS-tag counts in
adjacent sentences. We experiment with both: each
sentence is represented by a vector whose dimen-
sion depends on the total number of lemmas/POS-
types. The sentence vectors are weighted using
lemma/POS frequency, and the cosine similarity be-
tween adjacent sentences is calculated. The coher-
ence of a text 7' is then calculated as the average
value of cosine similarity over the entire text!*:

S sim(sy, si41)
n—1

coherence(T') = )

12We use the same subset of documents as the ones used to
train our ISA model in Section 4.2.

Pitler et al. (2010) have also investigated the IBM model to
measure text quality in automatically-generated texts.

“Pitler et al. (2010) use POS cosine similarity to measure
continuity in automatically-generated texts.
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4.8 Locally-Weighted Bag-of-Words

The popular bag-of-words (BOW) assumption rep-
resents a text as a histogram of word occurrences.
While computationally efficient, such a represen-
tation is unable to maintain any sequential infor-
mation. The locally-weighted bag-of-words (LOW-
BOW) framework, introduced by Lebanon et al.
(2007), is a sequentially-sensitive alternative to
BOW. In BOW, we represent a text as a histogram
over the vocabulary used to generate that text. In
LOWBOW, a text is represented by a set of lo-
cal histograms computed across the whole text, but
smoothed by kernels centered on different locations.

More specifically, a smoothed characterization
of the local histogram is obtained by integrating a
length-normalized document with respect to a non-
uniform measure that is concentrated around a par-
ticular location 1 € [0,1]. In accordance with the
statistical literature on non-parametric smoothing,
we refer to such a measure as a smoothing kernel.
The kernel parameters 1 and o specify the local his-
togram’s position in the text (i.e., where it is cen-
tered) and its scale (i.e., to what extent it is smoothed
over the surrounding region) respectively. In con-
trast to BOW or n-grams, which keep track of fre-
quently occurring patterns independent of their po-
sitions, this representation is able to robustly capture
medium and long range sequential trends in a text by
keeping track of changes in the histograms from its
beginning to end.

Geometrically, LOWBOW uses local smoothing
to embed texts as smooth curves in the multinomial
simplex. These curves summarize the progression
of semantic and/or statistical trends through the text.
By varying the amount of smoothing we obtain a
family of sequential representations possessing dif-
ferent sequential resolutions or scales. Low resolu-
tion representations capture topic trends and shifts
while ignoring finer details. High resolution repre-
sentations capture fine sequential details but make it
difficult to grasp the general trends within the text!.

Since coherence involves both cohesive lexical
devices and sequential progression within a text, we
believe that LOWBOW can be used to assess the se-
quential content and the global structure and coher-

SFor more details regarding LOWBOW and its geometric
properties see Lebanon et al. (2007).



ence of texts. We use a publically-available LOW-
BOW implementation'® to create local histograms
over word unigrams. For the LOWBOW kernel
smoothing function (see above), we use the Gaus-
sian probability density function restricted to [0, 1]
and re-normalized, and a smoothing ¢ value of 0.02.
Additionally, we consider a total number of 9 local
histograms (discourse segments). We further extend
the above model and incorporate syntactic aspects of
text coherence by using local histograms over POS
unigrams. This representation is able to capture se-
quential trends abstracted into POS tags. We try
to model the hypothesis that coherence is signaled
by sequential, mostly inter-sentential progression of
POS types.

Since each text is represented by a set of local
histrograms/vectors, and standard SVM kernels can-
not work with such input spaces, we use instead a
kernel defined over sets of vectors: the diffusion
kernel (Lafferty and Lebanon, 2005) compares lo-
cal histograms in a one-to-one fashion (i.e., his-
tograms at the same locations are compared to each
other), and has proven to be useful for related tasks
(Lebanon et al., 2007; Escalante et al., 2011). To the
best of our knowledge, LOWBOW representations
have not been investigated for coherence evaluation
(under the AA framework). So far, they have been
applied to discourse segmentation (AMIDA, 2007),
text categorization (Lebanon et al., 2007), and au-
thorship attribution (Escalante et al., 2011).

5 Evaluation

We examine the predictive power of each of the co-
herence models/features described in Section 4 by
measuring the effect on performance when com-
bined with an AA system that achieves state-of-the-
art results on the FCE dataset, but does not use dis-
course coherence features. In particular, we use the
system described in Yannakoudakis et al. (2011) as
our baseline AA system. Discourse coherence is a
strong indicator of thorough knowledge of a second
language and thus we expect coherence features to
further improve performance of AA systems.

We evaluate the grade predictions of our mod-
els against the gold standard grades in the dataset
using Pearson’s product-moment correlation coeffi-

"http://g00.g1/yQ0OQ0
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cient (r) and Spearman’s rank correlation coefficient
(p) as is standard in AA research (Briscoe et al.,
2010). Table 1 gives results obtained by augmenting
the baseline model with each of the coherence fea-
tures described above. In each of these experiments,
we perform 5-fold cross-validation!” using all 1,141
texts from the exam year 2000 (see Section 3).

Most of the resulting models have minimal ef-
fect on performancelg. However, word length, ISA,
LOWBOW)/¢, and the IBM modelpgs; derived mod-
els all improve performance, while larger differ-
ences are observed in r. The highest performance
—0.675 and 0.678 — is obtained with ISA, while the
second best feature is word length. The entity-grid,
the pronoun model and the discourse-new model do
not improve on the baseline. Although these mod-
els have been successfully used as components in
state-of-the-art systems for discriminating coherent
from incoherent news documents (Elsner and Char-
niak, 2011b), and the entity-grid model has also
been successfully applied to learner text (Burstein
et al., 2010), they seem to have minimal impact
on performance, while the discourse-new model de-
creases p by~0.01. On the other hand, LOWBOW
and LOWBOWop(g give an increase in performance,
which confirms our hypothesis that local histograms
are useful. Also, the former seems to perform
slightly better than the latter.

Our adapted version of the IBM model — IBM
modelpos — performs better than its lexicalized ver-
sion, which does not have an impact on perfor-
mance, while larger differences are observed in r.
Additionally, the increase in performance is larger
than the one obtained with the entity-grid, pro-
noun or discourse-new model. The forward ver-
sion of IBM modelpps seems to perform slightly
better than the backward one, while the results are
comparable to LOWBOWppg and outperformed by
LOWBOW)/. The rest of the models do not perform
as well; the number of pronouns or discourse con-
nectives gives low results, while lemma and POS co-
sine similarity between adjacent sentences are also

"We compute mean values of correlation coefficients by first
applying the r-to-Z Fisher transformation, and then using the
Fisher weighted mean correlation coefficient (Faller, 1981).

18Significance tests in averaged correlations are omitted as
variable estimates are produced, whose variance is hard to be
estimated unbiasedly.



r P
0 Baseline 0.651 | 0.670
1 POS distr. 0.653 | 0.670
2 | Disc. connectives | 0.648 | 0.668
3 Word length 0.667 | 0.676
4 ISA 0.675 | 0.678
5 EGrid 0.650 | 0.668
6 Pronoun 0.650 | 0.668
7 Disc-new 0.646 | 0.662
8 LOWBOW¢ 0.663 | 0.677
9 LOWBOWpps | 0.659 | 0.674
10 | IBM modelex, 0.649 | 0.668
11 IBM modeljey, 0.649 | 0.667
12 | IBM modelpps; | 0.661 | 0.672
13 | IBM modelppos, | 0.658 | 0.669
14 | Lemma cosine | 0.651 | 0.667
15 POS cosine 0.650 | 0.665
16 5+6+7+10+11 0.648 | 0.665
17 All 0.677 | 0.671

Table 1: 5-fold cross-validation performance on texts
from year 2000 when adding different coherence features
on top of the baseline AA system.

among the weakest predictors.

Elsner and Charniak (2011b) have shown that
combining the entity-grid with the pronoun,
discourse-new and lexicalized IBM models gives
state-of-the-art results for discriminating news docu-
ments and their random permutations. We also com-
bine these models and assess their performance un-
der the AA framework. Row 16 of Table 1 shows
that the combination does not give an improvement
over the individual models. Moreover, combining
all feature classes together in row 17 does not yield
higher results than those obtained with ISA, while p
is no better than the baseline.

In the following experiments, we evaluate the best
model identified on year 2000 on a set of 97 texts
from the exam year 2001, previously used in Yan-
nakoudakis et al. (2011) to report results of the fi-
nal best system. Validating the model on a different
exam year also shows us the extent to which it gen-
eralizes between years. Table 2 presents the results.
The published correlations on this dataset are 0.741
and 0.773 r and p respectively. Adding ISA on top
of the previous system significantly improves!® the

Calculated using one-tailed tests for the difference between
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r p
0.741 | 0.773
0.749 | 0.790*

Baseline
ISA

Table 2: Performance on the exam scripts drawn from the
examination year 2001. * indicates a significant improve-
ment at o = 0.05.

published results on the 2001 texts, getting closer to
the upper-bound. The upper-bound on this dataset?’
is 0.796 and 0.792 r and p respectively, calculated
by taking the average correlation between the FCE
grades and the ones provided by 4 senior ESOL ex-
aminers?!. Table 3 also presents the average corre-
lation between our extended AA system’s predicted
grades and the 4 examiners’ grades, in addition to
the original FCE grades from the dataset. Again,
our extended model improves over the baseline.

Finally, we explore the utility of our best model
for assessing the publically available ‘outlier’ texts
used in Yannakoudakis et al. (2011). The previous
AA system is unable to downgrade appropriately
‘outlier’ scripts containing individually high-scoring
sentences with poor overall coherence, created by
randomly ordering a set of highly-marked texts. To
test our best system, we train an SVM rank prefer-
ence model with the ISA-derived coherence feature,
which can explicitly capture such sequential trends.
A generic model for flagging putative ‘outlier’ texts
— whose predicted score is lower than a predefined
threshold — for manual checking might be used as
the first stage of a deployed AA system. The ISA
model improves r and p by 0.320 and 0.463 respec-
tively for predicting a score on this type of ‘outlier’
texts and their original version (Table 4).

6 Analysis & Discussion

In the previous section, we evaluated various co-
hesion and coherence features on learner data, and
found different patterns of performance compared to
those previously reported on news texts (see Section
7 for more details). Although most of the models ex-
amined gave a minimal effect on AA performance,
ISA, LOWBOW/¢,, IBM modelpps, and word length

dependent correlations (Williams, 1959; Steiger, 1980).

20See Yannakoudakis et al. (2011) for details.

2'The examiners’ scores are also distributed with the FCE
dataset.



r p
Baseline | 0.723 | 0.721
ISA 0.727 | 0.736

Table 3: Average correlation between the AA model, the
FCE dataset grades, and 4 examiners on the exam scripts
from year 2000.

T p
Baseline | 0.08 | 0.163
ISA 0.400 | 0.626

Table 4: Performance of the ISA AA model on outliers.

gave a clear improvement in correlation, with larger
differences in r. Our results indicate that coherence
metrics further improve the performance of a com-
petitive AA system. More specifically, we found the
ISA-derived feature to be the most effective contrib-
utor to the prediction of text quality. This suggests
that incoherence in FCE texts might be due to topic
discontinuities. Also, the improvement obtained by
LOWBOW suggests that patterns of sequential pro-
gression within a text can be useful: coherent texts
appear to use similar token distributions at similar
locations across different documents.

The word length feature was successfully used as
a proxy for coherence, perhaps because many cohe-
sive words are longer than average. However, such
a feature can also capture further aspects of texts,
such as lexical complexity, so further investigation
is needed to identify the extent to which it measures
different properties. On the other hand, the minimal
effect of the entity-grid, pronoun and discourse-new
model suggests that infelicitous use of pronominal
forms or sequences of entities may not be an issue
in FCE texts. Preliminary investigation of the scripts
showed that learners tend to repeat the same entity
names or descriptions rather than use pronouns or
shorter descriptions.

A possible explanation for the difference in per-
formance between the lexicalized and POS IBM
model is that the latter abstracts away from lexi-
cal information and thus avoids misspellings and
reduces sparsity. Also, our discourse connective
classes do not seem to have a predictive power. This
may be because our manually-built word lists do not
have sufficient coverage.
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7 Previous Work

Comparatively few metrics have been investigated
for evaluating coherence in (ESOL) learner texts.
Miltsakaki and Kukich (2004) employ e-Rater (At-
tali and Burstein, 2006), an essay scoring system,
and show that Centering Theory’s Rough-Shift tran-
sitions (Grosz et al., 1995) contribute significantly to
the assessment of learner texts. Higgins et al. (2004)
and Higgins and Burstein (2007) use RI to deter-
mine the semantic similarity between sentences of
same/different discourse segments. Their model is
based on a number of different semantic similarity
scores and assesses the percentage of sentences that
are correctly classified as (un)related. Among their
results, they found that it is hard to beat the baseline
(as 98.1% of the sentences were annotated as ‘highly
related’) and identify sentences which are not related
to other ones in the same discourse segment. We
demonstrate that the related fully-incremental ISA
model can be used to improve AA grading accuracy
on the FCE dataset, as opposed to classifying the
(non-)relatedness of sentences.

Burstein et al. (2010) show how the entity-grid
can be used to discriminate high-coherence from
low-coherence learner texts. They augment this
model with additional features related to writing
quality and word usage, and show a positive effect
in performance for automated coherence prediction
of student essays of different populations. On the
FCE dataset used here, entity-grids do not improve
AA grading accuracy. This may be because the texts
are shorter or because grading is a more difficult task
than binary classification. Application of their aug-
mented entity-grid model to FCE texts would be an
interesting avenue for future research.

Foltz et al. (1998) examine local coherence in
textbooks and articles using Latent Semantic Anal-
ysis (LSA) (Landauer et al., 2003). They assess se-
mantic relatedness using vector-based similarity be-
tween adjacent sentences. They argue that LSA may
be more appropriate for comparing the relative qual-
ity of texts; for determining the overall text coher-
ence it may be difficult to set a criterion for the co-
herence value since it depends on a variety of dif-
ferent factors, such as the size of the text units to be
compared. Nevertheless, our results show that ISA,
a similar distributional semantic model with dimen-



sionality reduction, improves FCE grading accuracy.

Barzilay and Lee (2004) implement lexicalized
content models that represent global text proper-
ties on news articles and narratives using Hidden
Markov Models (HMMs). In the HMM, states cor-
respond to distinct topics, and transitions between
states represent the probability of moving from one
topic to another. This approach has the advantage
of capturing the order in which different topics ap-
pear in texts; however, the HMMs are highly domain
specific and would probably need retraining for each
distinct essay prompt.

Soricut and Marcu (2006) use a log-linear model
that combines local and global models of coher-
ence and show that it outperforms each of the in-
dividual ones on news articles and accident reports.
Their global model is based on the document con-
tent model proposed by Barzilay and Lee (2004).
Their local model of discourse coherence is based
on the entity-grid (Barzilay and Lapata, 2008), as
well as on the lexicalized IBM model (see Section
4.6 above); we have experimented with both, and
showed that they have a minimal effect on grading
performance with the FCE dataset.

Elsner and Charniak (2008;2011a) apply a
discourse-new classifier and a pronoun coreference
system to model coherence (see Section 4) on dia-
logue and news texts. They found that combining
these models with the entity-grid achieves state-of-
the-art performance. We found that such a combina-
tion, as well as the individual models do not perform
well for grading the FCE texts.

Recently, Elsner and Charniak (2011a) proposed a
variation of the entity-grid intended to integrate top-
ical information. They use Latent Dirichlet Alloca-
tion (Blei et al., 2003) to learn topic-to-word distri-
butions, and model coherence by generalizing the bi-
nary history features of the entity-grid and comput-
ing a real-valued feature which represents the simi-
larity between an entity and the subject(s) of the pre-
vious sentence. Also, Lin et al. (2011) proposed a
model that assesses the coherence of a text based on
discourse relation transitions. The underlying idea
is that coherent texts exhibit measurable preferences
for specific intra- and inter-discourse relation order-
ing. They found their model to be complementary to
the entity-grid, as it encodes the notion of preferen-
tial ordering of discourse relations, and thus tackles
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local coherence from a different perspective. Apply-
ing the above models to AA on learner texts would
also be an interesting avenue for future work.

8 Conclusion

We presented the first systematic analysis of a wide
variety of models for assessing discourse coherence
on learner data, and evaluated their individual per-
formance as well as their combinations for the AA
grading task. We adapted the LOWBOW model for
assessing sequential content in texts, and showed
evidence supporting our hypothesis that local his-
tograms are useful. We also successfully adapted
ISA, an efficient and incremental variant distribu-
tional semantic model, to this task. ISA, LOWBOW,
the POS IBM model and word length are the best in-
dividual features for assessing coherence.

A significant improvement over the AA system
presented in Yannakoudakis et al. (2011) and the
best published result on the FCE dataset was ob-
tained by augmenting the system with an ISA-based
local coherence feature. However, it is quite likely
that further experimentation with LOWBOW fea-
tures, given the large range of possible parameter
settings, would yield better results too.

We also explored the robustness of the ISA model
of local coherence on ‘outlier’ texts and achieved
much better correlations with the examiner’s grades
for these texts in the FCE dataset. This should facil-
itate development of an automated system to detect
essays consisting of high-quality but incoherent se-
quences of sentences.

All our results are specific to ESOL FCE texts and
may not generalize to other genres or ESOL attain-
ment levels. Future work should also investigate a
wider range of (learner) texts and further coherence
models, such as that of Elsner and Charniak (2011a)
and Lin et al. (2011).
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Abstract

To date, most work in grammatical error cor-
rection has focused on targeting specific er-
ror types. We present a probe study into
whether we can use round-trip translations ob-
tained from Google Translate via 8 different
pivot languages for whole-sentence grammat-
ical error correction. We develop a novel
alignment algorithm for combining multiple
round-trip translations into a lattice using the
TERp machine translation metric. We further
implement six different methods for extract-
ing whole-sentence corrections from the lat-
tice. Our preliminary experiments yield fairly
satisfactory results but leave significant room
for improvement. Most importantly, though,
they make it clear the methods we propose
have strong potential and require further study.

1 Introduction

Given the large and growing number of non-native
English speakers around the world, detecting and
correcting grammatical errors in learner text cur-
rently ranks as one of the most popular educational
NLP applications. Previously published work has
explored the effectiveness of using round-trip ma-
chine translation (translating an English sentence
to some foreign language F, called the pivotr, and
then translating the F language sentence back to En-
glish) for correcting preposition errors (Hermet and
Désilets, 2009). In this paper, we present a pilot
study that explores the effectiveness of extending

“cf. Good Applications for Crummy Machine Translation.
Ken Church & Ed Hovy. Machine Translation, 8(4). 1993
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this approach to whole-sentence grammatical error
correction.

Specifically, we explore whether using the con-
cept of round-trip machine translation via multi-
ple—rather than single—pivot languages has the po-
tential of correcting most, if not all, grammatical
errors present in a sentence. To do so, we de-
velop a round-trip translation framework using the
Google Translate API. Furthermore, we propose a
novel combination algorithm that can combine the
evidence present in multiple round-trip translations
and increase the likelihood of producing a whole-
sentence correction. Details of our methodology are
presented in §3 and of the dataset we use in §4. Since
this work is of an exploratory nature, we conduct a
detailed error analysis and present the results in §5.
Finally, §6 summarizes the contributions of this pi-
lot study and provides a discussion of possible future
work.

2 Related Work

To date, most work in grammatical error detection
has focused on targeting specific error types (usu-
ally prepositions or article errors) by using rule-
based methods or statistical machine-learning clas-
sification algorithms, or a combination of the two.
Leacock et al. (2010) present a survey of the com-
mon approaches. However, targeted errors such as
preposition and determiner errors are just two of the
many types of grammatical errors present in non-
native writing. One of the anonymous reviewers for
this paper makes the point eloquently: “Given the
frequent complexity of learner errors, less holistic,
error-type specific approaches are often unable to

The 7th Workshop on the Innovative Use of NLP for Building Educational Applications, pages 44-53,
Montréal, Canada, June 3-8, 2012. (©)2012 Association for Computational Linguistics



disentangle compounded errors of style and gram-
mar.” Below we discuss related work that uses ma-
chine translation to address targeted errors and some
recent work that also focused on whole-sentence er-
ror correction.

Brockett et al. (2006) use information about mass
noun errors from a Chinese learner corpus to engi-
neer a “parallel” corpus with sentences containing
mass noun errors on one side and their corrected
counterparts on the other. With this parallel corpus,
the authors use standard statistical machine transla-
tion (SMT) framework to learn a translation (correc-
tion) model which can then be applied to unseen sen-
tences containing mass noun errors. This approach
was able to correct almost 62% of the errors found
in a test set of 150 errors. In our approach, we do not
treat correction directly as a translation problem but
instead rely on an MT system to round-trip translate
an English sentence back to English.

Park and Levy (2011) use a noisy channel model
to achieve whole-sentence grammar correction; they
learn a noise model from a dataset of errorful sen-
tences but do not rely on SMT. They show that the
corrections produced by their model generally have
higher n-gram overlap with human-authored refer-
ence corrections than the original errorful sentences.

The previous work that is most directly rele-
vant to our approach is that of Hermet and Désilets
(2009) who focused only on sentences containing
pre-marked preposition errors and generated a sin-
gle round-trip translation for such sentences via a
single pivot language (French). They then simply
posited this round-trip translation as the ‘“correc-
tion” for the original sentence. In their evaluation
on sentences containing 133 unique preposition er-
rors, their round-trip translation system was able to
correct 66.4% of the cases. However, this was out-
performed by a simple method based on web counts
(68.7%). They also found that combining the round-
trip method with the web counts method into a hy-
brid system yielded higher performance (82.1%).

In contrast, we use multiple pivot languages to
generate several round-trip translations. In addition,
we use a novel alignment algorithm that allows us to
combine different parts of different round-trip trans-
lations and explore a whole new set of corrections
that go beyond the translations themselves. Finally,
we do not restrict our analysis to any single type of

45

error. In fact, our test sentences contain several dif-
ferent types of grammatical errors.

Outside of the literature on grammatical error de-
tection, our combination approach is directly related
to the research on machine translation system com-
bination wherein translation hypotheses produced
by different SMT systems are combined to allow the
extraction of a better, combined hypothesis (Ban-
galore et al., 2001; Rosti et al., 2007; Feng et al.,
2009). However, our combination approach is dif-
ferent in that all the round-trip translations are pro-
duced by a single system but via different pivot lan-
guages.

Finally, the idea of combining multiple surface
renderings with the same meaning has also been ex-
plored in paraphrase generation. Pang et al. (2003)
propose an algorithm to align sets of parallel sen-
tences driven entirely by the syntactic representa-
tions of the sentences. The alignment algorithm out-
puts a merged lattice from which lexical, phrasal,
and sentential paraphrases could simply be read off.
Barzilay and Lee (2003) cluster topically related
sentences into slotted word lattices by using mul-
tiple sequence alignment for the purpose of down-
stream paraphrase generation from comparable cor-
pora. More recently, Zhao et al. (2010) perform
round-trip translation of English sentences via dif-
ferent pivot languages and different off-the-shelf
SMT systems to generate candidate paraphrases.
However, they do not combine the candidate para-
phrases in any way. A detailed survey of paraphrase
generation techniques can be found in (Androut-
sopoulos and Malakasiotis, 2010) and (Madnani and
Dorr, 2010).

3 Methodology

The basic idea underlying our error correction tech-
nique is quite simple: if we can automatically gen-
erate alternative surface renderings of the meaning
expressed in the original sentence and then pick the
one that is most fluent, we are likely to have picked
a version of the sentence in which the original gram-
matical errors have been fixed.

In this paper, we propose generating such alter-
native formulations using statistical machine trans-
lation. For example, we take the original sentence E
and translate it to Chinese using the Google Trans-



Original

Both experience and books are very important about living.

Swedish
Italian
Russian
French
German
Chinese
Spanish
Arabic

Both experience and books are very important in live.

Both books are very important experience and life.

And the experience, and a very important book about life.
Both experience and the books are very important in life.

Both experience and books are very important about life.
Related to the life experiences and the books are very important.
Both experience and the books are very important about life.
Both experience and books are very important for life.

Figure 1: Illustrating the deficiency in using an n-gram language model to select one of the 8 round-trip translations
as the correction for the Original sentence. The grammatical errors in the Original sentence are shown in italics. The
round-trip translation via Russian is chosen by a 5-gram language model trained on the English gigaword corpus even
though it changes the meaning of the original sentence entirely.

late API. We then take the resulting Chinese sen-
tence C and translate it back to English. Since
the translation process is designed to be meaning-
preserving, the resulting round-trip translation E’
can be seen as an alternative formulation of the orig-
inal sentence E. Furthermore, if additional pivot lan-
guages besides Chinese are used, several alterna-
tive formulations of E can be generated. We use 8
different pivot languages: Arabic, Chinese, Span-
ish, French, Italian, German, Swedish, Russian. We
chose these eight languages since they are frequently
used in SMT research and shared translation tasks.
To obtain the eight round-trip translations via each
of these pivot languages, we use the Google Trans-
late research APIL!

3.1 Round-Trip Translation Combination

Once the translations are generated, an obvious so-
lution is to pick the most fluent alternative, e.g.,
using an n-gram language model. However, since
the language model has no incentive to preserve the
meaning of the sentence, it is possible that it might
pick a translation that changes the meaning of the
original sentence entirely. For example, consider
the sentence and its round-trip translations shown
in Figure 1. For this sentence, a 5-gram language
model trained on gigaword picks the Russian round-
trip translation simply because it has n-grams that
were seen more frequently in the English gigaword
corpus.

Given the deficiencies in statistical phrase-based
translation, it is also possible that no single round-

"http://research.google.com/university/
translate/
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trip translation fixes all of the errors. Again, con-
sider Figure 1. None of the 8 round-trip transla-
tions is error-free itself. Therefore, the task is more
complex than simply selecting the right round-trip
translation. We posit that a better approach will be
to combine the evidence of correction produced by
each independent translation model and increase the
likelihood of producing a final whole-sentence cor-
rection. Additionally, by engineering such a combi-
nation, we increase the likelihood that the final cor-
rection will preserve the meaning of the original sen-
tence.

In order to combine the round-trip translations,
we developed a heuristic alignment algorithm that
uses the TERp machine translation metric (Snover
et al., 2009). The TERp metric takes a pair of sen-
tences and computes the least number of edit opera-
tions that can be employed to turn one sentence into
the other.> As a by-product of computing the edit
sequence, TERp produces an alignment between the
two sentences where each alignment link is defined
by an edit operation. Figure 2 shows an example of
the alignment produced by TERp between the orig-
inal sentence from Figure 1 and its Russian round-
trip translation. Note that TERp also allows shifting
words and phrases in the second sentence in order
to obtain a smaller edit cost (as indicated by the as-
terisk next to the word book which has shifted from
its original position in the Russian round-trip trans-
lation).

Our algorithm starts by treating the original sen-
tence as the backbone of a lattice. First, it cre-

2Edit operations in TERp include matches, substitutions, in-
sertion, deletions, paraphrase, synonymy and stemming.



ates a node for each word in the original sentence
and creates edges between them with a weight of
1. Then, for each of the round-trip translations, it
computes its TERp alignment with the original sen-
tence and aligns it to the backbone based on the edit
operations in the alignment. Specifically, each in-
sertion, substitution, stemming, synonymy and para-
phrase operation lead to creation of new nodes that
essentially provide an alternative formulation for the
aligned substring from the backbone. Any duplicate
nodes are merged. Finally, edges produced by dif-
ferent translations between the same pairs of nodes
are merged and their weights added. Figure 3(a)
shows how our algorithm aligns the Russian round-
trip translation from Figure 1 to the original sentence
using the TERp alignment from Figure 2. Figure
3(b) shows the final lattice produced by our algo-
rithm for the sentence and all the round-trip transla-
tions from Figure 1.

—-— and [T]
both —-- the [S]
experience —-- experience [M]
- [T]
and -- and [M]

books —-- book [T] [*]
are —— a [S]
very —— very [M]
important —-- important [M]
about —-- about [M]
living —-- life [Y]
- [M]

Figure 2: The alignment produced by TERp between the
original sentence from Figure 1 and its Russian round-
trip translation. The alignment operations are indicated
in square brackets after each alignment link: I=insertion,
M=match, S=substitution, T=stemming and Y=WordNet
synonymy. The asterisk next to the work book denotes
that TERp chose to shift its position before computing an
edit operation for it.

3.2 Correction Generation

For each original sentence, we computed six possi-
ble corrections from the round-trip translations and
the combined lattice:

1. Baseline LM (B). The most fluent round-trip
translation out of the eight as measured by a
5-gram language model trained on the English
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gigaword corpus.

2. Greedy (G). A path is extracted from the TERp
lattice using a greedy best-first strategy at each
node, i.e., at each node, the outgoing edge with
the largest weight is followed.

3. 1-Best (1): The shortest path is extracted
from the TERp lattice by using the OpenFST
toolkit.>. This method assumes that, like G, the
combined evidence from the round-trip trans-
lations itself is enough to produce a good final
correction and no external method for measur-
ing fluency is required.*

4. LM Re-ranked (L). An n-best (n=20) list is
extracted from the lattice using the OpenFST
toolkit and re-ranked using the 5-gram giga-
word language model. The 1-best reranked
item is then extracted as the correction. This
method assumes that an external method
of measuring fluency—the 5-gram language
model—can help to bring the most grammati-
cal correction to the top of the n-best list.

5. Product Re-ranked (P). Same as L except the
re-ranking is done based on the product of the
cost of each hypothesis in the n-best list and
the language model score, i.e., both the evi-
dence from the round-trip translations and the
language model is weighted equally.

6. Full LM Composition (C). The edge weights
in the TERp lattice are converted to probabil-
ities. The lattice is then composed with a tri-
gram finite state language model (trained on
a corpus of 100,000 high-scoring student es-
says).> The shortest path through the composed
lattice is then extracted as the correction. This
method assumes that using an n-gram language
model during the actual search process is better
than using it as a post-processing tool on an al-
ready extracted n-best list, such as for L. and
P.

*http://www.openfst.org/

“Note that the edge weights in the lattice must be converted
into costs for this method (we do so by multiplying the weights
by —1).

SWe adapted the code available at http://www.

ling.ohio-state.edu/~bromberg/ngramcount/
ngramcount .html to perform the LM composition.
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No. of Errors | Sentences | Avg. Length
1 61 14.4
2 45 19.9
3 29 242
4 14 29.4
>4 13 38.0

Table 1: The distribution of grammatical errors for the
162 errorful sentences.

Figure 3(c) shows these six corrections as computed
for the sentence from Figure 1.

4 Corpus

To assess our system, we manually selected 200
sentences from a corpus of essays written by non-
native English speakers for a college-level English
proficiency exam. In addition to sentences contain-
ing grammatical errors, we also deliberately sam-
pled sentences that contained no grammatical errors
in order to determine how our techniques perform
in those cases. In total, 162 of the sentences con-
tained at least one error, and the remaining 38 were
perfectly grammatical. For both errorful as well
as grammatical sentences, we sampled sentences of
different lengths (under 10 words, 10-20 words, 20-
30 words, 30-40 words, and over 40 words). The
162 errorful sentences varied in the number and type
of errors present. Table 1 shows the distribution of
the number of errors across these 162 sentences.
Specifically, the error types found in these sen-
tences included prepositions, articles, punctuation,
agreement, collocations, confused words, etc. Some
only contained a handful of straightforward errors,
such as “In recent day, transportation is one of the
most important thing to support human activity”,
where day and thing should be pluralized. On the
other hand, others were quite garbled to the point
where it was difficult to understand the meaning,
such as “Sometimes reading a book is give me in-
formation about the knowledge of life so that I can
prevent future happened but who knows that when it
will happen and how fastly can react to that hap-
pen.” During development, we noticed that the
round-trip translation process could not handle mis-
spelled words, so we manually corrected all spelling
mistakes which did not result in a real word.®

%A total of 82 spelling errors were manually corrected.
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5 Evaluation

In order to evaluate the six techniques for generating
corrections, we designed an evaluation task where
the annotators would be shown a correction along
with the original sentence for which it was gener-
ated. Since there are 6 corrections for each of the
200 sentences, this yields a total of 1,200 units for
pairwise preference judgments. We chose two anno-
tators, both native English speakers, each of whom
annotated half of the judgment units.

Given the idiosyncrasies of the statistical machine
translation process underlying our correction tech-
niques, it is quite possible that:

e A correction may fix some, but not all, of the
grammatical errors present in the original sen-
tence, and

e A correction may be more fluent but might
change the meaning of the original sentence.

e A correction may introduce a new disfluency,
even though other errors in the sentence have
been largely corrected. This is especially likely
to be the case for longer sentences.

Therefore, the pairwise preference judgment task
is non-trivial in that it expects the annotators to con-
sider two dimensions: that of grammaticality and of
meaning. To accommodate these considerations, we
designed the evaluation task such that it asked the
annotators to answer the following two questions:

1. Grammaticality. The annotators were asked
to choose between three options: “Original
sentence sounds better”, “Correction sounds
better” and “Both sound about the same”.

2. Meaning. The annotators were asked to choose
between two options: “Correction preserves
the original meaning” and “Correction changes
the original meaning”. It should be noted that
determining change in or preservation of mean-
ing was treated as a very strict judgment. Subtle
changes such as the omission of a determiner
were deemed to change the meaning. In some
cases, the original sentences were too garbled
to determine the original meaning itself.



C>0|C=0|C<O0O
Meaning = 1 S D F
Meaning =0 F F

Table 2: A matrix illustrating the Success-Failure-Draw
evaluation criterion for the 162 errorful sentences. The
rows represent the meaning dimension (1 = meaning pre-
served, 0 = meaning changed) and the columns represent
the grammaticality dimension (C' > O denotes correc-
tion being more grammatical than the original, C' = O
denotes they are about the same and C' < O denotes that
the correction is worse). Such a matrix is computed for
each of the six techniques.

5.1 Effectiveness

First, we concentrate our analysis on the original
sentences which contain at least one grammatical er-
ror. We aggregated the results of the pairwise pref-
erence judgments for each of the six specific correc-
tion generation techniques and applied the strictest
evaluation criterion by computing the following, for
each technique:

e Successes. Only those sentences for which
the correction generated by method is not only
more grammatical but also preserves the mean-

ing.

e Failures. All those sentences for which the cor-
rection is either less grammatical or changes
the original meaning.

e Draws. Those sentences for which the correc-
tion preserves the meaning but sounds about
the same as the original.

Table 2 shows a matrix of the six possible com-
binations of grammaticality and meaning for each
method and demonstrates which cells of the matrix
contribute to which of the above three measures:
Successes (S), Failures (F) and Draws (D).

In addition to the six techniques, we also posit an
oracle in order to determine the upper bound on the
performance of our round-trip translation approach.
The oracle picks the most accurate correction gen-
eration method for each individual sentence out of
the 6 that are available. For sentences where none of
the six techniques produce an adequate correction,
the oracle just picks the original sentence. Table 3
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shows how the various techniques (including the or-
acle) perform on the 162 errorful sentences as mea-
sured by this criterion. Based on this criterion, the
greedy technique performs the best compared to the
others since it has a higher success rate (36%) and
a lower failure rate (31%). The oracle shows that
60% of the errorful sentences are fixed by at least
one of the six correction generation techniques. We
show examples of success and failure for the greedy
technique in Figure 4.

5.2 Effect of sentence length

From our observations on development data (not
part of the test set), we noticed that Google Trans-
late, like most statistical machine translation sys-
tems, performs significantly better on shorter sen-
tences. Therefore, we wanted to measure whether
the successes for the best method were biased to-
wards shorter sentences and the failures towards
longer ones. To do so, we measured the mean and
standard deviation of lengths of sentences compris-
ing the successes and failures of the greedy tech-
nique. Successful sentences had an average length
of approximately 18 words with a standard devia-
tion of 9.5. Failed sentences had an average length
of 23 words with a standard deviation of 12.31.
These numbers indicate that although the failures
are somewhat correlated with larger sentence length,
there is no evidence of a significant length bias.

5.3 Effect on grammatical sentences

Finally, we also carried out the same Success-
Failure-Draw analysis for the 38 sentences in our
test set that were perfectly grammatical to begin
with. The analysis differs from that of errorful sen-
tences in one key aspect: since the sentences are al-
ready free of any grammatical errors, no correction
can be grammatically better. Therefore, sentences
for which the correction preserves the meaning and
is not grammaticality worse will count as successes
and all other cases will count as failures. There are
no draws. Table 4 illustrates this difference and Ta-
ble 5 presents the success and failure rates for all six
methods. The greedy technique again performs the
best out of all six methods and successfully retains
the meaning and grammaticality for almost 80% of



Method Success Draw Failure
Baseline LM (B) 21% (34) | 9% (15) | 70% (113)
Greedy (G) 36% (59) | 33% (52) | 31% (51)
1-best (1) 32% (52) | 30% (48) | 38% (62)
LM Re-ranked (L) 30% (48) | 17% (27) | 54% (87)
Product Re-ranked (P) | 23% (37) | 38% (61) | 40% (64)
LM Composition (C) 19% (31) | 12% (20) | 69% (111)
Oracle 60% (97) | 40% (65) -

Table 3: The success, draw and failure rates for the six correction generation techniques and the oracle as computed for
the 162 errorful sentences from the test set. The oracle picks the method that produces the most meaning-preserving
and grammatical correction for each sentence. For sentences that have no adequate correction, it picks the original

sentence. Numbers in parentheses represent counts.

That’s why I like to make travel by using my own car.
That’s why I like to travel using my own car.

and so will not be problems with she.

Success Having discuss all this I must say that I must rather prefer to be a leader than just a member.
After discussing all this, I must say that I would prefer to be a leader than a member.
And simply there is fantastic for everyone
All magical and simply there is fantastic for all

Failure I hope that share a room with she can be certainly kindle, because she is likely me

I hope that sharing a room with her can be certainly kindle, because it is likely that
I and so there will be no problems with it.

Figure 4: Two examples of success and failure for the Greedy (G) technique. Original sentences are shown first
followed by the corrections in bold. Grammatical errors in the original sentences are in italics.

the grammatical sentences.’
C>0|C=0|C<O
Meaning = 1 - S F
Meaning =0 - F F

Table 4: A matrix illustrating the Success-Draw-Failure
evaluation criterion for the 38 grammatical sentences.
There are no draws and sentences for which corrections
preserve meaning and are not grammatically worse count
as successes. The rest are failures.

6 Discussion & Future Work

In this paper, we explored the potential of a novel
technique based on round-trip machine translation
for the more ambitious and realistic task of whole-
sentence grammatical error correction. Although the
idea of round-trip machine translation (via a single
pivot language) has been explored before in the con-
text of just preposition errors, we expanded on it sig-
nificantly by combining multiple round-trip transla-

7 An oracle for this setup is uninteresting since it will simply
return the original sentence for every sentence.
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Method Success Failure
Baseline LM (B) 26% (10) | 74% (28)
Greedy (G) 79% (30) | 21% (8)
1-best (1) 61% (23) | 39% (15)
LM Re-ranked (L) 34% (13) | 66% (25)
Product Re-ranked (P) | 42% (16) | 58% (22)
LM Composition (C) | 29% (11) | 71% (25)

Table 5: The success and failure rates for the six correc-
tion generation techniques as computed for the 38 gram-
matical sentences from the test set.

tions and developed several new methods for pro-
ducing whole-sentence error corrections. Our oracle
experiments show that the ideas we explore have the
potential to produce whole-sentence corrections for
a variety of sentences though there is clearly room
for improvement.

An important point needs to be made regard-
ing the motivation for the round-trip translation ap-
proach. We claim that this approach is useful not
just because it can produce alternative renderings of
a given sentence but primarily because each of those



renderings is likely to retain at least some of mean-
ing of the original sentence.

Most of the problems with our techniques arise
due to the introduction of new errors by Google
Translate. One could use an error detection sys-
tem (or a human) to explicitly identify spans con-
taining grammatical errors and constrain the SMT
system to translate only these errorful spans while
still retaining the rest of the words in the sentence.
This approach should minimize the introduction of
new errors. Note that Google Translate does not
currently provide a way to perform such selective
translation. However, other open-source SMT sys-
tems such as Moses® and Joshua® do. Furthermore,
it might also be useful to exploit n-best translation
outputs instead of just relying on the 1-best as we
currently do.

As an alternative to selective translation, one
could simply extract the identified errorful spans and
round-trip translate each of them individually. For
example, consider the sentence: “Most of all, luck
is null prep no use without a hard work.” where the
preposition of is omitted and there is an extraneous
article a before “hard work”. With this approach,
one would simply provide Google Translate with the
two phrasal spans containing the errors, instead of
the entire sentence.

More generally, although we use Google Trans-
late for this pilot study due to its easy availability, it
might be more practical and useful to rely on an in-
house SMT system that trades-off translation quality
for additional features.

We also found that the language-model based
techniques performed quite poorly compared to the
other techniques. We suspect that this is due to the
fact that Google Translate already employs large-
order language models trained on trillions of words.
Using lower-order models trained on much smaller
corpora might simply introduce noise. However, a
detailed analysis is certainly warranted.

In conclusion, we claim that our preliminary ex-
ploration of large-scale round-trip translation based
techniques yielded fairly reasonable results. How-
ever, more importantly, it makes it clear that, with
additional research, these techniques have the poten-

$http://www.statmt.org/moses
*https://github.com/joshua-decoder
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tial to be very effective at whole-sentence grammat-
ical error correction.
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Abstract

Incorrect usage of prepositions and determin-
ers constitute the most common types of er-
rors made by non-native speakers of English.
It is not surprising, then, that there has been
a significant amount of work directed towards
the automated detection and correction of such
errors. However, to date, the use of differ-
ent data sets and different task definitions has
made it difficult to compare work on the topic.
This paper reports on the HOO 2012 shared
task on error detection and correction in the
use of prepositions and determiners, where
systems developed by 14 teams from around
the world were evaluated on the same previ-
ously unseen errorful text.

1 Introduction

It is widely recognized that the correct usage of
determiners and prepositions in English is a ma-
jor problem area for non-native speakers of the lan-
guage.! The issues here have been explored and
discussed extensively in the literature; an excellent
and up-to-date summary is available in (Leacock et
al., 2010). However, the various teams that have at-
tempted to tackle these problems so far have tended
to use slightly different task specifications, and dif-

ferent data sets for evaluation; this makes it very dif-

"'We use the broad term ‘non-native speaker’, abbreviated
‘NNS’, in this paper; other work makes a distinction between
ESL (English as a Second Language) speakers (who live and
speak in a primarily English-speaking environment) or EFL
(English as a Foreign Language) speakers (who are learning En-
glish in a non-English-speaking country.

54

anisimoff@gmail.com,

george.narroway@me.com

ficult to compare the results achieved using different
approaches.

To address this problem, the aim of the HOO 2012
Shared Task was to provide a forum for the compar-
ative evaluation of different approaches to the cor-
rection of these errors.”> The shared task provides a
common training dataset, a shared evaluation frame-
work, and a set of previously unseen test data.

These proceedings contain detailed reports by all
14 teams who participated in HOO 2012. The
present paper provides a summary of the task and its
evaluation, and a report on the results of that evalu-
ation.

Section 2 provides an overview of the task and the
timeline across which it was carried out; Section 3
provides details of the participating teams; Section 4
describes the training and test data in more detail;
Section 5 presents the results of the evaluation; and
Section 6 provides some concluding remarks and
discussion, reflecting on lessons learned.

2 The Task

Non-native speakers who are learning English find
prepositions and determiners particularly problem-
atic. The selection of the appropriate preposition in
a given context often appears to be a matter of id-
iom or convention rather than being governed by a
consistent set of rules; and selecting a determiner

2HOO stands for ‘Helping Our Own’, a reflection of the his-
torical origins of the exercise as an attempt to develop tools to
help researchers in natural language processing to write better
papers: see (Dale and Kilgarrift, 2010) for the background to
this enterprise and (Dale and Kilgarriff, 2011) for a report on
the pilot round of the task held in 2011.

The 7th Workshop on the Innovative Use of NLP for Building Educational Applications, pages 54-62,
Montréal, Canada, June 3-8, 2012. (©)2012 Association for Computational Linguistics



Team ID  Group or Institution Subtasks  Runs
CU Computer Laboratory, University of Cambridge, UK DRC 8
ET Educational Testing Service, New Jersey, USA DR 3
JU Jadavpur University, Kolkata, India DRC 1
KU Natural Language Processing Lab, Korea University, Seoul, Korea DRC 10
LE KU Leuven, Belgium DRC 2
NA NAIST, Japan DRC 8
NU National University of Singapore, Singapore DRC 1
TC Department of Computer Science and Statistics, Trinity College Dublin, Ireland  DRC 10
TH NLPLAB, National Tsing Hua University, Hsinchu, Taiwan DRC 4
UD UKP Lab, Technische Universitit Darmstadt, Germany DRC 3
Ul Cognitive Computation Group, University of Illinois, USA DRC 10
UT Theoretical Computational Linguistics Group, University of Tiibingen, Germany DRC 10
VA Valkuil.net, The Netherlands DRC 6
VT VTEX, Vilnius, Lithuania DRC 9

Table 1: Participating teams

depends on a complex of contextual factors which
is particularly challenging for those whose native
language does not make use of determiners. The
literature suggests that mistakes in the use of the
determiners and prepositions account for 20-50%
of grammar and usage errors; the extent to which
a learner has problems with determiners varies de-
pending on their native language, while the degree of
difficulty experienced with prepositions is less var-
ied (see Chapter 3 in (Leacock et al., 2010)).

For the shared task, we made use of data drawn
from the CLC FCE Dataset, a set of 1,244 exam
scripts written by candidates sitting the Cambridge
ESOL First Certificate in English (FCE) examina-
tion in 2000 and 2001, and made available by Cam-
bridge Universiy Press; see (Yannakoudakis et al.,
2011). This data is described in more detail below.

The version of the data we provided to teams as
training data consisted of the original text as written
by the examination subjects, so it contains many er-
rors besides the preposition and determiner errors; it
thus provides a quite realistic challenge, as opposed
to artificial data sets where the only errors present
are the particular errors of interest. The training data
we provided consisted of the raw, errorful texts, and
for each text file a set of gold-standard standoff an-
notations indicating the locations of the preposition
and determiner errors and their corrections, which
we extracted from the CUP data annotations.

The task consisted in attempting to generate sets
of standoff annotations that matched those in the
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gold standard. Teams were to be evaluated on three
subtasks: detection, recognition and correction. The
first of these is a measure of a system’s success in
determining that something is wrong in a text and
that it requires fixing; the second requires also that
the precise extent of the error be identified, and the
correct type assigned; and the third requires that a
correction matching that in the gold standard be of-
fered. Scores on each of these subtasks were com-
puted for preposition and determiner errors com-
bined, and for preposition and determiner errors sep-
arately; thus, each participating system run could
generate up to nine distinct scores. In addition, we
also provided teams with detection, recognition and
correction scores for each of the six base error types
(see Table 2); some teams report on these statistics
in their individual reports.

The training data and evaluation tools were made
available on 27th January 2012; test data was re-
leased on April 6th 2012, with submissions of results
from teams due on April 13th 2012. Teams therefore
had 10 weeks to develop a system that could handle
the training data, and one week to provide results on
the test data.

3 The Participants

At the time we released the training data, 26 teams
registered interest in the task. The test data, re-
ceipt of which required a signed agreement with
Cambridge University Press, was requested by 15
teams; one of these teams subsequently withdrew



Type Tag  Original

Correction

Replacement Preposition RT

I could only travel on July

I could only travel in July

Missing Preposition MT Iam looking forward your reply I am looking forward to your reply
Unwanted Preposition UT  Ihave booked a flight o home I have booked a flight home
Replacement Determiner RD  wich was situeded on a seaside wich was situeded on the seaside
Missing Determiner MD I will give you all information I will give you all the information
Unwanted Determiner UD  One of my hobbies is the photography = One of my hobbies is photography

Table 2: Examples of the six base error types

from the competition. The 14 teams who completed
the shared task are listed in Table 1.°

4 The Data

4.1 Basic Statistics

The training data consisted of 1000 files drawn from
the publicly available FCE dataset. These were con-
verted from the native FCE format into the HOO
data format, which was slightly revised from the ver-
sion used in HOO 2011 (see (Dale and Kilgarriff,
2011)). The original data was marked up with all the
errors found by the CUP annotator, but we discarded
annotations of errors other than the six base types we
were interested in, and converted the remaining er-
rors into standoff annotations. The six types, with
examples of each, are shown in Table 2;* Figure 1
shows a fragment of an FCE data file, and Figure 2
shows a standoff annotation example extracted from
this file in the HOO format.

Elements of some of these files were removed to
dispose of nested edits and other phenomena that
caused difficulties in the preprocessing of the data.’
The resulting set of training data comprised a total
of 374680 words, for an average of 375 words per
file.

The test data consisted of a further 100 previously
unseen files provided to us for this shared task by
CUP. These were processed in the same manner as
the training data. The test data comprised 18013
words, for an average of 180 words per file. Counts

3The ‘Subtasks’ column indicates which subtasks the team
took part in: detection (D), recognition (R) and correction (C).
The ‘Runs’ column is explained later.

“For the present exercise we used the preposition and deter-
miner error tags as provided in the CLE tagset. The full CLE
tagset is described in (Nicholls, 2003).

This preprocessing step was not perfect, and we subse-
quently discovered it had introduced some noise into the data.
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<p>

First I must say that most <#UT>of</#UT>
people don’t see any problems with
<#RV>growing|increasing</#RV>
<#RD>a|the</#RD> list of
<#UP>car’s|car</#UP> owners.

Some of them think that it shows how
<#SX>reach|rich</#SX> our country is.
</p>

Figure 1: A fragment of an FCE data file

<edit type="RD" index="0005"
file="0006" part="1"

start="427" end="428">
<original>a</original>
<corrections>
<correction>the</correction>
</corrections>
</edit>

Figure 2: A standoff error annotation

of the different error types in the training and test
data are provided in Table 3, demonstrating that the
error rate remained fairly constant across training
and test data. However, whereas the training data
included information on author’s first language (L.1)
and age range, the L1 information was not present
in the test data, thus removing a potentially useful
feature that some teams may have hoped to exploit.

4.2 Revisions to the Gold-Standard Data

Note that Table 3 shows counts for two versions of
the gold-standard test data: the original version as
derived from the CUP-provided data set (‘Test A’),
and a revised version (“Test B*) which incorporates
corrections to errors found in the annotations.

The evaluation process quickly revealed that there
appeared to be cases of annotation error in the orig-
inal test data. This concerned us because it meant
that system performance was being under-reported:



Type # Training # Test A # Test B
uUT 822 43 39
MT 1105 57 56
RT 2618 136 148
Prep 4545 236 243
UD 1048 53 62
MD 2230 125 131
RD 609 39 37
Det 3887 217 230
Total 8432 453 473
Words/Error 44.18 39.77 38.08

Table 3: Data statistics

in particular, systems were identifying real errors in
the source texts which had not been annotated in
the gold standard, and were consequently being pe-
nalised for finding spurious errors which were not in
fact spurious.

To address this problem, once teams had submit-
ted their results, we allowed a brief period where
teams could review the gold-standard data to iden-
tify possible corrections to that data. Table 4 shows
the number of revisions requested by each team, and
the number of these revisions that were accepted.
Note that there were a significant number of revi-
sions (99) that were requested by more than one
team, so the total count of revision requests is larger
than the actual number of revisions considered. Of
the total 357 requests, 205 were acted on, in some
cases not in the manner requested by the team; 152
requests led to no changes being made to the anno-
tations.

Note that the teams’ original sets of submitted ed-
its were compared against this revised gold standard,
so there was no sense in which a system’s behaviour
could be tuned to the test data. However, clearly
any given team might stand to benefit from iden-
tifying particular errors their system had identified
that were not in the gold standard, effectively tuning
the test data to system behaviour. Consequently, we
provide results below for both the original and the
revised data sets, and briefly discuss the impact of
these corrections.

5 Results

Each team was allowed to submit up to 10 sepa-
rate ‘runs’ over the test data, thus allowing them to
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Team Requested Acted On
CU 51 30
ET 22 18
LE 5 5
NU 83 59
Ul 151 54
UT 45 39
Totals 357 205

Table 4: Requests for corrections to the gold-
standard data

have different configurations of their systems evalu-
ated; the number of runs submitted by each team is
shown in Table 1. We report here only on the best-
performing runs from each team.

Teams were asked to indicate whether they had
used only publicly-available data to train their sys-
tems, or whether they had made use of privately-held
data: only the ET and CU teams used privately-held
data, and in the latter case only for a subset of their
runs. In the tabulated results provided here, reported
runs that involve privately-held data are marked with
an asterisk.

The results of the evaluation are provided here in
six tables. Tables 5 and 6 provide results for prepo-
sition and determiner errors combined; Tables 7 and
8 provide results for preposition errors only; and Ta-
bles 9 and 10 provide results for determiner errors
only. In each pair, the first table shows results before
the revisions described in Section 4.2 were carried
out, and the second table shows the results using the
revised gold-standard data. Each table shows preci-
sion, recall and F-score (computed as the harmonic
mean) for each of detection, recognition and correc-
tion; for each of these, the best score is shown in
bold.® Note that team ET did not participate in the
correction subtask.

The scores for all teams improve as a consequence
of the revisions being made to the data. The result of
a paired t-test on the ‘before’ and ‘after’ combined
preposition and determiner scores across teams was
statistically significant (¢t = —3.17,df(12), p < .01);

5The precise definitions of these measures as imple-
mented in the evaluation tool, and further details on
the evaluation process, are provided in (Dale and Nar-
roway, 2012) and elaborated on at the HOO website at
www.correcttext.org/hoo2012.



F-scores improved by a mean value of 2.32. The
same analyses for preposition scores also resulted
in significant improvement (t = —3.29, df(12),
p < .01), with a mean improvement in F-scores
of 2.6. A smaller (but still statistically significant)
improvement in determiner scores was also present
(t = —2.86, df(12), p < .05), with a mean improve-
ment in F-scores of 1.99.

There are also positive correlations between the
rankings before and after revisions. Pearson corre-
lation coefficients for the ‘before’ and ‘after’ scores
for prepositions and determiners combined, prepo-
sitions only, and determiners only (respectively) are
.993, .985 and .996. All correlation coefficients are
significant at p < .001, n = 13 (teams).

However, some systems improve more than oth-
ers. An obvious question to ask, then, is whether the
benefit that a team achieves is positively correlated
with the number of accepted corrections they pro-
posed; a calculation of Pearson’s correlation coeffi-
cient suggests that this is indeed the case (r = 0.821,
p = 0.044 (one-tailed)).” This suggests, then, that
the ‘before’ results may be a more reliable indicator
of comparative performance.

6 Discussion and Conclusions

In this section, we make some observations on
lessons learned with regard to various aspects of the
shared task.

6.1 Data Acquisition

Data annotated with non-native speaker errors has
significant commercial value, and so is not easy
to find in the public domain. We were fortunate
to be able to take advantage of the recently-made-
available FCE dataset as training data, but this left
us with the problem of acquiring previously unseen
test data. To address this, we entered into negotia-
tion with Cambridge University Press with the aim
of acquiring some additional previously unreleased
data. We started this process in December 2011, but
it quickly became apparent that some of the legal
aspects would necessarily make this a slow process.

"Computed here on the combined preposition and deter-
miner scores, and taking account only of the five teams that
proposed corrections, these being UL, NU, LE, UT and CU. ET
was not included in this calculation since they did not submit to
the corrections subtask.
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As a back-up plan, we informed teams that we might
have to fall back on some of the already-available
FCE data as test data; to this end, we asked teams
only to use versions and subsets of the FCE data that
we made directly available. We thus selected 1000
files from the 1200 that make up the public FCE data
set as training data, and reserved the remainder as a
source of possible test data.

This is clearly not an ideal situation; fortunately,
we finally signed agreements for the use of a new
set of FCE data in the week before the test data was
due to be released, but this was leaving things rather
tight. The moral here is that one needs to be confi-
dent of one’s data sources early on in the process.

6.2 Data Quality

As discussed above, it became apparent that there
were what appeared to be annotation errors in our
data. This is perhaps inevitable given the nature of
the source data, which was annotated by only one
annotator (subsequent to some prior automatic pro-
cessing). The issue of reliability of annotation in this
area has been noted by others (see, for example, the
discussion in Chapter 5 in (Leacock et al., 2010)).
Assuming that we agree an error is present—and this
is not always in itself straightforward—there is often
more than one way to correct that error; however,
the FCE annotation scheme does not permit multiple
possible corrections, so in the source data we used,
there was only ever one correction per error. Our
revision process identified a number of cases where
alternative corrections were equally acceptable, and
fortunately the HOO annotation scheme allowed us
to incorporate multiple possible corrections; but it’s
quite clear that we did not identify all cases where
multiple corrections were valid.®

This is a significant issue. If we cannot entirely
trust our gold-standard data, then we cannot place
too much trust in the results of evaluations carried
out using that data. Of course, annotation quality
is a problem in any task, but it may be more se-
vere in cases like the present one because the judge-
ments here are often less clear cut: whereas there
is rarely dispute as to whether a given string consti-
tutes a named entity, it is not always so clear that

8The HOO scheme also allows optional edits, but we did not
make use of these here since it complicates the scoring process;
see (Dale and Kilgarriff, 2011) for discussion.



Detection Recognition Correction

Team || Run P R F Run P R F Run P R F

CU 2 13.12  34.88 19.07 7 8.13 41.5 13.6 0 70.0 4.64 8.7
ET 1 33.59*% 37.97* 35.65% 1 30.27*%  34.22% 32.12%* - - - -
JU 1 6.93 7.28 7.1 1 6.3 6.62 6.46 1 2,52 2.65 258
KU 0 4.61 49.23 8.43 0 2.67 28.48 4.88 0 1.45 15.45 2.65
LE 0 3738 2649  31.01 0 33.33 23.62  27.65 0 31.15 22.08 25.84
NA 3 40.19  28.04  33.03 3 36.39 2539 29091 3 29.43 20.53 24.19
NU 0 5742 2649  36.25 0 5598 25.83 35.35 0 4545 2097  28.7
TC 9 5.33 2561 8.82 9 4.18 20.09 6.92 9 2.66 12.8 441
TH 1 17.74  48.12  25.92 1 1538  41.72  22.47 1 944 25.61 13.79
UD 2 8.94  31.13 13.88 2 5.51 19.21 8.57 2 1.2 4.19 1.87
Ul 8 3722 4371 40.2 1 34.23 36.64  35.39 1 26.39 2826 27.29
UT 6 3746 2539  30.26 7 32.01 23.18 26.89 7 2195 15.89 18.44
VA 3 12.5 15.23 13.73 3 10.87 13.25 11.94 3 6.16  7.51 6.77
VT 5 10.6 5.08 6.87 5 10.14 4.86 6.57 5 876 419  5.67

Table 5: Results before revisions, all errors
Detection Recognition Correction

Team | Run P R F Run P R F Run P R F

CU 2 14.04 3573  20.16 7 8.69 4249 14.43 6 573 28.54 954
ET 1 38.09*% 41.23* 39.,59% 1 35.55*% 38.48* 36.95* - - - -
JU 1 8.19 8.25 8.22 1 7.56 7.61 7.59 1 3.15 3.17 3.16
KU 0 5.01 51.16 9.12 0 3.04 31.08 5.54 0 1.86 19.03 3.39
LE 0 41.12 27091 33.25 0 36.45 2474  29.47 0 3427 2326 27.71
NA 3 45.25 30.23 36.25 3 40.82  27.27 32.7 3 33.86 22.62 27.12
NU 0 70.33  31.08 43.11 0 69.38 30.66 42.52 0 61.72 2727 37.83
TC 8 6.56 26.0 10.48 8 491 19.45 7.84 8 3.09 1226 494
TH 1 19.2  49.89 27.73 1 17.33  45.03 25.03 1 10.82 28.12 15.63
UD 2 9.95 33.19 15.31 2 5.77 19.24 8.87 2 133 444 205
Ul 2 4356 4292  43.24 1 38.97 3996  39.46 1 3258 334 32.99
UT 7 39.94 27.7 32.71 7 35.67 24774  29.21 5 31.58 17.76 22.73
VA 3 13.22 15.43 14.24 3 11.59 13.53 12.49 3 7.25 8.46 7.8
VT 5 11.52 5.29 7.25 5 11.06 5.07 6.96 5 9.68 444  6.09

Table 6: Results after revisions, all errors

something is an error, or where that error should be
located. The incorporation of optional and multiple
corrections in the HOO framework was intended to
address this kind of problem, but the value of these
features is only delivered if the scheme is used dur-
ing annotation, rather than being applied after anno-
tation has already been carried out.

6.3 The Annotation Scheme and Evaluation
Tools

Given real non-native speaker data that contains a
wide range of errors other than those that we were
particularly concerned with in this shared task, we
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were faced with three alternatives in how we pre-
pared the data for use in the task.

1. We could provide the data with all original er-
rors in place.

2. We could provide the data with all but the
preposition and determiner errors corrected.

3. We could provide the data with selected errors
corrected or replaced.

The problem with the first of these options, of
course, is that other errors that appear in the context



Detection Recognition Correction

Team || Run P R F Run P R F Run P R F

CU 2 14.88  59.32 2379 2 999 3983 1597 0 6111 466 8.66
ET 1 31.95% 42.37*% 36.43* 1 27.16*  36.02* 30.97* - - - -
JU 1 6.1 7.63 6.78 1 5.42 6.78 6.03 1 3.05 381 3.39
KU 0 339  66.95 6.46 0 251  49.58 4.79 0 1.27 250 241
LE 0 32.81 17.8  23.08 0 2734 1483  19.23 0 2578 1398 18.13
NA 6 41.13 2458  30.77 3 3643 1992 2575 3 3023 16.53 21.37
NU 0 56.99 2246 3222 0 53.76  21.19 304 0 4194 1653 2371
TC 9 6.49  29.66  10.65 9 519 2373 8.52 9 3.06 1398 5.02
TH 1 17.39  59.32 26.9 1 14.16 4831 21.9 1 9.19 3136 14.22
UD 2 11.84  36.86 17.92 2 9.66  30.08 14.62 1 7.63 424 545
Ul 1 3821 4534 4147 5 31.05 4025  35.06 1 2036 2415 22.09
uT 2 3935 2585 31.2 7 35776 2288 2791 0 2545 1186 16.18
VA 0 13.44  14.41 13.91 0 1146 1229 11.86 0 7.51 805 777
VT 7 12.24 2.54 4.21 7 12.24 2.54 421 7 1224 254 421

Table 7: Results before revisions, preposition errors only
Detection Recognition Correction

Team || Run P R F Run P R F Run P R F

CU 2 1541 5943 2447 2 10.63 4098  16.88 0 6667 492 9.16
ET 1 35.14* 45.08* 39.5* 1 32.27*% 41.39*% 36.27* - - - -
Ju 1 7.12 861 7.79 1 6.44 7.79 7.05 1 373 451 4.08
KU 0 3.67 70.08 6.98 0 29 5533 5.51 0 1.7 3238 3.23
LE 0 35.16  18.44 24.19 0 29.69 1557 2043 0 2813 1475 19.35
NA 6 48.23  27.87 3532 6 41.84  24.18  30.65 6 3333 1926 2442
NU 0 72.04 2746 39.76 0 7097  27.05  39.17 0 6022 2295 33.23
TC 8 772 2992 1227 8 592 2295 9.41 9 334 1475 545
TH 1 18.76  61.89 28.79 1 1627  53.69 2498 1 10.68 3525 164
UuD 2 12.65 38.11 19.0 2 10.2  30.74 1532 1 9.16 492 6.4
UI 1 4143 4754 44.27 1 37.14 4262  39.69 1 2679 3074 28.63
UT 2 4194  26.64 32.58 2 39.35 250 3058 0 3545 1598 22.03
VA 0 1423 1475 1449 0 1265 13.11 12.88 0 87 9.02 885
VT 7 16.33 328  5.46 7 16.33 3.28 5.46 7 1633 328 546

Table 8: Results after revisions, preposition errors only

of a preposition or determiner error could confuse a
system focussed only on preposition or determiner
errors; if the surrounding context contains errors,
then it cannot be relied upon to deliver the kinds
of features that one would expect to find in well-
formed text. To partially address this, many teams
ran a spelling correction process on the texts prior
to applying their techniques; but this only catches a
small proportion of the potential problems.
However, the second option has the opposite
problem: by removing all the other errors from the
text, we would be providing a very artificial dataset
where one assumes some other process has fixed all
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the other errors before the errors of interest here
are addressed. While there are some types of er-
rors that might sensibly be addressed before others
in a pipeline, in general this is not a very plausible
model; any real system is going to have to address
noisy data containing many different kinds of errors
simultaneously.

A third alternative, that of selectively removing
or correcting errors, is something of a middle road,
and has been used in other work using the CLC data:
in particular, Gamon (2010) removes from the data
sentences where some other error appears immedi-
ately next to a preposition or determiner error.



Detection Recognition Correction
Team || Run P R F Run R F Run P R F
CuU 6 7.8 4931 13.48 6 6.86 4332 11.84 6 525 3318 9.07
ET 0 51.67% 2857* 36.8* 0 50.83* 28.11* 36.2% - - - -
JU 1 7.73 645 7.04 1 7.73 645 7.04 1 1.66 138 151
KU 0 12.85 106 11.62 0 6.7 553  6.06 0 6.15 507 556
LE 0 4041 3594 38.05 0 37.31  33.18 35.12 0 3472 30.88 32.68
NA 1 37.43 3226 34.65 1 36.36 3134 33.66 1 2888 2488 26.73
NU 0 57.76  30.88 40.24 0 57.76  30.88 40.24 0 4828 2581 33.63
TC 3 8.68 876  8.72 3 7.76 7.83 7.8 3 411 415 413
TH 1 17.69 3456 234 1 17.69 3456 234 1 991 1935 131
UD 2 6.41 2488 10.19 1 1.98 6.45 3.03 0 0.0 0.0 0.0
Ul 0 40.0 37.79 38.86 0 38.05 3594 3697 0 3561 3364 34.6
uUT 5 3438 2535 29.18 5 31.87 23.5 27.06 6 2575 19.82 224
VA 3 11.04 1521 12.79 3 1037 1429 12.02 3 502 691 581
VT 5 9.82 737 842 5 9.82 737 842 5 798 599 6.84
Table 9: Results before revisions, determiner errors only
Detection Recognition Correction

Team || Run P R F Run R F Run P R F
CuU 6 853 51.09 14.63 6 7.37 44.1 12.63 6 591 3537 10.13
ET 0 57.5% 30.13* 39.54* 0  56.67% 29.69* 38.97* - - - -
JU 1 9.39 7.42 8.29 1 9.39 7.42 8.29 1 221 175 195
KU 0 1453 1135 1275 0 6.7 5.24 5.88 0 6.15 48 539
LE 0 4456 3755 40.76 0 40.93 345 3744 0 3834 3231 3507
NA 1 4118 3362 37.02 1 39.57 3231 3558 1 33.16 27.07 29.81
NU 0 68.1 34.5 45.8 0 68.1 34.5 45.8 0 6293 31.88 4232
TC 8 517 2096 8.3 3 7.31 6.99 7.14 8 28 1135 449
TH 1 1934 3581  25.11 1 1934 3581  25.11 1 11.08 20.52 144
UuD 1 8.07 2489 12.19 1 1.98 6.11 2.99 0 0.0 0.0 0.0
UI 0 43.9 393 4147 2 4598  34.93 39.7 0 4146 3712 39.17
uT 5 3938 2751 3239 5 3563 2489 2931 6 3054 2227 25.76
VA 3 11.71 1528  13.26 3 107 1397 1212 3 6.02 786 6.82
VT 5 9.82 6.99 8.16 5 9.82 6.99 8.16 5 798 568  6.63

Table 10: Results after revisions, determiner errors only

In the end, we opted for the first alternative here,
on the grounds that this is the best approximation to
the real task of non-native speaker error correction.
The third alternative would also have been possible,
but we were concerned about the impact on the size
of our test data set that would result from carrying
out this process across the board. However, in the re-
vision step described in Section 4.2, we did remove
instances of a particular error type, where a preposi-
tion error was immediately followed by a verb error;
consider the following sentence and its correction.

(1) a.  Whatdo you do for trying to save the wild
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life?

b.  Whatdo you do to try to save the wild life?

The compound nature of these errors meant that
teams were unlikely to correct them; and it might be
argued that they are not preposition errors in the con-
ventional sense. However, we did not remove these
instances uniformly, so some still remain in the test
data.

An orthogonal issue with regard to the HOO an-
notation scheme is that we require precise identifi-
cation of error locations and accurate specification
of these locations at a character-offset level in our



standoff edit notation. It is often inaccuracies at
this level that contribute to the differences between a
team’s detection score and the corresponding recog-
nition score. While precise character offset infor-
mation is important for some error correction tasks
(for example, one would not want an automated cor-
rector to insert corrections misplaced by one charac-
ter), arguably it is too strict in the present circum-
stances. Dahlmeier and Ng (2012) propose an al-
ternative evaluation scheme which, along with other
properties, overcomes this by operating in terms of
tokens rather than character offsets.

6.4 Summary

Overall, we were immensely pleased with the level
of interest in this shared task. The HOO 2012 train-
ing data and evaluation tools are publicly available,
so interested parties who did not take part in the
shared task can still try their hand retrospectively;
unfortunately, our contract with CUP means that the
test data used in this round is not publicly available.
Our future plans include packaging a subset of the
initially held-out public FCE data set as a new test
set, with the aim of establishing a standardised train-
ing and testing setup in the same way as Section 23
of the Wall Street Journal corpus is conventionally
used as a test set. We have strongly encouraged the
use of publicly available data sets, and have asked
teams to be as detailed as possible in their reports in
the interests of replicability; we hope this will make
it possible for new entrants to the area to get up to
speed quickly.

Of course, the FCE data also supports work on
many other kinds of errors. We expect to address
subsets of these in future HOO rounds.
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Abstract

We describe a study aimed at measuring the
use of factual information in test-taker essays
and assessing its effectiveness for predicting
essay scores. We found medium correlations
with the proposed measures, that remained
significant after the effect of essay length was
factored out. The correlations did not dif-
fer substantionally between a simple, rela-
tively robust measure vs a more sophisticated
measure with better construct validity. Impli-
cations for development of automated essay
scoring systems are discussed.

1 Introduction

Automated scoring of essays deals with various as-
pects of writing, such as grammar, usage, mecha-
nics, as well as organization and content (Attali
and Burstein, 2006). For assessment of content,
the focus is traditionally on topical appropriateness
of the vocabulary (Attali and Burstein, 2006; Lan-
dauer et al., 2003; Louis and Higgins, 2010; Chen
et al., 2010; De and Kopparapu, 2011; Higgins et
al., 2006; Ishioka and Kameda, 2006; Kakkonen et
al., 2005; Kakkonen and Sutinen, 2004; Lemaire
and Dessus, 2001; Rosé et al., 2003; Larkey, 1998),
although recently other aspects, such as detection
of sentiment or figurative language, have started to
attract attention (Beigman Klebanov et al., 2012;
Chang et al., 2006).

The nature of factual information used in an es-
say has not so far been addressed, to our knowledge;
yet a misleading premise, insufficient factual basis,
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or an example that flies in the face of the reader’s
knowledge clearly detract from an essay’s quality.

This paper presents a study on assessing the use
of factual knowledge in argumentative essays on ge-
neral topics written for a graduate school entrance
exam. We propose a definition of fact, and an opera-
tionalization thereof. We find that the proposed mea-
sure has positive medium-strength correlation with
essay grade, which remains significant after the im-
pact of essay length is factored out. In order to
quantify which aspects of the measure drive the ob-
served correlations, we gradually relax the measure-
ment procedure, down to a simple and robust proxy
measure. Surprisingly, we find that the correlations
do not change throughout the relaxation process. We
discuss the findings in the context of validity vs re-
liability of measurement, and point out implications
for automated essay scoring.

2 What is a Fact?

To help articulate the notion of fact, we use the fol-
lowing definition from a seminal text in argumenta-
tion theory: “... in the context of argumentation, the
notion of fact is uniquely characterized by the idea
that is held of agreements of a certain type relating
to certain data, those which refer to an objective rea-
lity, and, in Poincare’s words, designate essentially
“what is common to several thinking beings, and
could be common to all” (Perelman and Olbrechts-
Tyteca, 1969, 67). Factuality is thus a matter of se-
lecting certain kinds of data and securing a certain
type of agreement over those data.

Of the different statements that refer to objec-
tive reality, the term facts is used to “designate ob-
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jects of precise, limited agreement” (Perelman and
Olbrechts-Tyteca, 1969, 69). These are contrasted
with presumptions — statements connected to what
is normal and likely (ibid.). We suggest that the dis-
tinctions in the scope of the required agreement can
be related to the referential device used in a state-
ment: If the reference is more rigid (Kripke, 1980),
that is, less prone to change in time and to inde-
terminacy of the boundaries, the scope of the ne-
cessary agreement is likely to be more precise and
limited. With proper names prototypically being the
most rigid designators, we will focus our efforts on
statements about named entities.'

Perhaps the simplest model of the universal au-
dience is an encyclopedia — a body of knowledge
that is verified by experts, and is, therefore, “com-
mon to several thinking beings, and could be com-
mon to all” by virtue of the authority of the experts
and the wide availability of the resource. However,
many facts known to various groups of people that
could be known to all are absent from any encyclo-
pedia. The knowledge contained in the WWW at
large, reaching not only statements explicitly con-
tributed to an encyclopedia but also those made by
people on their blogs — is perhaps as close as it gets
to a working model of the universal audience.

Recent developments in Open Information Ex-
traction make it possible to tap into this vast know-
ledge resource. Indeed, fact-checking is one of the
applications the developers of OpenlE have in mind
for their emergent technology (Etzioni et al., 2008).

3 Open Information Extraction

Traditionally, the goal of an information extrac-
tion system is automated population of structured
databases of events or concepts of interest and their
properties by analyzing large corpora of text (Chin-
chor et al., 1993; Onyshkevych, 1993; Grishman and
Sundheim, 1995; Ravichandran and Hovy, 2002;
Agichtein and Gravano, 2000; Davidov and Rap-
poport, 2009).

"For example, Barack Obama picks out precisely one per-
son, and the same one in 2010 as it did in 1990. In contrast, the
current US president picks out different people every 4-8 years.
For indeteminacy of boundaries, consider a statement like US
officials are wealthy. To determine its truth, one must first se-
cure agreement on acceptable referents of US officials.
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In contrast, the recently proposed Open Informa-
tion Extraction paradigm aims to detect related pairs
of entities without knowing in advance what kinds of
relations exist between entities in the source data and
without any seeding (Banko and Etzioni, 2008). The
possibility of such extraction in English is attributed
by the authors to a small number of syntactic pat-
terns that realize binary relations between entities.
In particular, they found that almost 40% of such re-
lations are realized by the argument-verb-argument
pattern (henceforth, AVA) (see Table 1 in Banko and
Etzioni (2008)).

The TextRunner system (Banko and Etzioni,
2008) is trained using a CRF classifier on S-V-O
tuples from a parsed corpus as positive examples,
and tuples that violate phrasal structure as negative
ones. The examples are described using features
that do not require parsing or semantic role labe-
ling. Features include part-of-speech tags, regular
expressions (detecting capitalization, punctuation,
etc.), context words belonging to closed classes, and
conjunctions of features occurring in adjacent posi-
tions within six words of the current word.

TextRunner achieves P=0.94, R=0.65, and F-
Score=0.77 on the AVA pattern (Banko and Etzioni,
2008). We note that all relations in the test sen-
tences involve a predicate connecting two named en-
tities, or a named entity and a date.> The authors
kindly made available to us for research purposes a
database of about 2 bln AVA extractions produced
by TextRunner; this database was used in the expe-
riments reported below.

4 Data

We randomly sampled essays written on 10 diffe-
rent prompts, 200 essays per prompt. Essays are
graded on the scale of 1-6; the distribution of grades
is shown in table 1.

Grade | 1 2 3 4 5 6
% 06 49 235 426 238 4.7

Table 1: The distribution of grades for 2,000 essays.

Zhttp://www.cs.washington.edu/research/knowitall/hlt-
naacl08-data.txt



5 Building Queries from Essays

We define a query as a 3-tuple <NE,?,NP>,? where
NE is a named entity and NP is a noun phrase from
the same or neighboring sentence in a test-taker es-
say (the selection process is described in section
5.2). We use the pattern of predicate matches against
the TextRunner database to assess the degree and the
equivocality of the connection between NE and NP.

5.1 Named Entities in Test-Taker Essay

We use the Stanford Named Entity Recognizer
(Finkel et al., 2005) that tags named entities as peo-
ple, locations, organizations, and miscellaneous. We
annotated a sample of 90 essays for named entities;
the sample yielded 442 tokens, which we classified
as shown in Table 2. The Enamex classes (people,
locations, organizations) account for 58% of all the
entities in the sample. The recognizer’s recall of
people and locations is excellent (though they are
not always classified correctly — see caption of Ta-
ble 2), although test-taker essays feature additional
entity types that are not detected as well.

Category Recall Examples

Location 0.98 Iraq, USA

Person 0.96  George W. Bush, Freud
Org. 0.87  Guggenheim Foundation
Gow. 0.79  No Child Left Behind
Awards 0.79  Nobel Prize

Events 0.68  Civil War, World War I
Sci & Tech  0.59  GPS, Windows 3.11

Art 0.44  Beowulf, Little Women

Table 2: Recall of the Stanford NER by category. Note
that an entity is counted as recalled as long as it is iden-
tified as belonging to any NE category, even if it is mis-
classified. For example, Freud is tagged as location, but
we count it towards the recall of people.

In terms of precision, we observed that the tagger
made few clear mistakes, such as tagging sentence-
initial adverbs and their mis-spelled versions as
named entities (Eventhough, Afterall). The bulk of

3We do not attempt matching the predicate, as (1) in many
cases there is no clearly lexicalized predicate (see the discussion
of single step patterns in section 5.2) and (2) adding a predicate
field would make matches against the database sparser (see sec-
tion 6.1).
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the 96 items over-generated by the tagger are in the
“grey area” — while we haven’t marked them, they
are not clearly mistakes. A common case are names
of national and religious groups, such as Muslim
or Turkish, or capitalizations of otherwise common
nouns for emphasis and elevation, such as Arts or
Masters. Given our objective to ground the queries
in items with specific referents, these are less sui-
table. If all such cases are counted as mistakes, the
tagger’s precision is 82%.

5.2 Selection of NPs

We employ a grammar-based approach for selecting
NPs. We use the Stanford dependency parser (de
Marneffe et al., 2006; Klein and Manning, 2003) to
determine dependency relations.

In order to find out which dependency paths con-
nect between named entities and clearly related NPs
in essays, we manually marked concepts related to
95 NEs in 10 randomly sampled essays. We marked
210 query-able concepts in total. The resulting 210
dependency paths were classified according to the
direction of the movement.

Out of the 210 paths, 51 (24%) contain a single
upward or downard step, that is, are cases where
the NE is the head of the constituent in which the
NP is embedded, or the other way around. Some
examples are shown in Figure 1. Note that the pre-
dicate connecting NE and NP is not lexicalized, but
the existence of connection is signaled by the close-
knit grammatical pattern.

The most prolific family of paths starts with an
upward step, followed by a sequences of 1-4 down-
wards steps; 71 (34%) of all paths are of this type.
Most typically, the first upward move connects the
NE to the predicate of which it is an argument, and,
down from there, to either the head of another argu-
ment (T]) or to an argument’s head’s modifier (T] ).
These are explicit relations, where the relation is
typically lexicalized by the predicate.

We expand the context of extraction beyond a sin-
gle sentence only for NEs classified as PERSON. We
apply a gazetteer of private names by gender from
US Census 2010 to expand a NE of a given gen-
der with the appropriate personal pronouns; a word
that is a part of the original name (only surname, for

*NE=Kroemer; NP=Heterojunction Bipolar Transitor



| aNobel Prize in a science field

| Chaucer, in the 14 century, ...

T the prestige of the Nobel Prize

T Kidman’s talent

Tl Kroemer received the Nobel Prize

11| Kroemer received the Nobel Prize for his work
on the Heterojunction Bipolar Transitor*

Figure 1: Examples of dependency paths used for query
construction.

example), is also considered an anaphor and a can-
didate for expansion. We expand the context of the
PERSON entity as long as the subsequent sentence
uses any of the anaphors for the name. This way, we
hope to capture an extended discussion of a named
entity and construct queries around its anaphoric
mentions just as we do around the regular, NE men-
tion. A name that is not predominantly male or fe-
male is not expanded with personal pronouns. Ta-
ble 3 shows the distribution of queries automatically
generated from the sample of 2,000 essays.

T 2,817 15.9%
| 798 4.5%
N 813 4.6%
1] 372 2.1%
11 4,940 27.8%
1L 2,691 15.1%
TIll 1,568  8.8%
ML 3,772 212%
total 17,771  100%

Table 3: Distribution of queries by path type.

6 Matching and Filtering Queries

6.1 Relaxation for improved matching

To estimate the coverage of the fact repository with
respect to the queries extracted from essays, we sub-
mit each query to the TextRunner repository in the
<NE,?,NP> format and record the number of times
the repository returned any matches at all. The per-
centage of matched queries is 21%. To increase the
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chances of finding a match, we process the NP to re-
move determiners and pre-modifiers of the head that
are very frequent words, such as removing a very
from a very beautiful photograph.

Additionally, we produce three variants of the NP.
The first, NPy, contains only the sequence of nouns
ending with the head noun; in the example, NP;
would be photograph. The second variant, NPy,
contains only the word that is rarest in the whole
of NP. All capitalized words are given the lowest
frequency of 1. Thus, if any of the NP words are
capitalized, the NP> would either contain an out of
vocabulary word to the left of the first capitalized
word, or the leftmost capitalized word. This means
that names would typically be split such that only the
first name is taken. For example, the NP the author
Orhan Phamuk would generate NPy Orhan. When
no capitalized words exist, we take the rarest one,
thus a NP category 3 hurricane would yield NPg
hurricane. The third variant only applies to NPs
with capitalized parts, and takes the rightmost capi-
talized word in the query. Thus, the NP the actress
Nicole Kidman would yield NP3 Kidman.

Applying these procedures to every NP inflates
the number of actual queries posed to the TextRun-
ner repository by almost two-fold (31,211 instead of
17,771), while yielding a 50% increase in the num-
ber of cases where at least one variant of the original
query had at least one match against the repository
(from 21% to 35%).

6.2 Match-specific filters

In order to zero in on matches that correpond to fac-
tual statements and indeed pertain to the queried ar-
guments, we implement a number of filters.

Predicate filters

We filter out modal and hedged predicates, using
lists of relevant markers. We remove predicates like
might turn out to be or possibly attended, as well as
future tense predicates (marked with will).

Argument filters

For matches that passed the predicate filters, we
check the arguments. Let mARG be the actual
string that matched ARG (ARG €{NE,NP}). Let
EC (Essay Context) refer to source sentence(s) in



the essay.> We filter out the following matches:

e Capitalized words follow ARG in mARG that
are not in EC;

e >1 capitalized or rare words precede ARG in
mARG that are not in EC and not honorifics;

e mARG is longer than 8 words;
e More than 3 words follow ARG in mARG.

The filters target cases where mARG is more spe-
cific than ARG, and so the connection to ARG might
be tenuous, such as ARG=Harriet Beecher Stowe,
mARG = Harriet Beecher Stowe Center.

6.3 Filters based on overall pattern of matches

6.3.1 Negation filter

For all matches for a given query that passed the
filters in section 6.2, we tally positive vs negative
predicates.® If the ratio of negative to positive is
above a threshold (we use 0.1), we consider the
query an unsuitable candidate for being “potentially
common to all,” and therefore do not credit the au-
thor with having mentioned a fact.

This criterion of potential acceptance by a uni-
versal audience fails a query such as <Barack
Obama,?,US citizen>, based on the following pat-
tern of matches:

Count  Predicate
10 is not
4 is
2 was always
1 is really
1 isn’t
1 was not

In a similar fashion, an essay writer’s statement
that “The beating of Rodney King in Los Angeles
. made for tense race relations” is not quite in ac-
cord with the 16 hits garnered by the statement “The
Los Angeles riots were not caused by the Rodney
King verdict,” against other hits with predicates like
erupted after, occurred after, resulted from, were
sparked by, followed.

SA single sentence, unless anaphor-based expansion was

carried out; see section 5.2.
%We use a list of negation markers to detect those.
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Somewhat more subtly, the connection between
Albert Einstein and atomic bomb, articulated as “For
example, Albert Einstein’s accidental development
of the atomic bomb has created a belligerent tech-
nological front” by a test-taker, is opposed by 6 hits
with the predicate did not build against matches with
predicates such as paved the way to, led indirectly
to, helped in, created the theory of. The conflicting
accounts seem to reflect a lack of consensus on the
degree of Einstein’s responsibility.

The cases above clearly demonstrate the implica-
tions of the argumentative notion of facts used in
our project. Facts are statements that the audience is
prepared to accept without further justification, dif-
ferently from arguments, and even from presump-
tions (statements about what is normal and likely),
for which, as Perelman and Olbrechts-Tyteca (1969)
observe, “additional justification is beneficial for
strengthening the audience’s adherence.” Certainly
in the Obama case and possibly in others, a different
notion of factuality, for example, a notion that em-
phasizes availability of legally acceptable suppor-
ting evidence, would have led to a different result.
Yet, in an ongoing instance of argumentation, the
mere need to resort to such a proof is already a sign
that the audience is not prepared to accept a state-
ment as a fact.

6.4 Additional filters

We also implemented a number of filters aimed at
detecting excessive diversity in the matches, which
could suggest that there is no clear and systema-
tic relation between the NE and the NP. The filters
are conjunctions of thresholds operating over mea-
sures such as purity of matches (percentage of exact
matches in NE or NP), degree of overlap of non-pure
matches with the context of the query in the essay,
clustering of the predicates (recurrence of the same
predicates across matches), general frequencies of
NE and NP.

7 Evaluation

7.1 Manual check of queries

A manual check of a small subset of queries was ini-
tially intended as an interim evaluation of the query
construction process, to see how often the produced
queries are deficient candidates for later verification.



However, we also decided to include a human fact-
check of the queries that were found to be verifiable,
to see the kinds of factual mistakes made in essays.
A research assistant was asked to classify 500
queries into Wrong (the NE and NP are not
related in the essay), Trivial (almost any NE
could be substituted, as in <WWI,?, Historians>),
Subjective (<T.S.Eliot,?,the most frightening poet
of all time>), VC — verifiable and correct, VI — veri-
fiable and incorrect. Table 4 shows the distribution.

W T S
18% 13% 13%

VC VI
54% 2%

Table 4: The distribution of query types for 500 queries.

Queries classified as Wrong (18%) mostly cor-
respond to parser mistakes. Trivial and Subjective
queries, while not attributing to the author connec-
tions that she has not made, are of questionable value
as far as fact-checking goes. Perhaps the most sur-
prising figure is the meager amount of verifiable and
incorrect queries. Examples of relevant statements
from essays include (NE and NP are boldfaced):

e For example, Paul Gaugin who was a sucess-
ful business man, with a respectable wife and
family, suddenly gave in to the calling of the
arts and left his life. (He was a failing busi-
nessman immediately before leaving family.)

e For example, in Jane Austin’s Little Women,
she portrays the image of a lovely family and
the wonders of womenhood. (The book is by
Louisa May Alcott.)

e This occurrence can be seen with the Rod-
ney King problem in California during the late
1980’s. (The Rodney King incident occurred
on March 3, 1991).

e We see the philosophers Aristotle, Plato,
Socrates and their practical writings of the
political problems and issues of the day.
(Socrates is not known to have left writings.)

First, we observe that factual mistakes are rare.
Furthermore, they seem to pertain to one in a series
of related facts, most of which are correct and testify
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to the author’s substantial knowledge about the mat-
ter — consider Paul Gaugin’s biography or the con-
tents of “Little Women” in the examples above. It
is therefore unclear how detrimental the occasional
factual “glitches” are to the quality of the essay.

8 Application to Essay Scoring

We show Pearson correlations between human
scores given to essays and a number of characte-
ristics derived from the work described here, as well
as the partial correlations when the effect of essay
length is factored out. We calculated both the cor-
relations using raw numbers and on a logarithmic
scale, with the latter generally producing higher cor-
realtions. Therefore, we are reporting the correla-
tions between grade and the logarithm of the rele-
vant characteristic. The characteristics are:

#NE The number of NE tokens in an essay.

#Queries The number of queries generated by the
system from the given essay (as described in
section 5.2).

#Matched Queries The number of queries for
which a match was found in the TextRunner
database. If the original query or any of its ex-
pansion variants (see section 6.1) had matches,
the query contributes a count of 1.

#Filtered Matches The number of queries that
passed the filters introduced in section 6. If the
original query or any of its expansion variants
passed the filters, the query contributes a count
of 1.

Table 5 shows the results. First, we find that all
correlations are significant at p=0.05, as well as the
partial correlations exluding the effect of length for 7
out of 10 prompts. All correlations are positive, that
is, the more factual information a writer employs in
an essay, the higher the grade — beyond the oft re-
ported correlations between the grade and the length
of an essay (Powers, 2005).

Second, we notice that all characteristics — from
the number of named entities to the number of fil-
tered matches — produce similar correlation figures.

Third, there are large differences between average
numbers of named entities per essay across prompts.



Prompt | NE Pearson Corr. with Grade Partial Corr. Removing Length

#NE  #Q  #Mat. #Filt. | #NE  #Q  #Mat. #Filt.
P1 280 | 0.144 0.154 0.182 0.185 | 0.006 0.019 0.058 0.076
P2 406 | 0.265 0.259 0.274 0.225 | 0.039 0.053 0.072 0.069
P3 452 | 0.245 0.225 0.188 0.203 | 0.049 0.033 0.009 0.051
P4 658 | 0.327 0.302 0.335 0.327 | 0.165 0.159 0.177 0.160
P5 704 | 0.470 0.477 0473 0471 | 0.287 0.294 0304 0.305
P6 750 | 0429 0415 0388 0.373 | 0.271 0.242 0.244 0.257
P7 7851 0470 0.463 0479 0.469 | 0302 0302 0.341 0.326
P8 838 | 0.423 0390 0.406 0.363 | 0.264 0.228 0.266 0.225
P9 919 | 0.398 0.445 0426 0.393 | 0.158 0.209 0.233 0.219
P10 986 | 0.455 0438 0375 0.336 | 0.261 0.257 0.170 0.175
AV. 678 | 0.363 0.357 0.353 0.335 | 0.180 0.180 0.187 0.186

Table 5: Pearson correlation and partial correlation removing the effect of length between a number of characteristics
(all on a log scale) and the grade. The second column shows the total number of identified named entities in the
200-essay sample from the given prompt. The prompts are sorted by the second column.

Generally, the higher the number, the better the num-
ber of named entities in the essay predicts its grade
(the more NEs the higher the grade). This suggests
that the use of named entities might be relatively
irrelevant for some prompts, and much more rele-
vant for others. For example, prompt P10 reads
“The arts (painting, music, literature, etc.) reveal
the otherwise hidden ideas and impulses of a soci-
ety,” thus practically inviting exemplification using
specific works of art or art movements, while suc-
cess with prompt P1 — “The human mind will al-
ways be superior to machines because machines are
only tools of human minds” — is apparently not as
dependent on named entity based exemplification.
Excluding prompts with smaller than average total
number of named entities (<678), the correlations
average 0.40-0.44 across the various characteristics,
with partial correlations averaging 0.25-0.26.

9 Discussion and Conclusion

9.1 Summary of the main result

In this article, we proposed a way to measure the
use of factual information in text-taker essays. We
demonstrated that the use of factual information is
indicative of essay quality, observing positive corre-
lations between the count of instances of fact-use in
essays and the grade of the essay, beyond what can
be attributed to a correlation between the total num-
ber of words in an essay and the grade.
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9.2 What is driving the correlations?

We also investigated which of the components of
the fact-use measure were responsible for the ob-
served correlations. Specifically, we considered (a)
the number instances of fact-use that were verified
against a database of human-produced assertions,
filtered for controversy and excessive diversity; (b)
the number of instances of fact-use that were verified
against the database, without subsequent filtering;
(c) the number of instances of fact-use identified in
an essay (without checking against the database); (d)
the number of named entities used in an essay (with-
out constructing queries around the entity). These
steps correspond to a gradual relaxation of the full
fact-checking procedure all the way to a proxy mea-
sure that counts the number of named entities.

We observed similar correlations throughout the
relaxation procedure. We therefore conclude that the
number of named entities is the driving force behind
the correlations, with no observed effect of the query
construction and verification procedures.” This re-
sult could be explained by two factors.

First, a manual check of 500 queries showed that
factual mistakes are rare — only 2% of the queries
corresponded to factually incorrect statements. Fur-
thermore, mistakes were often accompanied by the

"While the trend is in the direction of an increase in Pearson
correlations from (a) to (d), the differences are not statistically
significant.



test-taker’s use of additional facts about the same en-
tity which were correct; this might alleviate the im-
pact of a mistake in the eyes of a grader.

Second, the query verification procedure applied
to only about 35% of the queries — those for which
at least one match was found in the database, that
is, 65% of the queries could not be assessed using
the database of 2 bln extractions. The verification
procedure is thus much less robust than the proce-
dure for detecting named entities, which performs at
above >80% recall and precision.

9.3 Implications for automated scoring

Our results suggest that essays on a general topic
written by adults for a high-stakes exam contain
few incorrect facts, so the potential for a full fact-
checking system to improve correlations with grades
beyond merely detecting the potential for a factual
statement using a named entity recognizer is not
large. While a measure based on the number of
“verified” facts found in an essay demonstrated a
significant correlation with human scores beyond
the contribution of essay length, a simpler measure
based only on the number of named entities in the
essay demonstrated a similar relationship with hu-
man scores.

Given the similarity in the two features’ empiri-
cal usefulness, it would seem that the feature that
counts the number of named entities in an essay is a
better candidate, due to its simplicity and robustness.
However, there is another perspective from which a
feature based only on the number of named entities
in an essay may be less suitable for use in scoring:
the perspective of construct validity, the degree to
which a test (or, in this case, a scoring system) ac-
tually measures what it purports to. As mentioned
above, the number of named entities in an essay is,
at best, a proxy measure,® roughly indicative of the
referencing of factual statements in support of an ar-
gument within an essay. Because the measure itself
is not directly sensitive to how named entities are
used in the essay, though, even entities with no con-
nection to the essay topic would tend to contribute
to the score, and the measure is therefore vulnerable
to manipulation by test-takers.

8For a discussion of proxes vs trins in essay grading, see
(Page and Petersen, 1995).
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An obvious strategy to exploit this scoring mecha-
nism would be to simply include more named enti-
ties in an essay, either interspersing them randomly
throughout the text, or including them in long lists of
examples to illustrate a single point. Such a blatant
approach could potentially be detected by the use of
a filter or advisory (Higgins et al., 2006; Landauer
et al., 2003) designed to identify anomalous writing
strategies. However, there could be more subtle ap-
proaches to exploiting such a feature. For example,
it is possible that test-takers might be inclined to in-
crease their use of named entities by adducing more
facts in support of an argument, and would go be-
yond the comfort zone of their actual factual know-
ledge, thus making more factual mistakes. Test gam-
ing strategies have been recognized as a threat to au-
tomated scoring systems for some time (Powers et
al., 2001), and there is evidence based on test tak-
ers’ own self-reported behavior that this threat is real
(Powers, 2011). This is one major reason why large-
scale operational testing programs (such as GRE or
TOEFL) use automated essay scoring only in com-
bination with human ratings. In sum, the degree to
which a linguistic feature is predictive of human es-
say scores is not the only criterion for evaluation; the
washback effects of using the feature (on writing be-
havior and on instruction) must also be considered.

The second finding of this study is that the ef-
fectiveness of fact-checking for essay assessment is
compromised by the limited coverage of the wealth
of factual statements made by essay writers, with
only 35% of queries garnering any hits at all in a
large general-purpose database of assertions. It is
possible, however, that OpenlE technology can be
used to collect more focused repositories on specific
topics, such as the history of the American Civil
War, which could be used to assess responses to
tasks related to that particular subject matter. This
is one of the directions of our future research.
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Abstract

We report two new approaches for building
scoring models used by automated speech
scoring systems. First, we introduce the Cu-
mulative Logit Model (CLM), which has been
widely used in modeling categorical outcomes
in statistics. On a large set of responses
to an English proficiency test, we systemati-
cally compare the CLM with two other scor-
ing models that have been widely used, i.e.,
linear regression and decision trees. Our ex-
periments suggest that the CLM has advan-
tages in its scoring performance and its robust-
ness to limited-sized training data. Second, we
propose a novel way to utilize human rating
processes in automated speech scoring. Ap-
plying accurate human ratings on a small set
of responses can improve the whole scoring
system’s performance while meeting cost and
score-reporting time requirements. We find
that the scoring difficulty of each speech re-
sponse, which could be modeled by the degree
to which it challenged human raters, could
provide a way to select an optimal set of re-
sponses for the application of human scor-
ing. In a simulation, we show that focusing
on challenging responses can achieve a larger
scoring performance improvement than sim-
ply applying human scoring on the same num-
ber of randomly selected responses.

1 Introduction

Automated assessment is a process by which com-
puter algorithms are used to score test-taker inputs,
which could be essays, short-text descriptions, read-
aloud sentences, or spontaneous speech responses
to open-end questions. Until recently, human scor-
ing has been predominantly used for scoring these
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types of inputs. Several limitations of the human
scoring process have been identified in previous re-
search (Bennett, 2006). First, the human scoring
process is influenced by many hidden factors, such
as human raters’ mood and fatigue conditions. In
addition, human raters may not strictly follow the
rubrics designed to guide the scoring process in their
practical scoring sessions. Furthermore, human rat-
ing is also an expensive and slow process, especially
for large-scale tests.

There has been an increasing number of studies
concerning the use of speech processing and natu-
ral language processing (NLP) technologies to auto-
matically score spoken responses (Eskenazi, 2009).
In these machine scoring systems, a set of features
related to multiple aspects of human speaking capa-
bilities, e.g., fluency, pronunciation, intonation, vo-
cabulary usage, grammatical accuracy, and content,
is extracted automatically. Then, statistical mod-
els, such as the widely used linear regression mod-
els, classification and regression trees (CART), are
trained based on human ratings and these features.
For new responses, the trained statistical models are
applied to predict machine scores.

The performance of current automated speech
scoring systems, especially for spontaneous speech
responses, still lags markedly behind the perfor-
mance of human scoring. To improve the perfor-
mance of automated speech scoring, an increas-
ing number of research studies have been under-
taken (Jang, 2009; Chen and Zechner, 2011; Chen
and Yoon, 2011). However, these studies have
mostly focused on exploring additional speech fea-
tures, not on building alternative scoring models.
Hence, in this paper, we will report on two new lines
of research focusing on the scoring model part of au-
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tomated speech scoring systems. In particular, we
will introduce the Cumulative Logit Model (CLM),
which is not widely used in NLP, and compare it sys-
tematically with other widely-used modeling meth-
ods. In addition, we will propose a hybrid scoring
system inspired by the recent trend of involving hu-
man computation in machine learning tasks (Quinn
et al., 2010), which consists of both human scoring
and machine scoring to achieve a balance of scoring
accuracy, speed, and cost.

The remainder of the paper is organized as fol-
lows: Section 2 reviews the previous research ef-
forts; Section 3 describes both the test from which
our experimental data were collected and the auto-
mated speech scoring system; Section 4 introduces
the Cumulative Logit Model (CLM) and reports a
systematic comparison with two other widely used
modeling approaches; Section 5 proposes using both
human scoring and machine scoring to achieve a
trade-off between scoring accuracy, speed, and cost,
and shows a simulation. Finally, Section 6 con-
cludes the paper and describes our plans for future
research.

2 Related Work

In the language testing field, it is critical how easily a
score can be interpreted by test takers and stakehold-
ers. Therefore, “white-box” machine learning meth-
ods (mostly from the field of statistics) are favored
over black-box systems (e.g., neural networks) and
widely used in automated scoring systems. For ex-
ample, SRI’s EduSpeak system (Franco et al., 2010)
used a decision-tree model to automatically produce
a speaking score from a set of discrete score la-
bels. Linear Discrimination Analysis (LDA) has
been used in pronunciation evaluation (Hacker et
al., 2005). In a speech scoring system described by
Zechner et al. (2009), a linear regression (LR) model
was used to predict human scores.

Applying linear regression, which is designed for
continuous outcomes, on ordinal outcomes, such as
discrete human rated scores, is questioned by some
statisticians.

A linear regression model does not ex-
ploit the fact that the scores can assume
only a limited number of values and hence
may provide inefficient approximations to
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essay scores obtained by raters. Conse-
quently, estimation based on a model that
assumes that the response is categorical
will be more accurate than linear regres-
sion. A cumulative logit model, some-
times called a proportional odds model, is
one such model (Haberman and Sinharay,
2010).

The CLM was compared systematically with an
ordinary linear regression model in terms of au-
tomated essay scoring (Haberman and Sinharay,
2010). Based on their experiment on a large variety
of TOEFL prompts, they suggested that the CLM
should be considered a very attractive alternative to
regression analysis.

In recent years, a new trend of research in the ma-
chine learning field is to use human computation to
provide additional help, especially on difficult tasks.
For example, after the ESP game (Von Ahn, 2006),
an increasing number of human computation based
games emerged to use a large number of human par-
ticipants to solve many machine learning problems,
such as human identification for image processing
and sentiment annotation in natural language pro-
cessing (NLP). Quinn and Bederson (2011) review
research in this area. Furthermore, Quinn et al.
(2010) proposed a hybrid mechanism to integrate
both human computation and machine learning to
achieve a balance between speed, cost, and quality.

In this paper, we will follow the advances in the
two directions mentioned above, including using
CML as a modeling method and obtaining comple-
mentary computing by integrating machine scoring
with human scoring to further improve the scoring
models in automated speech scoring systems.

3 Data and Automated Scoring System

3.1 Data

AEST is a large-scale English test for assessing test-
takers’ English proficiency in reading, writing, lis-
tening, and speaking. The data used in our exper-
iments was collected from operational AEST tests.
In each test session, test takers were required to re-
spond to six speaking test questions to provide in-
formation or express their opinions.

Each spoken response was assigned a score in the
range of 1 to 4, or 0 if the candidate either made no



attempt to answer the item or produced a few words
totally unrelated to the topic. Each spoken response
could also receive a “technical difficulty” (TD) label
when technical issues may have degraded the audio
quality to such degree that a fair evaluation was not
possible. Note that in the experiments reported in
this paper, we excluded both 0 and TD responses
from our analyses. The human scoring process used
the scoring rules designed for the AEST test. From
a large pool of certified human raters, two human
raters were randomly selected to score each response
in parallel. If two raters’ scores had a discrepancy
larger than one point, a third rater with more expe-
rience in human scoring was asked to give a final
score. Otherwise, the final scores used were taken
from the first human rater in each rater pair.

The Pearson correlation » among human raters
was calculated as 0.64. The second human scores
had a correlation of 0.63 to the final scores while the
first human scores had a correlation of 0.99. This
is due to the fact that only in about 2% of the cases,
two human scores have a discrepancy larger than one
point. Table 1 describes the data size and final score
distribution of the four score levels.

N 1(%) 2(%) 3(%)
49813 | 456 3796 47.74

4 (%)
9.74

Table 1: Human score distribution of the AEST datasets

3.2 Automated scoring system

To automatically score spontaneous speech, we used
the method proposed in Chen et al. (2009). In this
method, a speech recognizer is used to recognize
non-native speech and a forced alignment is con-
ducted based on the obtained recognition hypothe-
ses. From the recognition and alignment outputs,
a number of features were extracted from multi-
ple aspects, such as the timing profiles, recogni-
tion confidence scores, alignment likelihoods, etc.
For speech recognition and forced alignment, we
used a gender-independent, fully continuous Hid-
den Markov Model (HMM) speech recognizer. Our
ASR system was trained from about 800 hours of
non-native speech data and its corresponding word
transcriptions. We extracted the following two types
of features, including (1) fluency and intonation
features based on the speech recognition output as
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described in Xi et al. (2008) and (2) pronuncia-
tion features that indicated the quality of phonemes

and phoneme durations as described in Chen et al.
(2009).

4 A comparison of three machine learning
methods in automated speech scoring

We will briefly introduce CLM and then compare
it with two other widely used scoring methods, i.e.,
linear regression and CART. In most of the related
previous investigations, several machine learning al-
gorithms were compared using a fixed number of in-
stances. However, as shown in recent studies, such
as Rozovskaya and Roth (2011), judging an algo-
rithm requires consideration of the impact of the size
of the training data set. Therefore, in our exper-
iment, we compared three algorithms on different
sizes of training samples.

Let the response’s holistic score be Y = 1,2, ...J
(J is 4 in our study on the AEST data) and let the
associated probabilities be 71, o, ...m 7. Therefore
the probability of a predicted score is not larger than
J

P(ng):m—i-m—i-...—&—wj (1)

The logit of this probability can be estimated as

P(Y <)

l N = J7
TPy <))

K
=aqj + Z BrXr  (2)
k=1

where K is the number of speech features. We can
see that a CLM contains K (s where each (3 is asso-
ciated with one feature. In addition, for each score j,
there is an intercept ;. The CLM is a special case
of multinomial logistic regression, which is named
Maximum Entropy (MaxEnt) model (Berger et al.,
1996) and is well known by NLP researchers. In
CLM, the ranking order of the labels being predicted
is emphasized. However, in MaxEnt models, there
is no assumption about the relationship of the labels
being predicted.

For CLM, we used the Ye’s VGAM R pack-
age (Yee, 2010) as our implementation. For or-
dinary linear regression and CART methods, we
used corresponding implementations in the WEKA
toolkit (Hall et al., 2009), i.e., Im and J48 tree,
through the RWeka package (Hornik et al., 2009)
so that we could run these three algorithms inside R.



From the available speech features, we first
run an inter-correlation analysis among these fea-
tures. Then, two feature selection approaches imple-
mented in the caret R package (Kuhn, 2008) were
used to select useful features from about 80 fea-
tures. First, all feature-pairs whose inter-correlation
was higher than 0.80 were analyzed and one feature
for each pair was removed. Next, a recursive fea-
ture elimination (RFE) based on a linear regression
model was utilized to reduce the feature size to just
20.

Using a stratified sampling based on the final
scores, the whole data set was split into a training set
(with 44, 830 instances) and a test set (with 4, 980
instances). Then, on a logjo scale, we tried using
increasing number of training samples from 100 to
10*?. For each training data set size, we randomly
selected the size of training samples from the train-
ing set, built the three models, and evaluated the
models on the entire test data. For each data set size,
such process was repeated 10 times. The evaluation
result is the averaged values from these 10 iterations.
We repeated the same experiment on the top 5, 10,
15, and 20 features. The evaluation metrics include
widely used measures in the field of automated scor-
ing, including Pearson correlation r and quadratic
weighted Kappa « (hereafter weighted ) between
the machine predicted scores and human final scores
in this data set.

Figure 1 shows the Pearson r and weighted « val-
ues of the three methods vs. an increasing numbers
of training samples. We find that the CLM always
has the highest weighted x value among these three
methods for each data size level. The CART per-
forms poorly, especially facing a limited number of
training samples. However, when the training data
size is large enough, the performance gap between
the CART and other regression models becomes
smaller. For two regression models, when work-
ing on 20 features, both Pearson r and weighted
values plateaued after reaching 1000 training sam-
ples. More importantly, we find that the CLM still
can provide a quite high value of weighted x even
just using 100 training samples. This is very impor-
tant for automated assessments in cases where there
are not enough pre-test responses to fully train the
scoring model. When using other feature selections
(5, 10, and 15), we also observed the same trend as
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shown in the Figure 1.

ML

cor A 8

MR

log10(dSize)

ML

0.40-
kappa A a8

MR

l0g10(dSize)

Figure 1: Weighted x and Pearson correlation r of LR,
CART, and CLM vs. an increasing number of training
samples when using 20 features.

5 Utilizing human computation to support
automated speech scoring

On spontaneous speech responses, the performance
of automated scoring still lags behind human rat-
ings. For example, on the test set (4,098 samples),
among human raters both the Pearson r and the
weighted x values are about 0.6, much higher than
the best automated scoring results we saw in the pre-
vious section (around 0.5). There are many possi-
ble reasons for such a big performance gap between
automated speech scoring and human scoring. For
example, the automated features’ lack of a measure-
ment of content accuracy and relevance might pro-
vide an explanation for part of the performance gap.
As aresult, to our knowledge, there has not been any
commercial application of automated speech scoring
on high-stakes speaking tests to open-ended ques-
tions.

To further improve the speech scoring system’s
performance, inspired by Quinn et al. (2010), we



propose to include human computation — human
rating of speech responses — in the automated
speech scoring system. Previously, there have been
some efforts to use human computation in auto-
mated speech scoring systems. For example, it is
well known that human scores were used to train au-
tomated scoring models. For essay scoring, an auto-
mated scoring system, e-rater, has been used to val-
idate the human rating process (Enright and Quin-
lan, 2010). One advantage of using both human and
e-rater to score is that about 10% of human rating
requests for double-scoring required in operational
essay scoring could be saved. However, there has
been no previous work investigating the joint use of
human scoring and machine scoring. By using these
two scoring methods together, we hope to achieve a
balance among scoring accuracy, speed, and cost.

From a total of N test responses, we need ask
humans to score m, where m << N. Therefore,
an important question concerning the joint use of
human scoring and machine scoring is how to find
these m responses so that the expensive and slow
human scoring process can provide a large perfor-
mance gain. In this paper, we will report our prelim-
inary research results of focusing on the responses
challenging to machine scoring process.

Since the responses used in this paper were se-
lected to be double-scored responses from a very
large pool of AEST responses, we use the rating
condition of each doubly-scored response to pre-
dict how challenging any given response is. For
speech responses for which two human raters gave
different holistic scores, we assumed that these re-
sponses were not only difficult to score for human
beings, but also for the machine learning method,
which has been trained from human scores in a su-
pervised learning way. We call the responses on
which two human raters agreed easy-case responses
and the responses on which two human raters dis-
agreed hard-case ones. Table 2 reports on the appli-
cation of trained automated speech assessment sys-
tems to these two types of responses. From the en-
tire testing set, human raters agreed on 3,128 re-
sponses, but disagreed on 1,852 responses. From
the training set described in the previous section,
we randomly sampled 1,000 responses to train a
CLM model using those 20 features used in Sec-
tion 4. Then, the trained CLM model was evalu-
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ated on these two types of responses, respectively.
Table 2 reports the evaluation metrics averaged on
20 trials of using different training set portions. We
can clearly see that the machine scoring has a sig-
nificantly better performance on the easy-case re-
sponses than the hard-case responses. Therefore, it
is natural to focus expensive/slow human computa-
tion efforts on these hard-case responses.

metric easy-case hard-case
agreement(%) 68.16 48.08
r 0.594 0.377
weighted k 0.582 0.355

Table 2: Evaluation of automated speech assessment sys-
tems on two types of speech responses. For the responses
on which two human raters agreed, the machine has a sta-
tistically significantly better performance.

Suppose that we can obtain the type of each re-
sponse, hard-case vs. easy-case, in some way, we
then can focus our human scoring efforts on hard-
case responses only since machine scoring performs
much worse on them. Figure 2 depicts the re-
sults of one trial of using human scoring to replace
an increasing number of machine scores. Among
4,980 responses in the test set, the blue curve shows
the weighted x values after replacing an increasing
number of machine scores with human scores. Here,
we used the scores provided by the second rater from
each rater pair. This set of human scores had a Pear-
son r of 0.626 with the final scores. We also re-
placed the same number of responses, but without
distinguishing easy- and hard-case responses by the
corresponding human scores. The results are shown
in the red curve. We can observe that the weighted
k values increased from about 0.50, which was ob-
tained by using only machine scoring, to about 0.58
by asking humans to score all hard-case responses,
about 33% of all responses. Among the two meth-
ods to select the responses for using human scoring,
we can clearly see that the strategy of focusing on
hard-case responses can achieve higher weighted
when spending the same amount of human efforts as
the strategy of randomly selecting responses.

6 Discussions

In this paper, we reported on two experiments for
improving the scoring model in automated sponta-
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Figure 2: Weighted x values when using human rating
results to replace machine-predicted scores on hard-case
responses or a similar number of responses that are ran-
domly selected.

neous speech assessment. In the first experiment, we
systematically compared a new modeling method,
Cumulative Logit Model (CLM), which has been
widely used in statistics, with other two widely used
modeling methods, linear regression and CART.
We compared these three modeling methods on
a large test data set (containing 4,980 responses)
and evaluated these methods on a series of train-
ing data sizes. The experimental results suggest
that the CLM model consistently achieves the best
performance (measured in Pearson 7 and quadratic
weighted x between the predicted scores and human
rated scores). More importantly, we find that the
CLM can work quite well even when just using hun-
dreds of responses in the training stage. This finding
is especially important for building scoring models
when pre-test data is limited.

Although automated scoring has been designed to
overcome several disadvantages of the human rating
process, our experiments are meant to initiate sci-
entific debate on how best to combine the strengths
of human and automated scoringto achieve an opti-
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mal compromise of scoring accuracy, cost, and time.
At least for current automated scoring systems for
spontaneous speech, the machine performance lags
behind the reliability of the human rating process.
We also found that the automated system performed
worse on hard-case responses on which even two hu-
man raters did not agree. In a simulation study, we
showed that jointly using human scoring and ma-
chine scoring can further improve the scoring per-
formance obtained by just using automated speech
scoring. By focusing human scoring, which is ex-
pensive, slow, but more accurate, on a set of re-
sponses specially selected from the entire set of re-
sponses, we can achieve larger gains of scoring per-
formance than randomly assigning the same amount
of responses for human scoring. Therefore, from an
engineering point of view of building more accurate
scoring systems, it is promising to design a hybrid
system consisting of both human scoring and ma-
chine scoring.

For future research, given the automated speech
scoring system’s large performance variation on two
types of responses, it is worthwhile finding a reli-
able way to automatically predict a responses’ con-
dition, i.e., whether it is hard or easy to score for
humans or for machines. We need to consider both
proficiency features we used in this paper and other
features measuring audio quality. Finding such in-
formation can help us decide when to use machine
scoring and when to rely on human raters. In addi-
tion, other applications of human computation, such
as asking humans to adjust machine predicted scores
or using human rated scores accumulated in scoring
operations to routinely update the machine scoring
system will be explored.
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Abstract

Paraphrasing is an important aspect of language
competence; however, EFL learners have long
had difficulty paraphrasing in their writing
owing to their limited language proficiency.
Therefore, automatic paraphrase suggestion
systems can be useful for writers. In this paper,
we present PREFER?, a paraphrase reference
tool for helping language learners improve their
writing skills. In this paper, we attempt to
transform the paraphrase generation problem
into a graphical problem in which the phrases
are treated as nodes and translation similarities
as edges. We adopt the PageRank algorithm to
rank and filter the paraphrases generated by the
pivot-based paraphrase generation method. We
manually evaluate the performance of our
method and assess the effectiveness of
PREFER in language learning. The results
show that our method successfully preserves
both the semantic meaning and syntactic
structure of the query phrase. Moreover, the
students’ writing performance improve most
with the assistance of PREFER.

1. Introduction

Paraphrasing, or restating information using
different words, is an essential part of productive
language competence (Fuchs, 1980; Mel’¢uk, 1992;
Martinot, 2003). However, EFL learners have
difficulty paraphrasing in their writing partly

! http://140.114.89.231/PREFER
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because of their insufficient lexical knowledge
(Abasi et al. 2006; Chandrasoma et al. 2004). If
they are provided with direct and substantial
support while writing, they may be able to express
their thoughts more fluently. Unfortunately, few
paraphrase reference tools have been developed to
provide instant assistance to learners in their
writing process. In the light of the pressing need
for paraphrase reference tools, we develop
PREFER, a paraphrasing assistant system to help
EFL learners vary their expression during writing.

Over the past decade, paraphrasing techniques
have played an important role in many areas of
Natural Language Processing, such as machine
translation, and question answering. However, very
few studies have been conducted concerning the
application of automatic paraphrase generation
techniques in language learning and teaching.

In this paper, we treat the paraphrase generation
problem as a graph-related problem. We adopt the
PageRank algorithm (Page et al., 1999) to generate
paraphrases based on the assumption that a page
with more incoming links is likely to receive a
higher rank. Meanwhile, a page which is linked by
a higher ranked page should transitively be ranked
higher. We take advantage of transitivity of
relevance to rank and filter the paraphrases
generated by the pivot-based method (i.e., phrase
are treated as paraphrases if they share the same
translations) of Bannard and Callison-Burch
(2005).

The advantage of the pivot approach is that the
generated paraphrases are exactly semantically
equivalent to the query phrase. However, its

The 7th Workshop on the Innovative Use of NLP for Building Educational Applications, pages 80-85,
Montréal, Canada, June 3-8, 2012. (©)2012 Association for Computational Linguistics



quality of the paraphrases highly correlates with
that of the techniques of bilingual alignment. To
overcome such limitation, we use the PageRank
algorithm to refine the generated paraphrases. In
other words, we leverage the PageRank algorithm
to find more relevant paraphrases that preserve
both meaning and grammaticality for language
learners. The results of a manual evaluation and a
system assessment show that our approach and
system perform well.

2. Related Work

A number of studies have investigated EFL leaners’
paraphrase competence. For example, Campbell
(1987) reveals that language proficiency
significantly affects paraphrasing competence.
Mclnnis (2009) reports that paraphrasing task is
more difficult for L2 students than that for L1
students. According to Milicevic (2011), L2
learners propose less valid paraphrases than native
speakers. These findings indicate that EFL students
have problems in paraphrasing. In view of this, we
develop PREFER, a paraphrase reference tool, for
helping English learners with their writing.

Paraphrase generation, on the other hand, has
been an area of active research and the related
work has been thoroughly surveyed in
Androutsopoulos and Malakasiotis (2010) as well
as in Madnani and Dorr (2010). In the rest of this
section, we focus on reviewing the methods related
to our work.

One prominent approach to paraphrase
generation is based on bilingual parallel corpora.
For example, Bannard and Callison-Burch (2005)
propose the pivot approach to generate phrasal
paraphrases from an English-German parallel
corpus. With the advantage of its parallel and
bilingual natures of such a corpus, the output
paraphrases do preserve semantic similarity.
Callison-Burch (2008) further places syntactic
constraints on generated paraphrases to improve
the quality of the paraphrases. In this paper, we
generate paraphrases adopting the pivot-based
method proposed by Bannard and Callison-Burch
(2005) in the first round. Then we use a
graph-based approach to further ensure paraphrase
candidates  preserve  both  meaning and
grammaticality.

In a study more closely related to our work,
Kok and Brockett (2010) take a graphical view of
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the pivot-based approach. They propose the Hitting
Time Paraphrase algorithm (HTP) to measure
similarities between phrases. The smaller the
number of steps a random walker goes from one
node to the other, the more likely these two nodes
are paraphrases. The main difference between their
work and ours lies in the definition of the graph.
While they treat multilingual phrases as nodes, we
treat only English phrases as nodes. Besides, we
define the edges between nodes as semantic
relation instead of bilingual alignment.

In contrast to the previous work, we present a
graph-based method for refining the paraphrases
generated by the pivoting approach. Our goal is to
consolidate the relation between paraphrases to
provide learners with more and better paraphrases
which are helpful in expanding their lexical
knowledge.

3. Graph-Based Paraphrase Generation

In this section, we describe how we use the
PageRank algorithm to rank and filter the
paraphrases generated by the pivot-based method.

3.1 Graph Construction

We first exploit the pivot-based method proposed
by Bannard and Callison-Burch (2005) to populate
our graph G using of candidate paraphrases
cP={cp4, cpy, ..., cp, } from a bilingual parallel
corpus B for a query phrase g. Each phrase in cP is
also represented as a node in G. Note that the
guery phrase q is excluded from cP.

P Py

Figure 1. A simple graph G. Note that the cp; and
cp’,; will be linked iff cp’,, is the paraphrase of g
and is also the paraphrase of cp;.



Graph G only contains the paraphrases cp;
whose probabilities are higher than a certain
threshold &® as nodes. In addition, each cp; is
linked to the query phrase q with edge e which is
weighted by the probability P(cp;|q). Furthermore,
we establish the edges among the phrases in cP.
An example graph is shown in Figure 1. By
repeating the previous steps, for each phrase cp;

Cpz... in cP, we find their corresponding
paraphrases, cp’ Cp'lz, cp’ 30 and
cp’21,cp’22,cp’23, ..., and discard the

paraphrases that are not in cP. Once the phrases are
linked with their paraphrases, the graph G is
created.

In this paper, we also place a constraint that a
paraphrase of a phrase q must neither be a
substring nor a superstring of g. These strings are
usually aligned with the same foreign language
phrase while they are not paraphrases at all. For
example, “play an important” and “play an
important role in” are excluded for “play an
important role”. This has the effect of reducing
some of the noise generated by the pivot-based
method.

3.2 Graph-Based Paraphrase Generation

We then refine the generated paraphrases adopting
the PageRank algorithm proposed by Page et al.
(1999). Consider a graph consisting of a set of
webpages on the Web V and a set of hyperlinks E.
The PageRank algorithm assigns a value PR to
each webpage as their importance measurement.
The PR value of a certain page u is defined
iteratively as the following equation:

PR(w) PR(v)
u =
VEBy, L)
where B, is a set of pages linked to u and L(.)

denotes the number of outbound links from a page
V.

€y

Intuitively, by using formula (1) iteratively, we
are able to calculate the PR values for all nodes
and thus extract relatively important paraphrases.
However, the original PageRank algorithm does
not take the weight of each edge into consideration.
That is, the PageRank algorithm treats all links
equally when distributing rank scores. Treating all
links equally in paraphrase generation task might

2 We set ¢ to be 0.01.
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lose some linguistic properties. For this, we
consider the importance of edges of the nodes and
weight the edges based on the paraphrase
probability in the pivot-based approach using

D PGIvPa ) @),

f

Formula (2) represents the probability that the
phrase u is the paraphrase of the phrase v. f refers
to shared translations of v and u. Then for each
iteration of the PageRank calculation, we reassign
the PR value for all u in V to be PR’(u) as:

, w(u, v)PR(v)

PR'(u) = —i0)

VEBy,

Instead of treating all edges equally, formula (3)
integrates the weights of inbound link and
outbound link edges (see Section 4 for the
performance differences with and without
weighting edges).

w(u,v) =

(3)

4. Results

In this section, we first present our experimental
setting. Then evaluation results are reported.

4.1 Experimental Setting

In this paper, word alignments were produced by
Giza++ toolkit (Och and Ney, 2003) over a set of
Danish-English  section (containing 1,236,427
sentences) of the Europarl corpus, version 2
(Koehn, 2002).

We compared our graph-based approach with a
strong baseline, the pivot-based method with
syntactic constraint (SBP) (Callison-Burch, 2008)
utilizing the same Danish-English corpus. We also
investigate the contribution of adding the edge
weights to the PageRank algorithm by building
two models, PR representing the method of the
PageRank algorithm without weights and PRw
representing the method of the weighted PageRank
algorithm, for comparison.

To assess the performance of our method, we
conducted a manual evaluation. We asked an
experienced English lecturer to randomly select
100 most commonly used and meaningful phrases
from 30 research articles in the discipline of
Computer-Assisted Language Learning (CALL). A
total of 88 unique phrases were used as our test set
for evaluation excluding 12 phrases not existing in
the Europarl corpus. For each phrase, we extracted



the corresponding candidate paraphrases and chose
top 5 for evaluation. Two raters, provided with a
simplified scoring standard used by Callison-Burch
(2008), manually evaluate the accuracy of the top
ranked paraphrases of each phrase by score 0, 1
and 2. It is worth noting that the raters were asked
to score each paraphrase candidate by considering
its appropriateness in various contexts. In this
evaluation, we strictly deemed a paraphrase to be
correct if and only if both raters scored 2. The
inter-annotator agreement was 0.63.

The coverage was measured by the number of
correct answers within top 5 candidates. The
precision was measured by the number of correct
answers within the returned answers.

On the other hand, to assess the effectiveness of
PREFER in language learning, we carried out an
experiment with 55 Chinese-speaking EFL college
freshmen, who had at least six years of formal
instruction from junior to senior high schools and
were estimated to be at the intermediate level
regarding their overall English competence. The
students were randomly divided into three groups.
They were asked to paraphrase seven short
paragraphs in the pre-test with no system support,
and then paraphrase another seven short
paragraphs in the post-test using three different
tools: PREFER (P), LONGMAN Dictionary of
Contemporary  English ~ Online (L), and
Thesaurus.com (T). A total of 22 default phrases
(http://140.114.75.22/share/examples.ntm)  were
embedded in the paragraphs in the pre- and
post-tests, targeted at comparing the quality and
quantity of students’ paraphrasing performance.
Students were not restricted to paraphrase these
embedded phrases. Instead, they were encouraged
to replace any possible phrases or even restructure
sentences. We had two experienced native-speaker
TESL (Teaching English as a Second Language)
lecturers to score the students’ paraphrasing
performance.

4.2 Experimental Results
4.2.1 Manual Evaluation

As shown in Table 1, PRw achieved both good
precision and coverage. Moreover, PR and PRw
performed better than SBP in both coverage and
precision. Also, the result that the performance of
PRw is better than that of PR implies that PRw is
able to generate more semantically and
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syntactically correct paraphrases. However, the
precision of 0.19 indicates that there is still room to
improve the paraphrase generation model.

PR PRw SBP
Coverage 0.17 0.18 0.07
Precision 0.17 0.19 0.10

Table 1: The measurement of paraphrases.

Additionally, Mean Reciprocal Rank (MRR) is
also reported. Here, MRR is defined as a measure
of how much effort needed to locate the first
appropriate paraphrase for the given phrase in the
ranked list of paraphrases. The MRR score of PRw
(0.53) outperformed PR (0.51) and SBP (0.47). It
demonstrated that the PRw model facilitates the
high ranking of good paraphrases (i.e., paraphrases
with meaning and grammaticality preserved would
be ranked high).

4.2.2. Evaluation on Language Learning

The second evaluation is to assess the effectiveness
of PREFER applied to CALL. We used a
comparison method to measure the extent to which
EFL learners achieved good performance in
paraphrasing.

P L T

improvemen'f[ ofkparaphrasing 38206 -31.6% -6.2%
as

all rephrased 38.4% -23.2% 9.5%

paraphrasable correct 53.3% -17.5% 4.6%

phrases correctnessrate  7:9%  4.9% -3.1%

22 defaul rephrased 68%  -16% 28%

efault
phrases  correct 100% 5% 31%
correctnessrate  13.6%  7.9%  1.5%

Table 2. Comparison of paraphrasing performance
among students using three different reference tools.

As seen in the first row of Table 2, the students’
writing performance improved most with the
assistance of PREFER (i.e., group P), compared
with group L and group T. We further analyzed
and compared the number of the rephrased phrases
and the correct paraphrases, and the rate of



correctness students achieved using different
reference tools among our testing paraphrase
candidates (see the middle and bottom panels of
Table 2). Obviously, the students consulting
PREFER achieved substantial paraphrasing
improvement in all three aspects of both all and
default phrases. But the other two groups seemed
unable to manage well the paraphrasing task with
traditional way of phrase information. This limited
information seems insufficient to enable students
to familiarize themselves with proper usages of
phrases which might lead to improper
paraphrasing.

In short, PREFER outperformed the other two
reference tools in assisting EFL learners in their
paraphrasing task.

5. Conclusion and Future Work

In this paper, we treat the paraphrase generation
problem as a graphical problem. We utilize the
PageRank algorithm to rank and filter the
paraphrases generated using the pivot-based
method. The results show that our method
significantly produces better paraphrases in both
precision and coverage compared with the
syntactically-constrained  pivot method  of
Callison-Burch (2008). Additionally, PREFER
does benefit learners’ writing performance.

In order to conduct a more comprehensive
evaluation, we plan to adapt the in-context
evaluation metric introduced by Callison-Burch et.
al (2008). A larger test set would be generated
manually to evaluate the performance of our
paraphrase system. In addition, we will implement
various kinds of baseline systems such as Kok and
Brockett (2010) and Chan et al. (2011) to provide a
more competitive comparison.

Many avenues exist for future research and
improvement. For example, we would like to
extend paraphrasing consecutive n-gram phrases to
inconsecutive ones such as ones with incomplete
transitive verbs (e.g., “provide someone with
something”). Besides, we are interested in
weighting edges using syntactic and semantic
relation in our graph-based method to further
improve the quality of generated paraphrases.

&4
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Abstract

This paper presents an exploration into auto-
mated content scoring of non-native sponta-
neous speech  using ontology-based
information to enhance a vector space ap-
proach. We use content vector analysis as a
baseline and evaluate the correlations between
human rater proficiency scores and two co-
sine-similarity-based features, previously used
in the context of automated essay scoring. We
use two ontology-facilitated approaches to
improve feature correlations by exploiting the
semantic knowledge encoded in WordNet: (1)
extending word vectors with semantic con-
cepts from the WordNet ontology (synsets);
and (2) using a reasoning approach for esti-
mating the concept weights of concepts not
present in the set of training responses by ex-
ploiting the hierarchical structure of WordNet.
Furthermore, we compare features computed
from human transcriptions of spoken respons-
es with features based on output from an au-
tomatic speech recognizer. We find that (1)
for one of the two features, both ontologically
based approaches improve average feature
correlations with human scores, and that (2)
the correlations for both features decrease on-
ly marginally when moving from human
speech transcriptions to speech recognizer
output.

1 Introduction

Currently, automated speech scoring systems
mainly utilize features related to the acoustic as-
pects of a spoken response of a test taker, for ex-
ample, fluency, pronunciation, and prosody
features (Cucchiarini et al., 2000, 2002; Franco et
al., 2010; Zechner et al., 2009). In terms of the
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content aspect of speech, for highly predictable
speech, such as reading a passage aloud, scoring of
content reduces to measuring the reading accuracy
of the read passage which is typically achieved by
computing the string edit distance between the tar-
get passage and the actual text read by the test tak-
er, using the speech recognizer hypothesis as a
proxy (Alwan et al., 2007; Balogh et al., 2007). For
high entropy speech whose content is difficult to
predict such as spontaneous speech in this study,
on the other hand, content scoring has not been
investigated much so far, mostly due to the diffi-
culty of obtaining accurate word hypotheses for
spontaneous non-native speech by Automated
Speech Recognition (ASR) systems.

In this paper, we use spoken responses from an
English language spoken proficiency test where
candidates, all non-native speakers of English, re-
spond to four different prompts' with a speaking
time of one minute per response.

For this study, we decide to use a baseline ap-
proach for content scoring of spontaneous speech
that was previously employed for a similar task in
the context of automated essay scoring (Attali &
Burstein, 2006), namely Content Vector Analysis
(CVA) where every document is represented as a
vector of word weights, based on their frequencies
in a document or document collection. However,
there are two issues with the CVA vector of words
representation that we want to address with this
study: (1) Similar words are treated in isolation and
not grouped together. Words with similar meaning
should be treated in the same way in an automated
scoring system, so grouping word synonyms into
semantic concepts can help with this issue. (2) The
vector of word representation is based on an exist-

! Prompts are test tasks assigned to test takers to elicit spoken
responses.
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ing corpus of training documents. When encoun-
tering a word or concept in a test document that is
not contained in the training set, it is difficult to
decide the relevance of that word or concept.

We propose to use ontology-facilitated ap-
proaches as solutions to these two issues, aiming at
enriching speech content representations to im-
prove speech content scoring. Specifically, to ad-
dress issue (1), we represent speech content by
concept-level vectors, using the synsets (lists of
synonymous words) of the WordNet ontology
(Fellbaum, 1998; WordNet 3.0, 2010). As for issue
(2), we expand the vector representation by infer-
ring the importance (weight) of concepts not pre-
sent in the training vectors based on their path
distance to known concepts or words in the hierar-
chical structure of the WordNet ontology.

Since we only look at the content aspect of
speech without considering the acoustic features in
this study, we work on speech transcripts exclu-
sively, both from human transcribers as well as
from a state-of-the-art automated speech recogni-
tion system, and compare results between the ideal
human transcripts and the imperfect transcripts
generated by the speech recognizer. For the pur-
pose of simplified illustration, speech transcripts
are often referred to as “documents” in the paper as
they are a special type of textual documents.

The remainder of this paper is organized as fol-
lows: in Section 2, we review related research in
content scoring of texts, particularly student es-
says; Section 3 describes the data set we use for
this study and the ASR system; and Section 4 pre-
sents the ontologically-facilitated methods we are
using in detail. In Section 5, we present our exper-
iments along with their results, followed by a dis-
cussion in Section 6, and we conclude the paper
with a summary and outlook in Section 7.

2 Related Work

There have been some effective approaches for test
takers’ written responses in language tests, namely
in the area of Automated Essay Scoring (AES).
AES has employed content vector analysis, i.e.,
vectors of words to represent text, for example, the
e-rater system (Burstein, 2003; Attali & Burstein,
2006) and the experimental system in Larkey and
Croft (2003). Representations in the BETSY sys-
tem (Bayesian Essay Test Scoring System) also
involve words, such as the frequency of content
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words, and also include specific phrases as well
(Dikli, 2006). AES has also used latent concepts
for text representation, such as the Intelligent Es-
say Assessor system (Landauer et al., 2003). The
latent concepts are generated by a statistical ap-
proach called Latent Semantic Analysis (LSA),
which constructs a semantic vector space and pro-
jects essays to the new space.

Representing texts by vectors of words has also
been a common practice in many research areas
beyond AES, including information retrieval (Sal-
ton et al.,, 1975; Croft et al.,, 2010). One of its
weaknesses, however, is its difficulty in addressing
issues such as synonyms and related terms. Differ-
ent words, such as lawyer, attorney, counsel etc.
can share similar meaning, while in a word vector
representation they are treated as different dimen-
sions; however, because they are conceptually sim-
ilar, it makes more sense to group them into the
same vector dimension. Ontologies are in a good
position to resolve this issue because they organize
words and terms under structured concepts, group
terms with similar meaning together and also
maintain various semantic relations between con-
cepts. Therefore, text can be represented on a con-
cept level by using ontology concepts as features.
Recognizing concepts in documents can further
reveal semantic relations between documents
(Hotho et al., 2003a), thus can facilitate further
text-related tasks such as clustering, information
retrieval, as well as our speech scoring task. This
type of representation has been tried in several
studies (e.g., Hotho et al., 2003a; Hotho et al.,
2003b; Bloehdorn & Hotho, 2004).

Hotho et al. (2003a; 2003b) use ontology con-
cepts to represent text and use the representation
for document clustering. The studies employ the
WordNet ontology, a general domain ontology.
The experiments test three parameters of using an
ontology for text representation: (1) whether con-
cept features should be used alone or replace word
features or be used together with word features; (2)
word sense disambiguation strategies when us