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Abstract

Our UET-ICTU team includes members from
the University of Engineering and Technol-
ogy (UET) and Thai Nguyen University of
Information and Communication Technology
(ICTU). We participate in the VLSP 2020
Shared Task for Machine Translation which fo-
cuses on the news domain translation in one
direction English → Vietnamese. Our neu-
ral machine translation (NMT) system uses
Back Translation (BT) of monolingual data in
the target language to augment synthetic train-
ing data. Besides, we leverage the Term Fre-
quency and Inverse Document Frequency (TF-
IDF) method to data selection close to the in-
domain from other monolingual and parallel
resources. To enhance the effectiveness of the
system translation, we also employ other tech-
niques such as fine-tuning and assembly trans-
lation. Our experiments showed that the sys-
tem can achieve a significant improvement in
BLEU score up to + 16.57 overcoming the in-
domain baseline system.

1 Introduction

The University of Engineering and Technology
(UET) and Thai Nguyen University of Information
and Communication Technology (ICTU) partici-
pate in the VLSP 2020 Shared Task for Machine
Translation on news domain translation from En-
glish to Vietnamese (Ha et al., 2020). From datasets
in different domains of the Shared Task, we use var-
ious strategies to improve the quality of translation
in the news domain.

Data selection Data selection techniques help
MT systems better translate on a specific domain
by eliminating irrelevant data from resources out-
side the in-domains. This reduces training time
but still preserve performance when using smaller
datasets instead of training on the large ones. Many
works show several methods to select sentences
close to background corpus such as: (Axelrod et al.,

2011; van der Wees et al., 2017) compute scores
for sentences out of domain corpus based on cross-
entropy difference (CED) (Moore and Lewis, 2010)
from language models; (Wang et al., 2017; Zhang
and Xiong, 2018) use sentence embeddings to rank
source sentences. This method is only suitable for
recurrent networks in NMT. (Wang et al., 2018;
Zhang and Xiong, 2018) investigate the translation
probability P (y|x, θ) to be a dynamic criterion to
extract sentence pairs during the training process.
(Peris et al., 2016) train a neural network classifier
to classify sentences into negative or positive fields.
These works require training either language mod-
els or neural networks and they are less effective
in the data sparse situations. (Silva et al., 2018)
show empirical results in three various strategies
as CED (Moore and Lewis, 2010), TF-IDF (Salton
and Yang, 1973) and Feature Decay Algorithms
(FDA) (Poncelas et al., 2017). They show that
the TF-IDF method has achieved the best improve-
ments in both BLEU and TER (Translation Error
Rate) measures. This technique is simple, fast, and
does not require training language models or neural
networks. Therefore, in this paper, we will leverage
it to rank sentences in the scenario that in-domain
corpus is small. The detail of this method will be
presented in section 3.

Using monolingual resource Monolingual data
is used widely in machine translation (MT) (Sen-
nrich et al., 2015; Ha et al., 2017; Lample et al.,
2018; Siddhant et al., 2020) due to its widely avail-
able. In this paper, we create additional synthetic
parallel training data using BT method in (Sennrich
et al., 2015) and investigate its effectiveness in our
MT systems by combining with genuine parallel
data.

Fine-tuning (Luong and Manning, 2015; Zoph
et al., 2016) have proposed the fine-tuning pro-
cess to transfer some of the learned parameters
from the parent model to the child model and have



shown significant improvements in many transla-
tion tasks. Our systems also fine-tuning on sub-
corpus (a smaller corpus is extracted from a large
corpus) to achieve the best translation effective-
ness.

Ensemble translation Ensemble translation
(Luong et al., 2015) enable to incorporate the out-
puts of trained models to enhance translation sys-
tems. We attempt to investigate this strategy in our
MT system.

Our paper demonstrates a substantial improve-
ment in translating the news domain from the VLSP
2020 Shared Task when combining the aforemen-
tioned techniques.

In Section 2, we present an overview of Neural
Machine Translation and focus on the transformer
architecture. The details of the methods in our
paper are presented in Section 3. The settings of
the translation system and experimental results are
discussed the Section 4. Related works are showed
in Section 5. Finally, conclusions and future works
are described in Section 6.

2 Neural Machine Translation

Neural Machine Translation (Cho et al., 2014;
Sutskever et al., 2014) uses memory units such as
Gated Recurrent Units (GRU) or Long Short-Term
Memory (LSTM) to overcome the exploding or
vanishing gradient problem in recurrent networks.
They suggest a new architectural type for MT sys-
tems in the form of end-to-end. It includes an en-
coder to present the sentence in the source language
including n tokens X = (x1, x2, ..., xn) into the
continue space and a decoder to generate the pre-
dicted sentence Y = (y1, y2, ..., ym) in the target
language containing m tokens.

The attention mechanism (Luong et al., 2015a;
Bahdanau et al., 2015) is considered as the soft-
alignment between a source sentence and the corre-
sponding target sentence to enhance the effective-
ness of the systems.

Due to the fact that recurrent neural networks
(RNN) have limited parallelization in the training
process, (Vaswani et al., 2017) propose the trans-
former architecture that may be highly paralleliz-
able as well as better in translating long sentences.
In the transformer, instead of using GRU or LSTM
units, a word attends to the other words in a sen-
tence using the self-attention mechanism as the
following:

Attention(Q,K, V ) = Softmax(
QKT

√
d

)V

(1)
where K (key), Q (query), V (value) present the
hidden states of tokens in the input sentence from
encoder or decoder and d is the size of the input.

The attention mechanism in the transformer is
the variant of the original attention (Luong et al.,
2015a; Bahdanau et al., 2015) when we replace
queries by the decoder’s hidden states while keys
and values come from the encoder’s hidden states
in the equation 1.

The NMT system is trained to optimize its pa-
rameters θ through minimizing the maximum like-
lihood of all sentence pairs.

L(θ) = 1

T

k=T∑
k=1

logP (Y k|Xk; θ) (2)

where T is the number of sentence pairs in the
bilingual corpus.

3 The strategies improve our MT system

3.1 Data selection
As mentioned in section 1, in this paper, we utilize
the TF-IDF method (Salton and Yang, 1973) to ex-
tract a subset of data from large datasets. In the
method, TF is the term frequency which presents
the ratio between the number of times a term (a
word or a sub-word) appears in a sentence and the
total number of terms in the sentence. IDF is the
inverse document frequency which specifies the ra-
tio between the total number of documents and the
number of documents containing the term. Thus,
an in-domain corpus D contains T sentence pairs,
the TF-IDF score of the token w in the sentence s
in the general domain G is evaluated as:

scorew = TF − IDFw =
FG
w

WG
s

.
TD

KD
w

(3)

where FG
w is the frequency of w in s, WG

s is the
length of s, and Kw is the number of sentences in
D contain w.

The score of the sentence s ∈ G is calculated as
:

scores =

i=WG
s∑

i=1

scorewi (4)

These scores are then used to rank sentences
in corpus G. The sentence which has the highest



score is nearest to the background corpus, and vice
versa.

Our work employs this technique to extract both
bilingual and monolingual data.

3.2 Back Translation

In order to improve the translation system from
the source language X to the target language Y ,
(Sennrich et al., 2015) trained the backward trans-
lation system from Y X , and it is then used to infer
monolingual data from the language Y to predict
hypotheses in the language X . We will gain the
synthetic bilingual data and it is then mixed with
the original bilingual data to augment the training
corpus. This technique is called Back Translation
(BT).

Our paper applied BT to generate pseudo parallel
data English-Vietnamese in the limited bilingual
data scenario. In reality, the monolingual data is
available but the inference in NMT takes a long
time, so we leverage the data selection mentioned
in section 3.1 to filter monolingual data.

3.3 Fine-tuning

NMT systems are trained on a large corpus, and
then continuously fine-tuned on the in-domain cor-
pus to achieve better performance. We train the
NMT system on the mixed datasets from various
domains, and then fine-tuning on a smaller corpus
extracted from original generic corpus using the
strategy in section 3.1.

3.4 Ensemble Translation

The outputs of NMT models can be saturated to-
gether to predict better hypotheses. We call this
ensemble translation (Luong et al., 2015). The com-
bination vector is simply selected from maximum,
or minimum or, average (can be then normalized)
probabilities of the output vectors. In this work,
we attempt to exhaustive the mean of probabilities
from three models and find that a trivial improve-
ment comparing to an individual one.

4 Experiments

4.1 Datasets

Our work only employs the datasets from the VLSP
2020 Shared Task for Machine Translation. It in-
cludes six bilingual corpora in divergent domains
and one Vietnamese monolingual corpus. This
Shared Task focuses on translating the News do-

main. The bilingual datasets are described in Table
1.

No. Domains Training dev test
1 News (in-domain) 20K 1007 1220
2 Basic 8.8K - -
3 EVBcorpus 45K - -
4 TED-like 546K - -
5 Wiki-ALT 20K - -
6 Open subtitle 3.5M - -

Table 1: The English-Vietnamese parallel datasets are
used in our work

We use 5 datasets from (1) to (5) for training
experiments, the Open subtitle corpus is only used
for learning sub-word units in English. The Viet-
namese monolingual corpus which includes 20M
sentences is exploited for the back translation.

4.2 Preprocessing
We firstly tokenized and true-cased English texts
using Moses’s scripts. Next, we concated all 6
bilingual corpora to learn 40.000 operators Byte
Pair Encoding (BPE) codes like (Sennrich et al.,
2016). Lastly, the tokenized and true-cased texts
were applied to BPE codes.

Vietnamese texts were tokenized and true-cased
using Moses’s scripts.

4.3 Systems and Training
We conduct our experiments using the source code
from NMTGMinor1. Our NMT system included
four layers for both encoder and decoder and the
embedding and hidden sizes are 512. The systems
are trained with each mini-batch size of 64 sentence
pairs (except the baseline system uses 32 sentence
pairs). The vocabulary sizes are 50K tokens for
both source and target sides. We use dropout with
a probability of 0.2 for embedding and attention
layers. The Adam optimizer is applied for updat-
ing parameters with an initial learning rate of 1.0.
A beam size of 10 is employed for the decoding
process.

We train our NMT systems after 50 epochs, and
then they are fine-tuned on extracted and in-domain
corpus to enhance the accuracy.

4.4 Results
We present empirical results in two measures:
BLEU (Papineni et al., 2002) and Translation Er-

1https://github.com/quanpn90/NMTGMinor

https://github.com/quanpn90/NMTGMinor


ror Rate (TER) (Snover et al., 2006). They are
implemented in sacreBLEU2.The higher scores
in BLEU specify the better translations while the
lower scores in TER indicate better ones. Table 2
shows our experimental results.

In-domain system (baseline) We train the base-
line system on News corpus. We learn 10K opera-
tors BPE codes and then English texts are applied
them.

News + 4 corpus We find that the Open subtitle
corpus contains sentences that are not news domain.
Therefore, we only combine the background corpus
with the 4 remaining corpora. We have shown the
improvements of +14.13 BLEU points and -0.259
TER scores.

+ Back Translation We rank sentences from
Vietnamese monolingual corpus using the data se-
lection method mentioned in section 3.1, and then
extract the top 200K sentences from the ranked text.
We employ the backward translation system from
Vietnamese→ English to generate synthetic bilin-
gual data. The synthetic data are then concatenated
to the corpus in the system (2) to train again. We
obtain +15.31 BLEU and -0.295 TER points.

+ Fine-tuning on ranked corpus We rank 4
parallel corpora from (2) to (5) in Table 1 using
the TF-IDF method in section 3.1 again, and then
we also extract the top 200K sentence pairs. The
extracted data is combined with the background
corpus to continuously fine-tuning the system (3)
with an initial learning rate at 0.5. The improve-
ments can be found as +16.21 BLEU and -0.297
TER scores.

+ Fine-tuning on News domain We continue
to fine-tune the system (4) with an initial learning
rate at 0.25 in the in-domain corpus to gain the best
performance, + 16.57 BLEU and -0.3 TER scores.

+ Ensemble translation We combine the output
of three best models from the system (5) using the
method mentioned in 3.4. We see that our system
does not improve.

5 Related Work

NMT systems are restricted in domain translation,
therefore, previous works have proposed a variety
of data selection techniques to retrieve sentences
that are the most related to a specific domain. (Ax-
elrod et al., 2011; van der Wees et al., 2017) lever-
age language model to estimates the cross-entropy

2https://github.com/mjpost/sacrebleu

difference (CED) (Moore and Lewis, 2010) for sen-
tences from generic domain. (Wang et al., 2017;
Zhang and Xiong, 2018) employed the embedding
vectors in the source space from NMT systems to
rank sentences. (Wang et al., 2018; Zhang and
Xiong, 2018) suggested a dynamic selection based
on translation probability to classify sentences dur-
ing the training process. (Peris et al., 2016) train
a neural network to separate sentences into indi-
vidual domains. These methods are quite complex
because they require training neural networks or
language models. (Silva et al., 2018) conducted
experiments on CED, TF-IDF, FDA, and observe
that the TF-IDF strategy is very fast and effective
for data selection. In this works, we investigate this
method again in the English-Vietnamese transla-
tion task.

Due to the lack of bilingual data, some prior stud-
ies exploited monolingual data in different ways.
(Sennrich et al., 2015) proposed BT method by
using used monolingual from the target language.
(Ha et al., 2017) shown the mix-source technique to
create synthetic data by making a copy of the target
language. (Lample et al., 2018) used monolingual
data for unsupervised NMT. (Siddhant et al., 2020;
Ngo et al., 2020) investigated monolingual data in
multilingual NMT. Our work also attempts to using
BT method to enhance our NMT system in the data
sparse issue.

To gain the best performance in the background
domain, (Luong and Manning, 2015; Zoph et al.,
2016) demonstrate the effectiveness when trans-
ferring the knowledge from the parent model to
then child model by the fine-tuning technique. We
also apply this approach to our NMT system to
achieve better improvements. Besides, we attempt
to estimates the quality of the system when us-
ing ensemble translation in (Luong and Manning,
2015)

6 Conclusion and Future Work

Our NMT systems have achieved significant im-
provements when integrating simple techniques
such as data section, BT, fine-tuning. In the future,
we will leverage more data from other resources
as well as using pre-trained models to improve the
translation system.
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No. Systems dev test offical test
BLEU TER BLEU TER BLEU TER

1 News corpus (In-domain, baseline) 33.42 0.550 31.66 0.568 21.82 0.753
2 News + 4 corpus (basic + evb + Ted-like + wiki-alt) 46.40 0.427 45.13 0.436 36.12 0.494
3 + Back Translation 46.35 0.418 45.47 0.436 37.13 0.458
4 + fine-tuning on ranked bilingual data 48.23 0.399 47.32 0.415 38.03 0.456
5 + fine-tuning on News corpus 48.94 0.399 48.03 0.405 38.39 0.453
6 + Ensembly translation 49.02 0.393 48.08 0.404 38.32 0.453

Table 2: The results of our English→ Vietnamese MT systems are measured in BLEU and TER scores.

who review our paper carefully and give us helpful
comments.
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