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Introduction

The increasing integration of Natural Language Processing (NLP) technologies and systems into daily
life opens up various opportunities to drive positive social impact. While much of the existing research
has focused on detecting and mitigating harm—such as hate speech detection and mitigating misinforma-
tion, there is a growing need to explore how NLP can address broader societal challenges. Our workshop
aims to fill this gap by encouraging more creative application of NLP in support of the UN Sustainable
Development Goals, with applications ranging from healthcare and education to tackling climate chan-
ges, poverty, and inequality. To achieve this potential, we invite interdisciplinary experts across diverse
domains to explore how NLP can be effectively applied for social good. We welcome works in areas
including (but not limited to): Work that grounds the Impact of NLP, Applications for NLP for Social
Good, Interdisciplinary Work for Social Impact. This year’s special theme is NLP for Climate Change.

This volume contains the proceedings of the Fourth Workshop on NLP for Positive Impact held in con-
junction with the 2025 Annual Meeting of the Association for Computational Linguistics (ACL 2025).
This year, our workshop received a record-breaking 67 submissions. Of these, 39 were accepted — 26
as archival papers and 13 as non-archival — resulting in an acceptance rate of 58%. We thank all Pro-
gram Committee members for providing high quality reviews in assembling these proceedings. These
papers cover diverse aspects of NLP for positive impact, including developing NLP technology to help
applications like physical and mental health, climate change, crisis response, social mobility, education,
employment, and culture preservation, as well as discussing challenges and ethical implications of using
NLP in these areas.

In addition to technical papers, the workshop welcomes keynote speakers and panelists from both acade-
mia and industry, fostering rich discussions and deepening our understanding of NLP for positive impact.
We also host lightning talks from NGOs actively leveraging Al to address real-world challenges.

We are grateful to all the people who have contributed to this workshop, including speakers, authors,
reviewers, and attendees, and we would additionally like to thank the ACL workshop chairs and program

chairs for making the workshop happen.

We hope that our workshop can encourage future work on NLP for positive social impact and we look
forward to welcoming you all to our hybrid workshop!

- Katherine Atwell, Laura Biester, Angana Borah, Daryna Dementieva, Oana Ignat, Neema Kotonya,
Ziyi Liu, Ruyuan Wan, Steven Wilson, Jieyu Zhao
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Tracking Green Industrial Policies with LLLMs: A Demonstration

Yucheng Lu
New York University, New York, USA
yuchenglu@nyu. edu

Abstract

Green industrial policies (GIPs) are govern-
ment interventions that support environmen-
tally sustainable economic growth through tar-
geted incentives, regulations, and investments
in clean technologies. As the backbone of cli-
mate mitigation and adaptation, GIPs deserve
systematic documentation and analysis. How-
ever, two major hurdles impede this system-
atic documentation. First, unlike other cli-
mate policy documents, such as Nationally
Determined Contributions (NDCs) which are
centrally curated, GIPs are scattered across
numerous government legislation and policy
announcements. Second, extracting informa-
tion from these diverse documents is expen-
sive when relying on expert annotation. We
address this gap by proposing GreenSpyder,
an LLM-based workflow that monitors, clas-
sifies, and annotates GIPs from open-source
information. As a demonstration, we bench-
mark LLM performance in classifying and an-
notating GIPs on a small expert-curated dataset.
Our results show that LLMs can be quite ef-
fective for classification and coarse annota-
tion tasks, though they still need improve-
ment for more nuanced classification. Finally,
as a real-world application, we apply Green-
Spyder to U.S. Legislative Records from the
117th Congress, paving the way for more com-
prehensive LLM-based GIP documentation in
the future. Code for this demonstration is
publicly available at https://github.com/
YuchengLu-NYU/GreenSpyderDemo.

1 Introduction

Climate change represents one of the most signifi-
cant challenges of our time (Lee et al., 2023). Cru-
cial to the mitigation and adaptation efforts are
Green Industrial Policies (GIPs), which are "strate-
gic government measures that aim to promote new
economic sectors and accelerate structural change"
towards a green economy (United Nations Environ-
ment Programme, 2024). GIPs encompass a wide

1

range of governmental interventions, including tar-
geted incentives, regulations, and investments in
clean technologies. As economists and policy mak-
ers generally agree, these policies serve as the foun-
dation for transitioning economies toward more
sustainable practices while maintaining economic
growth (Rodrik, 2014; Scoones et al., 2015; Am-
bec, 2017; Altenburg and Assmann, 2017). De-
spite their significance, there remains a substantial
gap in the systematic documentation and analysis
of GIPs. Current research predominantly exam-
ines isolated instances of GIPs rather than provid-
ing comparative analyses. For example, Partner-
ship for Action on Green Economy (2019); Zeng
et al. (2021) studied eco-industrial parks in China,
while Choi and Qi (2019) studied the effective-
ness of carbon trading in South Korea. A compre-
hensive cross-jurisdictional and temporal analysis
would undoubtedly contribute to the formulation
of evidence-based best practices and policy recom-
mendations.

Unlike other climate policy instruments such
as Nationally Determined Contributions (NDCs),
which are centrally documented through interna-
tional frameworks like the Paris Agreement (United
Nations, 2015), GIPs lack a centralized reposi-
tory. Instead, they are dispersed across various gov-
ernment publications, legislative records, and pol-
icy announcements, making comprehensive anal-
ysis challenging. Furthermore, the technical and
domain-specific nature of these documents requires
specialized knowledge to properly identify and cat-
egorize relevant policies, traditionally necessitat-
ing expensive expert annotation. To address these
challenges, we propose GreenSpyder, a Large Lan-
guage Model (LLM)-based workflow designed to
monitor, classify, and annotate GIPs from open-
source information. Our approach leverages recent
advances in natural language processing (NLP) to
automate much of the labor-intensive work of pol-
icy identification and classification, potentially en-

Proceedings of the Fourth Workshop on NLP for Positive Impact (NLP4PI), pages 1-10
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abling more comprehensive and timely analysis of
GIPs worldwide.

In this paper, we first evaluate the capability
of LLMs in classifying and annotating GIPs us-
ing New Industrial Policy Observatory (NIPO), a
small expert-curated dataset on industrial policies
(Evenett et al., 2024). Our evaluation reveals that
while LLMs perform well on differentiating GIPs
from general industrial policies, and coarse anno-
tation tasks, they still face limitations when han-
dling more nuanced policy distinctions. Building
on these insights, we demonstrate a practical ap-
plication of our approach by applying GreenSpy-
der to U.S. Legislative Records from the 117th
Congress, successfully identifying and annotating
GIPs within this substantial corpus of legislative
text.

Our work contributes to the growing intersection
of NLP and climate policy (Stammbach et al., 2024;
Singh et al., 2024; Joe et al., 2024; Garigliotti,
2024) by providing a scalable method for GIP docu-
mentation, potentially enabling researchers, policy-
makers, and advocates to better track, compare, and
analyze green industrial policies across different
contexts. This improved visibility could ultimately
support more effective policy design and imple-
mentation in the global effort to address climate
change.

2 Methods

2.1 Workflow

Figure 1 illustrates the workflow of GreenSpy-
der. In the first step, GreenSpyder periodically
scans and indexes new content from a source
repository, which contains a list of expert-curated
base URLs where information relevant to GIPs
may be found. These sources include https:
//govtrack.us (U.S. Congressional Records),
https://ndrc.gov.cn (China’s National Devel-
opment and Reform Commission), https://
commission.europa.eu (European Commission),
etc.

Subsequently, we leverage LLMs to filter GIP-
relevant information and annotate key features
for database storage. Light green nodes in the
flowchart indicate components where LLMs may
be integrated in future iterations. For instance, re-
cent work by Lorenzo Padoan (2024) and Uncle-
Code (2024) demonstrates LLM-powered scrap-
ers that could enhance scraping and parsing ac-
curacy. Similarly, during pre-processing, LLMs

could facilitate translation into English before en-
tering the processing pipeline, addressing the doc-
umented performance disparities between high-
resource and low-resource languages in multilin-
gual LL.Ms (Huang et al., 2023).

Data Collection

Source Repository Sl

.

Web Scraper

(Initial or Continual)

v

Raw Content

Periodic Trigger

Processing Pipeline

‘ Pre-processor

Unrelated

l

Content Archive

Datgbase

GIP Database

Figure 1: GreenSpyder Workflow



2.2 Experiments

Dark green nodes represent components where
LLMs are currently implemented and constitute
the focus of this demonstration. Specifically, we
evaluate GPT-4o, a state-of-the-art LLM, as a few-
shot classifier for identifying and annotating GIPs
in one main task and three supplementary tasks,
with increasingly complex analytical dimensions:

Main Task

* Green Industrial Policy Classification
(GIP): This foundational task requires the
LLM to perform binary classification, dis-
tinguishing policy documents that constitute
GIPs from those that do not. While seemingly
straightforward, its accuracy is crucial as it
serves as the initial filter in the GIP process-
ing pipeline.

Supplementary Tasks

e Targeted Jurisdiction Annotation (TJA):
The LLM must identify specific jurisdictions
(e.g., "European Union", "United States of
America") targeted by a GIP. If no explicit ju-
risdiction is mentioned, the target is assumed
to be the "Rest of the World" (ROW). On one
hand, the fact that a single GIP can target
multiple jurisdictions makes this a multi-label
classification task, hence potentially challeng-
ing. On the other hand, however, the over-
all difficulty is expected to be medium to
low, as it primarily leverages the LLM’s gen-
eral knowledge for recognizing named entities
(countries, regions), requiring limited domain
expertise in most instances.

* Policy Instrument Annotation (PIA): This
task involves categorizing GIPs into nine pre-
defined policy instrument types (Export Pol-
icy, Import Policy, Trade Defense, Subsidy,
Export Incentive, Procurement Policy, FDI
Policy, Localization Policy, Other Policy). De-
tailed definitions of these instrument types
are provided in Appendix B and are given
to the LLM as part of the prompt. Widely
used by economists (Criscuolo et al., 2022),
this detailed taxonomy is crucial for analyzing
the heterogeneous effects of different indus-
trial policies and informing policy discussions.
The primary challenge is interpreting policy
language, which often uses euphemisms or

technical jargon instead of explicit instrument
labels. While structured as a multi-label clas-
sification (a policy could employ multiple in-
struments), in practice, many GIPs utilize a
single primary instrument, making it often be-
have closer to a multi-class problem. Overall,
we anticipate this to be a medium difficulty
task for the LLM.

* Harmonized System Annotation (HSA):
The LLM is tasked with identifying specific
products affected by GIPs, mapping them to
the 6-digit Harmonized System (HS) code
level. HS codes are internationally agreed
product specifications and serve as a funda-
mental unit for economic analysis. This task
tests the LLM’s ability to bridge the gap be-
tween domain-specific policy terminology and
the standardized international trade classifica-
tion system. With over 5,000 product cate-
gories at the 6-digit level, this constitutes a
demanding knowledge retrieval and mapping
challenge, even for human experts. A signifi-
cant constraint is that detailed descriptions of
all HS codes cannot be provided to the LLM
in-context due to prompt length limitations.
We expect this to be a very challenging task
via simple in-context learning.

We perform our experiments using the New Indus-
trial Policy Observatory (NIPO) dataset.! NIPO
is an expert-curated dataset that tracks industrial
policies, created by the Global Trade Alert in col-
laboration with the International Monetary Fund.
Crucially for our research, NIPO contains expert
annotations that identify whether a policy qualifies
as a Green Industrial Policy, the target jurisdictions,
the type of policy instrument employed, and the
impacted HS product codes. In total, the dataset
contains 2,580 industrial policies, of which 439 are
classified as GIPs.

Baseline Comparison For the main classifica-
tion task, we finetune a RoBERTa-large model (Liu
et al., 2019) using standard hyperparameters. To

'A publicly available subsample of the data can
be found at https://globaltradealert.org/reports/
new-industrial-policy-observatory-nipo. While GTA
has tracked policy changes affecting global trade and invest-
ment since 2009, NIPO, which specifically focuses on indus-
trial policies, only began in 2023. Moreover, since GTA’s
primary focus is on global trade and investment, they exclude
policies that do not affect foreign interests, which means it
does not provide a comprehensive database of GIPs but rather
a select subsample.



Task Classification Type Domain Expertise Label Space Size Overall Difficulty
GIP Binary Low Small Low

TIA Multi-label Low Medium Low

PIA Multi-label Medium Small Medium
HSA Multi-label High Large High

Table 1: Comparison of expected task difficulties across classification type, required domain expertise, label space

size, and overall difficulty.

mitigate small-sample issues, we apply Easy Data
Augmentation (EDA) techniques from Wei and Zou
(2019). Details about the finetuning procedure can
be found in Appendix A.

However, for the supplementary tasks, finetun-
ing RoBERTa proved impractical due to the limited
size of the annotated dataset and the multi-label na-
ture of these classification tasks. Instead, we offer a
qualitative comparison of their expected difficulties,
which are summarized in Table 1. This summary is
based on an assessment of key task characteristics
(classification type, required domain expertise, and
label space size) and a heuristic estimation of man-
ual annotation cost for each task, informed by our
inspection of task requirements and some example
policy texts.

Evaluation Metrics We use accuracy, macro-
averaged F1 score, and hamming loss as our eval-
uation metrics. Hamming loss is specific to multi-
label classification. It measures the fraction of
incorrectly predicted labels in a multi-label clas-
sification task. It calculates the symmetric differ-
ence between predicted and true label sets, divided
by the total number of labels. Formally, it is the
proportion of labels that are incorrectly predicted
(false positives and false negatives). Hamming
loss ranges from O to 1, where 0 indicates perfect
prediction and 1 indicates completely incorrect pre-
dictions. This metric is particularly suitable for
multi-label tasks as it accounts for both missing
relevant labels and incorrectly including irrelevant
ones.

2.3 Application of GreenSpyder

Last but not the least, as a real-world application,
we apply GreenSpyder to U.S. Legislative Records
from the 117th Congress. 365 final bills (after con-
solidation and incorporation) were enacted during
the 117th Congress. We scraped the content of
these bills from https://www.govtrack.us. The
goal is to identify and annotate GIPs from these

365 enacted bills.

3 Results

Table 2 illustrates the LLM’s performance on the
main task. GPT-40 achieved strong performance
on the binary task of identifying Green Industrial
Policies, with an accuracy of 0.94 and an F1 score
of 0.90. This, in fact, slightly outperformed our
finetuned RoBERTa-large baseline model, which
potentially suffered from a lack of training data.
The high performance on this foundational task
establishes a reliable first stage in our processing
pipeline.

Method Accuracy Macro F1
RoBERTa 0.92 0.89
GPT-40 0.94 0.90

Table 2: Performance comparison on the Green Indus-
trial Policy classification task. RoBERTa refers to a
finetuned RoBERTa-large model, while GPT-40 results
were obtained via few-shot prompting.

However, performance declines substantially for
more complex annotation tasks requiring special-
ized domain knowledge, as Table 3 suggests.

Surprisingly, Target Jurisdiction Annotation
(TJA) proved more challenging than initially an-
ticipated, particularly when compared to Policy
Instrument Annotation (PIA). For TJA, GPT-40
achieved an accuracy of only 0.31, a macro F1
score of 0.42, and a hamming loss of 0.42. These
metrics collectively indicate significant difficulty:
while the model might partially identify correct
jurisdictions, it struggles to precisely capture all
targeted regions. Several factors might contribute
to this underperformance. These include poten-
tial mismatches in country naming conventions be-
tween the policy text and the ground truth labels;
ambiguities in defining the precise target jurisdic-
tion, such as when a supranational entity like the



EU provides a subsidy to companies within a mem-
ber state; and inconsistencies in applying the "Rest
of the World" (ROW) designation.

In contrast to TJA, for Policy Instrument Annota-
tion (PIA), GPT-40 demonstrated more promising,
albeit still intermediate, performance. The compar-
atively low hamming loss, in particular, indicates
that even when the model does not identify all appli-
cable policy instruments, its predictions are often
reasonably close to the expert annotations. These
results suggest a reasonable capability to interpret
policy language and categorize interventions across
the nine predefined instrument types despite the
need for some domain expertise.

The most challenging task by far remained Har-
monized System Annotation (HSA). Here, GPT-
40’s performance dropped dramatically, achieving
an accuracy of only 0.11, a macro F1 score of 0.12,
and a high Hamming Loss of 0.69. This signifi-
cantly lower performance compared to other tasks
is largely attributable to the granularity of the HS
taxonomy, which contains over 5,000 distinct prod-
uct categories at the 6-digit level. However, to be
fair to LLMs, HS code classification is also dif-
ficult for humans. Untrained individuals struggle
significantly with this task, and even experts require
reference materials to achieve accuracy.

Task Accuracy MacroF1 Hamming

TJA 0.31 0.42 0.42
PIA 0.65 0.67 0.32
HSA 0.11 0.12 0.69

Table 3: Performance on supplementary tasks. TJA:
Target Jurisdiction Annotation. PIA: Policy Instrument
Annotation. HSA: Harmonized System (product code)
Annotation.

Application GreenSpyder identifies 6 GIPs from
the 117th Congress, which are:

* H.R. 2471: Consolidated Appropriations Act

e H.R. 5376: Inflation Reduction Act

e H.R. 4346: CHIPS and Science Act

¢ H.R. 3684: Infrastructure Investment and Jobs
Act

¢ S. 1605: National Defense Authorization Act

e H.R. 7776: James M. Inhofe National Defense
Authorization Act

Upon manual inspection by the authors, all six
identified bills were confirmed to contain provi-

sions that align with the definition of GIPs. No-
tably, this set includes landmark legislation such
as the Inflation Reduction Act and the CHIPS and
Science Act, which are widely recognized for their
significant GIP components, but also more obscure
appropriations bills that contain GIP clauses (e.g.,
S. 1605: National Defense Authorization Act).

To further assess the classifier’s specificity and
guard against simply identifying any bill with en-
vironmental mentions, we conducted a qualitative
analysis of potential false positives. We manually
selected bills that contained keywords like "envi-
ronment," "climate," or "energy" but were not clas-
sified as GIPs by GreenSpyder. For example:

* S. 1466 (Saline Lake Ecosystems in the Great
Basin States Program Act) was correctly ex-
cluded. While environmentally focused, it
primarily establishes a monitoring and assess-
ment program rather than promoting specific
green industries or technologies through in-
dustrial policy mechanisms.

* H.R. 1319 (American Rescue Plan Act of
2021) was also correctly excluded. While a
major economic intervention (an industrial
policy in a broad sense), its primary focus was
on COVID-19 relief and economic recovery,
lacking the specific green transition elements
core to GIPs.

This initial check suggests that the system can dif-
ferentiate GIPs from broader environmental legisla-
tion or general industrial policies that lack a green
focus, indicating a degree of precision.

4 Conclusion

In this paper, we introduced GreenSpyder, an LLM-
based workflow designed to systematically mon-
itor, classify, and annotate Green Industrial Poli-
cies from diverse government sources. Our evalua-
tion of GPT-40 on the expert-curated NIPO dataset
demonstrated promising capabilities in distinguish-
ing GIPs from general industrial policies and per-
forming coarse-grained annotations, though chal-
lenges remain for more nuanced classification tasks.
By successfully applying GreenSpyder to U.S. Leg-
islative Records from the 117th Congress, we have
demonstrated its practical utility in identifying and
categorizing GIPs within large legislative corpora,
offering a foundation for future advancements in
automated GIP tracking.



5 Limitations

Despite the promising performance of GreenSpy-
der on the main GIP classification task, several
limitations warrant careful consideration.

First, we did not apply the supplementary anno-
tation tasks (TJA, PIA, HSA) to the U.S. Congres-
sional Acts in our application. This was due in part
to limited performance observed on these tasks in
the NIPO dataset, and also because individual bills
often bundle multiple interventions. Decomposing
them into distinct GIP instances is a non-trivial
challenge that our current workflow does not yet
address. For example, a comprehensive piece of
legislation like the U.S. Inflation Reduction Act
contains numerous distinct provisions—such as
tax credits for electric vehicle purchases, invest-
ments in renewable energy manufacturing, and
funding for climate-smart agriculture—each po-
tentially constituting a separate GIP with unique
targets, instruments, and affected sectors, requir-
ing a more granular level of analysis than simple
bill-level classification.

Second, our evaluation relied on a relatively
small, though expert-curated, dataset (NIPO).
While useful for benchmarking, the dataset may un-
derrepresent non-Western policy formats, informal
legislation, or policies not tied to trade-impacting
measures. This limits the generalizability of our
findings to other jurisdictions or policy types.

Third, the “black-box” nature of large language
models, particularly commercial ones like GPT-4o,
complicates interpretability and debugging. As ob-
served in our experiments, understanding failure
modes—such as the underperformance of TJA rel-
ative to PIA—is difficult, limiting our ability to
ensure consistent performance across domains.

These limitations point to key areas for future
work, including scaling to multilingual or region-
ally diverse datasets, developing decomposition
strategies for bundled legislation, and improving
performance in granular annotation tasks.

6 Ethics

Closely related to the limitations discussed above,
several ethical considerations arise in the develop-
ment and potential deployment of GreenSpyder.
First, large language models may reflect and am-
plify existing global imbalances in data coverage.
Since our demonstration relies on English-language
sources and a dataset focused on internationally
visible GIPs, the resulting annotations may over-

represent high-income, well-documented jurisdic-
tions. This risks obscuring policy efforts from low-
resource or non-English-speaking regions, thereby
reinforcing unequal visibility in climate policy dis-
course.

Second, the use of automated policy monitor-
ing tools, including web scraping, raises concerns
about privacy and data sovereignty. While we re-
strict scraping to publicly accessible sources, care
must be taken to avoid unintended surveillance or
misuse of draft or sensitive policy documents that
governments may be developing. Adherence to
legal norms (e.g., robots. txt), institutional per-
missions, and ethical data sourcing practices is es-
sential.

Third, automated classification tools can misin-
terpret or oversimplify complex policy language.
If such outputs are used uncritically, they may in-
fluence downstream research or policy conclusions.
To mitigate this, we emphasize that GreenSpyder is
a research demonstration—not a production-ready
tool or substitute for expert judgment. Human vali-
dation remains essential, particularly in high-stakes
or ambiguous cases.

As LLMs continue to evolve, ongoing ethical
review and engagement with a diverse range of
stakeholders will be critical to ensuring responsible
and equitable use in global policy analysis.
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A Finetuning Details

For the GIP classification task, we finetuned a
RoBERTa-large model (Liu et al., 2019). The
dataset was split into training (80%) and valida-
tion (20%) sets. To address the limited size of
the training data and improve generalization, we
employed Easy Data Augmentation (EDA) tech-
niques as proposed by Wei and Zou (2019). Specif-
ically, we used EDA operations (Synonym Replace-
ment, Random Insertion, Random Swap, and Ran-
dom Deletion) with o = 0.05 (the proportion of
words altered per augmentation operation), and
num_aug=4, generating four augmented versions
for each original training sample.

The RoBERTa-large model was augmented with
a linear classification head. The output represen-
tation of the [CLS] token was fed into this head,
which includes a dropout layer with a ratio of 0.1
before the final classification layer. As is standard,
we truncate input policy text to the first 512 to-
kens. As illustrated in Figure 2, the majority of
policy texts in our dataset fall comfortably within
this limit, minimizing information loss due to trun-
cation. The model was trained for 3 epochs. We
used the AdamW optimizer (Loshchilov and Hut-
ter, 2019) with a learning rate of 1 x 10~°, a batch
size of 16, and a weight decay of 0.01. A linear
learning rate scheduler with a warm-up phase (10%
of total training steps) was also employed.
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Figure 2: Histogram of Policy Text Length

B Additional Information about Policy
Instrument Taxonomy

Category Definition

Export Pol- | Export bans, licensing requirements,

icy quotas, tariff quotas, taxes, local supply
requirements, and other export-related
non-tariff measures.

Import Pol- | Import bans, monitoring, licensing, quo-

icy tas, tariffs, tariff quotas, internal taxa-
tion, and other import-related non-tariff
measures.

Trade Anti-dumping, anti-subsidy and safe-

Defense guards.

Subsidy Capital injections, equity stakes, finan-
cial grants, import incentives, in-kind
grants, interest subsidies, price stabili-
sation, production subsidies, state loans,
and tax relief.

Export Export subsidies, financial assistance in

Incentive foreign markets, tax-based incentives,
trade finance, and other export incen-
tives.

FDI Policy | Entry and ownership rules, financial in-
centives, and treatment and operations.

Procurement | Changes to public procurement law or
practice.

Localisation | Localisation incentives or requirements.

Other Pol- | Measures not classified under previous

icy categories.

Figure 3: Trade Policy Categories and Definitions.
Source: New Industrial Policy Observatory (Evenett
et al., 2024)

C Prompt Details

We use a few-shot prompting format for all tasks,
where each input prompt contains three randomly
sampled examples. Each example consists of a
policy text excerpt and the corresponding expert-
labeled response, placed directly before the test
document. We randomize the examples for each
inference call to reduce overfitting to specific
prompts, though all are drawn from the training
split of the NIPO dataset.

To ensure consistent and stable outputs, we set
the generation temperature to 0.1 for all GPT-40
runs. This low temperature minimizes output vari-
ance and improves reproducibility, particularly im-
portant for classification and structured annotation
tasks.



GIP Classification

You are an expert in industrial and environmental policy analysis. Your task is to determine
whether the policy document provided below contains a Green Industrial Policy (GIP).

A Green Industrial Policy (GIP) is defined as:

-A government intervention aimed at promoting environmental sustainability while supporting
industrial development

-Must have an explicit environmental focus (e.g., reducing emissions, promoting clean energy,
improving resource efficiency)

-Must involve active industrial policy measures (subsidies, regulations, public investments, etc.)

Based on this definition, analyze the following policy document and determine whether it
constitutes a GIP. Respond with "YES" if it is a GIP or "NO" if it is not.

Policy document: [POLICY TEXT]

Target Jurisdiction

You are an expert in international trade and industrial policy analysis. Your task is to identify all
target jurisdictions specified in a Green Industrial Policy document.

Instructions:

-Read the policy document carefully

-Identify all jurisdictions (countries, regions, economic blocs) that are explicitly mentioned as
targets of the policy.

-Write country names in their most common formats.

-If no specific jurisdictions are mentioned, assume the target is Rest of World (ROW)

-List all identified target jurisdictions, separated by commas

-If you identify ROW, list only ROW

-The target jurisdiction is defined as the geographical entity whose companies or industries are
directly affected by the policy measures.

Policy document: [POLICY TEXT]




HS CODE

You are an expert in international trade classification systems, particularly the Harmonized System
(HS) for product classification. Your task is to identify all 6-digit HS codes for products affected
by a Green Industrial Policy document.

Instructions:

-Read the policy document carefully

-Identify all products or product categories mentioned in the document
-Determine the corresponding 6-digit HS codes for each identified product
-List all applicable 6-digit HS codes, separated by commas

-Use 2012 Harmonized System for product classification

Remember that HS codes follow a hierarchical structure:
-First 2 digits: Chapter (broad category)

-Digits 3-4: Heading (more specific category)

-Digits 5-6: Subheading (specific product)

Policy document: [POLICY TEXT]

Policy Instruments

You are an expert in industrial policy analysis. Your task is to classify a Green Industrial Policy
document according to the types of policy instruments it employs.

A policy may employ multiple instruments. Please identify ALL that apply from the following
categories:

-Export Policy: Measures affecting export operations (e.g., export taxes, restrictions, bans)
-Import Policy: Measures affecting import operations (e.g., tariffs, quotas, licensing requirements)
-Trade Defense: Measures to protect domestic industries from foreign competition (e.g.,
anti-dumping duties, countervailing measures)

-Subsidy: Direct financial support to companies or sectors (e.g., grants, loans, tax benefits)
-Export Incentive: Measures to promote exports (e.g., export credits, export guarantees)
-Procurement Policy: Government purchasing preferences or requirements

-FDI Policy: Measures affecting foreign direct investment (e.g., equity caps, local content
requirements)

-Localization Policy: Measures requiring or encouraging local production or sourcing

-Other Policy: Any relevant policy instrument not covered above

List all applicable policy instruments, separated by commas.

Policy document: [POLICY TEXT]
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Abstract

The integration of large language models
(LLMs) into mental health applications of-
fers promising opportunities for positive so-
cial impact. However, it also presents critical
risks. While previous studies have often ad-
dressed these challenges and risks individually,
a broader and multi-dimensional approach is
still lacking. In this paper, we introduce a tax-
onomy of the main challenges related to the
use of LLMs for mental health and propose
a structured, comprehensive research agenda
to mitigate them. We emphasize the need for
explainable, emotionally aware, culturally sen-
sitive, and clinically aligned systems, supported
by continuous monitoring and human oversight.
By placing our work within the broader context
of natural language processing (NLP) for posi-
tive impact, this research contributes to ongoing
efforts to ensure that technological advances in
NLP responsibly serve vulnerable populations,
fostering a future where mental health solutions
improve rather than endanger well-being.

1 Introduction

Mental health is essential for a healthy life. How-
ever, mental health disorders are a growing global
crisis. According to the World Health Organiza-
tion Mental Health Report!, it was estimated in
2019 that 970 million people worldwide suffered
from a mental health disorder, which corresponds
to a prevalence of 13 %. Despite the increasing
need for mental health support, access remains lim-
ited. Over 75 % of people in low-income countries
lack adequate services, and even in high-income
ones like the United States, barriers such as cost, a
lack of professionals, and social stigma still remain
(Coombs et al., 2021).

In this context, large language models (LLMs)
offer a new way to help reduce the existing gaps,

lhttps ://iris.who.int/bitstream/handle/10665/
356119/9789240049338-eng. pdf
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Figure 1: Overview of LLM-related risks in mental
health applications as per the proposed taxonomy.

not by replacing traditional professional support,
but by providing an additional option. Even though
there are chatbots created specifically for mental
health, it is now very common for people to use
general-purpose LLMs as informal advisors for all
sorts of questions, including mental health ones.
However, using these technologies also raises eth-
ical and safety questions that need to be carefully
considered.

Building on previous taxonomies in mental
health, such as those proposed by Hua et al. (2024)
and Guo et al. (2024), we note that these stud-
ies address several important risks and challenges,
but their scope remains rather limited. In contrast,
our approach introduces a multi-dimensional tax-
onomy that considers the full spectrum of risks.
This taxonomy is both comprehensive and well-
structured, supported by a visual schema (Figure 1)
and a clearly organized framework. Specifically,
it consists of four dimensions: (1) data-related
risks; (2) model-level concerns; (3) user-facing
risks; and (4) contextual elements. Building on
this taxonomy, we propose a forward-looking re-
search agenda to guide the safe use of LLMs for
mental health. We emphasize that LLMs should
augment, not replace, clinical judgment, and that

Proceedings of the Fourth Workshop on NLP for Positive Impact (NLP4PI), pages 11-22
July 31, 2025 ©2025 Association for Computational Linguistics
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these systems must be designed for continuous hu-
man oversight. Together, these elements guide the
safe and responsible deployment of LLMs in men-
tal health applications, setting our work apart from
existing surveys.

2 Risk Taxonomy

This section presents a taxonomy of risks that is
both application-agnostic and transversal, orga-
nized according to the life cycle of LLM devel-
opment and deployment: data, model, user, and
context.

2.1 Data-related Risks
2.1.1 Data Privacy Breaches

Training Data Privacy concerns are particu-
larly acute in the domain of integration of LLMs
into mental health applications, where both train-
ing and user data often involve highly personal
and emotionally sensitive information. Despite
anonymization efforts, LLMs can infer personal
information from training data. Nyffenegger et al.
(2023) showed that minimal contextual clues in
anonymized datasets can enable re-identification
when provided with enough contextual information.
Additionally, LLMs tend to memorize training con-
tent, particularly as model size increases: larger
models have been found to be more prone to data
leakage and vulnerable to inference attacks due to
their high memorization capacity and instruction-
following ability (Li et al., 2024b). In the case of
mental health, if the LLMs have been fine-tuned
with specific mental health-related data, the im-
pact of a data privacy breach could be particularly
severe. Since mental health data is often highly
personal and regulated under strict privacy laws
(e.g., HIPAA in the U.S. or GDPR in Europe), such
breaches could also result in legal liabilities for
organizations deploying these models.

User Data Even though users often assume their
conversations with chatbots are ephemeral and
overlook the possibility of long-term storage (Gu-
musel et al., 2024), user inputs may be retained and
analyzed in non-transparent ways. Furthermore,
storing user data increases the risk of linkability,
where seemingly trivial information may be cross-
referenced to reveal sensitive details. A privacy
breach might expose sensitive user information,
such as disclosed symptoms. This could lead to
serious ethical, legal, and personal consequences,
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including stigma, discrimination, or emotional dis-
tress for affected individuals.

Privacy Extraction LLMs are also susceptible
to attacks that aim to extract private data by means
of both membership (Galli et al., 2024) — i.e., de-
termining whether someone’s data was used in
training — and attribute (Sabour et al., 2024) — i.e.,
predicting hidden user traits based on output be-
havior — inference attacks. In the case of LLMs
used for mental health, model inversion techniques
have been used to reconstruct training input or in-
fer psychiatric conditions (Li et al., 2024b), with
potentially devastating consequences for the users.

2.1.2 Outdated Information

As LLMs rely on static training data, they could
provide outdated clinical guidance. Recent re-
search has found that over 20 % of responses
from leading models included outdated content
(Mousavi et al., 2024). Due to their large size
and complex training, continually training LLMs is
challenging and existing knowledge-editing meth-
ods have limited effectiveness.

This risk is compounded by hallucinations — con-
fident but fabricated outputs that may fill knowl-
edge gaps. Such hallucinations are particularly dan-
gerous in mental health, where plausible-sounding
misinformation can lead to misdiagnosis or inap-
propriate recommendations (Chung et al., 2023).

2.2 Model-related Risks
2.2.1 Adversarial Attacks

Training-time Attacks LLMs are vulnerable to
data poisoning, where malicious inputs are injected
into training datasets to manipulate model behavior.
In mental health contexts, even minimal poison-
ing (e.g., 0.001 % of The Pile) can lead to mis-
information without degrading benchmark perfor-
mance (Alber et al., 2025; Gao et al., 2020). Ad-
ditional techniques, such as instruction-level back-
doors (Shu et al., 2023) and targeted model editing
(Grimes et al., 2024), allow attackers to embed un-
safe behaviors triggered by specific prompts. Das
et al. (2024) showed that fine-tuning BioGPT on
biased clinical data resulted in flawed treatment ad-
vice. Furthermore, alignment-stage attacks can bias
outputs via corrupted preference data, and small-
scale manipulation during reinforcement learning
from human feedback (RLHF) has been shown to
degrade safety and reliability (Fu et al., 2024).



Inference-time Attacks Adversarial prompts
can override alignment safeguards at inference
time, causing even well-aligned LLMs to generate
unsafe or policy-violating outputs. These vulnera-
bilities can be further exploited through multi-turn
interactions, which gradually erode the model’s
safety constraints (Zou et al., 2023). In this context,
behavioral manipulation can also be used to sub-
tly extract sensitive information or influence user
decisions. A particularly severe form of inference-
time attack is jailbreaking, where attackers craft
inputs that bypass ethical and safety filters entirely.
Recent approaches using gradient-based optimiza-
tion have significantly improved the effectiveness
of jailbreaks while maintaining overall model func-
tionality, which poses a serious risk when LLMs
are used in mental health scenarios for therapeutic
purposes (Zhou et al., 2024).

2.2.2 Bias and Discrimination

LLMs can reinforce mental health disparities
through biases related to gender, race, socioeco-
nomic status, and culture. These types of biases
have been uncovered in medical outputs by means
of adversarial datasets in frameworks, such as Eq-
uityMedQA (Pfohl et al., 2024). Furthermore,
model predictions have been found to vary by de-
mographic background, with the best-performing
LLMs still being outperformed by domain-specific
models like MentalRoBERTa (Wang et al., 2024b).
In this case, fairness-aware prompting improved
both equity and accuracy.

Cultural bias is also prevalent and relevant in
mental health scenarios. In fact, Western-trained
models often misinterpret culturally grounded as-
sociations (Li et al., 2024a), which underscores the
need for culturally adaptive training and data.

2.2.3 Response Inconsistency

LLMs frequently produce inconsistent outputs due
to their sensitivity to prompt structure, language,
and contextual variation. Ghazarian et al. (2024)
found that models like GPT-3.5, Claude, and Mix-
tral vary significantly in their responses to struc-
turally similar prompts. They also exhibit position
bias in multiple-choice formats and verbosity bias,
favoring overly elaborate responses. Multilingual
inconsistencies are also common: identical men-
tal health queries, even in high-resource languages
such as English, German, Turkish, and Chinese,
have been found to yield conflicting recommenda-
tions, reflecting training imbalances and cultural

13

variation in medical knowledge (Schlicht et al.,
2025). Low-resource languages, such as Hindi,
Albanian, Irish, and Valencian, typically present
such inconsistencies even to a higher degree. No-
tably, LLMs can contradict themselves in repeated
crisis-related questions within the same session,
even when they are clinically aligned (Park et al.,
2024). These failures undermine consistency in
safety-critical interactions.

2.2.4 Opacity

LLMs operate as black-box systems, limiting trans-
parency in how outputs are generated. In mental
health settings, this opacity undermines trust and
makes it difficult for clinicians or users to evaluate
the rationale behind model responses.

Even when LLMs generate explanations for their
outputs, they often misrepresent their internal rea-
soning. In this context, it is important to differenti-
ate between interpretability, i.e., how models work,
from explainability, i.e., how decisions are com-
municated (Gilpin et al., 2018; Burkart and Huber,
2021). Worryingly, models fine-tuned for mental
health applications have been reported to produce
hallucinated explanations that appear coherent but
are inaccurate (Ji et al., 2023).

Regulatory frameworks such as the EU AI Act re-
quire explainability in automated decision-making
(Chung et al., 2023), but most LL.M-based mental
health tools lack standardized methods to generate
clinically meaningful justifications.

2.2.5 Lack of Veracity and Misinformation

Fluency is frequently conflated with factuality in
LLMs, which generate credible answers that may
not align with clinical evidence. In fact, LLMs
have been found to provide accurate general infor-
mation, yet they frequently fail to deliver contex-
tualized, evidence-based psychiatric guidance (Ma
et al., 2024). Hallucinated responses, especially
when presented in a confident tone, can danger-
ously mislead users (Obradovich et al., 2024).
LLMs trained on public data may amplify
false mental health narratives, reinforcing stigma
(Nguyen et al., 2024) and failing to distinguish be-
tween validated and pseudo-scientific treatments.

2.3 User-related Risks
2.3.1 Lack of Emotional Intelligence

LLMs primarily depend on pattern recognition
rather than true emotional processing (Chen et al.,



2024), a limitation especially problematic in sensi-
tive scenarios, such as mental health. They strug-
gle to recognize and respond to complex emo-
tional cues often misinterpreting mixed or subtle
affective states, reducing empathy and their rele-
vance in mental health contexts (Wang et al., 2023).
Schoene et al. (2024) found that advanced language
models, such as DistilBERT and RoBERTa, clearly
underperform in suicide-related emotion recogni-
tion compared to human experts, specifically in in-
terpreting complex, subtle, or humorous contexts.

Benchmarks, such as EmoBench (Yang et al.,
2024), EQ-Bench (Paech, 2023), and Emotion-
Queen (Chen et al., 2024), assess emotional reason-
ing. However, while advanced models might per-
form well on explicit emotion tasks, they fail with
deeper cues like sarcasm (Sabour et al., 2024) and
lack contextual adaptation to specific emotional
states (Sorin et al., 2024).

2.3.2 Persuasion and Manipulation

LLMs can generate highly persuasive messages,
raising concerns in mental health contexts where
users are frequently in a vulnerable state. Further-
more, it has been shown that LLMs tailor persua-
sive outputs to their users’ psychological profiles,
using rhetorical strategies like emotional appeals
and authority cues (Mieleszczenko-Kowszewicz
et al., 2024), with clear ethical implications.

From a technical perspective, the LLMs persua-
sion capability depends not only on model size
but on their prompt design and fine-tuning (Ro-
giers et al., 2024). Manipulation often occurs sub-
tly, shaping user decisions without overt coercion
(Singh et al., 2024). Such persuasive capabilities re-
quire safeguards to prevent undue influence, partic-
ularly when models interact with distressed users.

2.3.3 Over-reliance

Users and clinicians may overtrust LLMs, treating
their outputs as inherently truthful and reliable. Flu-
ency and confidence in model responses can mis-
lead users into accepting poor advice (Obradovich
et al., 2024), and clinicians with low Al literacy
are especially prone to uncritical acceptance of the
LLMs outputs (Passi and Vorvoreanu, 2022).
Repeated use of chatbots may also lead to emo-
tional dependency and reduced engagement with
human care (Babu and Joseph, 2024). Increased
accessibility and reliance on LLMs can further de-
humanize therapy, while opaque data practices, as
previously noted, may impact user privacy and
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heighten surveillance concerns. Reducing over-
reliance requires a system design that encourages
critical thinking (Favero et al., 2024), human over-
sight, and clear boundaries between Al guidance
and clinical authority.

2.3.4 Poor Crisis Management

While LLMs have the potential for early crisis de-
tection, they remain unreliable for autonomous in-
tervention. Lee et al. (2024) found that GPT-4 can
match clinician-level performance in identifying
suicidal ideation, though accuracy declines with
complex symptom descriptions.

Social media data has proven useful to detect
crisis with 89.3 % accuracy up to 7.2 days before
human recognition (Mansoor and Ansari, 2024),
yet only 2 out of 25 mental health chatbots have
been found to have basic crisis response capabili-
ties (Heston, 2023). Park et al. (2024) introduced
a real-time framework that improved chatbot esca-
lation performance, yet many systems still fail to
consistently provide appropriate referrals. In most
cases, privacy and stigma are valid concerns.

2.4 Contextual Risks
2.4.1 Lack of Standardization

Unlike traditional medical practice, which operates
within well-established frameworks for diagnosis,
treatment, and outcome evaluation, LLLM-based
mental health tools lack standardized guidelines
both for their development and assessment. This
absence of consistent evaluation criteria limits the
ability to assess model safety, effectiveness, and
clinical appropriateness.

At the evaluation level, existing frameworks such
as PsyberGuide (Neary et al., 2021) and FAITA
(Golden and Aboujaoude, 2024) have introduced
structured approaches for assessing digital mental
health tools. However, these frameworks primarily
focus on general usability or content credibility and
do not adequately address technical aspects specific
to LL.Ms, such as factual accuracy, bias detection,
explainability, or clinical validity. As a result, there
is limited capacity to evaluate the specific risks
posed by these systems.

Without standardized guidelines, different mod-
els may generate conflicting advice for the same
condition, creating confusion and undermining
trust. Furthermore, the absence of standardized
safety and ethical guardrails increases the risk of
LLMs producing misleading, overly deterministic,
or even harmful recommendations, especially in



high-stakes scenarios like crisis intervention. The
lack of consistency in model auditing and trans-
parency further exacerbates these risks, making it
difficult for healthcare providers, researchers, and
users to assess the reliability and limitations of dif-
ferent LLLM applications.

3 Research Agenda

Given the previously described risks, we propose
ideas and possible directions for future research
that could improve the safety and effectiveness of
LLMs used in mental health. These suggestions are
based on what authors have proposed in the areas
studied, and are introduced as promising avenues
to explore rather than as solutions to be directly
implemented.

3.1 Data

Data Privacy To strengthen training data in-
tegrity, research should emphasize adaptive filter-
ing mechanisms that detect and exclude personal
data and non-evidence-based content during the
pretraining and fine-tuning stages.

Real-time privacy monitoring is essential. Auto-
mated leak detection systems could monitor model
outputs to prevent inadvertent patient data exposure
(Li et al., 2024b). Additionally, post-training mit-
igation techniques like machine unlearning could
allow models to delete specific interactions without
full retraining. Furthermore, Kafkas (2024) sug-
gest integrating vector databases and graph storage
that can be configured to store only non-sensitive
data without keeping identifiable user data.

Outdated Information A promising solution
to address outdated information is Retrieval-
Augmented Generation (RAG), where LLMs can
retrieve the most up-to-date clinical data from exter-
nal databases rather than being based only on static
training data (Lewis et al., 2020). RAG-augmented
models, applied with psychiatric diagnostic criteria
such as ICD-10-CM, have been found to signifi-
cantly improve accuracy in both medical coding
and mental health recommendations (Boggavarapu
et al., 2024). However, challenges related to ensur-
ing the credibility and integration of the sources
into generated responses still remain.

Although RLHF and human annotation pipelines
contribute to a better alignment with expert knowl-
edge (Casper et al., 2023; Lawrence et al., 2024),
they are still insufficient for removing all residual
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inaccuracies inherited from pretraining. From an ar-
chitectural perspective, hybrid systems combining
LLMs with structured and updated clinical knowl-
edge offer a promising solution (Xu and Wang,
2024). By letting real-time reasoning to external
clinical engines, these systems ensure that mental
health chatbots and Al-driven diagnostic tools are
aligned with latest treatment guidelines, while still
maintaining natural language interaction capabili-
ties.

Another research direction is continuous learn-
ing, where models can automatically evolve with
new medical findings without having to be fully
retrained (Wang et al., 2024a). However, a key
challenge, as highlighted by Mousavi et al. (2024),
is that the new findings learned could override es-
sential prior knowledge or lead to catastrophic for-
getting, lowering the model quality and accuracy.

3.2 Model Development and Training

Adversarial Attacks One of the greatest chal-
lenges in developing mental health LLMs is their
vulnerability to adversarial attacks. Current bench-
marks are unable to detect poisoned models, as
they usually perform well on standard medical NLP
tasks despite having hidden modifications (Alber
et al., 2025). To address this, future training tech-
niques should expose models to poisoning attacks
during training, enabling them to identify and man-
age manipulated data in a better way.

To mitigate prompt injection attacks, models
could be trained using adversarial learning tech-
niques, where they are presented with manipulated
prompts to help models detect and reject them. Ad-
ditionally, integrating dynamic prompt assessments
into model architectures can improve their ability
to prevent real-time adversarial exploitation. Ro-
bust Prompt Optimization (RPO) has shown high
effectiveness as a defense against jailbreak attacks
(Zhou et al., 2024). Through the optimization of
prompt structures and alignment strategies, RPO
significantly reduces the probability of successful
jailbreaks. Furthermore, automated anomaly de-
tection can be integrated to monitor input-output
patterns and identify anomalies that may be indica-
tive of adversarial exploits.

Differential privacy could be integrated to pro-
tect models against model inversion and inference
attacks. It consists of introducing controlled noise
into the training data to prevent attackers from gain-
ing sensitive information without affecting LLM
performance (Li et al., 2024b; Abadi et al., 2016).



An additional approach is federated learning, which
decentralizes model training by keeping sensitive
data on client devices and sending only model up-
dates to a central server, minimizing data expo-
sure and supporting the principles of privacy stan-
dards such as data minimization and focused col-
lection (Kairouz et al., 2021; Németh et al., 2022).
Moreover, analyzing query patterns can help detect
systematic adversarial attempts to extract sensitive
user information. However, as current implementa-
tions tend to reduce model performance, additional
research is necessary to balance privacy and utility
(Li et al., 2024b).

Bias and Discrimination Ensuring fairness
starts with data-level interventions, such as curat-
ing diverse and representative datasets that cap-
ture the full spectrum of linguistic, cultural, and
socio-demographic variations in mental health ex-
periences. Adaptive bias mitigation strategies, in-
cluding bias auditing, counterfactual fairness test-
ing, and adversarial debiasing, can help identify
and correct disparities in model outputs. While
fairness-aware prompting has proven effective in re-
ducing biased responses (Wang et al., 2024b), addi-
tional techniques such as debiasing fine-tuning and
synthetic data augmentation can further strengthen
model robustness against discriminatory patterns.
Beyond dataset and model-level interventions,
real-time bias detection tools can help dynamically
monitor and modify LLM outputs during user in-
teractions, preventing harmful or exclusionary lan-
guage. Context-sensitive rewrites, automated fair-
ness checks, and user feedback loops could be used
to ensure responses align with ethical and clini-
cal guidelines. However, no mitigation strategy is
foolproof, making human oversight essential: clini-
cians, ethicists, and affected communities should
be involved in evaluating and refining these sys-
tems. Moreover, regulatory frameworks, as ex-
plained later, must establish transparency and ac-
countability standards to prevent the perpetuation
of systemic biases in Al-driven mental health care.

Lack of Consistency Consistency in LLM out-
puts relies on advancements in memory-augmented
architectures and prompt optimization strategies.
While conventional LLMs retain context informa-
tion within a single session, memory-augmented
models are capable of retaining and recovering data
over longer periods of time, improving the coher-
ence over time. For instance, MemReasoner allows
models to reason more effectively over long and
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complex contexts by integrating information across
multiple steps (Ko et al., 2024). In this context, in-
tegrating ephemeral memory may offer a solution,
by automatically clearing the context of the current
session before its closure.

Standardized prompt structures could also help
to minimize variation across outputs. For instance,
Ghazarian et al. (2024) propose a cost-effective
solution that involves augmenting prompts with
few-shot demonstrations, which has been shown to
improve consistency by up to 28 %.

Moreover, current LLMs usually rely on English-
language and Western-centric sources, reducing
their ability to make correct predictions in differ-
ent cultural contexts. To address this issue, the
development of multilingual and culturally inclu-
sive datasets is essential (Li et al., 2024a). A no-
table effort in this direction is the EmoMent cor-
pus, developed by Atapattu et al. (2022), which
includes emotional and clinical annotations in texts
related to mental from social media. This study
highlights the importance of culturally sensitive an-
notations, as well as techniques such as differential
class weighting to handle data imbalances. Ad-
dressing multilingual inconsistencies requires the
development of cross-language alignment mecha-
nisms, as translations may lose language-specific
nuances, affecting the interpretation and reliability
of mental health guidance. Future research should
focus on medical knowledge representation inde-
pendent of the language, allowing LLMs to provide
consistent guidance in different linguistic environ-
ments (Schlicht et al., 2025).

LLMs also require contextual memory upgrades
to track previous interactions, maintain coherence
over time, and improve reasoning. In addition to
MemReasoner (Ko et al., 2024), Hyeongseok Kim
and Wang (2025) propose Constraint Logic Pro-
gramming as a way of improving LLM reliability
by allowing models to generate diagnostic rules
that are verified by a formal logic engine. This ap-
proach improves interpretability and ensures align-
ment with psychiatric standards such as DSM-5-TR
and ICD-11.

Opacity It is important to develop more explain-
able models from their initial design. A promising
strategy is using multi-task learning techniques that
integrate clinically validated auxiliary tasks, such
as the PHQ-9 questionnaire for depression screen-
ing proposed by Zirikly and Dredze (2022). They
empirically demonstrated that this methodology



not only increases the explanatory power of mod-
els, but also significantly facilitates their adoption
by mental health professionals by providing more
accurate and relevant explanations in real clinical
contexts. Similarly, Chua et al. (2022) propose
a unified multitask learning approach capable of
identifying several mental health disorders simul-
taneously, such as depression, PTSD, and suicide
risk. Their adaptive loss-weighting mechanism
keeps balanced training across tasks, improving
stability and generalization, especially in scenarios
with imbalanced data.

To enhance explainability, hybrid Al architec-
tures that blend LLMs with human-in-the-loop val-
idation are a practical solution. This process, in
which human oversight is integrated into model
evaluation, has shown improvements in accuracy,
trustworthiness, and ethical alignment (Mosqueira-
Rey et al., 2023). By combining data-driven learn-
ing and explicit rule-based reasoning, these systems
allow clinicians to examine, edit, and validate Al-
generated recommendations, ensuring better trans-
parency and accountability.

Moreover, explainability-driven fine-tuning
could be adopted, where models are fine-tuned
to generate structured, step-by-step explana-
tions of their decision-making. Notably, Yang
et al. (2023) explored emotion-enhanced Chain-of-
Thought prompting, a technique that guides LLMs
to decompose reasoning into different steps and,
combined with emotional cues and causal reason-
ing structures, it significantly improves the inter-
pretability of mental health assessments.

Lack of Veracity Mental health LLMs should
integrate real-time detection of misinformation, a
vital aspect for high-risk applications in clinical
contexts. Alber et al. (2025) found that biomed-
ical knowledge graphs are effective in censoring
text generated by LLMs from misleading content.
These models contrast medical statements against
trusted knowledge bases and identify potentially
poisoned responses for further review. Knowledge
validation frameworks could also be integrated into
the development pipeline of mental health applica-
tions. For example, designing hybrid Al architec-
tures combining LLMs with structured knowledge
bases so that generated content aligns with estab-
lished clinical standards.

17

3.3 User-Centric Research Areas

Lack of Emotional Intelligence To address the
limitations of LLMs handling emotional intelli-
gence, future research should focus on improving
emotional reasoning and contextual adaptation. A
promising direction is multimodal emotional intelli-
gence modeling, where LLMs are able to integrate
textual, audible, and visual information to respond
in a better way to user emotions (Yang et al., 2024).

Another promising direction involves structuring
datasets based on the Component Process Model,
which categorizes emotional expression into behav-
ior, feeling and cognition, improving accuracy in
emotional modeling (Cortal et al., 2023). Moreover,
Harel-Canada et al. (2024) introduced a frame-
work to assess the psychological depth of LLM-
generated text, assessing factors like empathy, au-
thenticity, and narrative richness. Their approach
leverages advanced prompting techniques, such as
Mixture-of-Personas, to enable richer and deeper
emotional conversations.

Persuasion and Manipulation Effective manip-
ulation detection requires diverse, representative
datasets that capture persuasive and deceptive tac-
tics across different cultural and conversational
contexts. While resources like MentalManip pro-
vide a foundation, expanding datasets to include
cross-cultural and multi-domain interactions would
improve model adaptability and reliability, particu-
larly in mental health, where users are vulnerable to
misinformation and coercion (Wang et al., 2024c).

A promising method for improving detection
is Intent-Aware Prompting (IAP), which analyzes
both user intent and model responses to identify
deceptive patterns. Research shows that IAP signif-
icantly reduces false negatives in detecting manip-
ulation, enhancing transparency (Ma et al., 2025).
Moreover, automated benchmarking tools like Per-
suasionBench and PersuasionArena offer struc-
tured frameworks for evaluating coercive interac-
tions, especially in mental health and crisis support
(Singh et al., 2024). By integrating detection meth-
ods with real-time evaluation frameworks, users
can be protected from manipulative influences, re-
inforcing the role of LLMs as positive tools for
mental health support.

Over-reliance To mitigate over-reliance, real-
time monitoring mechanisms should be integrated.
Furthermore, mental health applications should not
only focus on delivering accurate responses but



also recognize situations where professional help is
necessary. Adaptive response strategies, including
escalating concerns to humans or implementing
safety prompts, can help ensure that LLMs serve
as supportive tools rather than replacements for
essential mental health care.

Poor Crisis Management Crisis management
capabilities could be improved with real-time mon-
itoring and adaptive responses. LLMs should be
able to identify and escalate user signals prop-
erly, prompting immediate human intervention or
emergency services when necessary (Park et al.,
2024). A critical domain is the automation of emo-
tional calibration and crisis management, as current
LLMs models tend to use fixed response patterns,
lacking the ability to detect emotional shifts during
the conversation over time. Future models could in-
corporate memory mechanisms and reinforcement
learning strategies to improve sensitivity in mental
health contexts (Wang et al., 2023).

Multilingual and culturally adaptive crisis de-
tection is another research direction (Mansoor and
Ansari, 2024). Moreover, a continued evaluation
of Al-based crisis interventions, including their po-
tential long-term psychological effects, would be
needed to ensure user safety (Heston, 2023). While
LLMs have the potential to identify risk factors,
there is a lack of long-term studies on the impact
of Al-based crisis interventions on mental health
outcomes.

3.4 Contextual Factors

Evaluation Benchmarks A key priority is en-
suring real-time factual precision by evaluating
how well LLMs align with current verified med-
ical knowledge. At the same time, consistency
across prompt variations, linguistic changes, and
repeated queries should be evaluated, while also
being aware to potential biases. In this respect,
although adversarial datasets like EquityMedQA
Pfohl et al. (2024) help identify biases, further
research is needed to develop more comprehen-
sive end-to-end evaluation approaches. Moreover,
Schlicht et al. (2025) suggest the development of
open LLMs to detect fine-grained inconsistencies
for improving the accuracy of these benchmarks.
Explainability benchmarks should also be
adapted for mental health applications. Yang et al.
(2023) introduced human-annotated explanation
benchmarks for providing a standardized evalua-
tion framework for explanation plausibility across
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LLMs, allowing researchers to track and quantify
model’s interpretability improvement over time. To
complement these advances, Ma et al. (2024) em-
phasize the importance of cross-disciplinary collab-
oration between Al researchers and mental health
professionals in designing real-world usability as-
sessments, ensuring that mental health LLMs are
effective under professional supervision.

Regulation Developing Al regulatory policies
tailored specifically to the use of LLMs in men-
tal health is of utmost importance. Establishing
global standardization policies would ensure that
LLMs meet basic safety, ethical, and clinical bench-
marks before their deployment. Moreover, incorpo-
rating specialized evaluation frameworks, such as
EQ-Bench for emotional intelligence assessment,
into regulatory guidelines would further support
the responsible use of LLMs in this sensitive do-
main (Paech, 2023). Regulatory frameworks need
to manage psychological manipulation to prevent
persuasive tactics used against vulnerable users
(Mieleszczenko-Kowszewicz et al., 2024). Finally,
researchers should explore the development of ex-
ternal validation mechanisms and enforce regula-
tory oversight to ensure that these systems are ro-
bust and cannot be manipulated before deployment.

3.5 Discussion

Advancing NLP for positive impact in mental
health requires the development of Al systems
that enhance, rather than replace, human decision-
making. Future LLMs should function within col-
laborative clinical platforms, assisting profession-
als with evidence-based recommendations while
ensuring that final decisions remain in human hands
(Obradovich et al., 2024). To foster responsible Al
use, transparency mechanisms such as explainabil-
ity tools should be integrated to identify and flag
persuasive strategies embedded in model responses.
Additionally, research into adversarial prompting
techniques could help expose hidden persuasive
biases, leading to more resilient and manipulation-
resistant models that align with ethical Al deploy-
ment in mental health care (Rogiers et al., 2024).
Beyond technological improvements, education
and awareness are essential for both patients and
clinicians to leverage Al-generated insights respon-
sibly. Targeted training programs can provide pro-
fessionals with the skills to critically evaluate Al
recommendations, reducing overreliance and blind
trust in automated suggestions. Longitudinal stud-



ies should examine the psychological effects of
Al reliance, ensuring that users do not develop un-
healthy dependencies on Al-driven guidance over
time (Obradovich et al., 2024). By integrating trans-
parent Al, adversarial robustness, and user educa-
tion, NLP can play a transformative and ethical role
in mental health, empowering both professionals
and patients while maintaining human agency and
trust at the core of Al-driven interventions.

4 Conclusion

As the integration of LLMs into mental health ap-
plications continues to expand, it is important to
detect and handle the different risks that may affect
their effectiveness, reliability, and ethical implica-
tions. In this article, we have presented a taxonomy
of risks and a structured agenda of key research
directions that are needed to address these chal-
lenges.

LLMs offer great potential to improve mental
health care, although their implementation must be
carefully designed, regulated, and evaluated. Only
the implementation of fairer, more reliable, safer,
and ethically aligned models will make it possible
to achieve a useful and beneficial integration of
LLMs in the field of mental health.

Ethical and Societal Implications

The ethical and societal implications of using NLP
for mental health are complex, profound, and mul-
tifaceted. State-of-the-art NLP tools, and partic-
ularly LLMs, have a tremendous potential to en-
hance access to mental health support by providing
scalable, personalized, and cost-effective solutions.
Given the prevalence of mental health conditions in
the population worldwide, the opportunity to have
a positive societal impact is unprecedented.

However, as highlighted in this paper, several
risks and ethical concerns must be addressed. Pri-
vacy and data security are paramount as sensitive
mental health information is involved. The accu-
racy and reliability of the tools need to be prop-
erly evaluated to prevent unintended negative con-
sequences. Biases, lack of transparency and vul-
nerability to adversarial attacks are also important
elements to consider. From a user-centric perspec-
tive, there is a need for tools that are emotionally
sensitive to the user’s state, are capable of prop-
erly managing crises and under no circumstance
attempt to manipulate the user’s behavior.

From a societal perspective, the widespread use
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of NLP tools for mental health could change the
nature of mental health care from human-centered
to automated and impersonal, which could exacer-
bate feelings of isolation for individuals who need
human connection. In addition, there could be im-
plications for employment in the mental health field
as Al tools become more sophisticated and their
use becomes more prevalent.

Ultimately, ensuring an ethical deployment of
NLP in mental health requires placing humans and
our well-being at the core of the development of
these systems since their inception, combined with
careful regulation and collaboration with mental
health professionals. We firmly believe that the
opportunity to leverage NLP for mental health can
transform lives for the better, creating a future
where mental health support is accessible, person-
alized, and empowering for all who need it.
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Abstract

Early detection of disease outbreaks is crucial
to ensure timely intervention by the health au-
thorities. Due to the challenges associated with
traditional indicator-based surveillance, moni-
toring informal sources such as online media
has become increasingly popular. However, ow-
ing to the number of online articles getting pub-
lished everyday, manual screening of the arti-
cles is impractical. To address this, we propose
Health Sentinel. It is a multi-stage information
extraction pipeline that uses a combination of
ML and non-ML methods to extract events—
structured information concerning disease out-
breaks or other unusual health events—from
online articles. The extracted events are made
available to the Media Scanning and Verifica-
tion Cell (MSVC) at the National Centre for
Disease Control (NCDC), Delhi ! for analysis,
interpretation and further dissemination to local
agencies for timely intervention. From April
2022 till date, Health Sentinel has processed
over 300 million news articles and identified
over 95,000 unique health events across India
of which over 3,500 events were shortlisted by
the public health experts at NCDC as potential
outbreaks.

1 Introduction

Disease surveillance is the continuous collection,
analysis and interpretation of health data, particu-
larly data concerning disease outbreaks and other
unusual health events. It is essential that disease
surveillance collects information in real time for
timely interventions. Further, continuous disease
surveillance allows us to monitor disease spread
patterns and allocate resources more effectively, di-
recting attention and funding to areas where they
are most needed.

Traditional surveillance approaches follow a
bottom-up approach wherein information is col-
lected from health care workers, public health fa-

"Media Scanning and Verification Cell (MSVC)

"Two die of dengue in Mizoram, 1 in Manipur. Meanwhile
fortysix cases of Chikungunya have been detected so far in
. Assam taking the total number of infections to 70"

News Article

|

Health
Sentinel

{'Disease": 'Dengue’,
: 'Location': 'Mizoram', o
i 'Incident': 'Death’, 'Incident |
i type": 'New', 'Number": '2'} '}

{'Disesae": 'Dengue’,

% 7 {Disesae" 'Dengue’, \

' ‘Location': 'Manipur, :
'Incident": 'Death’, 'Incident !
type': 'New', 'Number': '1'}

! {Disease": 'Chikungunya’, i
: 'Location': 'Assam’,

i 'Incident: 'Case', 'Incident 1 !
_type': ‘New', 'Number": '46'} !

\ Extracted Events /

Figure 1: Health Sentinel extracts structured informa-
tion from online articles reporting unusual health events.
The given example shows how our pipeline extracts mul-
tiple events from a single news article.

'Location': 'Assam’,
'Incident": 'Case’, 'Incident

cilities and hospital networks. This approach is
commonly referred to as ‘Indicator-based surveil-
lance’. It typically involves confirmed case reports,
laboratory results, and clinical diagnoses. While
indicator-based surveillance ensures that the data
collected is mostly reliable, delay in reporting is
often a concern. Further, weaker public health sys-
tems, and under-reporting particularly in remote
and rural areas make indicator-based surveillance
challenging (WHO et al., 2008).

In contrast to the indicator-based surveillance,
event-based surveillance looks at multiple sources
of information either formal or informal such as
print media reports, online articles, and social me-
dia posts. This approach is designed to detect un-
usual health events quickly, providing early warn-
ings for potential outbreaks. Owing to the nature
of sources, data collected in this approach is likely
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to be noisy, redundant, and unstructured. Con-
sequently, Information Retrieval (IR) and Natural
Language Processing (NLP) techniques are increas-
ingly being used in event-based surveillance sys-
tems to filter out irrelevant and redundant data to
extract cohesive structured information. (Pilipiec
et al., 2023; Valentin, 2020; Abbood et al., 2020;
Huff et al., 2016; Valentin et al., 2021)

According to the 2011 census, India has a popu-
lation exceeding 1.2 billion (of the Registrar gen-
eral and census commissioner of India). Most of
the neglected tropical diseases are prevalent in In-
dia. Health threats triggered by climate change (Ro-
manello et al., 2023, 2024) is another significant
concern. Health governance in India is decentral-
ized where states hold primary responsibility for
healthcare. Traditional, indicator-based disease
surveillance in such a setting demands a well co-
ordinated system involving stakeholders belonging
to different departments and different state govern-
ments.

In this work, we present Health Sentinel, an in-
formation extraction pipeline, that feeds structured
information concerning public health events to an
event-based surveillance system in India. It extracts
events related to 122 human and animal diseases
which were prioritized based on inputs from public
health experts.

As shown in Figure 2, Health Sentinel follows a
multi-stage process. It begins with data ingestion
where articles are periodically crawled from the
web. Followed by this step, a binary text classifier
filters out irrelevant articles. Next, all articles are
translated to English. Once an article is identified
to carry information on one or more unusual health
events, we extract structured information from it.
This is referred to as Event Extraction (EE) (Xi-
ang and Wang, 2019) in Information Retrieval (IR)
and Natural Language processing (NLP). In our
case, an “event” comprises, i) Disease- the specific
disease or “others” if the disease is not among a pre-
defined list of 122 diseases our health experts have
curated, ii) Location - the geographical area where
the disease occurrence is reported, iii) Incident -
the nature of the event, such as case or death , iv)
Incident type - whether the incident is New or Total
(cumulative), and v) Number - the numerical value
associated with the incident and its type (number of
cases or number of fatalities). An example where
4 distinct events are extracted from a single article
is shown in Figure 1. Followed by event extrac-
tion, similar events are clustered together to isolate
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unique event occurrences. The unique events are

finally passed on to an expert for further review.

The highlights of Health Sentinel are listed as
follows:

1. Health Sentinel, unlike most existing systems,
scans the entire internet scouting for unusual
health events.

. To the best of our knowledge, Health Sen-
tinel is the first system that supports media
scanning in multiple Indian languages. It sup-
ports 13 languages: English, Hindi, Telugu,
Kannada, Gujarati, Tamil, Punjabi, Bengali,
Marathi, Malayalam, Oriya, Assamese, and
Urdu.

. We demonstrate that LLMs, including the re-
cent open-source models perform better for
event extraction compared to the previously
popular approaches like Named Entity Recog-
nition (NER) and Question Answering (QA).

. We propose a clustering logic that uses lan-
guage model embeddings for text similarity
and DFS search on a graph built based on
pairwise similarities and curated rules.

. Since its inception in April 2022, Health Sen-
tinel has identified over 95,000 unique health
events of which over 3,500 events were short-
listed by public health experts at NCDC.

. The datasets wused in this work
will be made publicly available at
https://github.com/WadhwaniAl/Health-
Sentinel.

2 Related Work

Most ML-based disease surveillance approaches
employ rule-based techniques along with classical
ML models (Cabatuan and Manguerra, 2020; Zeng
etal., 2021) . MediSys (J et al., 2010) and ProMED
(Yu and Madoff, 2004) are the two most popular
disease surveillance systems. MediSys uses pattern-
matching techniques to extract events from articles
which leads to many false positives. Since it is rule-
based, extending it to other languages is non-trivial.
On the other hand, in ProMED, filtering relevant in-
formation and further analysis is mostly performed
by involving humans. In recent times, new tools
like GRITS (Huff et al., 2016) , EventEpi (Abbood
et al., 2020) and Padi 3.0 (Valentin et al., 2021)
have been developed for disease surveillance. Al-
though these systems use ML for tasks like classifi-
cation and clustering, none of them exploit recent
advances in event extraction using deep learning
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techniques and LLMs.

EE, or extracting structured information from un-
structured text, is a well studied problem in IR and
NLP. Deep learning-based NER and QA models
have extensively been used for EE tasks (Xiang
and Wang, 2019). However, LLMs are increas-
ingly being used for EE tasks in zero-shot, few-
shot and finetuned settings (Simon et al., 2024).
LLMs have demonstrated impressive results in in-
formation extraction tasks using few-shot approach
without requiring task-specific fine-tuning (Kojima
et al., 2023). These results have further been vali-
dated by studies exploring use of OpenAl models
like GPT-3.5 and GPT-4? for EE in various scenar-
ios (Wei et al., 2024; Polak and Morgan, 2024; Gao
et al., 2023). Similar to these works, we use LLMs
for few-shot EE. Dagdelen et al. demonstrate that
GPT-3 and Llama-2 (Touvron et al., 2023) can
be finetuned for extracting structured information
from scientific text. We have not explored LLM
finetuning for EE for disease surveillance owing
to the lack of training data. Harrod et al. (Harrod
et al., 2024) use LLMs for extraction of structured
epidemiological data from documents and geotag-
ging each record. Their work is similar to ours
as they extract structured disease related informa-
tion and use LLMs for the same. However, their
work focuses on extracting information concern-
ing Rift Valley Fever (RVF) alone. Secondly, the
objective of their work is not disease surveillance
but creation of a structured epidemiological dataset
for RVF from past documents—PDFs of research
articles and other documents concerning RVFE. In
contrast, our work uses LLMs for event extraction
from web articles for real time surveillance of 100+
diseases.

3 Method

In the following sections, we present details of each
stage in the Health Sentinel system. The overall
flow can be referred to in Figure 2.

3.1 Data Ingestion

For a real-time system, it is essential to contin-
uously monitor the web for newly added arti-
cles. Health Sentinel achieves this using three
services: Common Crawl®, Google Alerts* and
custom crawlers. We use Common Crawl’s news

2https ://platform.openai.com/docs/models
3https ://github.com/commoncrawl/news-crawl/
*https://www.google.com/alerts
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database to fetch the latest published articles ev-
ery few hours. We configured Google Alerts using
keywords in 12 Indic languages and English. The
keywords for Google Alerts were selected by pub-
lic health experts based on the 122 disease/health
events that we are interested in monitoring. We
have additionally designed custom crawlers for a
few news websites that are not covered by the for-
mer two services.

From the URLs of the news articles collected
through these sources, ‘title’ and ‘description’ tags
are extracted. These tags provide concise informa-
tion about the webpage content, such as headline
of the news and a summary of the article body.
Given the extremely wide scope of HTML-based
webpages, it is infeasible to effectively extract the
relevant content of the webpage from its body
while isolating noisy information like advertise-
ments. Therefore, for further processing, the text
used from an article is the concatenation of the
‘title’ and ‘description’ fields.

The articles undergo a rule-based filtering based
on three criteria: a domain blocklist, recency (only
the most recently published articles are retained),
and language. The block-list contains domain
names of non-Indian news websites, allowing us to
filter out more than 90% of irrelevant articles that
cover news outside India. The source language of
an article is identified using langid (Lui and Bald-
win, 2012), and only articles in the 13 supported
languages are retained.

3.2 Article Classification

A substantial portion (nearly 87%) of the articles
at this stage are irrelevant to Health Sentinel as
they do not carry any health events-related infor-
mation. A keyword-spotting mechanism fails to
filter out irrelevant ones as it cannot take the arti-
cle’s context into account. For instance, “What is
Dengue? 10 ways to stay safe this monsoon” is an
article related to human health but doesn’t contain
any actionable event information. Therefore, we
train a binary classifier to discard irrelevant articles
and effectively reduce the throughput for stages
downstream, particularly translation and event ex-
traction. To develop this classifier, we finetuned
multiple Transformer-based, encoder-only (BERT-
like) models that had been pretrained for language
modeling tasks. For English, we experimented with
six different models. For the Indic languages, we
tried out four models selected based on their gen-
eral performance on these languages. List of all the
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Figure 2: System Overview of Health Sentinel. Health Sentinel combines rule based and ML techniques alongside a
human-in-the-loop system to ensure a high level of reliance and efficiency. Its data ingestion pipeline continuously
collects news articles from the web and stores them in a database. The article processing pipeline retrieves these
articles, filters out irrelevant data, and extracts health events. The extracted events are then sent for expert review

before publication for ground-level action.

models we tried out is given in Section A.1 in the
Appendix. The best-performing model for each of
the 13 supported languages was selected based on
the models’ validation set performance.

3.3 Translation

Once relevant articles are identified, we trans-
late them into English. This is necessary be-
cause most of the ML models including LLMs
used in the subsequent stages of the pipeline per-
form better in English compared to low-resource
Indian languages (Li et al., 2024). While paid
APIs such as Google Translate’> and Microsoft
Azure Translate® have long been preferred for low-
resource languages, recent open-source models in-
cluding IndicTrans (Ramesh et al., 2022) and
IndicTrans2 (Gala et al., 2023) perform on par
or even better than these APIs for many Indic lan-
guages (Gala et al., 2023). Due to the superior
performance on most of the Indic languages trans-
lation benchmarks, we use IndicTrans2 in our
pipeline for translating articles into English.

3.4 Disease and Location based Filtering

Though our article classifier significantly reduces
the number of irrelevant articles, some still pass
through. Moreover, despite domain-block-listing,
a large share of articles collected from the web
discuss health events outside India. To address
this, we implement additional filters to ensure that
each article mentions both a disease related to hu-
mans, animals, or plants and an Indian location.

5https ://cloud.google.com/translate
%azure translator

To identify diseases, we use an ensemble approach
combining keyword-spotting with a disease NER
model. The keywords include scientific names and
common synonyms used in the media for diseases
relevant to our system, curated by experts. For the
disease NER, we use the open-source BioBERT'.
For location identification, we construct an exhaus-
tive list of Indian locations, including names of
states, districts, sub-districts, and their synonyms
used in the media. This list is provided to an NER
model®, which identifies the locations mentioned
in the article. Any article that does not mention
both a relevant disease and an Indian location is
discarded.

3.5 Event Extraction

While developing Health Sentinel, we explored two
approaches for event extraction. The first approach
uses a combination of QA and NLI, while the sec-
ond one uses LLMs.

3.5.1 Event Extraction using QA and NLI

In this approach, we use previously extracted loca-
tion and disease data (see Section 3.4) for retriev-
ing remaining entities—Incident, Incident type and
Number.

Numbered Events Extraction: News articles
reporting health events often include numerical in-
formation about cases or deaths (see the example
in Figure 1). We use a QA model to extract such
numbers by asking structured questions such as:
“How many new cases of [Disease] are there in

"biobert disease ner
8chatbot ner
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[Location]?” or “How many total deaths due to
[Disease] were reported in [Location]?”. If the
model provides an answer, the entities used in the
question, along with the extracted numerical value
form an event. To ensure comprehensive extrac-
tion, we have carefully designed a diverse set of
questions to account for variations in how the in-
formation may be presented in articles (see Table
5 in the Appendix). These templates cover differ-
ent combinations of Incident (cases vs. deaths)
and Incident type (new vs. total), while disease
and location are dynamically inserted. For this
task, we use deepset-roberta-large-squad2’,
an off-the-shelf extractive QA model.
Numberless Events Extraction: Some articles
discuss important health information without pro-
viding numerical data. For example, a statement
such as “Dengue is on the rise in Karnataka” high-
lights a significant health concern but lacks explicit
numbers, while “Monkeypox: No need to be afraid,
says Kerala Health Minister” contains disease in-
formation but no actionable event. The absence
of numerical information makes it challenging to
differentiate between actionable health events and
general health information. To handle such cases,
we use NLI. Hypotheses such as “Cases of [Dis-
ease] have risen in [Location]” or “People are dy-
ing of [Disease] in [Location]” are generated, and
the article text is provided as the premise to the NLI
model. If the model determines that the premise
entails the hypothesis, the corresponding combina-
tion of disease, location, and incident is considered
as an event. For this task, we use off-the-shelf NLI
model microsoft-deberta-large-nli'C.

3.5.2 Event Extraction Using LLMs

To implement this approach, we designed a system
prompt P that assigns the task of event extraction
to the LLM. The prompt includes descriptions of
each entity that constitutes an event and guides
the model’s response generation through few-shot
examples { F'}.

Formally, the LLM takes an article A as input
and generates a structured JSON response:

E=LLM(A, P,{E}) = {e1,€e2,...,€n}

where each extracted event e; is a dictionary con-
taining the set entities—Disease, Location, Inci-
dent, Incident type and Number—that forms the

°roberta-large-squad2
10deberta-large-mnli
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event.

€; = {(k‘l, Ul), (k‘g, ’()2), ey (k:m,vm)}

where k; represents an entity and v; is its corre-
sponding value extracted from A. We also leverage
LLMs’ capability to filter out irrelevant content
that may have bypassed earlier filtering at the ar-
ticle classification stage (see Section 3.2 ). The
prompt explicitly distinguishes between general
health information and actionable health events,
instructing the model to focus solely on the latter.
An example prompt is shown in Table 7 in the Ap-
pendix. Articles with no events extracted by the
LLM are re-processed using another prompt, serv-
ing as a double-check for the LLM’s extraction.
This prompt focuses on identifying events without
numerical information, similar to the NLI approach
described in the previous method.

We experimented with various prompt designs and
selected the most effective one based on both quan-
titative and qualitative evaluations. We have ex-
perimented with both proprietary LLMs and open-
source ones. Table 2 can be referred to for the list
of LLMs we have tried out for the event extraction.

3.6

This stage ensures that the extracted disease and
location names align with standardized disease and
location names used by the Media Scanning and
Verification Cell. For disease mapping, we first use
a curated dictionary that maps common synonyms
and media terms to standardized disease names. If
an extracted disease does not get mapped this way,
we use an LLM to map it to the nearest standard
name. For location mapping, we employ a hierar-
chical dictionary to assign extracted locations to
administrative levels such as states, districts, and
sub-districts. For any extracted location that fail to
get mapped using the above approach, we prompt
an LLM to map the location to an Indian state (see
SectionA.3 for more details).

Mapping of Disease and Location

3.7 Clustering

A health event is often reported by multiple media
outlets and other online sources. Since the previous
stages in our pipeline do not check if an extracted
event is a duplicate of another, we use a clustering
mechanism at the end to find clusters of unique
events. This stage uses a combination of ML tech-
niques and rules to isolate unique health events.
Articles are only clustered at a day-level to main-


https://huggingface.co/deepset/roberta-large-squad2
https://huggingface.co/microsoft/deberta-large-mnli

tain consistency and ease of use. The clustering

involves the following steps.

1. A pretrained sentence transformer,
paraphrase-distilroberta-base-v2'!.,
is used to create an embedding of the article
associated with an event.

. Cosine similarity is calculated for every pair
of article embeddings to generate a 2D simi-
larity matrix for each pair of events.

. A rule set is used to analyze the extracted
event information for every pair of events to
determine the threshold to apply on the simi-
larity score. Using the threshold, each similar-
ity score is set 0 or 1. This creates a 2D match
matrix with 1’s and 0’s.

. A Depth First Search (DFS) is performed on
the match matrix to get all the disjoint graphs.
Each disjoint graph is treated as a cluster.

. We run a conflict check on each cluster and
further break it down if it has any events with
conflicting information.

Further details on the clustering are given in Sec-

tion A.4 in the Appendix.

3.8 Human-In-the-Loop

Before any action is taken on the extracted health
events, public health experts at NCDC review them
using on-ground epidemiological indicators.

4 Experiments and Results

4.1 Datasets

4.1.1 Article Classifier Dataset

We collected 34, 527 English articles sourced from
the internet and manually labeled them as relevant
or irrelevant. This dataset consists of 7,374 ar-
ticles in the positive class and 27, 153 articles in
the negative class. This dataset was further split
into training, validation, and test sets while ensur-
ing that the test set contains a representative range
of diseases to validate the classifier’s performance
across different scenarios. In order to train the clas-
sifier for other languages, the English dataset is
translated into other 12 Indic languages using the
IndicTrans2 model.

4.1.2 End-to-End Evaluation Dataset

Articles in this dataset were sourced from news
articles captured by a human-based media disease
surveillance system for a period before Health Sen-
tinel’s deployment. Out of 1005 articles in the

" paraphrase-distilroberta-base-v2
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dataset, 610 contain events (relevant articles), and
395 have no events (irrelevant articles). The dataset
contains 71 unique diseases across more than 250
unique locations in India.

4.1.3 Clustering Evaluation Dataset

The dataset has 869 events spread across 7 different
dates with 503 clusters that are clustered on a per-
day basis as shown in Table 4. The ideal cluster
compositions were annotated by health experts.

4.2 Results

4.2.1 Article Classifier

After experimenting with multiple BERT-like mod-
els, we selected the best model for each language
based on recall. The results are presented in
Table 1. For English, the roberta-base (Liu
et al., 2019a) model performed the best. For
other languages, google/muril-base-cased and
x1m-roberta-base yielded the best results. We
observe that these classifiers isolate non-health re-
lated articles as irrelevant with near perfect accu-
racy. However, they tend to struggle with health-
related articles that do not contain any health events.
For instance, “Exclusive: Monsoon can host a buf-
fet of illnesses. Doctor reveals secrets to guarding
against seasonal infections, allergies” was consid-
ered relevant by the article classifier. Overall, all
selected models achieve a recall and F1-score of
approximately 96%, making them highly effective
as an initial filter for irrelevant articles.

4.2.2 Event Extraction

Results of event extraction are shown in Table 2.
We report event-level precision, recall, and F1-
score to evaluate overall performance. We also eval-
uate location and disease extraction separately to
highlight entity-specific performance. Additionally,
exact match accuracy measures how closely the
extracted events resemble the ground truth, while
detection rate reflects the model’s ability to extract
at least one event in relevant articles.

As shown in Table 2, LLMs surpass traditional
NER methods in extracting disease and location
information. They effectively filter out irrelevant
articles, such as those related to injuries, accidents,
and general health information. The qualitative re-
sults are shown in Table 3. Among the tested LLMs,
proprietary models outperform open-source ones.
The GPT-40-Mini model achieves the best overall
results. However, Llama3.1-8b and Gemma2-9b


https://huggingface.co/sentence-transformers/paraphrase-distilroberta-base-v2

Language Model Accuracy Precision Recall F1-Score AUC-ROC

English roberta-base 0.99 0.99 0.96 0.97 0.98
Hindi google/muril-base-cased 0.98 0.96 0.97 0.96 0.98
Telugu xlm-roberta-base 0.98 0.97 0.95 0.96 0.97
Kannada google/muril-base-cased 0.98 0.98 0.96 0.97 0.98
Gujarati google/muril-base-cased 0.98 0.96 0.96 0.96 0.98
Tamil google/muril-base-cased 0.99 0.97 0.96 0.97 0.98
Punjabi xlm-roberta-base 0.98 0.96 0.95 0.96 0.97
Bengali xIm-roberta-base 0.98 0.97 0.95 0.96 0.97
Marathi xIm-roberta-base 0.98 0.97 0.96 0.96 0.97
Malayalam  google/muril-base-cased 0.98 0.95 0.95 0.95 0.97
Oriya xlm-roberta-base 0.98 0.96 0.94 0.95 0.97
Assamese google/muril-base-cased 0.98 0.95 0.95 0.95 0.97
Urdu xIm-roberta-base 0.98 0.96 0.96 0.96 0.97

Table 1: Performance of the best classification models for each language, evaluated on the respective test sets. All
models are downloaded from https://huggingface.co/models and finetuned on the respective training data.

Model Event Extraction Exact Match Detection Disease Extraction Location Extraction
| R F1 Accuracy Rate P R F1 P R F1
QA+NLI based Pipeline 0.41 0.40 0.40 0.37 0.70 055 052 054 052 049  0.50
Llama3.1-8b'? 0.50 0.50 0.50 0.43 0.95 077 0.79 0.78 0.68 0.70 0.69
Gemma2-9b"* 0.54 050 0.52 0.45 0.96 084 0.78 0.81 0.77 0.71 0.74
GPT3.5-Turbo 0.62 0.61 0.61 0.54 0.95 081 0.79 0.80 0.78 0.76 0.77
GPT-40-Mini 0.70 0.67 0.68 0.61 0.92 083 0.80 081 081 077 0.79

Table 2: Performance comparison of end-to-end event extraction using different models, showing results across
multiple metrics— precision (P), recall (R), and F1-score at the event-level, and for individual entities— disease
and location. LLM-based pipelines achieve significantly better results compared to the QA and NLI-based methods,
with GPT-40-Mini performing best overall.

# Article QA+NLI Pipeline GPT-40-mini Pipeline
1 Mysterious Disease In AP’s Eluru Claims 1 {‘Disease’: ‘Falls’, ‘Location’: ‘Eluru’, [{‘Disease’: ‘Mysterious Disease’,
Life, 347 Falls Ill, Samples Sent To Delhi. ‘Incident’: ‘death’, ‘Incident type’: ‘Location’: ‘Eluru’, ‘Incident’: ‘case’,
‘total’, ‘Number’: 347’} ‘Incident type’: ‘new’, ‘Number’:

347’ }, {‘Disease’: ‘Mysterious
Disease’, ‘Location’: ‘Eluru’,
‘Incident’: ‘death’, ‘Incident type’:

‘new’, ‘Number’: ‘1°}]

2 Corona turmoil in North Korea.. 21 people died { ‘Disease’: ‘Corona’, ‘Location’: [l

of fever. North Korea | North Korea (North ‘Korea’, ‘Incident’: ‘death’, ‘Incident

Korea) is trembling with fever. type’: ‘new’, ‘Number’: 21’}
3 In Himachal, 535 people admitted to hospital [ {‘Disease’: ‘Food poisoning infection’,
after drinking contaminated water. ‘Location’: ‘Himachal’, ‘Incident’:
‘case’, ‘Incident type’: ‘new’, ‘Number’:
535’}

4 Mancherial brothers’ death: Two brothers {‘Disease’: ‘Cardiac arrest’, ‘Location’: [1

passed away within hours.. knowing that the ‘Mancherial’, ‘Incident’: ‘death’,

younger brother had died of a heart attack.. the ‘Incident type’: *_’, ‘Number’: *_’}

elder brother went there and got a heart attack.

Table 3: Qualitative comparison of event extraction by GPT-40-Mini and QA+NLI pipelines. In example 1, the
LLM-based pipeline identifies a disease missed by QA+NLI. In Example 2, it filters out an irrelevant international
event mistakenly extracted by QA+NLI. Example 3 shows the LLM capturing an illness caused by contaminated
water, which QA+NLI misses. In the final example, it excludes the article lacking an infectious disease component,
unlike QA+NLI. Overall, LLM’s inherent knowledge enables more accurate event extraction and contextual filtering
of articles.

show competitive performance. Exact match accu-  in an article. Additionally, LLMs sometimes mis-
racy is around 60% even for the best-performing  interpret ‘new cases’ as ‘total cases,” resulting in
LLM. We observe that the models struggle to ex-  errors. Nevertheless, the system maintains high
tract all events when multiple events are present  detection rate, ensuring that most relevant articles
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Date Data Clusters ARI NMI V-
Points Measure

05/24/24 91 72 0.94 0.99 0.99
05/25/24 63 55 0.89 0.99 0.99
05/26/24 64 46 0.99 1.00 1.00
06/09/24 107 85 0.84 0.99 0.99
06/10/24 81 65 0.91 0.99 0.99
06/11/24 103 79 0.79 0.99 0.99
06/21/24 360 101 0.84 0.94 0.94
Avg, - - 0.89 0.98 0.98

Table 4: Per-day clustering dataset statistics and per-
formance. Clusters are evaluated using Adjusted Rand
Index (ARI), Normalized Mutual Information (NMI),
and V-Measure.

are captured for the human review stage.

4.2.3 Clustering

To quantitatively evaluate the quality of the clus-
ters formed, we employ three key metrics, Ad-
justed Rand Index(ARI) (Hubert and Arabie, 1985),
Normalized Mutual Information(NMI) (Strehl and
Ghosh, 2002), and V-Measure (Rosenberg and
Hirschberg, 2007) (explained in Section A.4.2 in
the Appendix). Clustering performance is reported
in Table 4. For the evaluation metrics, higher values
indicate strong agreement between the generated
clusters and the ground truth.

5 Deployment and Impact

Health Sentinel was launched in April 2022 with
support for English and Hindi. Over the two years,
it has expanded the support to 11 additional lan-
guages. The system has undergone multiple up-
grades, particularly in the event extraction module,
to integrate the latest deep learning models and
LLMs. To date, it has processed over 300 million
articles from over 500,000 unique domains and has
identified over 95,000 unusual unique health events.
On a daily basis, Health Sentinel processes around
375,000 news articles and identify around 150 un-
usual unique health events. Since deployment, over
3,500 events have been shortlisted by the health
experts at NCDC. Notably, only a small percentage
of detected events were shortlisted by the human
experts. This can be attributed to the following: 1)
duplicates that are not clustered correctly, ii) com-
mon outbreaks that occur during expected seasons
are often not shortlisted by the health authority, and
iii) if the disease is endemic in the location, such
events are not shortlisted.

To better understand the impact of Health Sentinel,
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we compare it with the human-based surveillance.
We observed the following, i) number of published
events saw a 150% increase compared to the pre-
vious years where only human-based surveillance
existed ii) in 2024, 96% of the health events pub-
lished by the surveillance system were extracted
by the Health Sentinel (only 4% were found by
manual scanning of the media), and iii) the number
of media sources covered has grown exponentially
because of automated media scanning and multilin-
gual support.

6 Limitations and Future Work

In this section, we discuss known limitations of our
system. Due to the lack of robust pre-trained mod-
els for Indic languages for event extraction and text
embeddings, we need to translate non-English arti-
cles to English following the article classification
stage. We have observed that named entities such
as disease names and location names are sometimes
mistranslated, leading to a lower performance for
articles sourced from these languages. We experi-
mented with fine tuning IndicTrans2 (Gala et al.,
2023) framework with an emphasis on correctly
translating or transliterating named entities as ap-
propriate. While this improved translation of the
entities, it led to a decline in overall performance
of the model.

Another known limitation is the lack of full con-
text for the event extraction step, since we read only
title and description of an article. Reading the full
body of online articles is practically challenging
since the body text is almost always clubbed with
advertisements and other unrelated content and the
format varies from page to page. Currently we
are developing custom HTML source parsers for
selected websites so that full body of the articles
from these websites can be read.

7 Conclusion

In this paper, we presented Health Sentinel for
automating media-based disease surveillance in
a multilingual setting. Health Sentinel works by
leveraging the capabilities of different sequentially
connected Machine Learning models to maintain
an optimal level of latency while maximizing the
ability to identify unusual health events. Health
Sentinel has demonstrated promising results across
multiple evaluation metrics and has greatly in-
creased the capability of disease surveillance in
India.



8 Ethical and Societal Implications

Relying on online content for disease surveillance
presents several challenges that can impact the re-
liability of the information. News sources may in-
troduce risks of misinformation or sensationalism
in reporting. Moreover, the system might inherit
biases in regional coverage or language representa-
tion, potentially leading to uneven event detection.

To address these challenges, we conducted a
detailed assessment of online news sources across
different regions and languages in the country and
implemented the following measures:

1. Keyword expansion for Indic languages. We
curated a list of 7,000 disease-related keywords
for Google Alerts by translating and transliterating
disease names into Indic languages. This ensures
early detection from regional news sources, even
before these events appear on national news web-
sites.

2. Local news coverage. We identified regional
news websites that are often overlooked by plat-
forms like Common Crawl or Google News. To
address this, we developed a custom crawler that
manually collects articles from these sources, im-
proving regional representation.

3. Source filtering and periodic reviews. To
handle the issue of misinformation, we maintain
a list of unreliable news sources. News sources
flagged as unreliable are periodically evaluated and
blacklisted from entering the system in the future.
Additionally, the clustering feature in our pipeline
helps group similar news articles about the same
event. This allows human reviewers to cross-check
information from multiple sources, identify fake
news and mitigate the impact of exaggerated or
inaccurate information.

Despite these safeguards, some misinformation
may still slip through the system. Additionally, us-
ing LLMs for event extraction can introduce noise
due to hallucinations. Therefore, before the ex-
tracted information is published for field use, it
must undergo a review by the health experts.
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A Technical Appendix
A.1 Building the Article Classifier

A substantial portion of the articles (around 87%)
that pass the domain and the language filter are
irrelevant to Health Sentinel. These articles can
be from different genres of news articles including
entertainment, crime, accidents, politics, finance—
none of which are related to health and must be
discarded. Additionally, health news articles can
be further divided into two types, Health Event
articles and Health Information articles.

* Health Event: These articles contain news
regarding disease outbreaks, spread, and up-
dates within specific geographical area. They
are considered relevant to Health Sentinel as
they contain actionable health events. Exam-
ple: “Two die of dengue in Mizoram, 1 in Ma-
nipur. Meanwhile forty-six cases of Chikun-
gunya have been detected so far in Assam
taking the total number of infections to 70”

Health Information: These articles contain
general information regarding different dis-
eases, prevention methods and treatment op-
tions. They are considered irrelevant to Health
Sentinel as they do not contain any actionable
events. Example: “What is Dengue? How
does dengue spread and 10 ways to stay safe
this monsoon”

Given that this stage of the pipeline encounters a
massive amount of articles that belong to 13 differ-
ent languages(English + 12 Indic languages), we
developed separate binary classifiers for each sup-
ported language. We intentionally avoided trans-
lating all articles to English before classification,
as this would be is a time-consuming process that
compromises our ability to maintain low latency.
Considering that over 87% of articles are anyway
irrelevant to our system at this stage, this step did
not have any payoff.

To train these classifiers, we collected 34,527
English articles from different genres to ensure
broad representation. The positive class comprised
of 7,374 articles covering all diseases that were
considered as important and additional relevant dis-
eases. Special care was taken to include health
information articles about the same diseases in the
negative class, which contained 27,153 articles. Ad-
ditionally, we collected a wide range of non-health
related news genres as part of the negative class

34

to ensure classification robustness. These articles
were all then translated to the 12 different sup-
ported Indic languages using IndicTrans2 model
to create 13 separate datasets for fine tuning each
model.

For selecting the best model, we selected 6 differ-
ent pretrained models for each of the 13 supported
languages as follows:

* English:
roberta-base (Liu et al., 2019b),
distilbert-base-cased (Sanh et al.,
2019), albert-base-v2 (Lan et al., 2019),
xlnet-base-cased (Yang et al., 2019),
bert-base-cased (Devlin et al., 2018),
bert-base-uncased (Devlin et al., 2018).

12 Indic Languages:
x1lm-roberta-base (Conneau et al., 2019),
google/muril-base-cased (Khanuja et al.,

2021), ai4bharat/indic-bert (Kak-
wani et al., 2020),
bert-base-multilingual-cased (De-

vlin et al., 2018).

All models were finetuned separately for each of
the 13 supported languages and the best performing
models were selected based on recall. Recall was
chosen as the primary metric as the article classifier
functions as a soft filter to remove majority of the
irrelevant articles. Allowing some of the irrelevant
articles to pass through is not a major concern, but
it is essential to maximize the number of relevant
articles retained at this stage. The best performing
models and their metric scores are shown in Table
1.

A.2 Event Extraction

In this section we provide the details on questions
and hypothesis formulation for QA and NLI based
pipeline, as well as prompt design for LLM based
pipeline.

A.2.1 Question formulation for the QA model

The QA model is used to extract numbered events
from the articles. We use the templates shown in
Table 5 to formulate questions based on previously
extracted entities: disease and location. The ques-
tions contain the combination of entities: Incident
and Incident type, while the remaining entity Num-
ber is extracted by the QA model. If the model
returns similar values of number across different
question categories, the one with the highest confi-
dence is considered.



Category Questions

new_cases

How many new DISEASE cases were reported in LOCATION?

How many new DISEASE cases were reported in LOCATION in the last
24 hours?

How many fresh DISEASE cases were reported in LOCATION?

How many fresh DISEASE cases were reported in LOCATION in the last
24 hours?

How many new DISEASE infections were reported in LOCATION?
How many fresh DISEASE infections were reported in LOCATION?
How many DISEASE cases were reported in LOCATION in 24 hours?

new_deaths

How many new DISEASE deaths were reported in LOCATION?

How many new DISEASE deaths were reported in LOCATION in the last
24 hours?

How many fresh DISEASE deaths were reported in LOCATION?

How many fresh DISEASE deaths were reported in LOCATION in the
last 24 hours?

How many new deaths due to DISEASE were reported in LOCATION?
How many DISEASE deaths were reported in LOCATION in 24 hours?

total_cases

How many total DISEASE cases were reported in LOCATION?
What is the total number of DISEASE cases reported in LOCATION?
How many total cases of DISEASE were reported in LOCATION?
What is the total tally of DISEASE cases reported in LOCATION?

total_deaths *

How many total DISEASE deaths were reported in LOCATION?

How many total deaths due to DISEASE were reported in LOCATION?
What is the total number of deaths due to DISEASE in LOCATION?
How many total deaths of DISEASE were reported in LOCATION?
What is the total tally of DISEASE deaths in LOCATION?

Table 5: Question templates for different combinations of the entities ‘Incident type’ and ‘Incident’. The disease
and location values extracted in earlier stages of the pipeline are inserted into these templates to generate specific

questions.

A.2.2 Hypothesis formulation for the NLI
model

Articles where the QA model does not extract any
events, are processed by the NLI model for num-
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berless event extraction. In a manner similar to the
questions, we construct hypotheses showcasing the
presence of relevant health events, which are then
validated by the NLI model with the article serving
as premise. The hypothesis templates are shown



in Table 6. If a hypothesis is validated with an en-
tailment score greater than (.5, the corresponding
event is generated.

A.2.3 Prompt Designing for LLM

For the task of event extraction from articles, pre-
cise and well-structured prompts are essential for
obtaining reliable outputs from LLMs. In our ex-
periments, we tested various prompts to identify
the most effective one. One such prompt is shown
in Table 7. Following the guidelines on prompt
engineering by OpenAI'#, the LLM is assigned the
persona of an Event Extractor, to align its output
with the specific requirements of our task.

The prompt is carefully designed to focus on
extracting infectious disease outbreaks from Indian
news articles. It provides clear definition of each
entity present in the event list and explicitly differ-
entiates between relevant health events and general
health information. Additionally, the LLM is in-
structed to exclude events related to international
locations.

To guide the extraction process, the prompt is
supplemented with few-shot examples. These ex-
amples include both relevant articles with action-
able events and irrelevant general health informa-
tion, helping LLM to distinguish between relevant
and irrelevant content, enhancing the overall accu-
racy of event extraction. To showcase the effec-
tiveness of few-shot approach, we compare it with
zero-shot approach in Table 8. Few-shot examples
lead to a significant improvement in both precision
and recall.

A.3 Mapping of Disease and Location
A.3.1 Disease Mapping

In the extracted events, diseases are often present in
colloquial or media-specific terms rather than the
standardized nomenclature used by health author-
ities. For example, disease ‘Pneumonia’ is some-
times referred to as ‘Lung Fever’. Additionally,
disease extracted using LLMs may include extra
words with the disease name, such as ‘Cholera In-
fection’ or ‘Cholera Infectious Disease’ instead of
just ‘Cholera’. Since our solution is tailored for use
by health authorities, it’s important to map these
terms to the standardized disease names. The map-
ping process is performed in two stages:

1. Synonym Mapping: To standardize the name

14https ://platform.openai.com/docs/guides/
prompt-engineering
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of extracted diseases, we use a dictionary that
contains a mapping of common disease syn-
onyms and media terms to standard names.
This dictionary is curated and verified by pub-
lic health experts.

Synonym Expansion Using LLM: To make
the synonym dictionary comprehensive, we
prompt an LL.M to map the un-mapped dis-
eases from the previous stage to the near-
est name in the list of 122 standard diseases
within reason. Any new synonym identified
is added to our dictionary, following verifica-
tion by experts. If an appropriate mapping is
not present from the 122 standard diseases,
the disease is mapped to a miscellaneous cat-
egory called "Others". The prompt used for
this mapping can be found in Table 9.

A.3.2 Location Mapping

The extracted location data may include informa-
tion such as the names of villages, districts, and
states. However, it is essential to map these to
the appropriate administrative levels, such as State,
District, or Sub-district, so that the relevant health
authorities can be prompted to take action. Similar
to disease mapping, this process is performed in
two parts:

1. Logic-Based Mapping: We use a stan-
dard hierarchical dictionary of States —
Districts — Sub-districts — Urban
Local Bodies (ULBs) and their synonyms
to assign appropriate values to the extracted
location data. The logic first assigns each indi-
vidual location to a state, then to a district, and
finally to a sub-district or ULB. Additionally,
backward mapping— such as from district to
state or sub-district to district is performed to
handle cases where where direct mapping is
not possible. A visual representation of this
mapping process is show in Figure 3.

LLM-Based Mapping: For locations that
cannot be mapped using the logic-based ap-
proach, we use an LLM to assist in identifying
the correct administrative levels. The LLM
is tasked with extracting the Indian state and
district from the given article, identifying any
international locations, or returning an empty
result if the location cannot be mapped. Due
to the extensive knowledge embedded within
LLMs, they often perform accurate state-level
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Category Hypotheses

.
.
cases .
.

DISEASE is spreading in LOCATION

DISEASE was spreading in LOCATION

DISEASE has been spreading in LOCATION

Cases of DISEASE increased in LOCATION

Cases of DISEASE are increasing in LOCATION
Cases of DISEASE have risen in LOCATION
Cases of DISEASE are rising in LOCATION

A person is infected by DISEASE in LOCATION

A person was infected by DISEASE in LOCATION
A person was diagnosed with DISEASE in LOCATION
A person was affected by DISEASE in LOCATION
People are infected by DISEASE in LOCATION
People were infected by DISEASE in LOCATION
People are suffering from DISEASE in LOCATION
People are sick with DISEASE in LOCATION

A DISEASE outbreak was reported in LOCATION

deaths

People died due to DISEASE in LOCATION

Deaths were reported in LOCATION due to DISEASE
Deaths are reported in LOCATION due to DISEASE
People are dying of DISEASE in LOCATION

Deaths have been reported in LOCATION due to DISEASE

Deaths have occurred due to DISEASE in LOCATION

Table 6: Hypothesis templates for different event categories (‘cases’ and ‘deaths‘). The table presents various
templates used to generate hypotheses based on the extracted values of disease and location. Given an article as the
premise, these hypotheses are validated by the NLI model. If the hypothesis is entailed, the corresponding event is

generated.

mapping. However, it is prone to hallucina-
tions in case of district mapping. To mitigate
this, we prompt the LLM to perform the map-
ping multiple times and only accept it if all
the outputs are consistent. The prompt used
can be seen in Table 10. If an appropriate
mapping cannot be found, the corresponding
fields are left blank (“ ).
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A4 Clustering

Once all events are extracted and processed, they
are clustered together to perform de-duplication.
This enables us to deal with multiple media out-
lets covering the same occurrence of an event and
isolating all the unique health events. We achieve
this by combining an ML based approach with a
finely curated set of rules. Clustering is performed
day-wise to categorize unique events based on their
occurrence date.



System Prompt

You are a renowned event extractor specializing in identifying disease outbreaks within Indian news
articles. Your expertise lies in meticulously pinpointing health events with high accuracy. Your task is
to analyze an English article as input, carefully extract health events, and provide them in a structured
format. A health event is an unusual occurrence in a specific area that could potentially threaten the
health of people. This includes:

Unusual sickness in people: This could be one case of a rare disease, a sudden increase in cases of a
common illness, or people falling ill due to some unidentified reason.

Animals getting sick: If there’s a sudden jump in animals getting a particular disease, especially one
that can spread to people, it’s a health event.

Animal Bites: Incidents of animals biting humans in a specific area.

These health events serve as signals for public health officials to promptly investigate and take
necessary actions to safeguard public health.

Note that it is critical to differentiate between health events and health information. Health information
consists of a broad spectrum of info related to human health and well-being. This includes: disease
prevention, medical research, public health initiatives, guidelines, and action plans developed to
combat infectious diseases.
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