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Variational Inference for Grammar Induction with Prior Knowledge

Shay B. Cohen and Noah A. Smith
Language Technologies Institute
School of Computer Science
Carnegie Mellon University
Pittsburgh, PA 15213, USA
{scohen, nasmith}@cs.cmu.edu

Abstract

Variational EM has become a popular
technique in probabilistic NLP with hid-
den variables. Commonly, for computa-
tional tractability, we make strong inde-
pendence assumptions, such as the mean-
field assumption, in approximating pos-
terior distributions over hidden variables.
We show how a looser restriction on the
approximate posterior, requiring it to be a
mixture, can help inject prior knowledge
to exploit soft constraints during the varia-
tional E-step.

1 Introduction

Learning natural language in an unsupervised way
commonly involves the expectation-maximization
(EM) algorithm to optimize the parameters of a
generative model, often a probabilistic grammar
(Pereira and Schabes, 1992). Later approaches in-
clude variational EM in a Bayesian setting (Beal
and Gharamani, 2003), which has been shown to
obtain even better results for various natural lan-
guage tasks over EM (e.g., Cohen et al., 2008).

Variational EM usually makes the mean-field
assumption, factoring the posterior over hidden
variables into independent distributions. Bishop et
al. (1998) showed how to use a less strict assump-
tion: a mixture of factorized distributions.

In other work, soft or hard constraints on the
posterior during the E-step have been explored
in order to improve performance. For example,
Smith and Eisner (2006) have penalized the ap-
proximate posterior over dependency structures
in a natural language grammar induction task to
avoid long range dependencies between words.
Graca et al. (2007) added linear constraints on ex-
pected values of features of the hidden variables in
an alignment task.

In this paper, we use posterior mixtures to inject
bias or prior knowledge into a Bayesian model.

1

We show that empirically, injecting prior knowl-
edge improves performance on an unsupervised
Chinese grammar induction task.

2 Variational Mixtures with Constraints

Our EM variant encodes prior knowledge in an ap-
proximate posterior by constraining it to be from
a mixture family of distributions. We will use x to
denote observable random variables, y to denote
hidden structure, and 0 to denote the to-be-learned
parameters of the model (coming from a subset of
R’ for some /). « will denote the parameters of
a prior over 8. The mean-field assumption in the
Bayesian setting assumes that the posterior has a
factored form:

q(8,y) = q(8)q(y) (D

Traditionally, variational inference with the mean-
field assumption alternates between an E-step
which optimizes ¢(y) and then an M-step which
optimizes ¢(6).! The mean-field assumption
makes inference feasible, at the expense of op-
timizing a looser lower bound on the likelihood
(Bishop, 2006). The lower bound that the algo-
rithm optimizes is the following:

F(q(0,y), a) =Eygy)llogp(x,y, 0 | a)]+H(q)

2
where H (q) denotes the entropy of distribution q.
We focus on changing the E-step and as a result,
changing the underlying bound, F(q(0,y), ).
Similarly to Bishop et al. (1998), instead of mak-
ing the strict mean-field assumption, we assume
that the variational model is a mixture. One com-
ponent of the mixture might take the traditional
form, but others will be used to encourage certain

"This optimization can be nested inside another EM al-
gorithm that optimizes «; this is our approach. ¢(0) is tra-
ditionally conjugate to the likelihood for computational rea-
sons, but our method is not limited to that kind of prior, as
seen in the experiments.

Proceedings of the ACL-IJCNLP 2009 Conference Short Papers, pages 1-4,
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tendencies considered a priori to be appropriate.
Denoting the probability simplex of dimension 7

Ap = {( A, X)) €RT 0N > 0,300 N =
1}, we require that:
90,y [A) = X Aia(y)a(8) (3)

for A € A,. Q; will denote the family of distri-
butions for the ith mixture component, and Q(A,)
will denote the family implied by the mixture of
Q1,...,9, where the mixture coefficients A €
A,. X comprise 7 additional variational param-
eters, in addition to parameters for each ¢;(y) and
4(0).

When one of the mixture components g; is suf-
ficiently expressive, A will tend toward a degener-
ate solution. In order to force all mixture compo-
nents to play a role—even at the expense of the
tightness of the variational bound—we will im-
pose hard constraints on A: A € Ar Cc A, In
our experiments (§3), A, will be mostly a line seg-
ment corresponding to two mixture coefficients.

The role of the variational EM algorithm is to
optimize the variational bound in Eq. 2 with re-
spect to ¢(y), ¢(0), and A. Keeping this intention
in mind, we can replace the E-step and M-step in
the original variational EM algorithm with 2r 4 1
coordinate ascent steps, for 1 <7 < r:

E-step: For each i € {1,...,r}, optimize the
bound given A and gy (y)|yeqi,.. (i} and
qi7(0)|i7equ,....ry by selecting a new distribution
ai(y)-

M-step: For each i € {1,...,r}, optimize the
bound given A and ¢y (0)|ycqi,..r1\(i} and
qir (¥)|ire (1,1} by selecting a new distribution
().

C-step: Optimize the bound by selecting a new set
of coefficients A € /A, in order to optimize the
bound with respect to the mixture coefficients.

We call the revised algorithm constrained mix-
ture variational EM.

For a distribution r(h), we denote by KL(Q;||r)
the following:

KL(Qsfr) = min KL(q(h)]|r)) 4)

where KL(+||-) denotes the Kullback-Leibler di-
vergence.

The next proposition, which is based on a result
in Graca et al. (2007), gives an intuition of how
modifying the variational EM algorithm with Q =
Q(A,) affects the solution:

Proposition 1. Constrained mixture variational
EM finds local maxima for a function G(q, )
such that

log p(x | @)= min L(X, a) < G(q, ) < logp(z | @)

AEA,

(&)

-
where L(A, ) = Z MKL(Qi||p(8,y | x, ).
i=1

We can understand mixture variational EM as
penalizing the likelihood with a term bounded by
a linear function of the A, minimized over AT. We
will exploit that bound in §2.2 for computational
tractability.

2.1 Simplex Annealing

The variational EM algorithm still identifies only
local maxima. Different proposals have been for
pushing EM toward a global maximum. In many
cases, these methods are based on choosing dif-
ferent initializations for the EM algorithm (e.g.,
repeated random initializations or a single care-
fully designed initializer) such that it eventually
gets closer to a global maximum.

We follow the idea of annealing proposed in
Rose et al. (1990) and Smith and Eisner (2006) for
the A by gradually loosening hard constraints on A
as the variational EM algorithm proceeds. We de-
fine a sequence of A,.(t) for t = 0,1, ... such that
A, (t) € A,(t+1). First, we have the inequality:

KL(Q(A,(0) [p(6,y | x,a) ©)
> KLQ(A, -+ 1) [p(6,y | x,0)

We say that the annealing schedule is 7-separated
if we have for any a:

KL(Q(A:(1)p(8,y | x, @) ©)
~ T

< KL(Q(A(t+1))llp(0,y | x,0)) — DY)

T-separation  requires ~consecutive  families

Q(A(t)) and Q(A,(t + 1)) to be similar.
Proposition 1 stated the bound we optimize,
which penalizes the likelihood by subtracting a
positive KL divergence from it. With the 7-
separation condition we can show that even though
we penalize likelihood, the variational EM algo-
rithm will still increase likelihood by a certain

amount. Full details are omitted for space and can
be found in ?).



Input: initial parameters a(o), observed data x,
annealing schedule AT ‘N — 287
Output: learned parameters o and approximate
posterior ¢(6,y)

t—1;
repeat

E-step: repeat

E-step: forall ¢ € [r] do: qft“)(y) +— argmax

q(y)€Q;

F'(30 04 0)a(y) + Nig"q(y), a)
(t+1)

M-step: forall i € [r] do: g;" " (@) « argmax

q(0)€Q;
F'(,2 0a0)a” (v) + X a(y), )
C-step: AGFD
argmax F'(37_, A" (0)q,"” (v), )
AEA (1)
until convergence ;
M-step: ot
argmax I (327_, Aig; " (0)q " (), @)
(a7
t—1t+1;
until convergence ;
return o, 377, A" (0)¢;” (v)

«—

Figure 1: The constrained variational mixture EM algorithm.
[n] denotes {1, ...,n}.

2.2 Tractability

We now turn to further alterations of the bound in
Eq. 2 to make it more tractable. The main problem
is the entropy term which is not easy to compute,
because it includes a log term over a mixture of
distributions from Q;. We require the distributions
in Q; to factorize over the hidden structure y, but
this only helps with the first term in Eq. 2.

We note that because the entropy function is
convex, we can get a lower bound on H(q):

H(q) > > MH(qi) = Y i_y MiH (¢i(0,y))

Substituting the modified entropy term into
Eq. 2 still yields a lower bound on the likeli-
hood. This change makes the E-step tractable,
because each distribution ¢;(y) can be computed
separately by optimizing a bound which depends
only on the variational parameters in that distribu-
tion. In fact, the bound on the left hand side in
Proposition 1 becomes the function that we opti-
mize instead of G(q, o).

Without proper constraints, the A update can be
intractable as well. It requires maximizing a lin-
ear objective (in A) while constraining the A to
be from a particular subspace of the probability
simplex, A,.(t). To solve this issue, we require
that A,.(t) is polyhedral, making it possible to ap-
ply linear programming (Boyd and Vandenberghe,
2004).

The bound we optimize is:>

F (Z i4i(6,), a)
=1

®)

= Z Ai (Eqi(e,y) [lng(O, y, X | m)} + H(QZ(07 Y)))
=1

with A € A, (tgnal) and (¢;(0,y)) € Q. The
algorithm for optimizing this bound is in Fig. 1,
which includes an extra M-step to optimize « (see
extended report).

3 Experiments

We tested our method on the unsupervised learn-
ing problem of dependency grammar induction.
For the generative model, we used the dependency
model with valence as it appears in Klein and Man-
ning (2004). We used the data from the Chi-
nese treebank (Xue et al., 2004). Following stan-
dard practice, sentences were stripped of words
and punctuation, leaving part-of-speech tags for
the unsupervised induction of dependency struc-
ture, and sentences of length more than 10 were
removed from the set. We experimented with
a Dirichlet prior over the parameters and logis-
tic normal priors over the parameters, and found
the latter to still be favorable with our method, as
in Cohen et al. (2008). We therefore report results
with our method only for the logistic normal prior.
We do inference on sections 1-270 and 301-1151
of CTB10 (4,909 sentences) by running the EM al-
gorithm for 20 iterations, for which all algorithms
have their variational bound converge.

To evaluate performance, we report the fraction
of words whose predicted parent matches the gold
standard (attachment accuracy). For parsing, we
use the minimum Bayes risk parse.

Our mixture components Q; are based on simple
linguistic tendencies of Chinese syntax. These ob-
servations include the tendency of dependencies to
(a) emanate from the right of the current position
and (b) connect words which are nearby (in string
distance). We experiment with six mixture com-
ponents: (1) RIGHTATTACH: Each word’s parent
is to the word’s right. The root, therefore, is al-
ways the rightmost word; (2) ALLRIGHT: The
rightmost word is the parent of all positions in the
sentence (there is only one such tree); (3) LEFT-
CHAIN: The tree forms a chain, such that each

This is a less tight bound than the one in Bishop et al.
(1998), but it is easier to handle computationally.



LEFTCHAIN 34.9

vanilla EM 38.3
oo | LN, mean-field 48.9
-E [ This paper: I II 11
S | RIGHTATTACH 491 | 47.1 | 498
e | ALLRIGHT 494 | 494 | 434
‘E | LEFTCHAIN 479 | 46.5 | 49.9
8 | VERBASROOT 50.5 | 502 | 494

NOUNSEQUENCE | 48.9 | 489 | 49.9
SHORTDEP 49.5 | 484 | 48.4
RA+VAR+SD 50.5 | 50.6 | 50.1

Table 1: Results (attachment accuracy). The baselines are
LEFTCHAIN as a parsing model (attaches each word to the
word on its right), non-Bayesian EM, and mean-field vari-
ational EM without any constraints. These are compared
against the six mixture components mentioned in the text. (I)

corresponds to simplex annealing experiments ()\go) = 0.85);
(II-III) correspond to fixed values, 0.85 and 0.95, for the
mixture coefficients. With the last row, A2 to A4 are always
(1 — A1)/3. Boldface denotes the best result in each row.

word is governed by the word to its right; (4) VER-
BASROOT: Only verbs can attach to the wall node
$; (5) NOUNSEQUENCE: Every sequence of n NN
(nouns) is assumed to be a noun phrase, hence the
first n — 1 NNs are attached to the last NN; and (6)
SHORTDEP: Allow only dependencies of length
four or less. This is a strict model reminiscent
of the successful application of structural bias to
grammar induction (Smith and Eisner, 2006).

These components are added to a variational
DMV model without the sum-to-1 constraint on
6. This complements variational techniques which
state that the optimal solution during the E-step
for the mean-field variational EM algorithm is a
weighted grammar of the same form of p(x,y | 0)
(DMV in our case). Using the mixture compo-
nents this way has the effect of smoothing the esti-
mated grammar event counts during the E-step, in
the direction of some prior expectations.

Let A\; correspond to the component of the orig-
inal DMV model, and let A2 correspond to one of
the components from the above list. Variational
techniques show that if we let A\; obtain the value
1, then the optimal solution will be A\; = 1 and
Ao = 0. We therefore restrict A\; to be smaller than
1. More specifically, we use an annealing process
which starts by limiting A; to be < s = 0.85 (and
hence limits Ao to be > 0.15) and increases s at
each step by 1% until s reaches 0.95. In addition,
we also ran the algorithm with A; fixed at 0.85 and
A1 fixed at 0.95 to check the effectiveness of an-
nealing on the simplex.

Table 1 describes the results of our experi-
ments. In general, using additional mixture com-

ponents has a clear advantage over the mean-field
assumption. The best result with a single mix-
ture is achieved with annealing, and the VERBAS-
ROOT component. A combination of the mix-
tures (RIGHTATTACH) together with VERBAS-
RoOOT and SHORTDEP led to an additional im-
provement, implying that proper selection of sev-
eral mixture components together can achieve a
performance gain.

4 Conclusion

We described a variational EM algorithm that uses
a mixture model for the variational model. We
refined the algorithm with an annealing mecha-
nism to avoid local maxima. We demonstrated
the effectiveness of the algorithm on a dependency
grammar induction task. Our results show that
with a good choice of mixture components and
annealing schedule, we achieve improvements for
this task over mean-field variational inference.
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Abstract

Past work on English coordination has fo-
cused on coordination scope disambigua-
tion. In Japanese, detecting whether coor-
dination exists in a sentence is also a prob-
lem, and the state-of-the-art alignment-
based method specialized for scope dis-
ambiguation does not perform well on
Japanese sentences. To take the detection
of coordination into account, this paper in-
troduces a ‘bypass’ to the alignment graph
used by this method, so as to explicitly
represent the non-existence of coordinate
structures in a sentence. We also present
an effective feature decomposition scheme
based on the distance between words in
conjuncts.

1 Introduction

Coordination remains one of the challenging prob-
lems in natural language processing. One key
characteristic of coordination explored in the past
is the structural and semantic symmetry of con-
juncts (Chantree et al., 2005; Hogan, 2007;
Resnik, 1999). Recently, Shimbo and Hara (2007)
proposed to use a large number of features to
model this symmetry, and optimize the feature
weights with perceptron training. These features
are assigned to the arcs of the alignment graph (or
edit graph) originally developed for biological se-
quence alignment.

Coordinate structure analysis involves two re-
lated but different tasks:

1. Detect the presence of coordinate structure in
a sentence (or a phrase).

2. Disambiguate the scope of coordinations in
the sentences/phrases detected in Task 1.

The studies on English coordination listed
above are concerned mainly with scope disam-

5

biguation, reflecting the fact that detecting the
presence of coordinations in a sentence (Task 1)
is straightforward in English. Indeed, nearly 100%
precision and recall can be achieved in Task 1 sim-
ply by pattern matching with a small number of
coordination markers such as “and,” “or,” and “as
well as”.

In Japanese, on the other hand, detecting coor-
dination is non-trivial. Many of the coordination
markers in Japanese are ambiguous and do not al-
ways indicate the presence of coordinations. Com-
pare sentences (1) and (2) below:

(D) rondon to pari  ni itta
(London) (and) (Paris) (to) (went)
(I went to London and Paris)
2) kanojo  to pari  ni  itta
(her) (with) (Paris) (to) (went)

(I went to Paris with her)

These sentences differ only in the first word. Both
contain a particle o, which is one of the most fre-
quent coordination markers in Japanese—but only
the first sentence contains a coordinate structure.
Pattern matching with particle fo thus fails to filter
out sentence (2).

Shimbo and Hara’s model allows a sentence
without coordinations to be represented as a nor-
mal path in the alignment graph, and in theory it
can cope with Task 1 (detection). In practice, the
representation is inadequate when a large number
of training sentences do not contain coordinations,
as demonstrated in the experiments of Section 4.

This paper presents simple yet effective modi-
fications to the Shimbo-Hara model to take coor-
dination detection into account, and solve Tasks 1
and 2 simultaneously.

Proceedings of the ACL-IJCNLP 2009 Conference Short Papers, pages 5-8,
Suntec, Singapore, 4 August 2009. ©2009 ACL and AFNLP
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Figure 1: Alignment graph for “a policeman and
warehouse guard” ((a)), and example paths repre-
senting different coordinate structure ((b)—(d)).

2 Alignment-based coordinate structure
analysis

We first describe Shimbo and Hara’s method upon
which our improvements are made.

2.1 Triangular alignment graph

The basis of their method is a triangular align-
ment graph, illustrated in Figure 1(a). Kurohashi
and Nagao (1994) used a similar data structure in
their rule-based method. Given an input sentence,
the rows and columns of its alignment graph are
associated with the words in the sentence. Un-
like the alignment graph used in biological se-
quence alignment, the graph is triangular because
the same sentence is associated with rows and
columns. Three types of arcs are present in the
graph. A diagonal arc denotes coordination be-
tween the word above the arc and the one on the
right; the horizontal and vertical arcs represent
skipping of respective words.

Coordinate structure in a sentence is repre-
sented by a complete path starting from the top-
left (initial) node and arriving at the bottom-right
(terminal) node in its alignment graph. Each arc
in this path is labeled either Inside or Outside de-
pending on whether its span is part of coordina-
tion or not; i.e., the horizontal and vertical spans
of an Inside segment determine the scope of two

conjuncts. Figure 1(b)—(d) depicts example paths.
Inside and Outside arcs are depicted by solid and
dotted lines, respectively. Figure 1(b) shows a
path for coordination between “policeman” (ver-
tical span of the Inside segment) and “warehouse
guard” (horizontal span). Figure 1(c) is for “po-
liceman” and “warehouse.” Non-existence of co-
ordinations in a sentence is represented by the
Outside-only path along the top and the rightmost
borders of the graph (Figure 1(d)).

With this encoding of coordinations as paths,
coordinate structure analysis can be reduced to
finding the highest scoring path in the graph,
where the score of an arc is given by a measure
of how much two words are likely to be coordi-
nated. The goal is to build a measure that assigns
the highest score to paths denoting the correct co-
ordinate structure. Shimbo and Hara defined this
measure as a linear function of many features as-
sociated to arcs, and used perceptron training to
optimize the weight coefficients for these features
from corpora.

2.2 Features

For the description of features used in our adap-
tation of the Shimbo-Hara model to Japanese, see
(Okuma et al., 2009). In this model, all features
are defined as indicator functions asking whether
one or more attributes (e.g., surface form, part-of-
speech) take specific values at the neighbor of an
arc. One example of a feature assigned to a diag-
onal arc at row i and column j of the alignment
graph is

1 if POS[i] = Noun, POS][j] = Adjective,
f= and the label of the arc is Inside,
0 otherwise.

where POS][i] denotes the part-of-speech of the ith
word in a sentence.

3 Improvements

We introduce two modifications to improve the
performance of Shimbo and Hara’s model in
Japanese coordinate structure analysis.

3.1 Bypassed alignment graphs

In their model, a path for a sentence with no coor-
dination is represented as a series of Outside arcs
as we saw in Figure 1(d). However, Outside arcs
also appear in partial paths between two coordina-
tions, as illustrated in Figure 2. Thus, two differ-
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ent roles are given to Outside arcs in the original
Shimbo-Hara model.

We identify this to be a cause of their model not
performing well for Japanese, and propose to aug-
ment the original alignment graph with a “bypass”
devoted to explicitly indicate that no coordination
exists in a sentence; i.e., we add a special path di-
rectly connecting the initial node and the terminal
node of an alignment graph. See Figure 3 for il-
lustration of a bypass.

In the new model, if the score of the path
through the bypass is higher than that of any paths
in the original alignment graph, the input sentence
is deemed not containing coordinations.

We assign to the bypass two types of features
capturing the characteristics of a whole sentence;
i.e., indicator functions of sentence length, and of
the existence of individual particles in a sentence.
The weight of these features, which eventually de-
termines the score of the bypass, is tuned by per-
ceptron just like the weights of other features.

3.2 Making features dependent on the
distance between conjuncts

Coordinations of different type (e.g., nominal and
verbal) have different relevant features, as well as
different average conjunct length (e.g., nominal
coordinations are shorter).

This observation leads us to our second modi-
fication: to make all features dependent on their

occurring positions in the alignment graph. To be
precise, for each individual feature in the original
model, a new feature is introduced which depends
on whether the Manhattan distance d in the align-
ment graph between the position of the feature oc-
currence and the nearest diagonal exceeds a fixed
threshold! 6. For instance, if a feature f is an in-
dicator function of condition X, a new feature f’ is
introduced such that

if d < 0 and condition X holds,

otherwise.

Accordingly, different weights are learned and as-
sociated to two features f and f’. Notice that the
Manhattan distance to the nearest diagonal is equal
to the distance between word pairs to which the
feature is assigned, which in turn is a rough esti-
mate of the length of conjuncts.

This distance-based decomposition of features
allows different feature weights to be learned for
coordinations with conjuncts shorter than or equal
to 6, and those which are longer.

4 Experimental setup

We applied our improved model and Shimbo and
Hara’s original model to the EDR corpus (EDR,
1995). We also ran the Kurohashi-Nagao parser
(KNP) 2.0%, a widely-used Japanese dependency
parser to which Kurohashi and Nagao’s (1994)
rule-based coordination analysis method is built
in. For comparison with KNP, we focus on bun-
setsu-level coordinations. A bunsetsu is a chunk
formed by a content word followed by zero or
more non-content words like particles.

4.1 Dataset

The Encyclopedia section of the EDR corpus was
used for evaluation. In this corpus, each sentence
is segmented into words and is accompanied by a
syntactic dependency tree, and a semantic frame
representing semantic relations among words.

A coordination is indicated by a specific relation
of type “and” in the semantic frame. The scope of
conjuncts (where a conjunct may be a word, or a
series of words) can be obtained by combining this
information with that of the syntactic tree. The
detail of this procedure can be found in (Okuma et
al., 2009).

IWe use 6 = 5 in the experiments of Section 4.
Zhttp://nlp.kuee.kyoto-u.ac.jp/nl-resource/knp-e.html



Table 1: Accuracy of coordination scopes and end of conjuncts, averaged over five-fold cross validation.
The numbers in brackets are the improvements (in points) relative to the Shimbo-Hara (SH) method.

Scope of coordinations

End of conjuncts

Method Precision Recall F1 measure Precision Recall F1 measure
KNP n/a n/a 58.8 653 61.9(-2.6)
Shimbo and Hara’s method (SH; baseline) 53.7 49.8 51.6 (£0.0) 67.0 62.1 64.5(4+0.0)
SH + distance-based feature decomposition 553 52.1 53.6 (+2.0) 68.3 64.3 66.2 (+1.7)
SH + distance-based feature decomposition + bypass 55.0 57.6 56.3 (+4.7) 66.8 69.9 68.3 (+3.8)

Of 10,072 sentences in the Encyclopedia sec-
tion, 5,880 sentences contain coordinations. We
excluded 1,791 sentences in which nested coordi-
nations occur, as these cannot be processed with
Shimbo and Hara’s method (with or without our
improvements).

We then applied Japanese morphological ana-
lyzer JUMAN 5.1 to segment each sentence into
words and annotate them with parts-of-speech,
and KNP with option ’-bnst’ to transform the se-
ries of words into a bunsetsu series. With this
processing, each word-level coordination pair is
also translated into a bunsetsu pair, unless the
word-level pair is concatenated into a single bun-
setsu (sub-bunsetsu coordination). Removing sub-
bunsetsu coordinations and obvious annotation er-
rors left us with 3,257 sentences with bunsetsu-
level coordinations. Combined with the 4,192 sen-
tences not containing coordinations, this amounts
to 7,449 sentences used for our evaluation.

4.2 Evaluation metrics

KNP outputs dependency structures in Kyoto Cor-
pus format (Kurohashi et al., 2000) which spec-
ifies the end of coordinating conjuncts (bunsetsu
sequences) but not their beginning.

Hence two evaluation criteria were employed:
(i) correctness of coordination scopes® (for com-
parison with Shimbo-Hara), and (ii) correctness of
the end of conjuncts (for comparison with KNP).
We report precision, recall and F1 measure, with
the main performance index being F1 measure.

5 Results

Table 1 summarizes the experimental results.
Even Shimbo and Hara’s original method (SH)
outperformed KNP. KNP tends to output too many
coordinations, yielding a high recall but low pre-
cision. By contrast, SH outputs a smaller number

3 A coordination scope is deemed correct only if the brack-
eting of constituent conjuncts are all correct.

of coordinations; this yields a high precision but a
low recall.

The distance-based feature decomposition of
Section 3.2 gave +2.0 points improvement over the
original SH in terms of F1 measure in coordination
scope detection. Adding bypasses to alignment
graphs further improved the performance, making
a total of +4.7 points in F1 over SH; recall signifi-
cantly improved, with precision remaining mostly
intact. Finally, the improved model (SH + decom-
position + bypass) achieved an F1 measure +6.4
points higher than that of KNP in terms of end-of-
conjunct identification.
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Abstract

We present a CYK and an Earley-style
algorithm for parsing Range Concatena-
tion Grammar (RCG), using the deduc-
tive parsing framework. The characteris-
tic property of the Earley parser is that we
use a technique of range boundary con-
straint propagation to compute the yields
of non-terminals as late as possible. Ex-
periments show that, compared to previ-
ous approaches, the constraint propagation
helps to considerably decrease the number
of items in the chart.

1 Introduction

RCGs (Boullier, 2000) have recently received a
growing interest in natural language processing
(Sggaard, 2008; Sagot, 2005; Kallmeyer et al.,
2008; Maier and Sggaard, 2008). RCGs gener-
ate exactly the class of languages parsable in de-
terministic polynomial time (Bertsch and Neder-
hof, 2001). They are in particular more pow-
erful than linear context-free rewriting systems
(LCFRS) (Vijay-Shanker et al., 1987). LCFRS is
unable to describe certain natural language phe-
nomena that RCGs actually can deal with. One
example are long-distance scrambling phenom-
ena (Becker et al.,, 1991; Becker et al., 1992).
Other examples are non-semilinear constructions
such as case stacking in Old Georgian (Michaelis
and Kracht, 1996) and Chinese number names
(Radzinski, 1991). Boullier (1999) shows that
RCGs can describe the permutations occurring
with scrambling and the construction of Chinese
number names.

Parsing algorithms for RCG have been intro-
duced by Boullier (2000), who presents a di-
rectional top-down parsing algorithm using pseu-
docode, and Barthélemy et al. (2001), who add an
oracle to Boullier’s algorithm. The more restricted
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class of LCFRS has received more attention con-
cerning parsing (Villemonte de la Clergerie, 2002;
Burden and Ljunglof, 2005). This article proposes
new CYK and Earley parsers for RCG, formulat-
ing them in the framework of parsing as deduction
(Shieber et al., 1995). The second section intro-
duces necessary definitions. Section 3 presents a
CYK-style algorithm and Section 4 extends this
with an Earley-style prediction.

2 Preliminaries

The rules (clauses) of RCGs' rewrite predicates
ranging over parts of the input by other predicates.
E.g., aclause S(aXb) — S(X) signifies that S is
true for a part of the input if this part starts with an
a, ends with a b, and if, furthermore, S is also true
for the part between a and b.

Definition 1. A RCG G = (N,T,V, P,S) con-
sists of a) a finite set of predicates N with an arity
function dim: N — N\ {0} where S € N is
the start predicate with dim(S) = 1, b) disjoint fi-
nite sets of terminals T and variables V, c) a finite
set P of clauses g — 1 ..., where m > 0
and each of the 1;,0 < ¢ < m, is a predicate of
the form Ai(ai, ..., Qgima,)) with A; € N and
a; € (TUV)* for1 < j < dim(A;).

Central to RCGs is the notion of ranges on
strings.

Definition 2. For every w wy ... w, with
w; € T (1 < i < n), we define a) Pos(w)
{0,...,n}. b) (l,r) € Pos(w) x Pos(w) with
I < risarange in w. Its yield (I,r)(w) is the
substring w41 ...wy. c) For two ranges p1
(l1,71), p2 = (l2,72): if r1 = I, then py - py =
(l1,72); otherwise pi - p is undefined. d) A vec-
tor = ({(x1,v1),-..,{Tk, Yx)) is a range vector
of dimension k in w if (x;,y;) is a range in w for
1 < i <k ¢(i).d (resp. ¢(i).r) denotes then the

'In this paper, by RCG, we always mean positive RCG,
see Boullier (2000) for details.
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first (resp. second) component of the ith element
of ¢, that is x; (resp. y;).

In order to instantiate a clause of the grammar,
we need to find ranges for all variables in the
clause and for all occurrences of terminals. For
convenience, we assume the variables in a clause
and the occurrences of terminals to be equipped
with distinct subscript indices, starting with 1 and
ordered from left to right (where for variables,
only the first occurrence is relevant for this order).
We introduce a function T : P — N that gives the
maximal index in a clause, and we define Y (c, x)
for a given clause c and x a variable or an occur-
rence of a terminal as the index of x in c.

Definition 3. An instantiation of a ¢ € P with
Y(c) = j w.rt. to some string w is given by a
range vector ¢ of dimension j. Applying ¢ to
a predicate A(Q) in ¢ maps all occurrences of
x € (TUV) with Y(c,x) = iin d to ¢(i). If
the result is defined (i.e., the images of adjacent
variables can be concatenated), it is called an in-
stantiated predicate and the result of applying ¢ to
all predicates in c, if defined, is called an instanti-
ated clause.

We also introduce range constraint vectors, vec-
tors of pairs of range boundary variables together
with a set of constraints on these variables.

Definition 4. Letr V, = {ry,ra,...} be a set
of range boundary variables. A range constraint
vector of dimension k is a pair {p,C) where a)
o € (VAF; we define V,.(p) as the set of range
boundary variables occurring in p. b) C is a set
of constraints c, that have one of the following
forms: 1 o, k r, ™ + k 79,
Ek<r, mm <k rn<rorr+k<r
for ri,m0 € V.(p) and k € N.

We say that a range vector ¢ satisfies a range
constraint vector (p, C)) iff ¢ and p are of the same
dimension & and there is a function f : V., — N
that maps p(i).l to ¢(7).l and p(i).r to ¢(i).r for
all 1 < ¢ < k such that all constraints in C' are sat-
isfied. Furthermore, we say that a range constraint
vector (p, C') is satisfiable iff there exists a range
vector ¢ that satisfies it.

Definition 5. For every clause c, we define its
range constraint vector (p, C) w.r.t. a w with |w| =
n as follows: a) p has dimension Y (c) and all
range boundary variables in p are pairwise differ-
ent. b) For all (r1,r3) € p: 0 < r1, 11 < 1y,
ro < n € C. For all occurrences x of terminals
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incwithi = Y(c,z): p(i).l4+1 = p(i).r € C. For
all x,y that are variables or occurrences of termi-
nals in ¢ such that xy is a substring of one of the
arguments in c: p(Y(c,xz)).r = p(T(c,y)).l € C.
These are all constraints in C.

The range constraint vector of a clause c cap-
tures all information about boundaries forming a
range, ranges containing only a single terminal,
and adjacent variables/terminal occurrences in c.

An RCG derivation consists of rewriting in-
stantiated predicates applying instantiated clauses,
i.e. in every derivation step I'y =, I's, we re-
place the lefthand side of an instantiated clause
with its righthand side (w.r.t. a word w). The lan-
guage of an RCG G is the set of strings that can
be reduced to the empty word: L(G) = {w |
S((0, wl) Se e)

The expressive power of RCG lies beyond mild
context-sensitivity. As an example, consider the
RCG from Fig. 3 that generates a language that is
not semilinear.

For simplicity, we assume in the following with-
out loss of generality that empty arguments ()
occur only in clauses whose righthand sides are
empty.”

3 Directional Bottom-Up Chart Parsing

In our directional CYK algorithm, we move a dot
through the righthand side of a clause. We there-
fore have passive items [A, ¢| where A is a pred-
icate and ¢ a range vector of dimension dim(A)
and active items. In the latter, while traversing
the righthand side of the clause, we keep a record
of the left and right boundaries already found
for variables and terminal occurrences. This is
achieved by subsequently enriching the range con-
straint vector of the clause. Active items have the
form [A(Z) — ® e U, (p,C)] with A(Z) — PV a
clause, @V # ¢, T(A(Z — ®V)) = j and (p,C)
a range constraint vector of dimension j. We re-
quire that (p, C) be satisfiable.?

2Any RCG can be easily transformed into an RCG satis-
fying this condition: Introduce a new unary predicate Eps
with a clause Eps(e) — e. Then, for every clause ¢ with
righthand side not ¢, replace every argument ¢ that occurs in
c with a new variable X (each time a distinct one) and add
the predicate Eps(X) to the righthand side of c.

3Items that are distinguished from each other only by a bi-
jection of the range variables are considered equivalent. Le.,
if the application of a rule yields a new item such that an
equivalent one has already been generated, this new one is
not added to the set of partial results.



A(Z) — € € P with instantiation )
such that ¢ (A(Z)) = A(¢)

A(Z) — ® € P with
o) §ange constraint vector

C), D #e

Scan: WD

Initialize:

[A(T) — 0@, (p,

Complete:
(B, 5],
[A(Z) — ® e B(z1..y1, ..., Tk...yk)V, (p, C)]
[A(Z) = OB(z1...Y1, s Thso i) @ ¥, {p, CT)]

where C¢' = C U {¢5(4)1 = p(X(z;)).l, p5(j).r

p(Y(y;))r|1<j <k}
A(Z) — ¥ € P with
an instantiation 1 that
satisfies (p, C),
W(A@) = A9)

[A@) — e, (p
A, 4]

O

Convert:

Goal: [S, ((0,n))]

Figure 1: CYK deduction rules

The deduction rules are shown in Fig. 1. The
first rule scans the yields of terminating clauses.
Initialize introduces clauses with the dot on the
left of the righthand side. Complete moves the dot
over a predicate provided a corresponding passive
item has been found. Convert turns an active item
with the dot at the end into a passive item.

4 The Earley Algorithm

We now add top-down prediction to our algorithm.
Active items are as above. Passive items have
an additional flag p or ¢ depending on whether
the item is predicted or completed, i.e., they ei-
ther have the form [A, (p, C), p| where (p, C) is a
range constraint vector of dimension dim(A), or
the form [A, ¢, ¢] where ¢ is a range vector of di-
mension dim(A).

Initialize:

5, (((r1,72)),{0 = r1,n = r2}), p]

[4, (p,C),p]

[A(T1.. Y1, Tk yr) — oW, (o, C")]
where (o', C") is obtained from the range constraint vector
of the clause A(z1...y1,...,%k...yx) — U by taking all
constraints from C, mapping all p(7).l to p'(Y(z;)).l and
all p(i).r to p’(Y(y;)).r, and then adding the resulting con-
straints to the range constraint vector of the clause.
Predict-pred:

[A(...) > ® e B(x1...y1, ...

B0 c>]

where /(i) = p(T(w:))d, p/(i).r = p(T(y:)).r for all
1 <i<kandC = {c | ¢ € C,c contains only range
variables from p’}.

[A, (p, C), p]
[A, ¢, ]

Predict-rule:

> Lo yk)\ljv <pv C)]

A(Z) — e € P withan
instantiation ) satisfying (p, C')
such that Y (A(Z)) = A(¢)

Scan:

Figure 2: Earley deduction rules

The deduction rules are listed in Fig. 2. The
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axiom is the prediction of an S ranging over the
entire input (initialize). We have two predict op-
erations: Predict-rule predicts active items with
the dot on the left of the righthand side, for a
given predicted passive item. Predict-pred pre-
dicts a passive item for the predicate following the
dot in an active item. Scan is applied whenever a
predicted predicate can be derived by an e-clause.
The rules complete and convert are the ones from
the CYK algorithm except that we add flags c to
the passive items occurring in these rules. The
goal is again S, ((0,n)), c].

To understand how this algorithm works, con-
sider the example in Fig. 3. The crucial property of
this algorithm, in contrast to previous approaches,
is the dynamic updating of a set of constraints on
range boundaries. We can leave range boundaries
unspecified and compute their values in a more in-
cremental fashion instead of guessing all ranges of
a clause at once at prediction.*

For evaluation, we have implemented a direc-
tional top-down algorithm where range bound-
aries are guessed at prediction (this is essentially
the algorithm described in Boullier (2000)), and
the new Earley-style algorithm. The algorithms
were tested on different words of the language
L = {a®"|n < 0}. Table 1 shows the number
of generated items.

Word | Earley TD Word | Earley TD
a? 15 21 al 100 539
a* 30 55 a3° 155 1666
at 55 164 a®? | 185 1894
a® 59 199 a%* | 350 6969

Table 1: Items generated by both algorithms

Clearly, range boundary constraint propagation
increases the amount of information transported
in single items and thereby decreases considerably
the number of generated items.

5 Conclusion and future work

We have presented a new CYK and Earley pars-
ing algorithms for the full class of RCG. The cru-
cial difference between previously proposed top-
down RCG parsers and the new Earley-style algo-
rithm is that while the former compute all clause
instantiations during predict operations, the latter

*Of course, the use of constraints makes comparisons be-
tween items more complex and more expensive which means
that for an efficient implementation, an integer-based repre-
sentation of the constraints and adequate techniques for con-
straint solving are required.



Grammar for {a®" |n > 0}: S(XY) — S(X)eq(X,Y), S(a1) — &, eq(a1 X, a2Y) — eq(X,Y), eq(ar, az) — €

Parsing trace for w = aa:

Item Rule

L[S, {(((r1,r2)), {0 =r1,m1 <r2,2=r2}),p| initialize

2 [S(XY) = eS(X)eq(X, V) {XI< X, Xr=Y.LYI<Yr0=XIl2=Yr} predict-rule from 1
3 [S,{(({r1,7r2)),{0 =711,r1 < 7m2}),p predict-pred from 2
4 [S,((0,1)),(] scan from 3

5 [S(XY)— eS(X)eq(X, V) {XI< Xr,Xr=Y.lLYI<Yr0=Xl} predict-rule from 3
6 [S(XY)—S(X)eeq(X,Y),{...,.0=X.10,2=Y.r,1=X.r} complete 2 with 4
7 [S(XY)—>S(X)eeq(X,Y) {XI<Xr,Xr=Y.LYI<Yr0=X.l1=X.r} complete5 with 4
8 leq, (({r1,7m2), (r3,ra)),{r1 <ro,ra =73, 73 < 14,0 =71,2 =714,1 =72})] predict-pred from 6
9 Jleq(ar1X,a2Y) — eeq(X,Y), {arl+1=ai.r,ar.r = X.I,X.l < X,

az.l+1=asr,ar =Y., YI<Yr Xr=al,0=a1.l,1=X.r,2=Yr} predict-rule from 8

10 [eq, ({(0,1),(1,2)),¢] scan 8
11 [S(XY) — S(X)eq(X,Y)e, {...,0=X.[,2=Yr,1=Xr1=Y.l} complete 6 with 10
12 [S,((0,2)),] convert 11

Figure 3: Trace of a sample Earley parse

avoids this using a technique of dynamic updating
of a set of constraints on range boundaries. Exper-
iments show that this significantly decreases the
number of generated items, which confirms that
range boundary constraint propagation is a viable
method for a lazy computation of ranges.

The Earley parser could be improved by allow-
ing to process the predicates of the righthand sides
of clauses in any order, not necessarily from left
to right. This way, one could process predicates
whose range boundaries are better known first. We
plan to include this strategy in future work.
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Abstract

Discourse connectives are words or
phrases such as once, since, and on
the contrary that explicitly signal the
presence of a discourse relation. There
are two types of ambiguity that need to
be resolved during discourse processing.
First, a word can be ambiguous between
discourse or non-discourse usage. For
example, once can be either a temporal
discourse connective or a simply a word
meaning ‘“formerly”.  Secondly, some
connectives are ambiguous in terms of the
relation they mark. For example since
can serve as either a temporal or causal
connective. We demonstrate that syntactic
features improve performance in both
disambiguation tasks. We report state-of-
the-art results for identifying discourse
vs. non-discourse usage and human-level
performance on sense disambiguation.

1 Introduction

Discourse connectives are often used to explicitly
mark the presence of a discourse relation between
two textual units. Some connectives are largely
unambiguous, such as although and additionally,
which are almost always used as discourse con-
nectives and the relations they signal are unam-
biguously identified as comparison and expansion,
respectively. However, not all words and phrases
that can serve as discourse connectives have these
desirable properties.

Some linguistic expressions are ambiguous be-
tween DISCOURSE AND NON-DISCOURSE US-
AGE. Consider for example the following sen-
tences containing and and once.

This work was partially supported by NSF grants IIS-
0803159, I1S-0705671 and IGERT 0504487.
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(1a) Selling picked up as previous buyers bailed out of their
positions and aggressive short sellers— anticipating fur-
ther declines—moved in.

(1b) My favorite colors are blue and green.

(2a) The asbestos fiber, crocidolite, is unusually resilient
once it enters the lungs, with even brief exposures to
it causing symptoms that show up decades later, re-
searchers said.

(2b) A form of asbestos once used to make Kent cigarette
filters has caused a high percentage of cancer deaths
among a group of workers exposed to it more than 30
years ago, researchers reported.

In sentence (la), and is a discourse connec-
tive between the two clauses linked by an elabo-
ration/expansion relation; in sentence (1b), the oc-
currence of and is non-discourse. Similarly in sen-
tence (2a), once is a discourse connective marking
the temporal relation between the clauses “The as-
bestos fiber, crocidolite is unusually resilient” and
“it enters the lungs”. In contrast, in sentence (2b),
once occurs with a non-discourse sense, meaning
“formerly” and modifying “used”.

The only comprehensive study of discourse vs.
non-discourse usage in written text! was done in
the context of developing a complete discourse
parser for unrestricted text using surface features
(Marcu, 2000). Based on the findings from a
corpus study, Marcu’s parser “ignored both cue
phrases that had a sentential role in a majority of
the instances in the corpus and those that were
too ambiguous to be explored in the context of a
surface-based approach”.

The other ambiguity that arises during dis-
course processing involves DISCOURSE RELA-
TION SENSE. The discourse connective since for

'The discourse vs. non-discourse usage ambiguity is even
more problematic in spoken dialogues because there the num-
ber of potential discourse markers is greater than that in writ-
ten text, including common words such as now, well and
okay. Prosodic and acoustic features are the most powerful
indicators of discourse vs. non-discourse usage in that genre
(Hirschberg and Litman, 1993; Gravano et al., 2007)

Proceedings of the ACL-IJCNLP 2009 Conference Short Papers, pages 13-16,
Suntec, Singapore, 4 August 2009. ©2009 ACL and AFNLP



instance can signal either a temporal or a causal
relation as shown in the following examples from
Miltsakaki et al. (2005):

(3a) There have been more than 100 mergers and acquisi-
tions within the European paper industry since the most
recent wave of friendly takeovers was completed in the
U.S. in 1986.

(3b) It was a far safer deal for lenders since NWA had a
healthier cash flow and more collateral on hand.

Most prior work on relation sense identifica-
tion reports results obtained on data consisting of
both explicit and implicit relations (Wellner et al.,
2006; Soricut and Marcu, 2003). Implicit relations
are those inferred by the reader in the absence of
a discourse connective and so are hard to identify
automatically. Explicit relations are much easier
(Pitler et al., 2008).

In this paper, we explore the predictive power of
syntactic features for both the discourse vs. non-
discourse usage (Section 3) and discourse relation
sense (Section 4) prediction tasks for explicit con-
nectives in written text. For both tasks we report
high classification accuracies close to 95%.

2 Corpus and features

2.1 Penn Discourse Treebank

In our work we use the Penn Discourse Treebank
(PDTB) (Prasad et al., 2008), the largest public
resource containing discourse annotations. The
corpus contains annotations of 18,459 instances
of 100 explicit discourse connectives. Each dis-
course connective is assigned a sense from a three-
level hierarchy of senses. In our experiments
we consider only the top level categories: Ex-
pansion (one clause is elaborating information in
the other), Comparison (information in the two
clauses is compared or contrasted), Contingency
(one clause expresses the cause of the other), and
Temporal (information in two clauses are related
because of their timing). These top-level discourse
relation senses are general enough to be annotated
with high inter-annotator agreement and are com-
mon to most theories of discourse.

2.2 Syntactic features

Syntactic features have been extensively used
for tasks such as argument identification: di-
viding sentences into elementary discourse units
among which discourse relations hold (Soricut
and Marcu, 2003; Wellner and Pustejovsky, 2007;
Fisher and Roark, 2007; Elwell and Baldridge,
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2008). Syntax has not been used for discourse vs.
non-discourse disambiguation, but it is clear from
the examples above that discourse connectives ap-
pear in specific syntactic contexts.

The syntactic features we used were extracted
from the gold standard Penn Treebank (Marcus et
al., 1994) parses of the PDTB articles:

Self Category The highest node in the tree
which dominates the words in the connective but
nothing else. For single word connectives, this
might correspond to the POS tag of the word, how-
ever for multi-word connectives it will not. For
example, the cue phrase in addition is parsed as
(PP (IN In) (NP (NN addition) )). While the POS
tags of “in” and “addition” are preposition and
noun, respectively, together the Self Category of
the phrase is prepositional phrase.

Parent Category The category of the immedi-
ate parent of the Self Category. This feature is
especially helpful for disambiguating cases simi-
lar to example (1b) above in which the parent of
and would be an NP (the noun phrase “blue and
green”), which will rarely be the case when and
has a discourse function.

Left Sibling Category The syntactic category
of the sibling immediately to the left of the Self
Category. If the left sibling does not exist, this fea-
tures takes the value “NONE”. Note that having no
left sibling implies that the connective is the first
substring inside its Parent Category. In example
(1a), this feature would be “NONE”, while in ex-
ample (1b), the left sibling of and is “NP”.

Right Sibling Category The syntactic category
of the sibling immediately to the right of the Self
Category. English is a right-branching language,
and so dependents tend to occur after their heads.
Thus, the right sibling is particularly important as
it is often the dependent of the potential discourse
connective under investigation. If the connective
string has a discourse function, then this depen-
dent will often be a clause (SBAR). For example,
the discourse usage in “After I went to the store,
I went home” can be distinguished from the non-
discourse usage in “After May, I will go on vaca-
tion” based on the categories of their right siblings.

Just knowing the syntactic category of the right
sibling is sometimes not enough; experiments on
the development set showed improvements by in-
cluding more features about the right sibling.

Consider the example below:

(4) NASA won’t attempt a rescue; instead, it will try to pre-
dict whether any of the rubble will smash to the ground



and where.

The syntactic category of “where” is SBAR, so the
set of features above could not distinguish the sin-
gle word “where” from a full embedded clause
like “I went to the store”. In order to address
this deficiency, we include two additional features
about the contents of the right sibling, Right Sib-
ling Contains a VP and Right Sibling Contains
a Trace.

3 Discourse vs. non-discourse usage

Of the 100 connectives annotated in the PDTB,
only 11 appear as a discourse connective more
than 90% of the time: although, in turn, af-
terward, consequently, additionally, alternatively,
whereas, on the contrary, if and when, lest, and on
the one hand...on the other hand. There is quite
a range among the most frequent connectives: al-
though appears as a discourse connective 91.4% of
the time, while or only serves a discourse function
2.8% of the times it appears.

For training and testing, we used explicit dis-
course connectives annotated in the PDTB as pos-
itive examples and occurrences of the same strings
in the PDTB texts that were not annotated as ex-
plicit connectives as negative examples.

Sections 0 and 1 of the PDTB were used for de-
velopment of the features described in the previous
section. Here we report results using a maximum
entropy classifier? using ten-fold cross-validation
over sections 2-22.

The results are shown in Table 3. Using the
string of the connective as the only feature sets
a reasonably high baseline, with an f-score of
75.33% and an accuracy of 85.86%. Interest-
ingly, using only the syntactic features, ignoring
the identity of the connective, is even better, re-
sulting in an f-score of 88.19% and accuracy of
92.25%. Using both the connective and syntactic
features is better than either individually, with an
f-score of 92.28% and accuracy of 95.04%.

We also experimented with combinations of
features. It is possible that different con-
nectives have different syntactic contexts for
discourse usage. Including pair-wise interac-
tion features between the connective and each
syntactic feature (features like connective=also-
RightSibling=SBAR) raised the f-score about
1.5%, to 93.63%. Adding interaction terms be-
tween pairs of syntactic features raises the f-score

*http://mallet.cs.umass.edu
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Features Accuracy f-score
(1) Connective Only 85.86 75.33
(2) Syntax Only 92.25 88.19
(3) Connective+Syntax 95.04 92.28
(3)+Conn-Syn Interaction 95.99 93.63
(3)+Conn-Syn+Syn-Syn Interaction  96.26 94.19

Table 1: Discourse versus Non-discourse Usage

slightly more, to 94.19%. These results amount
to a 10% absolute improvement over those ob-
tained by Marcu (2000) in his corpus-based ap-
proach which achieves an f-score of 84.9%> for
identifying discourse connectives in text. While
bearing in mind that the evaluations were done on
different corpora and so are not directly compara-
ble, as well as that our results would likely drop
slightly if an automatic parser was used instead of
the gold-standard parses, syntactic features prove
highly beneficial for discourse vs. non-discourse
usage prediction, as expected.

4 Sense classification

While most connectives almost always occur with
just one of the senses (for example, because is al-
most always a Contingency), a few are quite am-
biguous. For example since is often a Temporal
relation, but also often indicates Contingency.

After developing syntactic features for the dis-

course versus non-discourse usage task, we inves-
tigated whether these same features would be use-
ful for sense disambiguation.
Experiments and results We do classification be-
tween the four senses for each explicit relation
and report results on ten-fold cross-validation over
sections 2-22 of the PDTB using a Naive Bayes
classifier?.

Annotators were allowed to provide two senses
for a given connective; in these cases, we consider
either sense to be correct®. Contingency and Tem-
poral are the senses most often annotated together.
The connectives most often doubly annotated in
the PDTB are when (205/989), and (183/2999),
and as (180/743).

Results are shown in Table 4. The sense clas-
sification accuracy using just the connective is al-
ready quite high, 93.67%. Incorporating the syn-
tactic features raises performance to 94.15% accu-

*From the reported precision of 89.5% and recall of
80.8%

“We also ran a MaxEnt classifier and achieved quite sim-
ilar but slightly lower results.

3Counting only the first sense as correct leads to about 1%
lower accuracy.



Features Accuracy
Connective Only 93.67
Connective+Syntax+Conn-Syn 94.15
Interannotator agreement 94

on sense class (Prasad et al., 2008)

Table 2: Four-way sense classification of explicits

racy. While the improvement is not huge, note that
we seem to be approaching a performance ceiling.
The human inter-annotator agreement on the top
level sense class was also 94%, suggesting further
improvements may not be possible. We provide
some examples to give a sense of the type of er-
rors that still occur.
Error Analysis While Temporal relations are the
least frequent of the four senses, making up only
19% of the explicit relations, more than half of
the errors involve the Temporal class. By far
the most commonly confused pairing was Contin-
gency relations being classified as Temporal rela-
tions, making up 29% of our errors.

A random example of each of the most common
types of errors is given below.

(5) Builders get away with using sand and financiers junk
[when] society decides it’s okay, necessary even, to
look the other way. Predicted: Temporal Correct:
Contingency

(6) You get a rain at the wrong time [and] the crop is ruined.
Predicted: Expansion Correct: Contingency

(7) In the nine months, imports rose 20% to 155.039 trillion
lire [and] exports grew 18% to 140.106 trillion lire.
Predicted: Expansion Correct: Comparison

(8) [The biotechnology concern said] Spanish authorities
must still clear the price for the treatment [but] that
it expects to receive such approval by year end. Pre-
dicted: Comparison Correct: Expansion

Examples (6) and (7) show the relatively rare
scenario when and does not signal expansion, and
Example (8) shows but indicating a sense besides
comparison. In these cases where the connective
itself is not helpful in classifying the sense of the
relation, it may be useful to incorporate features
that were developed for classifying implicit rela-
tions (Sporleder and Lascarides, 2008).

5 Conclusion

We have shown that using a few syntactic features
leads to state-of-the-art accuracy for discourse vs.
non-discourse usage classification. Including syn-
tactic features also helps sense class identification,
and we have already attained results at the level of
human annotator agreement. These results taken
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together show that explicit discourse connectives
can be identified automatically with high accuracy.

References

R. Elwell and J. Baldridge. 2008. Discourse connec-
tive argument identification with connective specific
rankers. In Proceedings of the International Confer-
ence on Semantic Computing, Santa Clara, CA.

. Fisher and B. Roark. 2007. The utility of parse-
derived features for automatic discourse segmenta-
tion. In Proceedings of ACL, pages 488—495.

A. Gravano, S. Benus, H. Chavez, J. Hirschberg, and
L. Wilcox. 2007. On the role of context and prosody
in the interpretation of ’okay’. In Proceedings of
ACL, pages 800-807.

J. Hirschberg and D. Litman. 1993. Empirical stud-
ies on the disambiguation of cue phrases. Computa-
tional linguistics, 19(3):501-530.

D. Marcu. 2000. The rhetorical parsing of unrestricted
texts: A surface-based approach. Computational
Linguistics, 26(3):395-448.

M.P. Marcus, B. Santorini, and M.A. Marcinkiewicz.
1994. Building a large annotated corpus of en-
glish: The penn treebank. Computational Linguis-
tics, 19(2):313-330.

E. Miltsakaki, N. Dinesh, R. Prasad, A. Joshi, and
B. Webber. 2005. Experiments on sense annota-
tion and sense disambiguation of discourse connec-
tives. In Proceedings of the Fourth Workshop on
Treebanks and Linguistic Theories (TLT 2005).

E. Pitler, M. Raghupathy, H. Mehta, A. Nenkova,
A. Lee, and A. Joshi. 2008. Easily identifiable dis-
course relations. In COLING, short paper.

R. Prasad, N. Dinesh, A. Lee, E. Miltsakaki,
L. Robaldo, A. Joshi, and B. Webber. 2008. The
penn discourse treebank 2.0. In Proceedings of
LREC’08.

R. Soricut and D. Marcu. 2003. Sentence level dis-
course parsing using syntactic and lexical informa-
tion. In HLT-NAACL.

. Sporleder and A. Lascarides. 2008. Using automat-
ically labelled examples to classify rhetorical rela-

tions: An assessment. Natural Language Engineer-
ing, 14:369-416.

. Wellner and J. Pustejovsky. 2007. Automatically
identifying the arguments of discourse connectives.
In Proceedings of EMNLP-CoNLL, pages 92—101.

. Wellner, J. Pustejovsky, C. Havasi, A. Rumshisky,
and R. Sauri. 2006. Classification of discourse co-
herence relations: An exploratory study using mul-
tiple knowledge sources. In Proceedings of the 7th
SIGdial Workshop on Discourse and Dialogue.



Hybrid Approach to User Intention Modeling for Dialog Simulation

Sangkeun Jung, Cheongjae Lee, Kyungduk Kim, Gary Geunbae Lee

Department of Computer Science and Engineering
Pohang University of Science and Technology(POSTECH)

{hugman, 1cj80,

Abstract

This paper proposes a novel user intention si-
mulation method which is a data-driven ap-
proach but able to integrate diverse user dis-
course knowledge together to simulate various
type of users. In Markov logic framework, lo-
gistic regression based data-driven user inten-
tion modeling is introduced, and human dialog
knowledge are designed into two layers such
as domain and discourse knowledge, then it is
integrated with the data-driven model in gen-
eration time. Cooperative, corrective and self-
directing discourse knowledge are designed
and integrated to mimic such type of users.
Experiments were carried out to investigate
the patterns of simulated users, and it turned
out that our approach was successful to gener-
ate user intention patterns which are not only
unseen in the training corpus and but also per-
sonalized in the designed direction.

1 Introduction

User simulation techniques are widely used for learn-
ing optimal dialog strategies in a statistical dialog
management framework and for automated evaluation
of spoken dialog systems. User simulation can be
layered into the user intention level and user surface
(utterance) level. This paper proposes a novel inten-
tion level user simulation technique.

In recent years, a data-driven user intention model-
ing is widely used since it is domain- and language
independent. However, the problem of data-driven
user intention simulation is the limitation of user pat-
terns. Usually, the response patterns from data-driven
simulated user tend to be limited to the training data.
Therefore, it is not easy to simulate unseen user inten-
tion patterns, which is quite important to evaluate or
learn optimal dialog policies. Another problem is poor
user type controllability in a data-driven method.
Sometimes, developers need to switch testers between
various type of users such as cooperative, uncoopera-
tive or novice user and so on to expose their dialog
system to various users.

For this, we introduce a novel data-driven user in-
tention simulation method which is powered by hu-

getta,
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man dialog knowledge in Markov logic formulation
(Richardson and Domingos, 2006) to add diversity
and controllability to data-driven intention simulation.

2 Related work

Data-driven intention modeling approach uses statis-
tical methods to generate the user intention given dis-
course information (history). The advantage of this
approach lies in its simplicity and in that it is domain-
and language independency. N-gram based approach-
es (Eckert et al., 1997, Levin et al., 2000) and other
approaches (Scheffler and Young, 2001, Pietquin and
Dutoit, 2006, Schatzmann et al., 2007) are introduced.
There has been some work on combining rules with
statistical models especially for system side dialog
management (Heeman, 2007, Henderson et al., 2008).
However, little prior research has tried to use both
knowledge and data-driven methods together in a sin-
gle framework especially for user intention simulation.

In this research, we introduce a novel data-driven
user intention modeling technique which can be di-
versified or personalized by integrating human dis-
course knowledge which is represented in first-order
logic in a single framework. In the framework, di-
verse type of user knowledge can be easily designed
and selectively integrated into data-driven user inten-
tion simulation.

3 Overall architecture

The overall architecture of our user simulator is
shown in Fig. 1. The user intention simulator accepts
the discourse circumstances with system intention as
input and generates the next user intention. The user
utterance simulator constructs a corresponding user
sentence to express the given user intention. The si-
mulated user sentence is fed to the automatic speech
recognition (ASR) channel simulator, which then adds
noises to the utterance. The noisy utterance is passed
to a dialog system which consists of spoken language
understanding (SLU) and dialog management (DM)
modules. In this research, the user utterance simulator
and ASR channel simulator are developed using the
method of (Jung et al., 2009).

Proceedings of the ACL-IJCNLP 2009 Conference Short Papers, pages 17-20,
Suntec, Singapore, 4 August 2009. ©2009 ACL and AFNLP
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Fig. 1 Overall architecture of dialog simulation

4 Markov logic

Markov logic is a probabilistic extension of finite
first-order logic (Richardson and Domingos, 2006). A
Markov Logic Network (MLN) combines first-order
logic and probabilistic graphical models in a single
representation.

An MLN can be viewed as a template for construct-
ing Markov networks. From the above definition, the
probability distribution over possible worlds x speci-
fied by the ground Markov network is given by

-
POXC=) = exp(X ()
i=1

where F is the number of formulas in the MLN and
n;(x) is the number of true groundings of F; in x. As
formula weights increase, an MLN increasingly re-
sembles a purely logical KB, becoming equivalent to
one in the limit of all infinite weights. General algo-
rithms for inference and learning in Markov logic are
discussed in (Richardson and Domingos, 2006).

Since Markov logic is a first-order knowledge base
with a weight attached to each formula, it provides a
theoretically fine framework integrating a statistically
learned model with logically designed and inducted
human knowledge. So the framework can be used for
building up a hybrid user modeling with the advan-
tages of knowledge-based and data-driven models.

5 User intention modeling in Markov

logic
The task of user intention simulation is to generate
subsequent user intentions given current discourse
circumstances. Therefore, user intention simulation
can be formulated in the probabilistic form
P(userlntention | context).

In this research, we define the user intention state
userIntention [dialog_act, main_goal, compo-
nent_slot], where dialog_act is a domain-independent
label of an utterance at the level of illocutionary force
(e.g. statement, request, wh_question) and main_goal
is the domain-specific user goal of an utterance (e.g.
give something, tell purpose). Component slots
represent domain-specific named-entities in the utter-
ance. For example, in the user intention state for the
utterance “I want to go to city hall” (Fig. 2), the com-
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bination of each slot of semantic frame represents the
user intention symbol. In this example, the state sym-
bol is ‘requestt+search loc+[loc name]’. Dialogs on
car navigation deal with support for the information
and selection of the desired destination.

The first-order language-based predicates which
are related with discourse context information and
with generating the next user intention are as follows:

o User intention simulation related predicates
GenerateUserIntention(context,userlntention)
®  Discourse context related predicates

hasIntention(context, userlntention)
hasDialogAct(context, dialogAct)
hasMainGoal(context, mainGoal)
hasEntity(context, entity)
isFilledComponent(context,entity)
updatedEntity(contetx, entity)
hasNumDBResult(context, numDBResult)
hasSystemAct(context, systemAct)
hasSystemActAttr(context, sytemActAttr)
isSubTask(context, subTask)

For example, after the following fragment of dialog
for the car navigation domain,
User(01) : Where are Chinese restaurants?
// dialog_act=wh_question
// main_goal=search_loc
// named_entity[loc_keyword]=Chinese_restaurant
Sys(01) : There are Buchunsung and Idongbanjum in
Daeidong.
// system_act=inform
// target action attribute=name.address
the discourse context which is passed to the user si-
mulator is illustrated in Fig. 3.

Notice that the context information is composed of
semantic frame (SF), discourse history (DH) and pre-
vious system intention (SI). ‘isFilledComponent’
predicate indicates which component slots are filled
during the discourse. ‘updatedEntity’ predicate is
true if the corresponding named entity is newly up-
dated. ‘hasSystemAct’ and ‘hasSystemActAttr’
predicate represent previous system intention and
mentioned attributes.

raw user utterance I'want to go to city hall.
dialog_act request

main_goal search_loc
component.[loc name] cityhall

Fig. 2 Semantic frame for user intention simulation on
car navigation domain.

hasDialogAct(“ct 01”,”wh_question™)
hasMainGoal(“ct 017, “search_loc™)
hasEntity(“ct 017, “loc_keyword”)

SF

hasIntention(“ct 017, “requesttsearch loctloc_name”)

isFilledComponent(“ct_01”, “loc_keyword)
lisFilledComponent(“ct 017, “loc_address)
lisFilledComponent(“ct 017, “loc_name”)

lisFilledComponent(“ct 017, “route type”)
updatedEntity(“ct 017, “loc_keyword”)

DH

hasNumDBResult(“ct_01”, “many”)
hasSystemAct(“ct_01”, “inform”)
hasSystemActAttr(“ct 017, “address,name”)

SI

Fig. 3 Example of discourse context in car navigation domain.
SF=Semantic Frame, DH=Discourse History, SI=System Inten-

tion.



5.1 Data-driven user intention modeling in

Markov logic

The formulas are defined between the predicates
which are related with discourse context information
and corresponding user intention. The formulas for
user intention modeling based on logistic regression

are as follows:
Vet, pui, ui hasIntention(ct, pui)'
=> GenerateUserIntention(ct, ui)
Vect, da, ui hasDialogAct(ct, da) => GenerateUserIntention(ctui)
Vct, mg, ui hasMainGoal(ct, mg) => GenerateUserIntention(ctui)
Vet, en, ui hasEntity(ct, en) =>GenerateUserIntention(ctui)
Vct, en, ui isFilledComponent(ct,en)
=> GenerateUserIntention(ct,ui)
Vect, en, ui updatedEntity(ct, en) => GenerateUserIntention(ct,ui)
Vct, dbr, ui hasNumDBResult(ct, dbr)
=> GenerateUserIntention(ct, ui)
Vet, sa, ui hasSystemAct(ct, sa) =>GenerateUserIntention(ct, ui)
Vet attr, ui hasSystemActAttr(ct, attr)
=> GenerateUserIntention(ct, ui)

The weights of each formula are estimated from
the data which contains the evidence (context) and
corresponding user intention of next turn (userlnten-
tion).

5.2 User knowledge

In this research, the user knowledge, which is used for
deciding user intention given discourse context, is
layered into two levels: domain knowledge and dis-
course knowledge. Domain- specific and —dependent
knowledge is described in domain knowledge. Dis-
course knowledge is more general and abstracted
knowledge. It uses the domain knowledge as base
knowledge. The subtask which is one of domain
knowledge are defined as follows

®  Subtask related predicates
subTaskHasIntention (subTask,userIntetion)
moveTo (subtask, subTask)
isCompletedSubTask (context, subTask)
isSubtask (context.subTask)

‘isSubTask’ implies which subtask corresponds
to the current context. ‘subTaskHasIntention’
describes which subtask has which user intention.
‘moveTo’ predicate implies the connection from sub-
task to subtask node.

Cooperative, corrective and self-directing discourse
knowledge is represented in Markov logic to mimic
following users.

®  Cooperative User: A user who is cooperative with a

system by answering what the system asked.

®  Corrective User: A user who try to correct the mis-

behavior of system by jumping to or repeating spe-
cific subtask.

®  Self-directing User: A user who tries to say what

he/she want to without considering system’s sugges-
tion.
Examples of discourse knowledge description for
three types of user are shown in Fig. 4.

et context, ui: user intention, pui: previous user intention, da:
dialog act, mg: main goal, en: entity, dbr:DB result, sa: system
action, attr: target attribute of system action
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Both the formulas from data-driven model and
formulas from discourse knowledge are used for con-
structing MLN in generation time.

In inference, the discourse context related predi-
cates are given to MLN as true, then probabilities of
predicate ‘GenerateUserIntention’ over candi-
date user intention are calculated. One of example
evidence predicates was shown in Fig. 3. All of the
predicates of Fig. 3 are given to MLN as true. From
the network, the probability of P(userintention | con-
text) is calculated.

Cooperative Knoweldge

/I If system asks to specify an address explicitly, coop-
erative users would specify the address by jumping to
the address setting subtask.
Y ct, st isSubTask(ct, st) »
hasSytemAct (ct, “specify”) *
hasSystemActAttr(ct, “address”)
=>moveTo(st, “AddressSetting”)

Corrective Knowledge

// If the current subtask fails, corrective users would

repeat current subtask.

Y ct, st isSubTask (ct, st) *
—isCompletedSubTask (ct, st) *
subTaskHasIntention (st, ui)
=> GenerateUserIntention (ctui)

Self-directing Knowledge

/I Self-directing users do not make an utterance which

is not relevant with the next subtask in their knowledge.

V ct, st isSubTask(ct, st) A
—moveTo(st, nt) *
subTaskHasIntention(nt, ui)
=> —GenerateUserIntention(ct, ui)
Fig. 4 Example of cooperative, corrective and self-
directing discourse knowledge.

A|B|C|D|E|F |G|H
Statistical model (S) [ O | O | O | O | O | O | O | O
Cooperative(CPR) (6] 0|0 (0]
Corrective(COR) (0] (0] 0|0
Self-directing(SFD) (0] O O O

Fig. 5 Eight different users (A to H) according to the
combination of knowledge.

6 Experiments

137 dialog examples from a real user and a dialog
system in the car navigation domain were used to
train the data-driven user intention simulator. The
SLU and DM are built in the same way of (Jung et al.,
2009). After the training, simulations collected 1000
dialog samples at each word error rate (WER) setting
(WER=0 to 40%). The simulator model can be varied
according to the combination of knowledge. We can
generate eight different simulated users from A to H
as Fig. 5.

The overall trend of simulated dialogs are ex-
amined by defining an average score function similar
to the reward score commonly used in reinforcement
learning-based dialog systems for measuring both a
cost and task success. We give 20 points for the suc-
cessful dialog state and penalize 1 point for each ac-
tion performed by the user to penalize longer dialogs.



Fig. 6 shows that simulated user C which has cor-
rective knowledge with statistical model show signifi-
cantly different trend over the most of word error rate
settings. For the cooperative user (B), the difference is
not as large and not statistically significant. It can be
analyzed that the cooperative user behaviors are rela-
tively common patterns in human-machine dialog
corpus. So, these behaviors can be already learned in
statistical model (A).

Using more than two type of knowledge together
shows interesting result. Using cooperative know-
ledge with corrective knowledge together (E) shows
much different result than using each knowledge
alone (B and C). In the case of using self-directing
knowledge with cooperative knowledge (F), the aver-
age scores are partially increased against base line
scores. However, using corrective knowledge with
self-directing knowledge does not show different re-
sult. It can be thought that the corrective knowledge
and self-directing knowledge are working as contra-
dictory policy in deciding user intention. Three dis-
course knowledge combined user shows very interest-
ing result. H shows much higher improvement over
all simulated users, and the differences are significant
results at p < 0.001.

To verify the proposed user simulation method can
simulate the unseen events, the unseen rates of units
were calculated. Fig. 7 shows the unseen unit rates of
intention sequence. The unseen rate of n-gram varies
according to the simulated user. Notice that simulated
user C, E and H generates higher unseen n-gram pat-
terns over all word error settings. These users com-
monly have corrective knowledge, and the patterns
seem to not be present in the corpus. But the unseen
patterns do not mean poor intention simulation. High-
er task completion rate of C, E and H imply that these
users actually generate corrective user response to
make a successful conversation.

7  Conclusion

This paper presented a novel user intention simulation
method which is a data-driven approach but able to
integrate diverse user discourse knowledge together to
simulate various type of user. A logistic regression
model is used for the statistical user intention model
in Markov logic. Human dialog knowledge is sepa-
rated into domain and discourse knowledge, and co-
operative, corrective and self-directing discourse
knowledge are designed to mimic such type user. The
experiment results show that the proposed user inten-
tion simulation framework actually generates natural
and diverse user intention patterns what the developer
intended.
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F:S+CPR+SFD
154 | 1.02) | (026 | (056) | (1.13)
] 14.39 9.18 5.04 1.63 -1.52
G:S+CORTSFD 0.17) | (0.05) | (-0.50) | (0.31) | (-0.36)
» t3 t3 * *
HS+CPR+CORSSFD | 1570 12.19 9.20 5.12 1.32
(1.48) | (3.05) | (3.65 | (3.80) | (2.48)

Fig. 6 Average scores of user intention models over used discourse
knowledge. The relative improvements against statistical models
are described between parentheses. Bold cells indicate the im-
provements are higher than 1.0.

T : significantly different from the base line, p = 0.05,

1 : significantly different from the base line, p = 0.01,

«: significantly different from the base line, p < 0.001
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Fig. 7 Unseen user intention sequence rate and task com-
pletion rate over simulated users at word error rate of 10.
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Abstract

The abundance of homophones in Chinese
significantly increases the number of similarly
acceptable candidates in English-to-Chinese
transliteration (E2C). The dialectal factor also
leads to different transliteration practice. We
compare E2C between Mandarin Chinese and
Cantonese, and report work in progress for
dealing with homophones and tonal patterns
despite potential skewed distributions of indi-
vidual Chinese characters in the training data.

1 Introduction

This paper addresses the problem of automatic
English-Chinese forward transliteration (referred
to as E2C hereafter).

There are only a few hundred Chinese charac-
ters commonly used in names, but their combina-
tion is relatively free. Such flexibility, however,
is not entirely ungoverned. For instance, while
the Brazilian striker Ronaldo is rendered as B %
J& long5-naa4-dou6 in Cantonese, other pho-
netically similar candidates like BABFEE longs-
naa4-dou6 or B34 J] long4-naa4-doul" are least
likely. Beyond linguistic and phonetic properties,
many other social and cognitive factors such as
dialect, gender, domain, meaning, and perception,
are simultaneously influencing the naming proc-
ess and superimposing on the surface graphemic
correspondence.

The abundance of homophones in Chinese fur-
ther complicates the problem. Past studies on
phoneme-based E2C have reported their adverse
effects (e.g. Virga and Khudanpur, 2003). Direct
orthographic mapping (e.g. Li et al., 2004), mak-
ing use of individual Chinese graphemes, tends

! Mandarin names are transcribed in Hanyu Pinyin
and Cantonese names are transcribed in Jyutping pub-
lished by the Linguistic Society of Hong Kong.
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to overcome the problem and model the charac-
ter choice directly. Meanwhile, Chinese is a
typical tonal language and the tone information
can help distinguish certain homophones. Pho-
neme mapping studies seldom make use of tone
information.  Transliteration is also an open
problem, as new names come up everyday and
there is no absolute or one-to-one transliterated
version for any name. Although direct ortho-
graphic mapping has implicitly or partially mod-
elled the tone information via individual charac-
ters, the model nevertheless heavily depends on
the availability of training data and could be
skewed by the distribution of a certain homo-
phone and thus precludes an acceptable translit-
eration alternative. We therefore propose to
model the sound and tone together in E2C. In
this way we attempt to deal with homophones
more reasonably especially when the training
data is limited. In this paper we report some
work in progress and compare E2C in Cantonese
and Mandarin Chinese.

Related work will be briefly reviewed in Sec-
tion 2. Some characteristics of £2C will be dis-
cussed in Section 3. Work in progress will be
reported in Section 4, followed by a conclusion
with future work in Section 5.

2 Related Work

There are basically two categories of work on
machine transliteration. First, various alignment
models are used for acquiring transliteration
lexicons from parallel corpora and other re-
sources (e.g. Kuo and Li, 2008). Second, statis-
tical models are built for transliteration. These
models could be phoneme-based (e.g. Knight and
Graehl, 1998), grapheme-based (e.g. Li et al.,
2004), hybrid (Oh and Choi, 2005), or based on
phonetic (e.g. Tao et al., 2006) and semantic (e.g.
Li et al., 2007) features.

Li et al. (2004) used a Joint Source-Channel
Model under the direct orthographic mapping
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(DOM) framework, skipping the middle phone-
mic representation in conventional phoneme-
based methods, and modelling the segmentation
and alignment preferences by means of contex-
tual n-grams of the transliteration units. Al-
though DOM has implicitly modelled the tone
choice, since a specific character has a specific
tone, it nevertheless heavily relies on the avail-
ability of training data. If there happens to be a
skewed distribution of a certain Chinese charac-
ter, the model might preclude other acceptable
transliteration alternatives. In view of the abun-
dance of homophones in Chinese, and that
sound-tone combination is important in names
(i.e., names which sound “nice” are preferred to
those which sound “monotonous”), we propose
to model sound-tone combinations in translitera-
tion more explicitly, using pinyin transcriptions
to bridge the graphemic representation between
English and Chinese. In addition, we also study
the dialectal differences between transliteration
in Mandarin Chinese and Cantonese, which is
seldom addressed in past studies.

3 Some E2C Properties

3.1 Dialectal Differences

English and Chinese have very different phono-
logical properties. A well cited example is a syl-
lable initial /d/ may surface as in Baghdad * “Fﬁ
i bal-ge2-da2, but the syllable final /d/ is not
represented. This is true for Mandarin Chinese,
but since ending stops like —p, —t and —k are al-
lowed in Cantonese syllables, the syllable final
/d/ in Baghdad is already captured in the last syl-
lable of ' 1£%3# baal-gaak3-daat6 in Cantonese.

Such phonological difference between Manda-
rin Chinese and Cantonese might also account
for the observation that Cantonese translitera-
tions often do not introduce extra syllables for
certain consonant segments in the middle of an
English name, as in Dickson, transliterated as i
W3 di2-ke4-xun4 in Mandarin Chinese and 3!
.1 dik6-san4 in Cantonese.

3.2 Ambiguities from Homophones

The homophone problem is notorious in Chinese.
As far as personal names are concerned, the
“correctness” of transliteration is not clear-cut at
all. For example, to transliterate the name Hilary
into Chinese, based on Cantonese pronunciations,
the following are possibilities amongst many
others: (a) m F¥ F| heil-laail-lei6, (b) ﬁ I #
heil-laail-lei6, and (c) ?I/J}‘IE[ heil—laail—)eii
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The homophonous third character gives rise to
multiple alternative transliterations in this exam-
ple, where orthographically 7| lei6, #| lei6 and
El lei5 are observed for “ry” in transliteration
data. One cannot really say any of the combina-
tions is “right” or “wrong”, but perhaps only
“better” or “worse”. Such judgement is more
cognitive than linguistic in nature, and appar-
ently the tonal patterns play an important role in
this regard. Hence naming is more of an art than
a science, and automatic transliteration should
avoid over-reliance on the training data and thus
missing unlikely but good candidates.

4 Work in Progress
4.1 Datasets

A common set of 1,423 source English names
and their transliterations® in Mandarin Chinese
(as used by media in Mainland China) and Can-
tonese (as used by media in Hong Kong) were
collected over the Internet. The names are
mostly from soccer, entertainment, and politics.
The data size is admittedly small compared to
other existing transliteration datasets, but as a
preliminary study, we aim at comparing the
transliteration practice between Mandarin speak-
ers and Cantonese speakers in a more objective
way based on a common set of English names.
The transliteration pairs were manually aligned,
and the pronunciations for the Chinese characters
were automatically looked up.

4.2 Preliminary Quantitative Analysis

Cantonese | Mandarin
Unique name pairs 1,531 1,543
Total English segments 4,186 4,667
Unique English segments 969 727
Unique grapheme pairs 1,618 1,193
Unique seg-sound pairs 1,574 1,141

Table 1. Quantitative Aspects of the Data

As shown in Table 1, the average segment-name
ratios (2.73 for Cantonese and 3.02 for Mandarin)
suggest that Mandarin transliterations often use
more syllables for a name. The much smaller
number of unique English segments for Manda-
rin and the difference in token-type ratio of
grapheme pairs (3.91 for Mandarin and 2.59 for
Cantonese) further suggest that names are more
consistently segmented and transliterated in
Mandarin.

2 Some names have more than one transliteration.



4.2.1 Graphemic Correspondence

Assume grapheme pair mappings are in the form
<€, {Ck1>Ch2s--+>Cin}>, Where e, stands for the kth
unique English segment from the data, and
{Cr1,Ch25---,Cin} for the set of n unique Chinese
segments observed for it. It was found that n
varies from 1 to 10 for Mandarin, with 34.9% of
the distinct English segments having multiple
grapheme mappings, as shown in Table 2. For
Cantonese, n varies from 1 to 13, with 31.5% of
the distinct English segments having multiple
grapheme mappings. The proportion of multiple
mappings is similar for Mandarin and Cantonese,
but the latter has a higher percentage of English
segments with 5 or more Chinese renditions.
Thus Mandarin transliterations are relatively
more ‘“standardised”, whereas Cantonese trans-
literations are graphemically more ambiguous.

sound mappings. Comparing with Table 2 above,
the downward shift of the percentages suggests
that much of the graphemic ambiguity is a result
of the use of homophones, instead of a set of
characters with very different pronunciations.

4.2.3 Homophone Ambiguity (Sound-Tone)

Table 4 shows the situation of homophones with
both sound and tone taken into account. For ex-
ample, the characters 7|7 all correspond to lei6
in Cantonese, while % EIZf! all correspond to
lei5, and they are thus treated as two groups.
Assume grapheme-sound/tone pair mappings
are in the form <e,, {st\;,St2,...,5tw}>, where e;
stands for the kth unique English segment, and
{sti1,5t12,...,Sti,} for the set of n unique pronun-
ciations (sound-tone combination). For Manda-
rin, n varies from 1 to 8, with 33.5% of the dis-
tinct English segments corresponding to multiple
Chinese homophones. For Cantonese, n varies
from 1 to 10, with 30.8% of the distinct English
segments having multiple Chinese homophones.

n Cantonese Mandarin
>=5 5.3% 3.3%

4 4.0% 4.4%

3 6.2% 7.2%

2 16.0% 20.0%

1 68.5% 65.1%

Example | <le, {3, 7|, &, ¥4, | <le, {J|l, #l], &, ﬁ

FLREGN B CE, R RL R HL R,
88, B B >

Table 2. Graphemic Ambiguity of the Data

4.2.2

Homophone Ambiguity (Sound Only)

Table 3 shows the situation with homophones
(ignoring tones). For example, all five characters
ﬂj%sz‘f EIZEl correspond to the Jyutping lei. De-
spite the tone difference, they are considered

homophones in this section.

n Cantonese Mandarin
>=5 3.3% 1.9%

4 4.0% 2.5%

3 5.8% 5.7%

2 16.3% 20.7%

1 70.5% 69.2%

Example | <le, {ji, laak, lei, <le, {er, lai, le, lei,

leoi, lik, lit, loi, lou, | 1i, lie, lu}>
nei}>

Table 3. Homophone Ambiguity (Ignoring Tone)

Assume grapheme-sound pair mappings are in
the form <ey, {si,512,...,5t >, Where ¢, stands for
the kth unique English segment, and
{Sk1»Sk2,---sSkny for the set of n unique pronuncia-
tions (regardless of tone). For Mandarin, n var-
ies from 1 to 7, with 30.8% of the distinct Eng-
lish segments having multiple sound mappings.
For Cantonese, n varies from 1 to 9, with 29.5%
of the distinct English segments having multiple
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n Cantonese Mandarin
>=5 4.1% 2.8%

4 4.8% 3.3%

3 6.1% 6.8%

2 15.8% 20.7%

1 69.2% 66.5%

Example | <le, {ji5, laak6, lei5, | <le, {er3, lai2, le4,

lei6, leoid, 1ik6, lit6, | lei2, 1i3, 1i4, lie4,
loi4, lou6, nei4}> lud}

Table 4. Homophone Ambiguity (Sound-Tone)

The figures in Table 4 are somewhere between
those in Table 2 and Table 3, suggesting that a
considerable part of homophones used in the
transliterations could be distinguished by tones.
This supports our proposal of modelling tonal
combination explicitly in £2C.

4.3 Method and Experiment

The Joint Source-Channel Model in Li et al
(2004) was adopted in this study. However, in-
stead of direct orthographic mapping, we model
the mapping between an English segment and the
pronunciation in Chinese. Such a model is ex-
pected to have a more compact parameter space
as individual Chinese characters for a certain
English segment are condensed into homophones
defined by a finite set of sounds and tones. The
model could save on computational effort, and is
less affected by any bias or sparseness of the data.
We refer to this approach as SoTo hereafter.

Hence our approach with a bigram model is as
follows:



P(E,ST) = P(ey,ez,...,ex,st, St2,...,Stk)

= P(< e, st1 >,< €2,5t2>,...,< ek, Stk >)

K
= HP(< ek, Stk >|< ek -1, 8tk -1>)
k=1
where E refers to the English source name and
ST refers to the sound/tone sequence of the trans-
literation, while e, and s#; refer to kth segment
and its Chinese sound respectively. Homo-
phones in Chinese are thus captured as a class in
the phonetic transcription. For example, the ex-
pected Cantonese transliteration for Osborne is
WREREVd ou3-sil-bongl-nei4. Not only is it
ranked first using this method, its homophonous
variant JR45Z["d is within the top 5, thus bene-
fitting from the grouping of the homophones,
despite the relatively low frequency of <s &>
This would be particularly useful for translitera-
tion extraction and information retrieval.

Unlike pure phonemic modelling, the tonal
factor is modelled in the pronunciation transcrip-
tion. We do not go for phonemic representation
from the source name as the transliteration of
foreign names into Chinese is often based on the
surface orthographic forms, e.g. the silent h in
Beckham is pronounced to give Y& han4-mu3
in Mandarin and /5y haam4 in Cantonese.

Five sets of 50 test names were randomly ex-
tracted from the 1.4K names mentioned above
for 5-fold cross validation. Training was done
on the remaining data. Results were also com-
pared with DOM. The Mean Reciprocal Rank
(MRR) was used for evaluation (Kantor and
Voorhees, 2000).

4.4 Preliminary Results
Method Cantonese Mandarin
DOM 0.2292 0.3518
SoTo 0.2442 0.3557

Table 5. Average System Performance

Table 5 shows the average results of the two
methods. The figures are relatively low com-
pared to state-of-the-art performance, largely due
to the small datasets. Errors might have started
to propagate as early as the name segmentation
step. As a preliminary study, however, the po-
tential of the SoTo method is apparent, particu-
larly for Cantonese. A smaller model thus per-
forms better, and treating homophones as a class
could avoid over-reliance on the prior distribu-
tion of individual characters. The better per-
formance for Mandarin data is not surprising
given the less “standardised” Cantonese translit-
erations as discussed above. From the research

24

point of view, it suggests more should be consid-
ered in addition to grapheme mapping for han-
dling Cantonese data.

5 Future Work and Conclusion

Thus we have compared E2C between Mandarin
Chinese and Cantonese, and discussed work in
progress for our proposed SoTo method which
more reasonably treats homophones and better
models tonal patterns in transliteration. Future
work includes testing on larger datasets, more in-
depth error analysis, and developing better meth-
ods to deal with Cantonese transliterations.
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Abstract

A collection of 3208 reported errors of Chinese
words were analyzed. Among which, 7.2% in-
volved rarely used character, and 98.4% were
assigned common classifications of their causes
by human subjects. In particular, 80% of the er-
rors observed in writings of middle school stu-
dents were related to the pronunciations and
30% were related to the compositions of words.
Experimental results show that using intuitive
Web-based statistics helped us capture only
about 75% of these errors. In a related task, the
Web-based statistics are useful for recommend-
ing incorrect characters for composing test items
for "incorrect character identification" tests
about 93% of the time.

1 Introduction

Incorrect writings in Chinese are related to our under-
standing of the cognitive process of reading Chinese
(e.g., Leck et al., 1995), to our understanding of why
people produce incorrect characters and our offering
corresponding remedies (e.g., Law et al., 2005), and
to building an environment for assisting the prepara-
tion of test items for assessing students’ knowledge of
Chinese characters (e.g., Liu and Lin, 2008).

Chinese characters are composed of smaller parts
that can carry phonological and/or semantic informa-

tion. A Chinese word is formed by Chinese characters.

For example, #7+4c L (Singapore) is a word that con-
tains three Chinese characters. The left (# ) and the
right (&) part of #, respectively, carry semantic and
phonological information. Evidences show that pro-
duction of incorrect characters are related to either
phonological or the semantic aspect of the characters.
In this study, we investigate several issues that are
related to incorrect characters in Chinese words. In
Section 2, we present the sources of the reported er-
rors. In Section 3, we analyze the causes of the ob-
served errors. In Section 4, we explore the effective-
ness of relying on Web-based statistics to correct the
errors. The current results are encouraging but de-
mand further improvements. In Section 5, we employ
Web-based statistics in the process of assisting teach-
ers to prepare test items for assessing students’
knowledge of Chinese characters. Experimental re-
sults showed that our method outperformed the one
reported in (Liu and Lin, 2008), and captured the best
candidates for incorrect characters 93% of the time.

2 Data Sources

We obtained data from three major sources. A list that
contains 5401 characters that have been believed to be
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sufficient for everyday lives was obtained from the
Ministry of Education (MOE) of Taiwan, and we call
the first list the Clist, henceforth. We have two lists of
words, and each word is accompanied by an incorrect
way to write certain words. The first list is from a
book published by MOE (MOE, 1996). The MOE
provided the correct words and specified the incorrect
characters which were mistakenly used to replace the
correct characters in the correct words. The second
list was collected, in 2008, from the written essays of
students of the seventh and the eighth grades in a
middle school in Taipei. The incorrect words were
entered into computers based on students’ writings,
ignoring those characters that did not actually exist
and could not be entered.

We will call the first list of incorrect words the
Elist, and the second the Jlist from now on. Elist and
Jlist contain, respectively, 1490 and 1718 entries.
Each of these entries contains a correct word and the
incorrect character. Hence, we can reconstruct the
incorrect words easily. Two or more different ways to
incorrectly write the same words were listed in differ-
ent entries and considered as two entries for simplic-
ity of presentation.

3 Error Analysis of Written Words

Two subjects, who are native speakers of Chinese and
are graduate students in Computer Science, examined
Elist and Jlist and categorized the causes of errors.
They compared the incorrect characters with the cor-
rect characters to determine whether the errors were
pronunciation-related or semantic-related. Referring
to an error as being “semantic-related” is ambiguous.
Two characters might not contain the same semantic
part, but are still semantically related. In this study,
we have not considered this factor. For this reason we
refer to the errors that are related to the sharing of
semantic parts in characters as composition-related.

It is interesting to learn that native speakers had a
high consensus about the causes for the observed er-
rors, but they did not always agree. Hence, we studied
the errors that the two subjects had agreed categoriza-
tions. Among the 1490 and 1718 words in Elist and
Jlist, respectively, the two human subjects had con-
sensus over causes of 1441 and 1583 errors.

The statistics changed when we disregarded errors
that involved characters not included in Clist. An er-
ror would be ignored if either the correct or the incor-
rect character did not belong to the Clist. It is possible
for students to write such rarely used characters in an
incorrect word just by coincidence.

After ignoring the rare characters, there were 1333
and 1645 words in Elist and Jlist, respectively. The
subjects had consensus over the categories for 1285
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Table 1. Error analysis for Elist and Jlist

C P C&P NE D
Elist | 66.09% | 67.21% | 37.13% | 0.23% | 3.60%
Jlist | 30.70% | 79.88% | 20.91% | 2.43% | 7.90%

and 1515 errors in Elist and Jlist, respectively.

Table 1 shows the percentages of five categories of
errors: C for the composition-related errors, P for the
pronunciation-related errors, C&P for the intersection
of C and P, NE for those errors that belonged to nei-
ther C nor P, and D for those errors that the subjects
disagreed on the error categories. There were, respec-
tively, 505 composition-related and 1314 pronuncia-
tion-related errors in Jlist, so we see 30.70%
(=505/1645) and 79.88% (=1314/1645) in the table.
Notice that C&P represents the intersection of C and
P, so we have to deduct C&P from the sum of C, P,
NE, and D to find the total probability, namely 1.

It is worthwhile to discuss the implication of the
statistics in Table 1. For the Jlist, similarity between
pronunciations accounted for nearly 80% of the errors,
and the ratio for the errors that are related to composi-
tions and pronunciations is 1:2.6. In contrast, for the
Elist, the corresponding ratio is almost 1:1. The Jlist
and Elist differed significantly in the ratios of the er-
ror types. It was assumed that the dominance of pro-
nunciation-related errors in electronic documents was
a result of the popularity of entering Chinese with
pronunciation-based methods. The ratio for the Jlist
challenges this popular belief, and indicates that even
though the errors occurred during a writing process,
rather than typing on computers, students still pro-
duced more pronunciation-related errors than compo-
sition-related errors. Distribution over error types is
not as related to input method as one may have be-
lieved. Nevertheless, the observation might still be a
result of students being so used to entering Chinese
text with pronunciation-based method that the organi-
zation of their mental lexicons is also pronunciation
related. The ratio for the Elist suggests that editors of
the MOE book may have chosen the examples with a
special viewpoint in their minds — balancing the errors
due to pronunciation and composition.

4 Reliability of Web-based Statistics

In this section, we examine the effectiveness of using
Web-based statistics to differentiate correct and incor-
rect characters. The abundant text material on the
Internet gives people to treat the Web as a corpus (e.g.,
webascorpus.org). When we send a query to Google,
we will be informed of the number of pages (NOPSs)
that possibly contain relevant information. If we put
the query terms in quotation marks, we should find
the web pages that literally contain the query terms.
Hence, it is possible for us to compare the NOPs for
two competing phrases for guessing the correct way
of writing. At the time of this writing, Google found
107000 and 3220 pages, respectively, for “strong tea”
and “powerful tea”. (When conducting such advanced
searches with Google, the quotation marks are needed
to ensure the adjacency of individual words.) Hence,
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Table 2. Reliability of Web-based statistics

Trad Twn+Trad

Comp Pron Comp Pron
m .| 73.12% | 73.80% | 69.92% | 68.72% |
Z |A| 458% | 3.76% | 383% | 3.76% |
T 11| 22.30% | 22.44% | 26.25% | 27.52%
_ |.C.[.76:59% | 74.98% | 69.34% | 65.87% |
Z |A| 226%| 397% | 247% | 501%
I | 21.15% | 21.05% | 28.19% | 29.12%

“strong” appears to be a better choice to go with “tea”.
How does this strategy serve for learners of Chinese?

We verified this strategy by sending the words in
both the Elist and the Jlist to Google to find the NOPs.
We can retrieve the NOPs from the documents re-
turned by Google, and compare the NOPs for the cor-
rect and the incorrect words to evaluate the strategy.
Again, we focused on those in the 5401 words that the
human subjects had consensus about their error types.
Recall that we have 1285 and 1515 such words in
Elist and Jlist, respectively. As the information avail-
able on the Web changes all the time, we also have to
note that our experiments were conducted during the
first half of March 2009. The queries were submitted
at reasonable time intervals to avoid Google’s treating
our programs as malicious attackers.

Table 2 shows the results of our investigation. We
considered that we had a correct result when we found
that the NOP for the correct word larger than the NOP
for the incorrect word. If the NOPs were equal, we
recorded an ambiguous result; and when the NOP for
the incorrect word is larger, we recorded an incorrect
event. We use ‘C’, ‘A’, and ‘I’ to denote “correct”,
“ambiguous”, and “incorrect” events in Table 2.

The column headings of Table 2 show the setting
of the searches with Google and the set of words that
were used in the experiments. We asked Google to
look for information from web pages that were en-
coded in traditional Chinese (denoted Trad). We
could add another restriction on the source of infor-
mation by asking Google to inspect web pages from
machines in Taiwan (denoted Twn+Trad). We were
not sure how Google determined the languages and
locations of the information sources, but chose to trust
Google. The headings “Comp” and “Pron” indicate
whether the words whose error types were composi-
tion and pronunciation-related, respectively.

Table 2 shows eight distributions, providing ex-
perimental results that we observed under different
settings. The distribution printed in bold face showed
that, when we gathered information from sources that
were encoded in traditional Chinese, we found the
correct words 73.12% of the time for words whose
error types were related to composition in Elist. Under
the same experimental setting, we could not judge the
correct word 4.58% of the time, and would have cho-
sen an incorrect word 22.30% of the time.

Statistics in Table 2 indicate that web statistics is
not a very reliable factor to judge the correct words.
The average of the eight numbers in the ‘C’ rows is
only 71.54% and the best sample is 76.59%, suggest-



ing that we did not find the correct words frequently.
We would made incorrect judgments 24.75% of the
time. The statistics also show that it is almost equally
difficult to find correct words for errors that are com-
position and pronunciation related. In addition, the
statistics reveal that choosing more features in the
advanced search affected the final results. Using
“Trad” offered better results in our experiments than
using “Twn+Trad”. This observation may arouse a
perhaps controversial argument. Although Taiwan has
proclaimed to be the major region to use traditional
Chinese, their web pages might not have used as ac-
curate Chinese as web pages located in other regions.

We have analyzed the reasons for why using Web-
based statistics did not find the correct words. Fre-
guencies might not have been a good factor to deter-
mine the correctness of Chinese. However, the myriad
amount of data on the Web should have provided a
better performance. Google’s rephrasing our submit-
ted queries is an important factor, and, in other cases,
incorrect words were more commonly used.

5 Facilitating Test Item Authoring

Incorrect character correction is a very popular type of
test in Taiwan. There are simple test items for young
children, and there are very challenging test items for
the competitions among adults. Finding an attractive
incorrect character to replace a correct character to
form a test item is a key step in authoring test items.

We have been trying to build a software environ-
ment for assisting the authoring of test items for in-
correct character correction (Liu and Lin, 2008, Liu et
al., 2009). It should be easy to find a lexicon that con-
tains pronunciation information about Chinese charac-
ters. In contrast, it might not be easy to find visually
similar Chinese characters with computational meth-
ods. We expanded the original Cangjie codes (OCC),
and employed the expanded Cangjie codes (ECC) to
find visually similar characters (Liu and Lin, 2008).

With a lexicon, we can find characters that can be
pronounced in a particular way. However, this is not
enough for our goal. We observed that there were
different symptoms when people used incorrect char-
acters that are related to their pronunciations. They
may use characters that could be pronounced exactly
the same as the correct characters. They may also use
characters that have the same pronunciation and dif-
ferent tones with the correct character. Although rela-
tively infrequently, people may use characters whose
pronunciations are similar to but different from the
pronunciation of the correct character.

As Liu and Lin (2008) reported, replacing OCC
with ECC to find visually similar characters could
increase the chances to find similar characters. Yet, it
was not clear as to which components of a character
should use ECC.

5.1 Formalizing the Extended Cangjie Codes

We analyzed the OCCs for all the words in Clist to
determine the list of basic components. We treated a
Cangjie basic symbol as if it was a word, and com-
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puted the number of occurrences of n-grams based on
the OCCs of the words in Clist. Since the OCC for a
character contains at most five symbols, the longest n-
grams are 5-grams. Because the reason to use ECC
was to find common components in characters, we
disregarded n-grams that repeated no more than three
times. In addition, the n-grams that appeared more
than three times might not represent an actual compo-
nent in Chinese characters. Hence, we also removed
such n-grams from the list of our basic components.
This process naturally made our list include radicals
that are used to categorize Chinese characters in typi-
cal printed dictionaries. The current list contains 794
components, and it is possible to revise the list of ba-
sic components in our work whenever necessary.

After selecting the list of basic components with
the above procedure, we encoded the words in Elist
with our list of basic components. We adopted the 12
ways that Liu and Lin (2008) employed to decompose
Chinese characters. There are other methods for de-
composing Chinese characters into components.
Juang et al. (2005) and the research team at the Sinica
Academia propose 13 different ways for decomposing
characters.

5.2 Recommending Incorrect Alternatives

With a dictionary that provides the pronunciation of
Chinese characters and the improved ECC encodings
for words in the Elist, we can create lists of candidate
characters for replacing a specific correct character in
a given word to create a test item for incorrect charac-
ter correction.

There are multiple strategies to create the candidate
lists. We may propose the candidate characters be-
cause their pronunciations have the same sound and
the same tone with those of the correct character (de-
noted SSST). Characters that have same sounds and
different tones (SSDT), characters that have similar
sounds and same tones (MSST), and characters that
have similar sounds and different tones (MSDT) can
be considered as candidates as well. It is easy to judge
whether two Chinese characters have the same tone.
In contrast, it is not trivial to define “similar” sound.
We adopted the list of similar sounds that was pro-
vided by a psycholinguistic researcher (Dr. Chia-Ying
Lee) at the Sinica Academia.

In addition, we may propose characters that look
similar to the correct character. Two characters may
look similar for two reasons. They may contain the
same components, or they contain the same radical
and have the same total number of strokes (RS).
When two characters contain the same component, the
shared component might or might not locate at the
same position within the bounding boxes of characters.

In an authoring tool, we could recommend a lim-
ited number of candidate characters for replacing the
correct character. We tried two strategies to compare
and choose the visually similar characters. The first
strategy (denoted SC1) gave a higher score to the
shared component that located at the same location in
the two characters being compared. The second strat-



Table 3. Incorrect characters were contained and ranked high in the recommended lists

SC1I | SC2 | RS SSST | SSDT | MSST | MSDT [ Comp | Pron Both
Elist | 73.92% | 76.08% | 4.08% | 91.64% | 18.39% ;| 3.01% | 1.67% | 81.97% | 99.00% | 93.37%
Jlist | 67.52% ' 74.65% ' 6.14% | 92.16% ' 20.24% ' 4.19% ' 3.58% | 77.62% @ 99.32% | 97.29%
Elist | 3.25 2.91 1.89 2.30 1.85 2.00 1.58
Jlist 2.82 2.64 2.19 3.72 2.24 2.77 1.16

egy (SC2) gave the same score to any shared compo-
nent even if the component did not reside at the same
location in the characters. When there were more than
20 characters that receive nonzero scores, we chose to
select at most 20 characters that had leading scores as
the list of recommended characters.

5.3 Evaluating the Recommendations

We examined the usefulness of these seven categories
of candidates with errors in Elist and Jlist. The first
set of evaluation (the inclusion tests) checked only
whether the lists of recommended characters con-
tained the incorrect character in our records. The sec-
ond set of evaluation (the ranking tests) was designed
for practical application in computer assisted item
generation. Only for those words whose actual incor-
rect characters were included in the recommended list,
we replaced the correct characters in the words with
the candidate incorrect characters, submitted the in-
correct words to Google, and ordered the candidate
characters based on their NOPs. We then recorded the
ranks of the incorrect characters among all recom-
mended characters.

Since the same character may appear simultane-
ously in SC1, SC2, and RS, we computed the union of
these three sets, and checked whether the incorrect
characters were in the union. The inclusion rate is
listed under Comp. Similarly, we computed the union
for SSST, SSDT, MSST, and MSDT, checked whether
the incorrect characters were in the union, and re-
corded the inclusion rate under Pron. Finally, we
computed the union of the lists created by the seven
strategies, and recorded the inclusion rate under Both.

The second and the third rows of Table 3 show the
results of the inclusion tests. The data show the per-
centage of the incorrect characters being included in
the lists that were recommended by the seven strate-
gies. Notice that the percentages were calculated with
different denominators. The number of composition-
related errors was used for SC1, SC2, RS, and Comp
(e.g. 505 that we mentioned in Section 3 for the Jlist);
the number of pronunciation-related errors for SSST,
SSDT, MSST, MSDT, and Pron (e.g., 1314 mentioned
in Section 3 for the Jlist); the number of either of
these two errors for Both (e.g., 1475 for Jlist).

The results recorded in Table 3 show that we were
able to find the incorrect character quite effectively,
achieving better than 93% for both Elist and Jlist. The
statistics also show that it is easier to find incorrect
characters that were used for pronunciation-related
problems. Most of the pronunciation-related problems
were misuses of characters that had exactly the same
pronunciations with the correct characters. Unex-
pected confusions, e.g., those related to pronuncia-
tions in Chinese dialects, were the main for the failure
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to capture the pronunciation-related errors. SSDT is a
crucial complement to SSST. There is still room to
improve our methods to find confusing characters
based on their compositions. We inspected the list
generated by SC1 and SC2, and found that, although
SC2 outperformed SC1 on the inclusion rate, SC1 and
SC2 actually generated complementary lists and
should be used together. The inclusion rate achieved
by the RS strategy was surprisingly high.

The fourth and the fifth rows of Table 3 show the
effectiveness of relying on Google to rank the candi-
date characters for recommending an incorrect charac-
ter. The rows show the average ranks of the included
cases. The statistics show that, with the help of
Google, we were able to put the incorrect character on
top of the recommended list when the incorrect char-
acter was included. This allows us to build an envi-
ronment for assisting human teachers to efficiently
prepare test items for incorrect character identification.

6 Summary

The analysis of the 1718 errors produced by real stu-
dents show that similarity between pronunciations of
competing characters contributed most to the ob-
served errors. Evidences show that the Web statistics
are not very reliable for differentiating correct and
incorrect characters. In contrast, the Web statistics are
good for comparing the attractiveness of incorrect
characters for computer assisted item authoring.
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Abstract

Most NLP applications work under the as-
sumption that a user input is error-free;
thus, word segmentation (WS) for written
languages that use word boundary mark-
ers (WBMs), such as spaces, has been re-
garded as a trivial issue. However, noisy
real-world texts, such as blogs, e-mails,
and SMS, may contain spacing errors that
require correction before further process-
ing may take place. For the Korean lan-
guage, many researchers have adopted a
traditional WS approach, which eliminates
all spaces in the user input and re-inserts
proper word boundaries. Unfortunately,
such an approach often exacerbates the
word spacing quality for user input, which
has few or no spacing errors; such is the
case, because a perfect WS model does
not exist. In this paper, we propose a
novel WS method that takes into consider-
ation the initial word spacing information
of the user input. Our method generates
a better output than the original user in-
put, even if the user input has few spacing
errors. Moreover, the proposed method
significantly outperforms a state-of-the-art
Korean WS model when the user input ini-
tially contains less than 10% spacing er-
rors, and performs comparably for cases
containing more spacing errors. We be-
lieve that the proposed method will be a
very practical pre-processing module.

1 Introduction

Word segmentation (WS) has been a fundamen-
tal research issue for languages that do not have
word boundary markers (WBMs); on the con-
trary, other languages that do have WBMs have re-
garded the issue as a trivial task. Texts segmented
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with such WBMs, however, could contain a hu-
man writer’s intentional or un-intentional spacing
errors; and even a few spacing errors can cause
error-propagation for further NLP stages.

For written languages that have WBMs, such as
for the Korean language, the majority of recent
research has been based on a traditional WS ap-
proach (Nakagawa, 2004). The first step of the
traditional approach is to eliminate all spaces in
the user input, and then re-locate the proper places
to insert WBMs. One state-of-the-art Korean WS
model (Lee et al., 2007) is known to achieve a per-
formance of 90.31% word-unit precision, which is
comparable with other WS models for the Chinese
or Japanese language.

Still, there is a downside to the evaluation
method. If the user input has a few or no spac-
ing errors, traditional WS models may cause more
spacing errors than it correct because they produce
the same output regardless the word spacing states
of the user input.

In this paper, we propose a new WS method that
takes into account the word spacing information
from the user input. Our proposed method first
generates the best word spacing states for the user
input by using a traditional WS model; however
the method does not immediately apply the out-
put. Secondly, the method estimates a threshold
based on the word spacing quality of the user in-
put. Finally, the method uses the new word spac-
ing states that have probabilities that are higher
than the threshold.

The most important contribution of the pro-
posed method is that, for most cases, the method
generates an output that is better than the user in-
put. The experimental results show that the pro-
posed method produces a better output than the
user input even if the user input has less than 1%
spacing errors in terms of the character-unit pre-
cision. Moreover, the proposed method outper-
forms (Lee et al., 2007) significantly, when the
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user input initially contains less than 10% spacing
errors, and even performs comparably, when the
input contains more than 10% errors. Based on
these results, we believe that the proposed method
would be a very practical pre-processing module
for other NLP applications.

The paper is organized as follows: Section 2 ex-
plains the proposed method. Section 3 shows the
experimental results. Finally, the last section de-
scribes the contributions of the proposed method.

2 The Proposed Method

The proposed method consists of three steps: a
baseline WS model, confidence and threshold es-
timation, and output optimization. The following
sections will explain the steps in detail.

2.1 Baseline Word Segmentation Model

We use the tri-gram Hidden Markov Model
(HMM) of (Lee et al., 2007) as the baseline WS
model; however, we adopt the Maximum Like-
lihood (ML) decoding strategy to independently
find the best word spacing states. ML-decoding
allows us to directly compare each output to the
threshold. There is little discrepancy in accuracy
when using ML-decoding, as compared to Viterbi-
decoding, as mentioned in (Merialdo, 1994).!

Let 01, be a sequence of n-character user input
without WBMs, z; be the best word spacing state
for o; where 1 < ¢t < n. Assume that x; is either 1
(space after o;) or O (no space after o;). Then each
best word spacing state &, for all ¢ can be found by
using Equation 1.

argmax P(x¢
i€(0,1)

€y

ilo1,n)

argmax P(01,n,x+ = 1)
i€(0,1)

(€3

argmax E P(z¢ = i|Tt—2,0¢—1, Tt—1,0¢)
i€(0,1)
Tt—2,Tt—1

X Z P(0t+1|0t—17xt—170t7$t = Z)

Tt—1

X Z P(oi12]ot, xt =i, 0041, Tey1)

Tpq1

3)

Equation 2 is derived by applying the Bayes’
rule and by eliminating the constant denominator.
Moreover, the equation is simplified, as is Equa-
tion 3, by using the Markov assumption, and by

'In the preliminary experiment, Viterbi-decoding showed
a 0.5% higher word-unit precision.
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eliminating the constant parts. Every part of Equa-
tion 3 can be calculated by adding the probabilities
of all possible combinations of xs_2, T¢—1, Tet1
and x,o values.

The model is trained by using the relative fre-
quency information of the training data, and a
smoothing technique is applied to relieve the data-
sparseness problem which is the linear interpola-
tion of n-grams that are used in (Lee et al., 2007).

2.2 Confidence and Threshold Estimation

We set a variable threshold that is proportional to
the word spacing quality of the user input, Confi-
dence. Formally, we can define the threshold 7" as
a function of a confidence C, as in Equation 4.

T=f(C) 4)

Then, we define the confidence as is done in
Equation 5. Because calculating such a variable
is impossible, we estimate the value by substi-
tuting the word spacing states produced by the
baseline WS model, J:K/ns , with the correct word
spacing states, xﬁ%mc’f, as is done in Equation 6.
This estimation is based on the assumption that
the word spacing states of the WS model is suf-
ficiently similar to the correct word spacing states
in the character-unit precision.>

#of """ same to "o

© = #of """ ©
. #of z""" same to x}"° ©)
# of xi"p“t
n
~ o ] P@rmlorn) ©)
k=1

To handle the estimation error for short sen-
tences, we use the probability generating word
spacing states of the user input with the length nor-
malization as shown in Equation 7.

Figure 1 shows that the estimated confidence of
Equation 7 is almost linearly proportional to the
true confidence of Equation 5, thus suggesting that
the threshold 7" can be defined as a function of the
estimated confidence of Equation 7.

’In the experiment with the development data, the base-
line WS model shows about 97% character-unit precision.

3The development data is generated by randomly intro-
ducing spacing errors into correctly spaced sentences. We

think that this reflects various intentional and un-intentional
error patterns of individuals.
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Figure 1: The relationship between estimated con-
fidence and true confidence

To keep the focus on the research subject of this
paper, we simply assume f(z) = x as in Equation
8, for the threshold function f.

T~ f(C)=C @®)

In the experimental results, we confirm that
even this simple threshold function can be help-
ful in improving the performance of the proposed
method against traditional WS models.

2.3 Output Optimization

After completing the two steps described in Sec-
tion 2.1 and 2.2, we have acquired the new spacing
states for the user input generated by the baseline
WS model, and the threshold measuring the word
spacing quality of the user input.

The proposed method only applies a part of the
new word spacing states to the user input, which
have probabilities that are higher than the thresh-
old; further the method discards the other new
word spacing states that have probabilities that are
lower than the threshold. By rejecting the unreli-
able output of the baseline WS model in this way,
the proposed method can effectively improve the
performance when the user input contains a rela-
tively small number of spacing errors.

3 Experimental Results

Two types of experiments have been performed.
In the first experiment, we investigate the level of
performance improvement based on different set-
tings of the user input’s word spacing error rate.
Because it is nearly impossible to obtain enough
test data for any error rate, we generate pseudo test
data in the same way that we generate develop-
ment data.* In the second experiment, we attempt

“See Footnote 3.
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figuring out whether the proposed method really
improves the word spacing quality of the user in-
put in a real-world setting.

3.1 Performance Improvement according to
the Word Spacing Error Rate of User
Input

For the first experiment, we use the Sejong corpus’
from 1998-1999 (1,000,000 Korean sentences) for
the training data, and ETRI corpus (30,000 sen-
tences) for the test data (ETRI, 1999). To gener-
ate the test data that have spacing errors, we make
twenty one copies of the test data and randomly
insert spacing errors from 0% to 20% in the same
way in which we made the development data. We
feel that this strategy can model both the inten-
tional and un-intentional human error patterns.

In Figure 2, the x-axis indicates the word spac-
ing error rate of the user input in terms of the
character-unit precision, and the y-axis shows the
word-unit precision of the output. Each graph de-
picts the word-unit precision of the test corpus,
a state-of-the-art Korean WS model (Lee et al.,
2007), the baseline WS model, and the proposed
method.

Although Lee’s model is known to perform
comparably with state-of-the-art Chinese and
Japanese WS models, it does not necessarily sug-
gest that the word spacing quality of the model’s
output is better than the user input. In Figure 2,
Lee’s model exacerbates the user input when it has
spacing errors that are lower than 3%.

The proposed method, however, produces a bet-
ter output, even if the user input has 1% spacing er-
rors. Moreover, the proposed method shows a con-
siderably better performance within the 10% spac-
ing error range, as compared to Lee’s model, al-
though the baseline WS model itself does not out-
performs Lee’s model. The performance improve-
ment in this error range is fairly significant be-
cause we found that the spacing error rate of texts
collected for the second experiment was about
9.1%.

3.2 Performance Comparison with Web Text
having Usual Error Rate

In the second experiment, we attempt finding out
whether the proposed method can be beneficial un-
der real-world circumstances. Web texts, which
consist of 1,000 erroneous sentences from famous

SDetails available at: http://www.sejong.or.kr/eindex.php
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Figure 2: Performance improvement according to the word spacing error rate of user input

Method Web Text
Test Corpus 70.89%
Lee’s Model 70.45%
Baseline WS Model | 69.13%
Proposed Method 73.74%

Table 1: Performance comparison with Web text

Web portals and personal blogs, were collected
and used as the test data. Since the test data tend
to have a similar error rate to the narrow standard
deviation, we computed the overall performance
over the average word spacing error rate, which is
9.1%. The baseline WS model is trained on the
Sejong corpus, described in Section 3.1.

The test result is shown in Table 1. The
overall performance of Lee’s model, the baseline
WS model and the proposed method decreased
by roughly 18%. We hypothesize that the per-
formance degradation probably results from the
spelling errors of the test data, and the inconsis-
tencies that exist between the training data and the
test data. However, the proposed method still im-
proves the word spacing quality of the user input
by 3%, while the two traditional WS models de-
grades the quality. Such a result indicates that
the proposed method is effective for real-world
environments, as we had intended. Furthermore,
we also believe that the performance can be im-
proved if a proper training corpus is provided, or
if a spelling correction method is integrated.

4 Conclusion

In this paper, we proposed a new WS method that
uses the word spacing information of the user in-
put, for languages with WBMs. By utilizing the
user input, the proposed method effectively refines
the output of the baseline WS model and improves
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the overall performance.

The most important contribution of this work is
that it produces an output that is better than the
user input even if it contains few spacing errors.
Therefore, the proposed method can be applied as
a pre-processing module for practical NLP appli-
cations without introducing a risk that would gen-
erate a worse output than the user input. Moreover,
the performance is notably better than a state-of-
the-art Korean WS model (Lee et al., 2007) within
the 10% spacing error range, which human writers
seldom exceed. It also performs comparably, even
if the user input contains more than 10% spacing
erTors.
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Abstract

Assamese is
a morphologically rich, agglutinative and
relatively free word order Indic language.
Although spoken by nearly 30 million
people, very little computational linguistic
work has been done for this language. In
this paper, we present our work on part
of speech (POS) tagging for Assamese
using the well-known Hidden Markov
Model. Since no well-defined suitable
tagset was available, we develop a tagset
of 172 tags in consultation with experts
in linguistics.  For successful tagging,
we examine relevant linguistic issues in
Assamese. For unknown words, we
perform simple morphological analysis
to determine probable tags. Using a
manually tagged corpus of about 10000
words for training, we obtain a tagging
accuracy of nearly 87% for test inputs.

1 Introduction

Part of Speech (POS) tagging is the process of
marking up words and punctuation characters in
a text with appropriate POS labels. The problems
faced in POS tagging are many. Many words that
occur in natural language texts are not listed in any
catalog or lexicon. A large percentage of words
also show ambiguity regarding lexical category.
The challenges of our work on POS tagging
for Assamese, an Indo-European language, are
compounded by the fact that very little prior
computational linguistic exists for the language,
though it is a national language of India and
spoken by over 30 million people. Assamese is a
morphologically rich, free word order, inflectional
language. Although POS tagged annotated
corpus for some of the Indian languages such as
Hindi, Bengali, and Telegu (SPSAL, 2007) have
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become available lately, a POS tagged corpus for
Assamese was unavailable till we started creating
one for the work presented in this paper. Another
problem was that a clearly defined POS tagset for
Assamese was unavailable to us. As a part of the
work reported in this paper, we have developed
a tagset consisting of 172 tags, using this tagset
we have manually tagged a corpus of about ten
thousand Assamese words.

In the next section we provide a brief relevant
linguistic background of Assamese. Section 3
contains an overview of work on POS tagging.
Section 4 describes our experimental setup. In
Section 5, we analyse the result of our work
and compare the performance with other models.
Section 6 concludes this paper.

2 Linguistic Characteristics of Assamese

In Assamese, secondary forms of words are
formed through three processes: affixation,
derivation and compounding. Affixes play a very
important role in word formation. Affixes are used
in the formation of relational nouns and pronouns,
and in the inflection of verbs with respect to
number, person, tense, aspect and mood. For
example, Table 1 shows how a relational noun
wowl (deutA: father) is inflected depending on
number and person (Goswami, 2003). Though
Assamese is relatively free word order, yet the
predominant word order is subject-object-verb
(SOV).

The following paragraphs describe just a few
of the many characteristics of Assamese text that
make the tagging task complex.

e Depending on the context, even a common
word may have different
POS tags. For example: If 19T (kArane),
W& (dare), TNINCE (nimitte), 2 (hetu), etc.,
are placed after pronominal adjective, they
are considered conjunction and if placed after
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Table 1: Personal definitives are inflected on
person and number
Person Singular Plural
1°7 My father Our father
AN INE RGN NMINERGICV)
mor deutA aAmAr deutA
ond Your father Your father
N N | (OISR (o TOTSICEFY (TGOTST
tomAr deutArA tomAlokar deutArA
2" Familiar | Your father Your father
R WY | K Teu] SECEREERID
tor deutAr tahator deutAr
3rd Her father Their father
o OESRGCOED 5 ©
tAir deutAk sihator deutAk

noun or personal pronoun they are considered
particle. For example,

GZ IR 2 FGEIT |

TE! : ei kArane moi nagalo.

This + why + I+ did not go.

ET? : This is why I did not go.

I IR 52 F9IGET |

TF : rAmar kArane moi nagalo.

Ram’s + because of + I + did not go

ET : I did not go because of Ram.

In the first sentence <F1<(T (kArne) is placed
after pronominal adjective €2 (ei); so kArne
is considered conjunction.  But in the
second sentence kArne is placed after noun
I (RAm), and hence kArne is considered
particle.

Some prepositions or particles are used as
suffix if they occur after noun, personal
pronoun or verb. For example,

Pz tifeet | TF: sihe goisil.

ET : Only he went.

Actually @@ (he : only) is a particle, but it is
merged with the personal pronoun 7 (si).

An affix denoting number, gender or person,
can be added to an adjective or other category
word to create a noun word. For example,

YRS 12 IR |

TF : dhuniyAjoni hoi aAhisA.

ET : You are looking beautiful.

Here 43T (dhuniyA : beautiful) is an
adjective, but after adding feminine suffix &~
the whole constituent becomes a noun word.

'TF : Transliterated Assamese Form
2ET : Aproximate English Translation
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e Even conjunctions can be used as other part
of speech.
2R e Y OIEE FIE |
TF : Hari aAru Jadu bhAyek kokAyek.
ET : Hari and Jadu are brothers.
R T DAGTR KD S Qi
TTEF N Qe |
TF : JowAkAli rAtir ghotonAtowe bishoitok
aAru adhik rahashyajanak kori tulile.
ET : The last night incident has made the
matter more mysterious.
The word =< (aAru : and) shows ambiguity
in these two sentences. In the first, it is used
as conjunction (i.e. Hari and Jadu) and in the
second, it is used as adjective of adjective.

3 Related Work

Several approaches have been used for building
POS taggers. Two main approaches are
supervised and unsupervised. Both supervised and
unsupervised tagging can be of three sub-types.
They are rule based, stochastic based and neural
network based. There are number of pros and cons
for each of these methods. The most common
stochastic tagging technique is Hidden Markov
Model (HMM).

During the last two
decades, many different types of taggers have been
developed, especially for corpus rich languages
such as English. Nevertheless, due to relatively
free word order, agglutinative nature, lack of
resources and the general lateness in entering the
computational linguistics field in India, reported
tagger development work on Indian languages
is relatively scanty. Among reported works,
Dandapat (2007) developed a hybrid model of
POS tagging by combining both supervised and
unsupervised stochastic techniques. Avinesh and
Karthik (2007) used conditional random field and
transformation based learning. The heart of the
system developed by Singh et al. (2006) for Hindi
was the detailed linguistic analysis of morpho-
syntactic phenomena, adroit handling of suffixes,
accurate verb group identification and learning
of disambiguation rules. Saha et al. (2004)
developed a system for machine assisted POS
tagging of Bangla corpora. Pammi and Prahllad
(2007) developed a POS tagger and chunker
using Decision Forests. This work explored
different methods for POS tagging of Indian
languages using sub-words as units. Generally,
most POS taggers for Indian langauages use



morphological analyzer as a module. However,
building morphological analyzer of a particular
Indian language is a very difficult task.

4 Our Approach

We have used a Assamese text corpus (Corpus
Asm) of nearly 300,000 words from the online
version of the Assamese daily Asomiya Pratidin
(Sharma et al., 2008). The downloaded articles
use a font-based encoding called Luit. For
our experiments we transliterate the texts to a
normalised Roman encoding using transliteration
software developed by us. We manually tag a
part of this corpus, 7r, consisting of nearly 10,000
words for training. We use other portions of
Corpus Asm for testing the tagger.

There was no tagset for Assamese before we
started the project reported in this paper. Due to
the morphological richness of the language, many
words of Assamese occur in secondary forms in
texts. This increases the number of POS tags
that needed for the language. Also, often there
are differences of opinion among linguists on the
tags that may be associated with certain words
in texts. We developed a tagset after in-depth
consultation with linguists and manually tagged
text segments of nearly 10,000 words according to
their guidance. To make the tagging process easier
we have subcategorised each category of noun
and personal pronoun based on six case endings
(viz, nominative, accussative, instumental, dative,
genitive and locative) and two numbers.

We have used HMM
(Dermatas and Kokkinakis, 1995) and the Viterbi
algorithm (1967) in developing our POS tagger.
HMMY/Viterbi approach is the most useful method,
when pretagged corpus is not available. First, in
the training phase, we have manually tagged the
Tr part of the corpus using the tagset discussed
above. Then, we build four database tables
using probabilities extracted from the manually
tagged corpus- word-probability table, previous-
tag-probability table, starting-tag-probability table
and affix-probability table.

For testing, we consider three text segments, A,
B and C, each of about 1000 words. First the input
text is segmented into sentences. Each sentence
is parsed individually. Each word of a sentence
is stored in an array. After that, each word is
searched in the word-probability table. If the
word is unknown, its possible affixes are extracted
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Table 2: POS tagging results with small corpora.
Size of training words : 10000, UWH : Unknown word
handling, UPH : Unknown proper noun handling

Test | Size | Average UDH UPH

s€ accuracy | accuracy | accuracy
A 992 84.68% 62.8% 42.0%
B 1074 | 89.94% 67.54% 53.96%
C 1241 | 86.05% 85.64% 26.47%

Table 3: Comparison of our result with other
HMM based model.

Author Language | Average
accuracy
Toutanova et al.(2003) English 97.24%
Banko and Moore(2004) English 96.55%
Dandapat and Sarkar(2006) | Bengali 84.37%
Hindi 76.34%
Rao et al.(2007) Bengali 217%
Telegu 53.17%
Hindi 70.67%
Rao and Yarowsky(2007) Bengali 65.47%
Telegu 65.85%
Hindi 69.98%
Sastry et al.(2007) Bengali 67.52%
Telegu 68.32%
Hindi 71.65%
Ekbal et al.(2007) Bengali 80.63%
Telegu 53.15%
Ours Assamese | 85.64%

and searched in the affix-probability table. From
this search, we obtain the probable tags and
their corresponding probabilities for each word.
All these probable tags and the corresponding
probabilities are stored in a two dimensional array
which we call the lattice of the sentence. If we
do not get probable tags and probabilities for a
certain word from these two tables we assign tag
CN (Common Noun) and probability 1 to the
word since occurrence of CN is highest in the
manually tagged corpus. After forming the lattice,
the Viterbi algorithm is applied to the lattice that
yields the most probable tag sequence for that
sentence. After that next sentence is taken and the
same procedure is repeated.

5 Experimental Evaluation

The results using the three test segments are
summarised in Table 2. The evaluation of the
results require intensive manual verification effort.
Larger training corpora is likely to produce more
accurate results. More reliable results can be
obtained using larger test corpora. Table 3
compares our result with other HMM based
reported work. Form the table it is clear that



Toutanova et al. (2003) obtained the best result
for English (97.24%). Among HMM based
experiments reported on Indian languages, we
have obtained the best result (86.89%). This work
is ongoing and the corpus size and the amount of
tagged text are being increased on a regular basis.
The accuracy of a tagger depends on the size of
tagset used, vocabulary used, and size, genre and
quality of the corpus used. Our tagset containing
172 tags is rather big compared to other Indian
language tagsets. A smaller tagset is likely to
give more accurate result, but may give less
information about word structure and ambiguity.
The corpora for training and testing our tagger are
taken form an Assamese daily newspaper Asomiya
Pratidin, thus they are of the same genre.

6 Conclusion & Future work

We have achieved good POS tagging results for
Assamese, a fairly widely spoken language which
had very little prior computational linguistic work.
We have obtained an average tagging accuracy
of 87% using a training corpus of just 10000
words. Our main achievement is the creation of
the Assamese tagset that was not available before
starting this project. We have implemented an
existing method for POS tagging but our work is
for a new language where an annotated corpora
and a pre-defined tagset were not available.

We are currently working on developing a
small and more compact tagset. We propose
the following additional work for improved
performance. First, the size of the manually
tagged part of the corpus will have to be
increased.  Second, a suitable procedure for
handling unknown proper nouns will have to be
developed. Third, if this system can be expanded
to trigrams or even n-grams using a larger training
corpus, we believe that the tagging accuracy will
increase.
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Improving data-driven dependency parsing
using large-scale LFG grammars
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Abstract and McDonald (2008), we supply a data-driven
_ _ _ dependency parser with features from a different
This paper presents experiments which parser to guide parsing. The additional parser em-
combine a grammar-driven and a data-  pjoyed in this work, is not however, a data-driven
driven parser. We show how the con-  narsertrained on the same data set, but a grammar-
version of LFG output to dependency  griven parser outputing a deep LFG analysis. We
representation allows for a technique of  fythermore show how a range of other features —
parser stacking, whereby the output of the  morphological, structural and semantic — from the
grammar-driven parser supplies features  grammar-driven analysis may be employed dur-

for a data-driven' dependency parser. We ing data-driven parsing and lead to significant im-
evaluate on English and German and show provements.

significant improvements stemming from
the proposed dependency structure as well 2 Grammar-driven LFG-parsing
as various other, deep linguistic features

derived from the respective grammars. The XLE system (Crouch et al., 2007) performs

unification-based parsing using hand-crafted LFG
1 Introduction grammars. It processes raw text and assigns to it

o _ both a phrase-structural (‘c-structure’) and a fea-
The divide between grammar-driven and datayyre structural, functional (‘f-structure’).

driven approaches to parsing has become less pro- |, the work described in this paper, we employ
nounced in recent years due to extensive work ofhe x| E platform using the grammars available
robustness and efficiency for the grammar-drivery,, English and German from the ParGram project
approaches (Riezler et al., 2002; Cahill et al. gyt et al., 2002). In order to increase the cover-
2008b). The linguistic generalizations captured i”age of the grammars, we employ the robustness
such knowledge-based resources are thus increaﬁe‘chniques of fragment parsing and ‘skimming’

ingly available for use in practical applications.  ayailable in XLE (Riezler et al., 2002).
The NLP-community has in recent years wit-

nessed a surge of interest in dependency-base?l Dependency conversion and feature
approaches to syntactic parsing, spurred by the extraction

CoNLL shared tasks of dependency parsingI ing inf ion f h £ th
(Buchholz and Marsi, 2006; Nivre et al., 2007) n extracting information from the output of the

Nivre and McDonald (2008) show how two differ- deep grammars we wish to capture as much of the

ent approaches to dependency parsing, the grapﬂ-redse’ linguistic g_eneraliz_ations e.mbod.ied inthe
based and transition-based approaches, may rammars as possible, whilst keeping with the re-
combined and subsequently learn to complemenqu'remer.'tsf posed by_ the_ dependency parser. The
each other to achieve improved parse results for grocess s llustrated in Figure 1.
range of different languages. 3.1 Data

In this paper, we show how a data-driven depen:-

dency parser may straightforwardly be modified tOThe English data set consists of the Wall Street

. . Journal sections 2-24 of the Penn treebank (Mar-
learn directly from a grammar-driven parser. We

evaluate on English and German and show signifi-Cus etal., 1993), converted to dependency format.

cant improvements for both languages. Like NivreThe treebank data used for German is the Tiger
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[PRED ‘halte(. . .)’

VTYPE predicative
SuBJ “pro” g e
[PrED ‘Verhalten’ TSR
CASE  acc -7 \
08 SPEC qgidast-— Ich halte das damalige Verhalten fiir richtig.
ADJUNCT {M“damallge\”} 1sg pred. . acc  nosem

fak e

PRED ‘fur(...)’

PTYPE nosem

XCOMP-PRED PRED ‘richtig’ ] e
082 |:SUB.J _ gOId:

ik L -

Figure 1: Treebank enrichment with LFG output; German examipconsider the past behaviour cor-
rect.

treebank (Brants et al., 2004), where we employse during parsing from the German and English
the version released with the CoNLL-X sharedXLE-parses.

task on dependency parsing (Buchholz and Marsi, ) )
2006). 4 Data-driven dependency parsing

MaltParser (Nivre et al., 2006a) is a language-

_ independent system for data-driven dependency
We start out by converting the XLE output t0 & 5 qing which is freely availabfe. MaltParser is

dependency representation. This is quite straightbased on a deterministic parsing strategy in com-

forward since the f-structures produced by LFGyaion with treebank-induced classifiers for pre-
parsers can be interpreted as dependency strugieiing narse transitions. MaltParser constructs

tures. The conversion is performed by a set of 5 qing a5 a set of transitions between parse con-

rewrite rules which are executed by XLE’s built- figurations. A parse configuration is a triple

in extraction engine. We employ two strategies for<S 1,G), whereS represents the parse stadkis

the extraction of dependency structures from OUtiha queue of remaining input tokens, afdepre-

put containing multiple heads. We attach the de-Sents the dependency graph defined thus far.

pendent to the closest head and, i) label it with the - 1,4 featyre model in MaltParser defines the rel-
corresponding label (Single), ii) label it with the /3¢ attributes of tokens in a parse configuration.
complex label corresponding to the concatenatiorp 4 ca configurations are represented by a set of
of the labels from the multiple head attachmentsfeatures which focus on attributes of tiop of the
(Complex). The converted dependency analysis iy, thenext input token and neighboring tokens
Figure 1 shows the f-structure and the corresponds, the stack, input queue and dependency graph

ing converted dependency output of a German ex;nqer construction. Table 2 shows an example of
ample sentence, where a raised objgathalten a feature modéa.

receives the qompIeXUBJ-OBJ label. Following For the training of baseline parsers we employ
the XLE-parsing of the treebanks and the ensue s,y re models which make use of the word form

ing dependency conversion, we have a grammar(FORM)’ part-of-speech®09 and the dependency

based analysis for 95.2% of the English sentencey|ation OEP) of a given token, exemplified in
45238 sentences altogether, and 96.5% of the Gef-pje > For the baseline parsers and all subse-

man sentences, 38189 sentences altogether. quent parsers we employ the arg-eager algorithm
in combination with SVM learners with a polyno-

o ___mial kernel®
The LFG grammars capture linguistic generaliza~——
http://maltparser.org

tions which may not be reduced to a dependenc
y P y 2Note that the feature model in Table 2 is an example fea-

representation. For instance, the grammars COfyre model and not the actual model employed in the parse
tain information on morphosyntactic propertiesexperiments. The details or references for the English and

such as case, gender and tense, as well as more §&man models are provided below.
For training of the baseline parsers we also em-

mantic properties detailing various types of adver-plOy some language-specific settings. For English we
bials, specifying semantic conceptual categoriesse learner and parser settings, as well as feature model

such as human. time and location etc.. see Fidfom the English pretrained MaltParser-model availabberfr
! o ttp://maltparser.org. For German, we use the learner and

ure 1. Table 1 presents the features extracted fQ¥arser settings from the parser employed in the CONLL-X

3.2 LFG to dependency structure

3.3 Deep linguistic features
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POS XFeats
Verb CLAUSETYPE, GOVPRER MOOD, PASSIVE, PERF
TENSE, VTYPE
Noun ﬁ/frsa COMMON, GO\/;REP, LOCATIONTYPE, NUM, EORM POS DEF XFEATS XDEP
YPE, PERS PROPER YPE Stop T F  + T ¥
Pronoun | CASE, GOVPRER NUM, NTYPE, PERS I next + + I + +
Prep PSEM, PTYPE :n :
Conj COORD, COORD-FORM, COORD-LEVEL I'r_]ethl + : +
Adv ADJUNCTTYPE, ADVTYPE G:head OﬁOp + ot
Adj ATYPE, DEGREE _G:_Iejtrpost_d_ep_end_erlt 909 ______ +_ :_ _+ _____
English DEVERBAL, PROG SUBCAT, GENDSEM, HUMAN, InpUtArCYXHEADy
TIME
German | AUXSELECT, AUXFLIP, COHERENT, FUT, DEF, GEND, Table 2: Example feature model; S stack, |: |nput,
GENITIVE, COUNT

G: graph;+n = n positions to the left{) or right
Table 1: Features from XLE output, common for (+).
both languages and language-speciffic

5 Parser stacking 6 Results

The procedure to enable the data-driven parser td/e experiment with the addition of two types of
learn from the grammar-driven parser is quite sim-features: i) the dependency structure proposed by
ple. We parse a treebank with the XLE platform. XLE for a given sentence ii) other morphosyntac-
We then convert the LFG output to dependenciytic, structural or lexical semantic features provided
structures, so that we have two parallel versiondy the XLE grammar. The results are presented in
of the treebank — one gold standard and one witfTable 3.
LFG-annotation. We extend the gold standard For English, we find that the addition of pro-
treebank with additional information from the cor- posed dependency structure from the grammar-
responding LFG analysis, as illustrated by Figuredriven parser causes a small, but significant im-
1 and train the data-driven dependency parser oprovement of results §.0001). In terms of la-
the enhanced data set. beled accuracy the results improve with 0.15 per-
We extend the feature model of the baselinecentage points, from 89.64 to 89.79. The introduc-
parsers in the same way as Nivre and McDontion of complex dependency labels to account for
ald (2008). The example feature model in Tablemultiple heads in the LFG output causes a smaller
2 shows how we add the proposed dependenciymprovement of results than the single labeling
relation XDEP) top and next as features for the scheme. The corresponding results for German are
parser. We furthermore add a feature which lookgresented in Table 3. We find that the addition of
at whether there is an arc between these two tokergrammar-driven dependency structures with sin-
in the dependency structure (InputAxe(EAD)),  gle labels (Single) improves the parse results sig-
with three possible values: Left, Right, None. Innificantly (p<.0001), both in terms of unlabeled
order to incorporate further information supplied and labeled accuracy. For labeled accuracy we ob-
by the LFG grammars we extend the feature modserve an improvement of 1.45 percentage points,
els with an additional, static attributexFEATS.  from 85.97 to 87.42. For the German data, we
This is employed for the range of deep linguisticfind that the addition of dependency structure with
features, detailed in section 3.3 above. complex labels (Complex) gives a further small,
but significant (pc.03) improvement over the ex-
periment with single labels.
All parse experiments are performed using 10-fold The results following the addition of the
cross-validation for training and testing. Overall grammar-extracted features in Table 1 (Feats) are
parsing accuracy will be reported using the stanpresented in Table 3.We observe significant im-
dard metrics of labeled attachment score (LAS)rovements of overall parse results for both lan-
and unlabeled attachment score (UAS).Statisticajjuages (p..0001).

significance is checked using Dan Bikel's random-—————— _ _

. . . We experimented with several feature models for the in-

ized parsing evaluation comparafor. clusion of the additional information, however, found ng-si
nificant differences when performing a forward feature cele

Mon. The simple feature model simply adds tkeeATS of
thetop andnext tokens of the parse configuration.

5.1 Experimental setup

shared task (Nivre et al., 2006b). For both languages, we e
ploy so-called “relaxed” root handling.
“http://www.cis.upenn.edw/dbikel/software.html
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English German
UAS LAS | UAS LAS

Baseline 92.48 89.64 88.68 85.97
Single 92.61 89.79| 89.72 87.42
Complex 92.58 89.74 89.76 87.46
Feats 92.55 89.77 89.63 87.30

Single+Feats 92.52 89.6p90.01 87.77
Complex+Feats 92.53 89.7090.02 87.78

Table 3: Overall results in experiments expressed as uleldized labeled attachment scores.

We also investigated combinations of the dif-cise benefits of the parser combination. We will
ferent sources of information — dependency strucalso investigate the application of the method di-
tures and deep features. These results are preectly to raw text and application to a task which
sented in the final lines of Table 3. We find may benefit specifically from the combined anal-
that for the English parser, the combination ofyses, such as semantic role labeling or semantic
the features do not cause a further improveverb classification.
ment of results, compared to the individual ex- It has recently been shown that automatically
periments. The combined experiments (Sin-acquired LFG grammars may actually outperform
gle+Feats, Complex+Feats) for German, on thdand-crafted grammars in parsing (Cahill et al.,
other hand, differ significantly from the base- 2008a). These results add further to the relevance
line experiment, as well as the individual ex- of the results shown in this paper, bypassing the
periments (Single,Complex,Feats) reported abovbottleneck of grammar hand-crafting as a prereg-
(p<.0001). By combination of the grammar- uisite for the applicability of our results.
derived features we improve on the baseline by
1.81 percentage points. References
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Abstract

This paper describes an incremental parser
based on an adjoining operation. By using
the operation, we can avoid the problem
of infinite local ambiguity in incremental
parsing. This paper further proposes a re-
stricted version of the adjoining operation,
which preserves lexical dependencies of
partial parse trees. Our experimental re-
sults showed that the restriction enhances
the accuracy of the incremental parsing.

1 Introduction

Incremental parser reads a sentence from left to
right, and produces partial parse trees which span
all words in each initial fragment of the sentence.
Incremental parsing is useful to realize real-time
spoken language processing systems, such as a si-
multaneous machine interpretation system, an au-
tomatic captioning system, or a spoken dialogue
system (Allen et al., 2001).

Several incremental parsing methods have been
proposed so far (Collins and Roark, 2004; Roark,
2001; Roark, 2004). In these methods, the parsers
can produce the candidates of partial parse trees
on a word-by-word basis. However, they suffer
from the problem of infinite local ambiguity, i.e.,
they may produce an infinite number of candidates
of partial parse trees. This problem is caused by
the fact that partial parse trees can have arbitrar-
ily nested left-recursive structures and there is no
information to predict the depth of nesting.

To solve the problem, this paper proposes an in-
cremental parsing method based on an adjoining
operation. By using the operation, we can avoid
the problem of infinite local ambiguity. This ap-
proach has been adopted by Lombardo and Sturt
(1997) and Kato et al. (2004). However, this
raises another problem that their adjoining opera-
tions cannot preserve lexical dependencies of par-
tial parse trees. This paper proposes a restricted
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version of the adjoining operation which preserves
lexical dependencies. Our experimental results
showed that the restriction enhances the accuracy
of the incremental parsing.

2 Incremental Parsing

This section gives a description of Collins and
Roark’s incremental parser (Collins and Roark,
2004) and discusses its problem.

Collins and Roark’s parser uses a grammar de-
fined by a 6-tuple G = (V,T,S,#,C,B). V is
a set of nonterminal symbols. 7' is a set of ter-
minal symbols. S is called a start symbol and
S € V. # is a special symbol to mark the end
of a constituent. The rightmost child of every par-
ent is labeled with this symbol. This is necessary
to build a proper probabilistic parsing model. C
is a set of allowable chains. An allowable chain
is a sequence of nonterminal symbols followed by
a terminal symbol. Each chain corresponds to a
label sequence on a path from a node to its left-
most descendant leaf. B is a set of allowable
triples. An allowable triple is a tuple (X,Y, Z)
where X,Y,Z € V. The triple specifies which
nonterminal symbol Z is allowed to follow a non-
terminal symbol Y under a parent X.

For each initial fragment of a sentence, Collins
and Roark’s incremental parser produces partial
parse trees which span all words in the fragment.

Let us consider the parsing process as shown
in Figure 1. For the first word “we”, the parser
produces the partial parse tree (a), if the allowable
chain (S — NP — PRP — we) exists in C. For
other chains which start with S and end with “we”,
the parser produces partial parse trees by using the
chains. For the next word, the parser attaches the
chain (VP — VBP — describe) to the partial parse
tree (a) . The attachment is possible when the al-
lowable triple (S, NP, VP) exists in B.

"More precisely, the chain is attached after attaching end-
of-constituent # under the NP node.

Proceedings of the ACL-IJCNLP 2009 Conference Short Papers, pages 41-44,
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Figure 1: A process in incremental parsing

2.1 Infinite Local Ambiguity

Incremental parsing suffers from the problem of
infinite local ambiguity. The ambiguity is caused
by left-recursion. An infinite number of partial
parse trees are produced, because we cannot pre-
dict the depth of left-recursive nesting.

Let us consider the fragment “We describe a.”
For this fragment, there exist several candidates of
partial parse trees. Figure 1 shows candidates of
partial parse trees. The partial parse tree (c) rep-
resents that the noun phrase which starts with “a”
has no adjunct. The tree (d) represents that the
noun phrase has an adjunct or is a conjunct of a
coordinated noun phrase. The tree (e) represents
that the noun phrase has an adjunct and the noun
phrase with an adjunct is a conjunct of a coordi-
nated noun phrase. The partial parse trees (d) and
(e) are the instances of partial parse trees which
have left-recursive structures. The major problem
is that there is no information to determine the
depth of left-recursive nesting at this point.

3 Incremental Parsing Method Based on
Adjoining Operation

In order to avoid the problem of infinite local am-
biguity, the previous works have adopted the fol-
lowing approaches: (1) a beam search strategy
(Collins and Roark, 2004; Roark, 2001; Roark,
2004), (2) limiting the allowable chains to those
actually observed in the treebank (Collins and
Roark, 2004), and (3) transforming the parse trees
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with a selective left-corner transformation (John-
son and Roark, 2000) before inducing the al-
lowable chains and allowable triples (Collins and
Roark, 2004). The first and second approaches can
prevent the parser from infinitely producing partial
parse trees, but the parser has to produce partial
parse trees as shown in Figure 1. The local ambi-
guity still remains. In the third approach, no left
recursive structure exists in the transformed gram-
mar, but the parse trees defined by the grammar are
different from those defined by the original gram-
mar. It is not clear if partial parse trees defined by
the transformed grammar represent syntactic rela-
tions correctly.

As an approach to solve these problems, we
introduce an adjoining operation to incremental
parsing. Lombardo and Sturt (1997) and Kato
et al. (2004) have already adopted this approach.
However, their methods have another problem that
their adjoining operations cannot preserve lexical
dependencies of partial parse trees. To solve this
problem, this section proposes a restricted version
of the adjoining operation.

3.1 Adjoining Operation

An adjoining operation is used in Tree-Adjoining
Grammar (Joshi, 1985). The operation inserts a
tree into another tree. The inserted tree is called an
auxiliary tree. Each auxiliary tree has a leaf called
a foot which has the same nonterminal symbol as
its root. An adjoining operation is defined as fol-
lows:

adjoining An adjoining operation splits a parse
tree o at a nonterminal node 7 and inserts an
auxiliary tree 3 having the same nonterminal
symbol as 7, i.e., combines the upper tree of
o with the root of ( and the lower tree of o
with the foot of 5.

We write a,) 3(o) for the partial parse tree obtained
by adjoining 3 to o at 7).

We use simplest auxiliary trees, which consist
of a root and a foot.

As we have seen in Figure 1, Collins and
Roark’s parser produces partial parse trees such as
(c), (d) and (e). On the other hand, by using the
adjoining operation, our parser produces only the
partial parse tree (c). When a left-recursive struc-
ture is required to parse the sentence, our parser
adjoins it. In the example above, the parser adjoins
the auxiliary tree (NP — NP) to the partial parse
tree (c) when the word “for” is read. This enables
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the parser to attach the allowable chain (PP — IN
— for). The parsing process is shown in Figure 2.

3.2 Adjoining Operation and Monotonicity

By using the adjoining operation, we avoid the
problem of infinite local ambiguity. However, the
adjoining operation cannot preserve lexical depen-
dencies of partial parse trees. Lexical dependency
is a kind of relation between words, which repre-
sents head-modifier relation. We can map parse
trees to sets of lexical dependencies by identifying
the head-child of each constituent in the parse tree
(Collins, 1999).

Let us consider the parsing process as shown
in Figure 3. The partial parse tree (a) is a can-
didate for the initial fragment “We describe John
’s”. We mark each head-child with a special sym-
bol «. We obtain three lexical dependencies (We
— describe), (John — ’s) and (s — describe)
from (a). When the parser reads the next word
“method”, it produces the partial parse tree (b) by
adjoining the auxiliary tree (NP — NP). The par-
tial parse tree (b) does not have (’s — describe).
The dependency (’s — describe) is removed when
the parser adjoins the auxiliary tree (NP — NP) to
(a). This example demonstrates that the adjoining
operation cannot preserve lexical dependencies of
partial parse trees.

Now, we define the monotonicity of the adjoin-
ing operation. We say that adjoining an auxiliary
tree (3 to a partial parse tree o at a node 7 is mono-
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tonic when dep(o) C dep(ay g(0)) where dep is
the mapping from a parse tree to a set of dependen-
cies. An auxiliary tree 3 is monotonic if adjoining
0 to any partial parse tree is monotonic.

We want to exclude any non-monotonic auxil-
iary tree from the grammar. For this purpose, we
restrict the form of auxiliary trees. In our frame-
work, all auxiliary trees satisfy the following con-
straint:

e The foot of each auxiliary tree must be the
head-child of its parent.

The auxiliary tree (NP — NP*) satisfies the con-
straint, while (NP — NP) does not.

3.3 Our Incremental Parser

Our incremental parser is based on a probabilistic
parsing model which assigns a probability to each
operation. The probability of a partial parse tree is
defined by the product of the probabilities of the
operations used in its construction. The probabil-
ity of attaching an allowable chain c to a partial
parse tree o is approximated as follows:

P(c|o) Proot(R | P, L, H, ty, wy,D)
XPtemplate(Cl | R7P7L7H)

XPword(w | C,a ths U}h)

where R is the root label of ¢, ¢’ is the sequence
which is obtained by omitting the last element
from c and w is the last element of c¢. The proba-
bility is conditioned on a limited context of 0. P
is a set of the ancestor labels of R. L is a set of the
left-sibling labels of R. H is the head label in L.
wpg and ty are the head word and head tag of H,
respectively. D is a set of distance features. wy,
and t;, are the word and POS tag modified by w,
respectively. The adjoining probability is approxi-
mated as follows:

P(ﬁ ‘ U) = Padjoining(ﬁ | P7LaH?D)

where 3 is an auxiliary tree or a special symbol
ntl, the nil means that no auxiliary tree is ad-
joined. The limited contexts used in this model
are similar to the previous methods (Collins and
Roark, 2004; Roark, 2001; Roark, 2004).

To achieve efficient parsing, we use a beam
search strategy like the previous methods (Collins
and Roark, 2004; Roark, 2001; Roark, 2004). For
each word position ¢, our parser has a priority
queue H;. Each queue H; stores the only /V-best



Table 1: Parsing results

LR(%) LP(%) F(%)
Roark (2004) 86.4 86.8  86.6
Collins and Roark (2004) 86.5 86.8  86.7
No adjoining 86.3 86.8  86.6
Non-monotonic adjoining 86.1 87.1 86.6
Monotonic adjoining 87.2 87.7 874

partial parse trees. In addition, the parser discards
the partial parse tree o whose probability P(o) is
less than the P*~ where P* is the highest proba-
bility on the queue H; and -y is a beam factor.

4 Experimental Evaluation

To evaluate the performance of our incremental
parser, we conducted a parsing experiment. We
implemented the following three types of incre-
mental parsers to assess the influence of the ad-
joining operation and its monotonicity: (1) with-
out adjoining operation, (2) with non-monotonic
adjoining operation, and (3) with monotonic ad-
joining operation. The grammars were extracted
from the parse trees in sections 02-21 of the Wall
Street Journal in Penn Treebank. We identified the
head-child in each constituent by using the head
rule of Collins (Collins, 1999). The probabilistic
models were built by using the maximum entropy
method. We set the beam-width N to 300 and the
beam factor v to 10711,

We evaluated the parsing accuracy by using sec-
tion 23. We measured labeled recall and labeled
precision. Table 1 shows the results>. Our in-
cremental parser is competitive with the previous
ones. The incremental parser with the monotonic
adjoining operation outperforms the others. The
result means that our proposed constraint of auxil-
iary trees improves parsing accuracy.

5 Conclusion

This paper has proposed an incremental parser
based on an adjoining operation to solve the prob-
lem of infinite local ambiguity. The adjoining
operation causes another problem that the parser
cannot preserve lexical dependencies of partial
parse trees. To tackle this problem, we defined

’The best results of Collins and Roark (2004)
(LR=88.4%, LLP=89.1% and F=88.8%) are achieved when
the parser utilizes the information about the final punctuation
and the look-ahead. However, the parsing process is not
on a word-by-word basis. The results shown in Table 1 are
achieved when the parser does not utilize such informations.
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the monotonicity of adjoining operation and re-
stricted the form of auxiliary trees to satisfy the
constraint of the monotonicity. Our experimental
result showed that the restriction improved the ac-
curacy of our incremental parser.

In future work, we will investigate the incre-
mental parser for head-final language such as
Japanese. Head-final language includes many in-
direct left-recursive structures. In this paper, we
dealt with direct left-recursive structures only. To
process indirect left-recursive structures, we need
to extend our method.
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Abstract 2 Modd

Tree substitution grammars (TSGs) of- 2.1 Treesubstitution grammars

fer many advantages over context-free TSGs extend CFGs (and their probabilistic coun-
grammars (CFGs), but are hard to learn.  terparts, which concern us here) by allowing non-
Past approaches have resorted to heuris- terminals to be rewritten as subtrees of arbitrary
tics. In this paper, we learn a TSG us-  size. Although nonterminal rewrites are still
ing Gibbs sampling with a nonparamet- context-free, in practice TSGs can loosen the in-
ric prior to control subtree size. The dependence assumptions of CFGs because larger
learned grammars perform significantly rules capture more context. This is simpler than
better than heuristically extracted ones on  the complex independence and backoff decisions

parsing accuracy. of Markovized grammars. Furthermore, subtrees
_ with terminal symbols can be viewed as learn-
1 Introduction ing dependencies among the words in the subtree,

Tree substition grammars (TSGs) have potentiaPPViating the need for the manual specification
advantages over regular context-free grammard/i2german, 1995) or automatic inference (Chiang
(CFGs), but there is no obvious way to learn thes@"d Bikel, 2002) of lexical dependencies.
grammars. In particular, learning procedures are Following standard notation for PCFGs, the
not able to take direct advantage of manually anProbability of a derivationd in the grammar is
notated corpora like the Penn Treebank, which ar8'V€Nn @S
not marked for derivations and thus assume a stan- Pr(d) = [ [ Pr(r)
dard CFG. Since different TSG derivations can red
produce the same parse tree, learning procedureghere eachr is a rule used in the derivation. Un-
must guess the derivations, the number of which igler a regular CFG, each parse tree uniquely idenfi-
exponential in the tree size. This compels heuristidies a derivation. In contrast, multiple derivations
methods of subtree extraction, or maximum like-in a TSG can produce the same parse; obtaining
lihood estimators which tend to extract large subthe parse probability requires a summation over
trees that overfit the training data. all derivations that could have produced it. This
These problems are common in natural landisconnect between parses and derivations com-
guage processing tasks that search for a hidplicates both inference and learning. The infer-
den segmentation. Recently, many groups havence (parsing) task for TSGs is NP-hard (Sima’an,
had success using Gibbs sampling to address tH¥96), and in practice the most probable parse is
complexity issue and nonparametric priors to adapproximated (1) by sampling from the derivation
dress the overfitting problem (DeNero et al., 2008 forest or (2) from the tog: derivations.
Goldwater et al., 2009). In this paper we apply Grammar learning is more difficult as well.
these techniques to learn a tree substitution granEFGs are usually trained on treebanks, especially
mar, evaluate it on the Wall Street Journal parsinghe Wall Street Journal (WSJ) portion of the Penn
task, and compare it to previous work. Treebank. Once the model is defined, relevant
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400 : — T E o : set of subtrees should be added to our grammar,
350 - g Bag S and we would like to do so in a manner that prefers
300 |- i ‘\, i smaller subtrees but permits larger ones if the data
250 |- / u ] warrants it. This type of requirement is common in
200 & /- [ } T NLP tasks that require searching for a hidden seg-
150 - / L ] 1 mentation, and in the following sections we apply
1:2 : ./.i 'l\l it to learning a TSG from the Penn Treebank.
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Figure 1: Subtree count (thousands) across heightr an excellent introduction to collapsed Gibbs

for the “all subtrees” grammarl{) and the supe- sampling with a DP prior, we refer the reader to

rior “minimal subset” @) from Bod (2001). Appendix A of Goldwater et al. (2009), which we

follow closely here. Our training data is a set of

events can simply be counted in the training dataParse tree§” that we assume was produced by an

In contrast, there are no treebanks annotated witdnknown TSGy with probability Pr(7 |g). Using

TSG derivations, and a treebank parse tree: of Bayes’ rule, we can compute the probability of a

nodes is ambiguous amor®j possible deriva- Pparticular hypothesized grammar as

tions. One solution would be to manually annotate Pr(T | ) Pr(g)

a treebank with TSG derivations, but in addition Pr(g|7)= ———"———

to being expensive, this task requires one to know Pr(T)

what the grammar actually is. Part of the thinkingpr(g) is a distribution over grammars that ex-

motivating TSGs is to let the data determine thepresses oua priori preference for. We use a set

best set of subtrees. of Dirichlet Process (DP) priors (Ferguson, 1973),
One approach to grammar-learning is Datagpne for each nontermindf € N, the set of non-

Oriented Parsing (DOP), whose strategy is to simterminals in the grammar. A sample from a DP

ply take all subtrees in the training data as thejs a distribution over events in an infinite sample

grammar (Bod, 1993). Bod (2001) did this, ap-space (in our case, potential subtrees in a TSG)

proximating “all subtrees” by extracting from the which takes two parameters, a base measure and a
Treebank 400K random subtrees for each subtregoncentration parameter:

height ranging from two to fourteen, and com-

pared the performance of that grammar to that gx ~ DP(Gx,«)

of a heurl’sncally pruned mlnlmgl subset” of !t. Gx(t) = Prg([t]:ps) HPrMLE(T)
The latter's performance was quite good, achiev-
ing 90.8% F scoré on section 23 of the WSJ.

This approach is unsatisfying in some ways,The base measuréx defines the probability of a
however. Instead of heuristic extraction we wouldSubtreet as the product of the PCFG rulesc ¢
prefer a model that explained the subtrees foundat constitute it and a geometric distributibng
in the grammar. Furthermore, it seems unlikelyoVer the number of those rules, thus encoding a
that subtrees with ten or so lexical items will be Preference for smaller sub_t.re%é'.he parameter:
useful on average at test time (Bod did not reporfontributes to the probability that previously un-
how often larger trees are used, but did report that€en subtrees will be sampled. All DPs share pa-
including subtrees with up to twelve lexical items f@metersps and . An entire grammar is then
improved parser performance). We expect there t§IVen asy = {gx : X € N}. We emphasize that
be fewer large subtrees than small ones. Repedi© head information is used by the sampler.
ing Bod’s grammar extraction experiment, this is Rather than explicitly consider each segmen-

indeed what we find when comparing these twdation of the parse trees (which would define a
grammars (Figure 1). TSG and its associated parameters), we use a col-

. lapsed Gibbs sampler to integrate over all possi-

ret

In summary, we would like a principled (mode

based) means of determining from the data which 2cohn et al. (2009) and O’Donnell et al. (2009) indepen-
dently developed similar models.

‘The harmonic mean of precision and rec#ll: = 222 3G'x(t) = O unless rodft) = X.
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3 Experiments

5
NP ADlVP 31 Sdup _
| | We used the standard split for the Wall Street Jour-
NN RB VBZ Sy nal portion of the Treebank, training on sections 2
| | / to 21, and reporting results on sentences with no
Someone always makes NP more than forty words from section 23.
P}LP We compare with three other grammars.
| : e A standard Treebank PCFG.
you quit
- e A “spinal” TSG, produced by extracting
Figure 2: Depiction ofsub(S2) and sub(S2). lexicalized subtrees from each lengttsen-
Highlighted subtrees correspond with our spinal  tence in the training data. Each subtree is de-
extraction heuristic §6) Circles denote nodes fined as the sequence of CFG rules from leaf
whose flag=1. upward all sharing a head, according to the

Magerman head-selection rules. We detach
the top-level unary rule, and add in counts
from the Treebank CFG rules.

ble grammars and sample directly from the poste-
rior. This is based on the Chinese Restaurant Pro-
cess (CRP) representation of the DP. The Gibbs
sampler is an iterative procedure. Atinitialization, ¢ An in-house version of the heuristic “mini-
each parse tree in the corpus is annotated with &  ma| subset” grammar of Bod (2004).
specific derivation by marking each node in the _ _

tree with a binary flag. This flag indicates whetherWe note two differences in our work that ex-
the subtree rooted at that node (a height one cF@lain the large difference in scores for the minimal
rule, at minimum) is part of the subtree contain-9rammar from those reported by Bod: (1) we did

ing its parent. The Gibbs sampler considers evD0t implement the smoothed “mismatch parsing”,
ery non-terminal, non-root node of each parse which permits lexical leaves of subtrees to act as
tree in turn, freezing the rest of the training dataWildcards, and (2) we approximate the most prob-
and randomly choosing whether to join the sub-able parse with the top single derivation instead of
trees above: and rooted at (outcomeh;) or to  the top 1,000.
split them (outcomé,) according to the probabil- ~ Rulé probabilities for all grammars were set
ity ratio ¢(h1)/(¢(h1) + ¢(hs)), wheres assigns W|th r.elatlve. frequency. The Gibbs sam_pler was
a probability to each of the outcomes (Figure 2). initialized with the spinal grammar derivations.
Letsub(n) denote the subtree above and includ-We construct sampled grammars in two ways: by
ing noden andsub(n) the subtree rooted at ois ~ SUMMIng all subtree counts from the derivation
a binary operator that forms a single subtree fronftates of the first sampling iterations together

two adjacent ones. The outcome probabilities aréWith counts from the Treebank CFG rules (de-
noted(«, pg, <7)), and by taking the counts only
o(h1) = 6(

t) from iteration: (denoted o, ps, 7)).
#(ha) = 6O(sub(c)) - f(sub(c)) Our standard CKY parser and Gibbs sampler
_ were both written in Perl. TSG subtrees were flat-
wheret = sub(c) o sub(c). Under the CRP, the (gneq to CFG rules and reconstructed afterward,
subtree probability(t) is afu_nctlon of the current |, ith identical mappings favoring the most proba-
state of the rest of the training corpus, the apprope ryle. For pruning, we binned nonterminals ac-
priate base me.asu(émot(t), and the concentra- oding to input span and degree of binarization,
tion parametex.: keeping the ten highest scoring items in each bin.

o) = oWtz F aCroon () 32 Reslts

|zt| + «

_ . . Table 1 contains parser scores. The spinal TSG
wherez; is the multiset of subtrees in the frozen gutperforms a standard unlexicalized PCFG and
portion of the training corpus sharing the same—; _

All rules of height one, plus 400K subtrees sampled at

root ast, andcount, (¢) is the count of subtree ¢, heighf:, 2 < h < 14, minus unlexicalized subtrees of
t among them. h > 6 and lexicalized subtrees with more than twelve words.
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grammar size LP LR F1 10° : : : : : _
PCFCI5 46K 75.37 70.05 72.61 - ,,@»rr@—r»@,,,@,,.@,,.@,,_@__,@‘,,@,,_Q,,@__,gi
spina 190K 80.30 78.10 79.18 ]
minimal subset | 2.56M 76.40 7829 77.33 ot 1005 o A ey i 1
(10,0.7,100) 62K 81.48 81.03 81.25 e __minimal, actual grammar ---C---- |

3 &% minimal, used parsing WSJ23 @ ]
(10,0.8,100) 61K 81.23 80.79 81.00 10 N ) ]
(10,0.9,100) 61K 82.07 81.17 8161 102 ]
(100,0.7,100) 64K 81.23 80.98 81.10 . ]
(100, 0.8, 100) 63K 82.13 81.36 81.74 10 o0 0 T
(100,0.9, 100) 62K 82.11 81.20 81.65 o0 o .
(100,0.7,<100) | 798K 82.38 82.27 82.32 0 2 4 N 8 10 12
(100,0.8,§100) 506K 8227 8195 82.10 number of words in subtree’s frontier
(100,0.9, <100) | 290K 82.64 82.09 82.36 Figure 3: Histogram of subtrees sizes used in pars-
(100, 0.7, 500) 61K 8195 81.76 81.85 ing WSX23 (filled points), as well as from the
(100, 0.8, 500) 60K 82.73 82.21 82.46 grammars themselves (outlined points).
(100, 0.9, 500) 50K 82.57 81.53 82.04
(100,0.7,<500) | 2.05M 82.81 82.01 82.40 . .
(100.0.8. <500) | 1.13M 83.06 82.10 8257 over_SL_Jbtree size. They substantially outperform
(100,0.9,<500) | 528K 83.17 8191 82.53 heuristically extracted grammars from previous

work as well as our novel spinal grammar, and can
Table 1: Labeled precision, recall, and Bn  do so with many fewer rules.
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Abstract Meg-ga kare-niano pen-wo age-ta.
Meg-subj to him that pen-acc give-past.
We describe an algorithm for Japanese |p 0 1 2 3 4
analysis that does both base phrase chunk- Head 4 4 3 4 -
ing and dependency parsing simultane-
ously in linear-time with a single scan of a Figure 1: Sample sentence (bunsetsu-based)

sentence. In this paper, we show a pseudo

code of the algorithm and evaluate its per- _
formance empirically on the Kyoto Uni- amongbunsetss. A bunsetsus a base phrasal

versity Corpus. Experimental results show ~ Unitand consists of one or more content words fol-

that the proposed algorithm with the voted ~ |0wed by zero or more function words.
perceptron yields reasonably good accu- In addition, most of algorithms of Japanese de-
racy. pendency parsing, e.g., (Sekine et al., 2000; Sas-
sano, 2004), assume the three constraints below.
1 Introduction (1) Each bunsetsu has only one head except the
Sinal lqorith ¢ : . ant rightmost one. (2) Dependency links between bun-
>INgIe scan algornthms of parsing are Important oty go from left to right. (3) Dependency links
interactive applications of NLP. For instance, such

lgorith Id b itable f bot do not cross one another. In other words, depen-
algorithms would be more suitable for robots ac'ciencies are projective.

cepting sp_eech inpu'ts or chatbots handling natu'ra A sample sentence in Japanese is shown in Fig-
Ianguage mputs which should respo.nd quickly Inure 1. We can see all the constraints are satisfied.
some situations even when human inputs are not

clearly ended. 3 Previous Work
Japanese sentence analysis typically consists of

three major steps, namely morphological analysis’'S far as we know, there is no dependency parser
bunsetsybase phrase) chunking, and dependency‘at does simultaneously both bunsetsu chunking
parsing. In this paper, we describe a novel algo@"d dependency parsing and, in addition, does
rithm that combines the last two steps into a sinfhém with a single scan. Most of the modern
gle scan process. The algorithm, which is an exdepen_dency parsers for Japan(_ese reduiresetsu
tension of Sassano’s (2004), allows us to chuni€hunking (base phrase chunking) before depen-

morphemes into base phrases and decide depef€ncy parsing (Sekine etal., 2000; Kudo and Mat-
dency relations of the phrases in a strict left-to-Sumoto, 2002; Sassano, 2004). Although word-

right manner. We show a pseudo code of the albased parsers are proposed in (Mori et al., 2000;

gorithm and evaluate its performance empiricallyMori, 2002), they do not build bunsetsus and are
with the voted perceptron on the Kyoto University "0t compatible with other Japanese dependency

Corpus (Kurohashi and Nagao, 1998). parsers. Multilingual parsers of participants in the
CoNLL 2006 shared task (Buchholz and Marsi,
2 Japanese Sentence Structure 2006) can handle Japanese sentences. But they are

" basically word-based.
In Japanese NLP, it is often assumed that the struc- y

ture of a sentence is given by dependency relations
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Meg ga Kkareni ano penwo age-ta.
Meg subj him to that pen acc give-past.
ID O 1 2 34 5 6 7
Head 1 7 3 76 6 7 -
Type B D B DD B D -

Input: w;: morphemes in a given sentence.
N': the number of morphemes.

Output: h;: the head IDs of morphemes;.
tj: the type of dependency relation. A possible
value is either "B”, "D”, or "O”".

_ Functions:Push{, s): pushes on the stacls.
Figure 2: Sample sentence (morpheme-based). Popk): pops a value off the stack

“Type” represents the type of dependency relation. Dep(j, i, w, t): returns true whem; should

modify w;. Otherwise returns false. Sets
alwayst;.
procedure Analyze(, N, h, t)
var s: a stack for IDs of modifier morphemes
begin
In our proposed algorithm, we use a morpheme- Push¢1,s);  { —1 for end-of-sentencg
based dependency structure instead of a bunsetsu- Push(, s);
based one. The morpheme-based representation for i <— 1to N — 1 do begin

4  Algorithm

4.1 Dependency Representation

is carefully designed to convey the same informa-  J < Popé);

tion on dependency structure of a sentence without ~ While (j # —1

the loss from the bunsetsu-based one. The right- and (Dep(j, i, w, t) or (i = N — 1))) do
most morpheme of the bunsetsshould modify begin

the rightmost morpheme of the bunsetswhen hj — i; j < Popé)

the bunsetsu modifies the bunsetsu. Every end

morpheme except the rightmost one in a bunsetsu  Pushg, s); Pushg, s)
should modify its following one. The sample sen-  €nd

tence in Figure 1 is converted to the sentence witgnd

our proposed morpheme-based representation

Fi 2. _ _
oure . Figure 3: Pseudo code for base phrase chunking
Take for instance, the head of the 0-th bunsetsy, dependency parsing.

“Meg-ga” is the 4-th bunsetsu “age-ta.” in Fig-
ure 1. This dependency relation is represented by _
that the head of the morpheme “ga” is “age-ta.” in4.2 Pseudo Code for the Proposed Algorithm

Figure 2. The algorithm that we propose is based on (Sas-
The morpheme-based representation above carano, 2004), which is considered to be a simple
not explicitly state the boundaries of bunsetsusform of shift-reduce parsing. The pseudo code of
Thus we add the type to every dependency relasur algorithm is presented in Figure 3. Important
tion. A bunsetsu boundary is represented by theariables here aré; andt; wherej is an index
type associated with every dependency relationof morphemes. The variable; holds the head ID
The type “D” represents that this relation is a de-and the variable; has the type of dependency re-
pendency of two bunsetsus, while the type “B”lation. For example, the head and the dependency
represents a sequence of morphemes inside ofralation type of “Meg” in Figure 2 are represented
given bunsetsu. In addition, the type “O”, whichashy = 1 andty, = “B” respectively. The flow
represents that two morphemes do not have a def the algorithm, which has the same structure as
pendency relation, is used in implementations ofSassano’s (2004), is controlled with a stack that
our algorithm with a trainable classifier. Following holds IDs for modifier morphemes. Decision of
this encoding scheme of the type of dependencthe relation between two morphemes is made in
relations bunsetsu boundaries exist just after th®ep() which uses a machine learning-based clas-
morphemes that have the type “D”. Inserting “ sifier that supports multiclass prediction.
after every morpheme with “D” of the sentence in  The presented algorithm runs in a left-to-right
Figure 2 results in Meg-ggkare-ni| ano| pen-wo  manner and its upper bound of the time complex-
| age-ta. This is identical to the sentence with thety is O(n). Due to space limitation, we do not
bunsetsu-based representation in Figure 1. discuss its complexity here. See (Sassano, 2004)
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for further details. Measure Accuracy (%)

Dependency Acc. 93.96
5 Experiments and Discussion Dep. Type Acc. 99.49
Both 93.92

5.1 Experimental Set-up

Corpus  For evaluation, we used the Kyoto Uni- 1apje 1: Performance on the test set. This result is

versity Corpus Version 2 (Kurohashi and Nagaoachieved by the following parameters: The size of
1998). The split for training/test/development isqontext window is 2 and epociiis 4.

the same as in other papers, e.g., (Uchimoto et al.,

1999). Bunsetsu-based Morpheme-based
Selection of a Classifier and its Setting We im-  Previous 88.48 95.09
plemented a parser with the voted perceptron (VP) OUrs NA 93.96

(Freund and Schapire, 1999). We used a poly- _
nomial kernel and set its degree to 3 because cul@Ple 2: Dependency accuracy. The system with
bic kernels proved to be effective empirically for e previous method employs the algorithm (Sas-
Japanese parsing (Kudo and Matsumoto, 2002§$2n0, 2004) with the voted perceptron.

The number of epocti’ of VP was selected using

the development test set. For multiclass predicis the size of the context window. We examined 0,
tion, we used the pairwise method (KreBBel, 1999)1 5 and 3 fom.

Features We have designed rather simple fea- . .
. 5.2 Results and Discussion
tures based on the common feature set (Uchimoto
etal., 1999; Kudo and Matsumoto, 2002; Sassand\ccuracy Performances of our parser on the test

2004) for bunsetsu-based parsers. We use the foset is shown in Table 1. The dependency accuracy
lowing features for each morpheme: is the percentage of the morphemes that have a

correct head. The dependency type accuracy is the

1. major POS, minor POS, conjugation type,percentage of the morphemes that have a correct
conjugation form, surface form (lexicalized dependency type, i.e., “B” or “D”. The bottom line
form) of Table 1 shows the percentage of the morphemes
Content word or function word that have both a correct head and a correct depen-
dency type. In all these measures we excluded the
last morpheme in a sentence, which does not have
. Open parentheses and close parentheses a head and its associated dependency type.
Location (at the beginning or end of the sen- 1he accuracy of dependency type in Table 1
tence) is interpreted to be accuracy of base phrase

(bunsetsu) chunking. Very accurate chunking is
Gap features between two morphemes are alsachieved.
used since they have proven to be very useful and Next we examine the dependency accuracy. In
contribute to the accuracy (Uchimoto et al., 1999;order to recognize how accurate it is, we com-
Kudo and Matsumoto, 2002). They are repre-pared the performance of our parser with that of
sented as a binary feature and include distance (the parser that uses one of previous methods. We
2,3,4-10, ol <), particles, parentheses, andimplemented a parser that employs the algorithm
punctuation. of (Sassano, 2004) with the commonly used fea-

In our proposed algorithm basically two mor- tures and runs with VP instead of SVM, which

phemes are examined to estimate their dependen&assano (2004) originally used. His parser, which
relation. Context information about the currentcannot do bunsetsu chunking, accepts only a chun-
morphemes to be estimated would be very useked sentence and then produces a bunsetsu-based
ful and we can incorporate such information intodependency structure. Thus we cannot directly
our model. We assume that we have jhh mor- compare results with ours. To enable us to com-
pheme and theé-th one in Figure 3. We also use pare them we gave bunsetsu chunked sentences by
thej—mn,...,j—1,j+1,...,7+n morphemes and our parser to the parser of (Sassano, 2004) instead
thei —n,...,i —1,i+ 1,...,7 +n ones, wheraw  of giving directly the correct chunked sentences

. Punctuation (periods and commas)

oA W oN
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Window Size Dep. Acc. Dep. Type Acc.  Running Time and Asymptotic Time Complex-

0T =1) 82.71 99.29 ity We have observed that the running time is
1(T=2) 93.57 99.49 proportional to the sentence length (Figure 4). The
2(T =4) 93.96 99.49 theoretical time complexity of the proposed algo-
3T =3) 93.79 99.42 rithm is confirmed with this observation.

Table 3: Performance change depending on th€ Conclusion and Future Work

context window size We have described a novel algorithm that com-

bines Japanese base phrase chunking and depen-
dency parsing into a single scan process. The pro-
posed algorithm runs in linear-time with a single
scan of a sentence.

In future work we plan to combine morpholog-
ical analysis or word segmentation into our pro-
posed algorithm. We also expect that structure
analysis of compound nouns can be incorporated
by extending the dependency relation types. Fur-
thermore, we believe it would be interesting to
discuss linguistically and psycholinguistically the
differences between Japanese and other European
languages such as English. We would like to know
Figure 4: Running time on the test set. We usedvhat differences lead to easiness of analyzing a
a PC (Intel Xeon 2.33 GHz with 8GB memaory on Japanese sentence.

FreeBSD 6.3).

Seconds

0 n :*:; 1 1 1 1 1 1 1 1
10 20 30 40 50 60 70 80 90
Sentence Length (Number of Morphemes)

100
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Abstract

We compare the CCG parser of Clark and
Curran (2007) with a state-of-the-art Penn
Treebank (PTB) parser. An accuracy com-
parison is performed by converting the
CCG derivations into PTB trees. We show
that the conversion is extremely difficult to
perform, but are able to fairly compare the
parsers on a representative subset of the
PTB test section, obtaining results for the
CCG parser that are statistically no differ-
ent to those for the Berkeley parser.

1 Introduction

There are a number of approaches emerging in sta-
tistical parsing. The first approach, which began in
the mid-90s and now has an extensive literature, is
based on the Penn Treebank (PTB) parsing task:
inferring skeletal phrase-structure trees for unseen
sentences of the WSJ, and evaluating accuracy ac-
cording to the Parseval metrics. Collins (1999) is a
seminal example. The second approach is to apply
statistical methods to parsers based on linguistic
formalisms, such as HPSG, LFG, TAG, and CCG,
with the grammar being defined manually or ex-
tracted from a formalism-specific treebank. Evalu-
ation is typically performed by comparing against
predicate-argument structures extracted from the
treebank, or against a test set of manually anno-
tated grammatical relations (GRs). Examples of
this approach include Riezler et al. (2002), Miyao
and Tsujii (2005), Briscoe and Carroll (2006), and
Clark and Curran (2007).!

Despite the many examples from both ap-
proaches, there has been little comparison across
the two groups, which we refer to as PTB parsing
and formalism-based parsing, respectively. The

'A third approach is dependency parsing, but we restrict
the comparison in this paper to phrase-structure parsers.
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PTB parser we use for comparison is the pub-
licly available Berkeley parser (Petrov and Klein,
2007). The formalism-based parser we use is the
ccG parser of Clark and Curran (2007), which
is based on CCGbank (Hockenmaier and Steed-
man, 2007), a CCG version of the Penn Treebank.
We compare this parser with a PTB parser because
both are derived from the same original source,
and both produce phrase-structure in some form
or another; the interesting question is whether any-
thing is gained by converting the PTB into CCG.?

The comparison focuses on accuracy and is per-
formed by converting CCG derivations into PTB
phrase-structure trees. A contribution of this paper
is to demonstrate the difficulty of mapping from a
grammatical resource based on the PTB back to the
PTB, and we also comment on the (non-)suitability
of the PTB as a general formalism-independent
evaluation resource. A second contribution is to
provide the first accuracy comparison of the CCG
parser with a PTB parser, obtaining competitive
scores for the CCG parser on a representative sub-
set of the PTB test sections. It is important to note
that the purpose of this evaluation is comparison
with a PTB parser, rather than evaluation of the
CCG parser per se. The CCG parser has been ex-
tensively evaluated elsewhere (Clark and Curran,
2007), and arguably GRs or predicate-argument
structures provide a more suitable test set for the
CCG parser than PTB phrase-structure trees.

2 The ccG to PTB Conversion

There has been much recent work in attempt-
ing to convert native parser output into alterna-
tive representations for evaluation purposes, e.g.
(Clark and Curran, 2007; Matsuzaki and Tsujii,
2008). The conclusion is that such conversions
are surprisingly difficult. Clark and Curran (2007)

2Since this short paper reports a small, focused research

contribution, we refer readers to Clark and Curran (2007) and
Petrov and Klein (2007) for details of the two parsers.
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shows that converting gold-standard CCG deriva-
tions into the GRs in DepBank resulted in an F-
score of only 85%; hence the upper bound on the
performance of the CCG parser, using this evalua-
tion scheme, was only 85%. Given that the current
best scores for the PTB parsing task are over 90%,
any loss from the conversion process needs to be
considered carefully if a fair comparison with PTB
parsers is to be achieved.

CCGbank was derived from the PTB, and so
it might be considered that converting back to
the PTB would be a relatively easy task, by es-
sentially reversing the mapping Hockenmaier and
Steedman (2007) used to create CCGbank. How-
ever, there are a number of differences between
the two treebanks which make the conversion back
far from trivial. First, the corresponding deriva-
tions in the treebanks are not isomorphic: a CCG
derivation is not simply a relabelling of the nodes
in the PTB tree; there are many constructions, such
as coordination and control structures, where the
trees are a different shape, as well as having differ-
ent labels. It is important to realise that Hocken-
maier and Steedman (2007) invested a significant
amount of time and effort in creating the mapping.
Second, some of the labels in the PTB do not ap-
pear in CCGbank, for example the QP label, and
these must be added back in; however, developing
rules to insert these labels in the right places is a
far from trivial task.

There were two approaches we considered for
the conversion. One possibility is to associate PTB
tree structures with CCG lexical categories, and
combine the trees together in step with the cate-
gory combinations in a CCG derivation — in much
the same way that an LTAG has elementary trees
in the lexicon which are combined using the sub-
stitution and adjunction rules of TAG. The second
approach is to associate conversion rules with each
local tree —i.e. a parent and one or two child nodes
— which appears in the CCGbank data.? In this pa-
per we took the second approach.

2.1 Conversion Schemas

There are three types of conversion schema:
schemas which introduce nodes for lexical items;
schemas which insert or elide PTB nodes for unary

3 Another possible approach has been taken by Matsuzaki
and Tsujii (2008), who convert HPSG analyses from a gram-
mar automatically extracted from the PTB back into the PTB.
They treat the problem as one of translation, learning a syn-
chronous grammar to perform the mapping.

54

TYPE  RULE SCHEMA

lexical NP NP

lexical NP[nb]/N -

lexical  (S[dcl]\NP)/NP VP

unary  S[dcl] — NP\NP (SBAR 1)

type- PP — 1

raising (S\NP)\((S\NP)/PP)

binary  NP[nb]/N N — NP[nb] | >

binary NP S[dcl]\NP — S|dcl] (s 1 r)

binary  NP/(S[dcl]\NP) (SBAR
S[dcl]\NP — NP 1 (s 1))

Table 1: Example conversion schemas

rules and type-raising; and schemas which can
perform arbitrary manipulation of generated PTB
subtrees for binary CCG rule instances. Examples
of these schemas are shown in Table 1. The pri-
mary operations in the binary schema are inserting
and attaching. Inserting a new node, for example
using the schema (S 1 r),creates anew S node
dominating both the left and right children of a bi-
nary rule. The attaching schema can attach the left
node under the right node (>); or the right node
under the left node (<).

The lexical categories NP and
(S[dcl]\NP)/NP (shown in Table 1) intro-
duce the PTB nodes NP and VP, respectively,
while other lexical categories such as NP[nb]/N
introduce no extra nodes. Some unary rules
introduce nodes, such as SBAR for the reduced
relative case, whilst others, such as the type-raised
PP, do not. Finally, binary schemas may create
no new nodes (e.g. when a determiner is attached
to an existing NP), or one or more nodes (e.g. an
extra S node is created when a verb phrase finds
its subject).

A PTB tree is built from a CCG derivation by
running over the derivation in a bottom-up fashion
and applying these schemas to the local trees in
the derivation.

2.2 Schema development

The schemas were developed by manual inspec-
tion using section 00 of CCGbank and the PTB as
a development set, following the oracle method-
ology of Clark and Curran (2007), in which gold-
standard derivations from CCGbank are converted
to the new representation and compared with the
gold standard for that representation. As well as
giving an idea of the difficulty, and success, of the
conversion, the resulting numbers provide an up-



SECTION \ P R F Cowmp
00 (all) 93.37 95.15 94.25 39.68
00 (den <40) | 94.11 95.65 9488 42.11
23 (all) 93.68 95.13 9440 3993
23 (len <40) | 93.75 9523 9448 42.15

Table 2: Oracle conversion evaluation

per bound on the performance of the CCG parser.
The test set, section 23, was not inspected at any
stage in the development of the schemas.

In total, we annotated 32 unary and 776 binary
rule instances (of the possible 2853 instances) with
conversion schemas, and 162 of the 425 lexical
categories. We also implemented a small num-
ber of default catch-all cases for the general CCG
combinatory rules and for the rules dealing with
punctuation, which allowed most of the 2853 rule
instances to be covered. Considerable time and ef-
fort was invested in the creation of these schemas.

The oracle conversion results from the gold
standard CCGbank to the PTB for section 00 and
23 are shown in Table 2. The numbers are brack-
eting precision, recall, F-score and complete sen-
tence matches, using the EVALB evaluation script.
Note that these figures provide an upper bound on
the performance of the CCG parser using EVALB,
given the current conversion process.

The importance of this upper bound should not
be underestimated, when the evaluation frame-
work is such that incremental improvements of a
few tenths of a percent are routinely presented as
improving the state-of-the-art, as is the case with
the Parseval metrics. The fact that the upper bound
here is less than 95% shows that it is not possi-
ble to fairly evaluate the CCG parser on the com-
plete test set. Even an upper bound of around 98%,
which is achieved by Matsuzaki and Tsujii (2008),
is not sufficient, since this guarantees a loss of at
least 2%.*

3 Evaluation

The Berkeley parser (Petrov and Klein, 2007) pro-
vides performance close to the state-of-the-art for
the PTB parsing task, with reported F-scores of
around 90%. Since the oracle score for CCGbank
is less than 95%, it would not be a fair comparison

“The higher upper bound achieved by Matsuzaki and Tsu-
jii (2008) could be due to the fact that their extracted HPSG
grammars are closer to the PTB than CCGbank, or due to their
conversion method. We leave the application of their method
to the CCG parser for future work.
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to use the complete test set. However, there are a
number of sentences which are correct, or almost
correct, according to EVALB after the conversion,
and we are able to use those for a fair comparison.

Table 3 gives the EVALB results for the CCG
parser on various subsets of section 00 of the
PTB. The first row shows the results on only
those sentences which the conversion process can
convert sucessfully (as measured by converting
gold-standard CCGbank derivations and compar-
ing with PTB trees; although, to be clear, the scores
are for the CCG parser on those sentences). As can
be seen from the scores, these sentences form a
slightly easier subset than the full section 00, but
this is a subset which can be used for a fair com-
parison against the Berkeley parser, since the con-
version process is not lossy for this subset.

The second row shows the scores on those sen-
tences for which the conversion process was some-
what lossy, but when the gold-standard CCGbank
derivations are converted, the oracle F-measure is
greater than 95%. The third row is similar, but for
sentences for which the oracle F-score is geater
than 92%. The final row is for the whole of sec-
tion 00. The UB column gives the upper bound on
the accuracy of the CCG parser. Results are calcu-
lated using both gold standard and automatically
assigned POS tags; # is the number of sentences
in the sample, and the % column gives the sample
size as a percentage of the whole section.

We compare the CCG parser to the Berkeley
parser using the accurate mode of the Berke-
ley parser, together with the model supplied with
the publicly available version. Table 3 gives the
results for Section 23, comparing the CCG and
Berkeley parsers. The projected columns give
the projected scores for the CCG parser, if it per-
formed at the same accuracy level for those sen-
tences which could not be converted successfully.
The purpose of this column is to obtain an ap-
proximation of the CCG parser score for a perfect
conversion process.’ The results in bold are those
which we consider to be a fair comparison against
the Berkeley parser. The difference in scores is
not statistically significant at p=0.05 (using Dan
Bikel’s stratified shuffling test).

One possible objection to this comparison is
that the subset for which we have a fair compar-

5This is likely to be an upper bound on the performance
of the CCG parser, since the larger test sets contain sentences
which were harder to convert, and hence are likely to be more
difficult to parse.



SAMPLE # % UB actual F projected F
gold auto gold auto
00 (F=100) | 759  39.7 100.00 | 94.19 93.41 - -
00 (F>95) | 1164 60.8 9849 | 91.08 89.93 9246 91.29
00 (F>92) | 1430 746 97.41 | 89.73 88.47 92.05 90.76
00 (all) 1913 100.0 94.25 | 87.00 85.60 92.00 90.52

Table 3: Results on the development set (CCG parser only)

SAMPLE # % UB | Berkeley F actual F projected F
gold auto | gold auto gold auto
23 (F=100) | 961 399 100.0 | 93.38 93.37 | 93.83 92.86 - -
23 (F>95) | 1401  58.2 98.61 | 91.66 91.63 | 90.82 89.84 92.08 91.09
23(F>92) | 1733 720 97.44 | 91.01 90.88 | 89.53 88.54 91.82 90.81
23 (all) 2407 100.0 94.40 | 89.67 89.47 | 86.36 85.50 91.20 90.29

Table 4: Results on the test set (CCG parser and Berkeley)

ison is likely to be an easy subset consisting of
shorter sentences, and so the most that can be
said is that the CCG parser performs as well as
the Berkeley parser on short sentences. In fact,
the subset for which we perform a perfect conver-
sion contains sentences with an average length of
18.1 words, compared to 21.4 for sentences with
40 words or less (a standard test set for reporting
Parseval figures). Hence we do consider the com-
parison to be highly informative.

4 Conclusion

One question that is often asked of the CcCG
parsing work is “Why not convert back into the
PTB representation and perform a Parseval eval-
uation?” By showing how difficult the conver-
sion is, we believe that we have finally answered
this question, as well as demonstrating compara-
ble performance with the Berkeley parser. In addi-
tion, we have thrown further doubt on the possible
use of the PTB for cross-framework parser evalua-
tion, as recently suggested by Matsuzaki and Tsu-
jii (2008). Even the smallest loss due to mapping
across representations is significant when a few
tenths of a percentage point matter. Whether PTB
parsers could be competitive on alternative parser
evaluations, such as those using GR schemes, for
which the CCG parser performs very well, is an
open question.
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Abstract

We define the problem of recognizing entailed re-
lations — given an open set of relations, find all oc-
currences of the relations of interest in a given doc-
ument set — and pose it as a challenge to scalable
information extraction and retrieval. Existing ap-
proaches to relation recognition do not address well
problems with an open set of relations and a need
for high recall: supervised methods are not eas-
ily scaled, while unsupervised and semi-supervised
methods address a limited aspect of the problem, as
they are restricted to frequent, explicit, highly lo-
calized patterns. We argue that textual entailment
(TE) is necessary to solve such problems, propose
a scalable TE architecture, and provide preliminary

results on an Entailed Relation Recognition task.

1 Introduction

In many information foraging tasks, there is a need
to find all text snippets relevant to a target concept.
Patent search services spend significant resources
looking for prior art relevant to a specified patent
claim. Before subpoenaed documents are used in
a court case or intelligence data is declassified, all
sensitive sections need to be redacted. While there
may be a specific domain for a given application,
the set of target concepts is broad and may change
over time. For these knowledge-intensive tasks,
we contend that feasible automated solutions re-
quire techniques which approximate an appropri-
ate level of natural language understanding.

Such problems can be formulated as a relation
recognition task, where the information need is ex-
pressed as tuples of arguments and relations. This
structure provides additional information which
can be exploited to precisely fulfill the informa-
tion need. Our work introduces the Entailed Rela-
tion Recognition paradigm, which leverages a tex-
tual entailment system to try to extract all relevant
passages for a given structured query without re-
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quiring relation-specific training data. This con-
trasts with Open Information Extraction (Banko
and Etzioni, 2008) and On-Demand Information
Extraction (Sekine, 2006), which aim to extract
large databases of open-ended facts, and with su-
pervised relation extraction, which requires addi-
tional supervised data to learn new relations.

Specifically, the contributions of this paper are:
1. Introduction of the entailed relation recognition
framework; 2. Description of an architecture and a
system which uses structured queries and an exist-
ing entailment engine to perform relation extrac-
tion; 3. Empirical assessment of the system on a
corpus of entailed relations.

2 Entailed Relation Recognition (ERR)

In the task of Entailed Relation Recognition, a cor-
pus and an information need are specified. The
corpus comprises all text spans (e.g. paragraphs)
contained in a set of documents. The information
need is expressed as a set of tuples encoding rela-
tions and entities of interest, where entities can be
of arbitrary type. The objective is to retrieve all
relevant text spans that a human would recognize
as containing a relation of interest. For example:
Information Need: An organization acquires weapons.
Text 1: ...the recent theft of 500 assault rifles by FARC...
Text 2: ...the report on FARC activities made three main ob-
servations. First, their allies supplied them with the 3” mor-
tars used in recent operations. Second, ...

Text 3: Amnesty International objected to the use of artillery
to drive FARC militants from heavily populated areas.

An automated system should identify Texts 1 and
2 as containing the relation of interest, and Text 3
as irrelevant. The system must therefore detect
relation instances that cross sentence boundaries
(“them” maps to “FARC”, Text 2), and that re-
quire inference (“theft” implies “acquire”, Text 1).
It must also discern when sentence structure pre-
cludes a match (“Amnesty International... use...
artillery” does not imply “Amnesty International

Proceedings of the ACL-IJCNLP 2009 Conference Short Papers, pages 57-60,
Suntec, Singapore, 4 August 2009. ©2009 ACL and AFNLP



acquires artillery”, Text 3).

The problems posed by instances like Text 2
are beyond the scope of traditional unsuper-
vised and semi-supervised relation-extraction ap-
proaches such as those used by Open IE and On-
Demand IE, which are constrained by their de-
pendency on limited, sentence-level structure and
high-frequency, highly local patterns, in which
relations are explicitly expressed as verbs and
nouns. Supervised methods such as (Culotta and
Sorensen, 2004) and (Roth and Yih, 2004) pro-
vide only a partial solution, as there are many pos-
sible relations and entities of interest for a given
domain, and such approaches require new anno-
tated data each time a new relation or entity type is
needed. Information Retrieval approaches are op-
timized for document-level performance, and en-
hancements like pseudo-feedback (Rocchio, 1971)
are less applicable to the localized text spans
needed in the tasks of interest; as such, it is un-
likely that they will reliably retrieve all correct in-
stances, and not return superficially similar but in-
correct instances (such as Text 3) with high rank.

Attempts have been made to apply Textual En-
tailment in larger scale applications. For the task
of Question Answering, (Harabagiu and Hickl,
2006) applied a TE component to rerank candidate
answers returned by a retrieval step. However, QA
systems rely on redundancy in the same way Open
IE does: a large document set has so many in-
stances of a given relation that at least some will
be sufficiently explicit and simple that standard IR
approaches will retrieve them. A single correct in-
stance suffices to complete the QA task, but does
not meet the needs of the task outlined here.

Recognizing relation instances requiring infer-
ence steps, in the absence of labeled training data,
requires a level of text understanding. A suit-
able proxy for this would be a successful Textual
Entailment Recognition (7E) system. (Dagan et
al., 2006) define the task of Recognizing Textual
Entailment (RTE) as: ...a directional relation be-
tween two text fragments, termed I" — the entailing
text, and H — the entailed text. T entails H if, typ-
ically, a human reading T' would infer that H is
most likely true. For relation recognition, the rela-
tion triple (e.g. “Organization acquires weapon”)
is the hypothesis, and a candidate text span that
might contain the relation is the text. The def-
inition of RTE clearly accommodates the range
of phenomena described for the examples above.
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However, the more successful TE systems (e.g.
(Hickl and Bensley, 2007)) are typically resource
intensive, and cannot scale to large retrieval tasks
if a brute force approach is used.

We define the task of Entailed Relation Recog-
nition thus: Given a text collection D, and an in-
Sformation need specified in a set of [argument, re-
lation, argument] triples S': for each triple s € S,
identify all texts d € D such that d entails s.

The information need triples, or queries, encode
relations between arbitrary entities (specifically,
these are not constrained to be Named Entities).

This problem is distinct from recent work in
Textual Entailment as we constrain the structure
of the Hypothesis to be very simple, and we re-
quire that the task be of a significantly larger scale
than the RTE tasks to date (which are typically of
the order of 800 Text-Hypothesis pairs).

3 Scalable ERR Algorithm

Our scalable ERR approach, SERR, consists of
two stages: expanded lexical retrieval, and entail-
ment recognition. The SERR algorithm is pre-
sented in Fig. 1. The goal is to scale Textual
Entailment up to a task involving large corpora,
where hypotheses (queries) may be entailed by
multiple texts. The task is kept tractable by de-
composing TE capabilities into two steps.

The first step, Expanded Lexical Retrieval
(ELR), uses shallow semantic resources and simi-
larity measures, thereby incorporating some of the
semantic processing used in typical TE systems.
This is required to retrieve, with high recall, se-
mantically similar content that may not be lexi-
cally similar to query terms, to ensure return of
a set of texts that are highly likely to contain the
concept of interest.

The second step applies a textual entailment
system to this text set and the query in order to
label the texts as ‘relevant’ or ‘irrelevant’, and re-
quires deeper semantic resources in order to dis-
cern texts containing the concept of interest from
those that do not. This step emphasizes higher pre-
cision, as it filters irrelevant texts.

3.1 Implementation of SERR

In the ELR stage, we use a structured query that
allows more precise search and differential query
expansion for each query element. Semantic units
in the texts (e.g. Named Entities, phrasal verbs)
are indexed separately from words; each index is



SERR Algorithm
SETUP:
Input: Text set D
Output: Indices {I} over D
for all texts d € D
Annotate d with local semantic content
Build Search Indices {I} over D

APPLICATION:
Input: Information need S

EXPANDED LEXICAL RETRIEVAL (ELR)(s):
R0
Expand s with semantically similar words
Build search query g5 from s
R « k top-ranked texts for g, using indices {/}
return R

SERR:
Answer set A «— ()
for all queries s € S
R <+ ELR(s)
Answer set A, «— ()
for all results r € R
Annotate s, r with NLP resources
if r entails s
As — AsUr
A— AU{As}
return A

Figure 1. SERR algorithm

a hierarchical similarity structure based on a type-
specific metric (e.g. WordNet-based for phrasal
verbs). Query structure is also used to selectively
expand query terms using similarity measures re-
lated to types of semantic units, including distribu-
tional similarity (Lin and Pantel, 2001), and mea-
sures based on WordNet (Fellbaum, 1998).

We assess three different Textual Entailment
components: LexPlus, a lexical-level system
that achieves relatively good performance on the
RTE challenges, and two variants of Predicate-
based Textual Entailment, PTE-strict and PTE-
relaxed, which use a predicate-argument repre-
sentation. The former is constrained to select a
single predicate-argument structure from each re-
sult, which is compared to the query component-
by-component using similarity measures similar to
the LexPlus system. PTE-relaxed drops the single-
predicate constraint, and can be thought of as a
‘bag-of-constituents’ model. In both, features are
extracted based on the predicate-argument compo-
nents’ match scores and their connecting structure,
and the rank assigned by ELR. These features are
used by a classifier that labels each result as ‘rel-
evant’ or ‘irrelevant’. Training examples are se-
lected from the top 7 results returned by ELR for
queries corresponding to entailment pair hypothe-
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ses from the RTE development corpora; test exam-
ples are similarly selected from results for queries
from the RTE test corpora (see section 3.2).

3.2 Entailed Relation Recognition Corpus

To assess performance on the ERR task, we de-
rive a corpus from the publicly available RTE
data. The corpus consists of a set S of informa-
tion needs in the form of [argument, relation, argu-
ment] triples, and a set D of text spans (short para-
graphs), half of which entail one or more s € S
while the other half are unrelated to S. D com-
prises all 1,950 Texts from the /E and IR sub-
tasks of the RTE Challenge 1-3 datasets. The
shorter hypotheses in these examples allow us to
automatically induce their structured query form
from their shallow semantic structure. S was au-
tomatically generated from the positive entailment
pairs in D, by annotating their hypotheses with a
publicly available SRL tagger (Punyakanok et al.,
2008) and inferring the relation and two main ar-
guments to form the equivalent queries.

Since some Hypotheses and Texts appear mul-
tiple times in the RTE corpora, we automatically
extract mappings from positive Hypotheses to one
or more Texts by comparing hypotheses and texts
from different examples. This provides the label-
ing needed for evaluation. In the resulting corpus,
a wide range of relations are sparsely represented;
they exemplify many linguistic and semantic char-
acteristics required to infer the presence of non-
explicit relations.

4 Results and Discussion

Top# | Basic | ELR | Rel.Impr. | Err.Redu.
1 48.1% | 552% | +14.8% 13.7%
2 68.1% | 72.8% +6.9% 14.7%
3 752% | 78.5% +4.4% 17.7%

Table 1. Change in relevant results retrieved in top 3
positions for basic and expanded lexical retrieval

System Acc. Prec. | Rec. | Fy
Baseline 18.1 18.1 100.0 | 30.7
LexPlus 81.6 | 449 | 625 55.5
PTE-relax. 71.9 37.7 72.0 49.0

0.1 | 55 |62 | @1
PTE-strict | 83.6 | 554 | 61.5 57.9

13 | 34 | 79 | @D

Table 2. Comparison of performance of SERR with

different TE algorithms. Numbers in parentheses are
standard deviations.

Table 1 compares the results of SERR with and



Table 3. Performance (accuracy) of SERR system variants on RTE challenge
examples; numbers in parentheses are standard deviations, while numbers in
brackets indicate where systems would have ranked in the RTE evaluations.

without the ELR’s semantic enhancements. For
each rank £, the entries represent the proportion of
queries for which the correct answer was returned
in the top k positions. The semantic enhancements
improve the number of matched results at each of
the top 3 positions.

Table 2 compares variants of the SERR imple-
mentation. The baseline labels every result re-
turned by ELR as ‘relevant’, giving high recall
but low precision. PTE-relaxed performs better
than baseline, but poorly compared to PTE-strict
and LexPlus. Our analysis shows that LexPlus
has a relatively high threshold, and correctly labels
as negative some examples mislabeled by PTE-
relaxed, which may match two of the three con-
stituents in a hypothesis and label that result as
positive. PTE-strict will correctly identify some
such examples as it will force some match edges to
be ignored, and will correctly identify some neg-
ative examples due to structural constraints even
when LexPlus finds matches for all query terms.
PTE-strict strikes the best balance between preci-
sion and recall on positive examples.

Table 3 shows the accuracy of SERR’s clas-
sification of the examples from each RTE chal-
lenge; results not returned in the top 7 ranks by
ELR are labeled ‘irrelevant’. PTE-strict and PTE-
relaxed perform comparably overall, though PTE-
strict has more uniform results over the different
challenges. Both outperform the LexPlus system
overall, and perform well compared to the best re-
sults published for the RTE challenges.

The significant computational gain of SERR is
shown in Table 4, exhibiting the much greater
number of comparisons required by a brute force
TE approach compared to SERR: SERR performs
well compared to published results for RTE chal-
lenges 1-3, but makes only 0.36% of the TE com-
parisons needed by standard approaches on our
ERR task.

5 Conclusion

We have proposed an approach to solving the En-
tailed Relation Recognition task, based on Tex-

# System RTE 1 RTE 2 RTE 3 Avg. Acc. "
LexPlus 49.0 652 [3] 765 2] 66.3 Comparisons
PTE-relaxed | 54.5 (1.0) 68.7 (1.5 [3] | 82.3 (2.0)[1] | 71.2(1.2) SE‘E“RM“ TE 3’8(1)?228
PTE-strict | 64.8(2.3)[1] | 71.2(2.6)[3] | 76.0 3.2)[2] | 71.8 (2.6) :
Table 4. Entailment compar-

isons needed for standard TE
vs. SERR

tual Entailment, and implemented a solution that
shows that a Textual Entailment Recognition sys-
tem can be scaled to a much larger IE problem
than that represented by the RTE challenges. Our
preliminary results demonstrate the utility of the
proposed architecture, which allows strong perfor-
mance in the RTE task and efficient application to
a large corpus (table 4).
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Abstract

This paper proposes to solve the bottle-
neck of finding training data for word
sense disambiguation (WSD) in the do-
main of web queries, where a complete set
of ambiguous word senses are unknown.
In this paper, we present a combination of
active learning and semi-supervised learn-
ing method to treat the case when positive
examples, which have an expected word
sense in web search result, are only given.
The novelty of our approach is to use
“pseudo negative examples” with reliable
confidence score estimated by a classifier
trained with positive and unlabeled exam-
ples. We show experimentally that our
proposed method achieves close enough
WSD accuracy to the method with the
manually prepared negative examples in
several Japanese Web search data.

1 Introduction

In Web mining for sentiment or reputation
analysis, it is important for reliable analysis to
extract large amount of texts about certain prod-
ucts, shops, or persons with high accuracy. When
retrieving texts from Web archive, we often suf-
fer from word sense ambiguity and WSD system
is indispensable. For instance, when we try to
analyze reputation of "Loft", a name of variety
store chain in Japan, we found that simple text
search retrieved many unrelated texts which con-
tain "Loft" with different senses such as an attic
room, an angle of golf club face, a movie title, a
name of a club with live music and so on. The
words in Web search queries are often proper
nouns. Then it is not trivial to discriminate these
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senses especially for the language like Japanese
whose proper nouns are not capitalized.

To train WSD systems we need a large
amount of positive and negative examples. In the
real Web mining application, how to acquire
training data for a various target of analysis has
become a major hurdle to use supervised WSD.

Fortunately, it is not so difficult to create posi-
tive examples. We can retrieve positive examples
from Web archive with high precision (but low
recall) by manually augmenting queries with hy-
pernyms or semantically related words (e.g.,
"Loft AND shop" or "Loft AND stationary™).

On the other hand, it is often costly to create
negative examples. In principle, we can create
negative examples in the same way as we did to
create positive ones. The problem is, however,
that we are not sure of most of the senses of a
target word. Because target words are often
proper nouns, their word senses are rarely listed
in hand-crafted lexicon. In addition, since the
Web is huge and contains heterogeneous do-
mains, we often find a large number of unex-
pected senses. For example, all the authors did
not know the music club meaning of Loft. As the
result, we often had to spend much time to find
such unexpected meaning of target words.

This situation motivated us to study active
learning for WSD starting with only positive ex-
amples. The previous techniques (Chan and Ng,
2007; Chen et al. 2006) require balanced positive
and negative examples to estimate the score. In
our problem setting, however, we have no nega-
tive examples at the initial stage. To tackle this
problem, we propose a method of active learning
for WSD with pseudo negative examples, which
are selected from unlabeled data by a classifier
trained with positive and unlabeled examples.
McCallum and Nigam (1998) combined active
learning and semi-supervised learning technique
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by using EM with unlabeled data integrated into
active learning, but it did not treat our problem
setting where only positive examples are given.
The construction of this paper is as follows;
Section 2 describes a proposed learning algo-
rithm. Section 3 shows the experimental results.

2 Learning Starting with Positive and

Unlabeled Examples for WSD

We treat WSD problem as binary classification
where desired texts are positive examples and
other texts are negative examples. This setting is
practical, because ambiguous senses other than
the expected sense are difficult to know and are
no concern in most Web mining applications.

2.1 Classifier

For our experiment, we use naive Bayes classifi-
ers as learning algorithm. In performing WSD,
the sense “s” is assigned to an example charac-
terized with the probability of linguistic features

fi,...,f, so as to maximize:

pO[ ] r1s)
Jj=l1

The sense s is positive when it is the target

meaning in Web mining application, otherwise s

is negative. We use the following typical linguis-

tic features for Japanese sentence analysis, (a)

Word feature within sentences, (b) Preceding

word feature within bunsetsu (Japanese base

phrase), (c) Backward word feature within bun-

setsu, (d) Modifier bunsetsu feature and (e)
Modifiee bunsetsu feature.

Using naive Bayes classifier, we can estimate
the confidence score c(d, s) that the sense of a
data instance “d”, whose features are fi, >, ..., f,
is predicted sense “s”

S
o(d,s) =log p(s)+ Y _log p(f|s)  (2)

J=1

M

2.2 Proposed Algorithm

At the beginning of our algorithm, the system is
provided with positive examples and unlabeled
examples. The positive examples are collected
by full text queries with hypernyms or semanti-
cally related words.

First we select positive dataset P from initial
dataset by manually augmenting full text query.

At each iteration of active learning, we select
pseudo negative dataset N, (Figure 1 line 15). In
selecting pseudo negative dataset, we predict
word sense of each unlabeled example using the
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naive Bayes classifier with all the unlabeled ex-
amples as negative examples (Figure 2). In detail,
if the prediction score (equation(3)) is more than
T , which means the example is very likely to be
negative, it is considered as the pseudo negative
example (Figure 2 line 10-12).

¢(d, psdNeg) = c¢(d, neg) — c(d, pos) 3)

01 # Definition

02 I (P,N): WSD system trained on P as Positive
03 examples, N as Negative examples.
04 T gw(P, N, U): WSD system trained on P as

05 Positive examples, N as Negative examples,
06 U as Unlabeled examples by using EM

07 (Nigam et. all 2000)

08 # Input

09 T <~ Initial unlabeled dataset which contain

10 ambiguous words

11 # Initialization

12 P ~ positive training dataset by full text search on T
13 N <« ¢ (initial negative training dataset)

14 repeat

15 #selecting pseudo negative examples N,

16 by the score of I' (P, T-P) (see figure 2)
17  # building a classifier with N,

18 T pew « I gm (P, N+N,, T-N-P)

19  # sampling data by using the score of '

20 Cpip <

21  foreachd 0 (T-P—-N)

22 classify d by WSD systeml™ .y,

23 s(d) « word sense prediction for d usingl™ ey
24 c(d, s(d)) ~ the confidence of prediction of d
25 if c(d, s(d)) O cp, then

26 Cmin « C(d), d min < d

27 end

28 end

29  provide correct sense s for d ,;, by human

30 if s is positive then add d ,,;;, to P

31 else addd ,;, toN

32 until Training dataset reaches desirable size
33 T Lw is the output classifier

Figure 1: A combination of active learning and
semi-supervised learning starting with positive
and unlabeled examples

Next we use Nigam’s semi-supervised learning
method using EM and a naive Bayes classifier
(Nigam et. all, 2000) with pseudo negative data-
set N, as negative training dataset to build the
refined classifier I'gy (Figure 1 line 17).

In building training dataset by active learning,
we use uncertainty sampling like (Chan and Ng,
2007) (Figure 1 line 30-31). This step selects the
most uncertain example that is predicted with the
lowest confidence in the refined classifier I'gy.
Then, the correct sense for the most uncertain



example is provided by human and added to the
positive dataset P or the negative dataset N ac-
cording to the sense of d.

The above steps are repeated until dataset
reaches the predefined desirable size.

01 foreachd (T-P-N)

02 classify d by WSD systeml” (P, T-P)

03 c(d, pos) « the confidence score that d is

04 predicted as positive defined in equation (2)
05 c(d, neg) ~ the confidence score that d is

06 predicted as negative defined in equation (2)
07 c(d, psdNeg) = c(d, neg) - c(d, pos)

08 (the confidence score that d is

09 predicted as pseudo negative)

10 PN -« dO (T-P-N)| s(d)=negU

11 c(d, psdNeg) O T }
12 (PN is pseudo negative dataset )

13 end

Figure 2: Selection of pseudo negative examples

3
3.1

Experimental Results

Data and Condition of Experiments

We select several example data sets from Japa-
nese blog data crawled from Web. Table 1 shows

number of initial positive examples and the per-
centage of it in the training data set.

word No. of | No. of No. of Percentage of
senses | instances | features | positive sense
Wega 11 5,372 | 164,617 31.1%
Loft 5 1,582 38,491 39.4%
Honda 25 2,100 65,687 21.2%
Tsubaki 6 2,022 47,629 40.2%

Table 2: Selected examples for evaluation

word Full text query for initial | No. of positive
positive examples examples (percent-
age in trainig set)
Wega Wega AND TV 316 (6.5%)
Loft Loft AND (Grocery OR- 64 (4.5%)
Stationery)
Honda Honda AND Keisuke 86 (4.6%)
Tsubaki | Tsubaki AND Shiseido 380 (20.9%)

the ambiguous words and each ambiguous senses.

Word Positive sense Other ambiguous senses
Wega product name Las Vegas, football team
(TV) name, nickname, star, horse
race, Baccarat glass, atelier,
wine, game, music
Loft store name attic room, angle of golf
club face, club with live
music, movie
Honda personal name Personal names (actress,
(football player) | artists, other football play-
ers, etc.) hardware store, car
company name
Tsubaki | product name flower name, kimono, horse
(shampoo) race, camellia ingredient,
shop name

Table 1: Selected examples for evaluation

Table 2 shows the ambiguous words, the num-
ber of its senses, the number of its data instances,
the number of feature, and the percentage of
positive sense instances for each data set.

Assigning the correct labels of data instances is
done by one person and 48.5% of all the labels
are checked by another person. The percentage
of agreement between 2 persons for the assigned
labels is 99.0%. The average time of assigning
labels is 35 minutes per 100 instances.

Selected instances for evaluation are randomly
divided 10% test set and 90% training set. Table
3 shows the each full text search query and the
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Table 3: Initial positive examples

The threshold valueT in figure 2 is set to em-
pirically optimized value 50. Dependency on
threshold value T will be discussed in 3.3.

3.2 Comparison Results

Figure 3 shows the average WSD accuracy of
the following 6 approaches.
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Figure 3: Average active learning process

B-clustering is a standard unsupervised WSD, a
clustering using naive Bayes classifier learned
with two cluster numbers via EM algorithm. The
given number of the clusters are two, negative
and positive datasets.

M-clustering is a variant of b-clustering where
the given number of clusters are each number of
ambiguous word senses in table 2.

Human labeling, abbreviated as human, is an
active learning approach starting with human
labeled negative examples. The number of hu-



man labeled negative examples in initial training
data is the same as that of positive examples in
figure 3. Human labeling is considered to be the
upper accuracy in the wvariants of selecting
pseudo negative examples.

Random sampling with EM, abbreviated as
with-EM, is the variant approach where d.;, in
line 26 of figure 1 is randomly selected without
using confidence score.

Uncertainty sampling without EM (Takayama
et al. 2009), abbreviated as without-EM, is a vari-
ant approach where [' gy (P, N+N,, T-N-P) in
line 18 of figure 1 is replaced by ' (P, N+N,).

Uncertainty Sampling with EM, abbreviated as un-
certain, is a proposed method described in figure 1.

The accuracy of the proposed approach with-
EM is gradually increasing according to the per-
centage of added hand labeled examples.

The initial accuracy of with-EM, which means
the accuracy with no hand labeled negative ex-
amples, is the best score 81.4% except for that of
human. The initial WSD accuracy of with-EM is
23.4 and 4.2 percentage points higher than those
of Db-clustering (58.0%) and m-clustering
(77.2%), respectively. This result shows that the
proposed selecting method of pseudo negative
examples is effective.

The initial WSD accuracy of with-EM is 1.3
percentage points higher than that of without-EM
(80.1%). This result suggests semi-supervised
learning using unlabeled examples is effective.

The accuracies of with-EM, random and with-
out-EM are gradually increasing according to the
percentage of added hand labeled examples and
catch up that of human and converge at 30 per-
centage added points. This result suggests that
our proposed approach can reduce the labor cost
of assigning correct labels.

The curve with-EM are slightly upper than the
curve random at the initial stage of active learn-
ing. At 20 percentage added point, the accuracy
with-EM is 87.0 %, 1.1 percentage points higher
than that of random (85.9%). This result suggests
that the effectiveness of proposed uncertainty
sampling method is not remarkable depending on
the word distribution of target data.

There is really not much difference between the
curve with-EM and without-EM. As a classifies
to use the score for sampling examples in adapta-
tion iterations, it is indifferent whether with-EM
or without-EM.

Larger evaluation is the future issue to confirm
if the above results could be generalized beyond
the above four examples used as proper nouns.
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3.3 Dependency on Threshold Value t

Figure 4 shows the average WSD accuracies of
with-EM at 0, 25, 50 and 75 as the values of T .
The each curve represents our proposed algorithm
with threshold value T in the parenthesis. The
accuracy in the case of T =75 is higher than that
oft = 50 over 20 percentage data added point.
This result suggests that as the number of hand
labeled negative examples increasing, T should
be gradually decreasing, that is, the number of
pseudo negative examples should be decreasing.
Because, if sufficient number of hand labeled
negative examples exist, a classifier does not need
pseudo negative examples. The control of T
depending on the number of hand labeled examples
during active learning iterations is a future issue.
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Figure 4: Dependency of threshold value T
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Abstract

Identifying whether a multi-word expres-
sion (MWE) is compositional or not is im-
portant for numerous NLP applications.
Sense induction can partition the context
of MWEs into semantic uses and there-
fore aid in deciding compositionality. We
propose an unsupervised system to ex-
plore this hypothesis on compound nom-
inals, proper names and adjective-noun
constructions, and evaluate the contribu-
tion of sense induction. The evaluation
set is derived from WordNet in a semi-
supervised way. Graph connectivity mea-
sures are employed for unsupervised pa-
rameter tuning.

1 Introduction and related work

Multi-word expressions (MWEs) are sequences of
words that tend to cooccur more frequently than
chance and are either idiosyncratic or decompos-
able into multiple simple words (Baldwin, 2006).
Deciding idiomaticity of MWE's is highly impor-
tant for machine translation, information retrieval,
question answering, lexical acquisition, parsing
and language generation.

Compositionality refers to the degree to which
the meaning of a MWE can be predicted by com-
bining the meanings of its components. Unlike
syntactic compositionality (e.g. by and large), se-
mantic compositionality is continuous (Baldwin,
20006).

In this paper, we propose a novel unsupervised
approach that compares the major senses of a
MWE and its semantic head using distributional
similarity measures to test the compositionality of
the MWE. These senses are induced by a graph
based sense induction system, whose parameters
are estimated in an unsupervised manner exploit-
ing a number of graph connectivity measures (Ko-
rkontzelos et al., 2009). Our method partitions the
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context space and only uses the major senses, fil-
tering out minor senses. In our approach the only
language dependent components are a PoS tagger
and a parser.

There are several studies relevant to detecting
compositionality of noun-noun MWEs (Baldwin et
al., 2003) verb-particle constructions (Bannard et
al., 2003; McCarthy et al., 2003) and verb-noun
pairs (Katz and Giesbrecht, 2006). Datasets with
human compositionality judgements are available
for these MWE categories (Cook et al., 2008).
Here, we focus on compound nominals, proper
names and adjective-noun constructions.

Our contributions are three-fold: firstly, we ex-
perimentally show that sense induction can as-
sist in identifying compositional MWEs. Sec-
ondly, we show that unsupervised parameter tun-
ing (Korkontzelos et al., 2009) results in accuracy
that is comparable to the best manually selected
combination of parameters. Thirdly, we propose
a semi-supervised approach for extracting non-
compositional MWEs from WordNet, to decrease
annotation cost.

2 Proposed approach

Let us consider the non-compositional MWE “red
carpet”. It mainly refers to a strip of red carpeting
laid down for dignitaries to walk on. However, it
is possible to encounter instances of “red carpet”
referring to any carpet of red colour. Our method
first applies sense induction to identify the major
semantic uses (senses) of a MWE (“red carpet”)
and its semantic head (“carpet”). Then, it com-
pares these uses to decide MWE compositionality.
The more diverse these uses are, the more possi-
bly the MWE is non-compositional. Our algorithm
consists of 4 steps:

A. Corpora collection and preprocessing. Our
approach receives as input a MWE (e.g. “red car-
pet”). The dependency output of Stanford Parser
(Klein and Manning, 2003) is used to locate the
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I. nouns and collocations of 2 web-text snippets
actor, cinema, film, Oscar, star col:{1,2,3,6,8,10,11,12}
cinema, corridor, entrance, film, theatre|col:{4,5,6,7,9}
II. collocations (legend)
1: actor_film 2:actor_Oscar  3:actor_star 4: corridor_entrance
S: cinema_entrance 6: cinema_film  7: cinema_theatre 8: cinema_star
9: entrance_theatre 10: Oscar_cinema 11: Oscar_film  12: Oscar_star

:
I 12

cinema,star ) Wy
11

A
B

N f;
W = (i vm star 4 279 )
cinkma

star

10

1 cluster A
major use

minor use

Figure 1: “red carpet”, sense induction example

MWE semantic head. Two different corpora are
collected (for the MWE and its semantic head).
Each consists of webtext snippets of length 15 to
200 tokens in which the MWE/semantic head ap-
pears. Given a MWE, a set of queries is created:
All synonyms of the MWE extracted from Word-
Net are collected'. The MWE is paired with each
synonym to create a set of queries. For each query,
snippets are collected by parsing the web-pages re-
turned by Yahoo!. The union of all snippets pro-
duces the MWE corpus. The corpus for a semantic
head is created equivalently.

To keep the computational time reasonable,
only the longest 3, 000 snippets are kept from each
corpus. Both corpora are PoS tagged (GENIA tag-
ger). In common with Agirre et al. (2006), only
nouns are kept and lemmatized, since they are
more discriminative than other PoS.

B. Sense Induction methods can be broadly di-
vided into vector-space models and graph based
models. Sense induction methods are evaluated
under the SemEval-2007 framework (Agirre and
Soroa, 2007). We employ the collocational graph-
based sense induction of Klapaftis and Manand-
har (2008) in this work (henceforth referred to as
KM). The method consists of 3 stages:

Corpus preprocessing aims to capture nouns
that are contextually related to the target
MWE/head. Log-likelihood ratio (G*) (Dunning,
1993) with respect to a large reference corpus, Web
IT 5-gram Corpus (Brants and Franz, 2006), is
used to capture the contextually relevant nouns.
P, is the G? threshold below which nouns are re-
moved from corpora.

Graph creation. A collocation is defined as a
pair of nouns cooccuring within a snippet. Each

!Thus, for “red carpet”, corpora will be collected for “red
carpet” and “carpet”. The synonyms of “red carpet” are
“rug”, “carpet” and “carpeting”
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noun within a snippet is combined with every
other, generating (g‘) collocations. Each collo-
cation is represented as a weighted vertex. P
thresholds collocation frequencies and Ps colloca-
tion weights. Weighted edges are drawn based on
cooccurrence of the corresponding vertices in one
or more snippets (e.g. wg and wr g, fig. 1). In con-
trast to KM, frequencies for weighting vertices and
edges are obtained from Yahoo! web-page counts
to deal with data sparsity.

Graph clustering uses Chinese Whispers® (Bie-
mann, 2006) to cluster the graph. Each cluster now
represents a sense of the target word.

KM produces larger number of clusters (uses)
than expected. To reduce it we exploit the one
sense per collocation property (Yarowsky, 1995).
Given a cluster /;, we compute the set .S; of snip-
pets that contain at least one collocation of /;. Any
clusters [, and [ are merged if S, C .Sp.

C. Comparing the induced senses. We used
two techniques to measure the distributional simi-
larity of major uses of the MWE and its semantic
head, both based on Jaccard coefficient (J). “Ma-
jor use” denotes the cluster of collocations which
tags the most snippets. Lee (1999) shows that
J performs better than other symmetric similarity
measures such as cosine, Jensen-Shannon diver-
gence, etc. The firstis J. = J(A, B) = {405,
where A, B are sets of collocations. The second,
Jsn, 1s based on the snippets that are tagged by
the induced uses. Let K; be the set of snippets in
which at least one collocation of the use ¢ occurs.
Jsn = J(Kj, K}), where j, k are the major uses
of the MWE and its semantic head, respectively.
D. Determining compositionality. Given the
major uses of a MWE and its semantic head,
the MWE is considered as compositional, when
the corresponding distributional similarity mea-
sure (J. or Jg;,) value is above a parameter thresh-
old, sim. Otherwise, it is considered as non-
compositional.

3 Test set of MWEs

To the best of our knowledge there are no noun
compound datasets accompanied with composi-
tionality judgements available. Thus, we devel-
oped an algorithm to aid human annotation. For
each of the 52, 217 MWEs of WordNet 3.0 (Miller,
1995) we collected:

2Chinese Whispers is not guaranteed to converge, thus
200 was adopted as the maximum number of iterations.



Non-compositional MWEs
agony aunt, black maria, dead end, dutch oven,
fish finger, fool’s paradise, goat’s rue, green light,
high jump, joint chiefs, lip service, living rock,
monkey puzzle, motor pool, prince Albert,
stocking stuffer, sweet bay, teddy boy, think tank

Compositional MWEs
box white oak, cartridge brass, common iguana,
closed chain, eastern pipistrel, field mushroom,
hard candy, king snake, labor camp, lemon tree,
life form, parenthesis-free notation, parking brake,
petit juror, relational adjective, taxonomic category,
telephone service, tea table, upland cotton

Table 1: Test set with compositionality annotation.
MWEs whose compositionality was successfully
detected by: (a) /cIword baseline are in bold font,
(b) manual parameter selection are underlined and
(c) average cluster coefficient are in italics.

all synonyms of the MWE

all hypernyms of the MWE

sister-synsets of the MWE, within distance® 3
synsets that are in holonymy or meronymy re-
lation to the MWE, within distance 3
If the semantic head of the MWE is also in the
above collection then the MWE is likely to be com-
positional, otherwise it is likely that the MWE is
non-compositional.

6,287 MWEs were judged as potentially non-
compositional. We randomly chose 19 and
checked them manually. Those that were compo-
sitional were replaced by other randomly chosen
ones. The process was repeated until we ended up
with 19 non-compositional examples. Similarly,
19 negative examples that were judged as compo-
sitional were collected (Table 1).

Ll

4 Evaluation setting and results

The sense induction component of our algorithm
depends upon 3 parameters: P is the G? threshold
below which noun are removed from corpora. P»
thresholds collocation frequencies and P colloca-
tion weights. We chose P, € {5,10,15}, P, €
{10%,103,10%,10%} and P3 € {0.2,0.3,0.4}. For
reference, P; values of 3.84, 6.63, 10.83 and
15.13 correspond to G values for confidence lev-
els of 95%, 99%, 99.9% and 99.99%, respectively.

To assess the performance of the proposed al-
gorithm we compute accuracy, the percentage of
MWEs whose compositionality was correctly de-
termined against the gold standard.

3Locating sister synsets at distance D implies ascending
D steps and then descending D steps.

------ Iclword
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Figure 2: Proposed systemsgnd Iclword accuracy.
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Figure 3: Unweighted graph con/vity measures.

We compared the system’s performance against
a baseline, /cIword, that assigns the whole graph
to a single cluster and no graph clustering is
performed. IclIword corresponds to a relevant
SemEval-2007 baseline (Agirre and Soroa, 2007)
and helps in showing whether sense induction can
assist determining compositionality.

Our method was evaluated for each (P, Py, Ps)
combination and similarity measures J. and Jg,,
separately. We used our development set to deter-
mine if there are parameter values that verify our
hypothesis. Given a sim value (see section 2, last
paragraph), we chose the best performing parame-
ter combination manually.

The best results for manual parameter selection
were obtained for simm = 95% giving an accu-
racy of 68.42% for detecting non-compositional
MWEs. In all experiments, Jg, outperforms .J..
With manually selected parameters, our system’s
accuracy is higher than /c/word for all sim values
(5% points) (fig. 2, table 1). The initial hypothesis
holds; sense induction improves MWE composi-
tionality detection.

5 Unsupervised parameter tuning

We followed Korkontzelos et al. (2009) to select
the “best” parameters (P, P2, P3) for the collo-
cational graph of each MWE or head word. We
applied 8 graph connectivity measures (weighted
and unweighted versions of average degree, clus-
ter coefficient, graph entropy and edge density)
separately on each of the clusters (resulting from
the application of the chinese whispers algorithm).

Each graph connectivity measure assigns a
score to each cluster. We averaged the scores over
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Figure 4: Weighted graph connectivity measures.

the clusters from the same graph. For each con-
nectivity measure, we chose the parameter combi-
nation (P;, Py, P3) that gave the highest score.

While manual parameter tuning chooses a sin-
gle globally best set of parameters (see section 4),
the graph connectivity measures generate different
values of (P;, P, P3) for each graph.

5.1 Evaluation results

The best performing distributional similarity mea-
sure is Jg,. Unweighted versions of graph con-
nectivity measures perform better than weighted
ones. Figures 3 and 4 present a comparison be-
tween the unweighted and weighted versions of
all graph connectivity measures, respectively, for
all sim values. Average cluster coefficient per-
forms better or equally well to the other graph
connectivity measures for all sim values (except
for sim € [90%,100%]). The accuracy of aver-
age cluster coefficient is equal (68.42%) to that
of manual parameter selection (section 4, table
1). The second best performing unweighted graph
connectivity measures is average graph entropy.
For weighted graph connectivity measures, aver-
age graph entropy performs best, followed by av-
erage weighted clustering coefficient.

6 Conclusion and Future Work

We hypothesized that sense induction can assist in
identifying compositional MWEs. We introduced
an unsupervised system to experimentally explore
the hypothesis, and showed that it holds. We
proposed a semi-supervised way to extract non-
compositional MWEs from WordNet. We showed
that graph connectivity measures can be success-
fully employed to perform unsupervised parame-
ter tuning of our system. It would be interesting
to explore ways to substitute querying Yahoo! so
as to make the system quicker. Experimentation
with more sophisticated graph connectivity mea-
sures could possibly improve accuracy.
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Abstract

Distributional word similarity is most
commonly perceived as a symmetric re-
lation. Yet, one of its major applications
is lexical expansion, which is generally
asymmetric. This paper investigates the
nature of directional (asymmetric) similar-
ity measures, which aim to quantify distri-
butional feature inclusion. We identify de-
sired properties of such measures, specify
a particular one based on averaged preci-
sion, and demonstrate the empirical bene-
fit of directional measures for expansion.

1 Introduction

Much work on automatic identification of seman-
tically similar terms exploits Distributional Simi-
larity, assuming that such terms appear in similar
contexts. This has been now an active research
area for a couple of decades (Hindle, 1990; Lin,
1998; Weeds and Weir, 2003).

This paper is motivated by one of the prominent
applications of distributional similarity, namely
identifying lexical expansions. Lexical expansion
looks for terms whose meaning implies that of a
given target term, such as a query. It is widely
employed to overcome lexical variability in ap-
plications like Information Retrieval (IR), Infor-
mation Extraction (IE) and Question Answering
(QA). Often, distributional similarity measures are
used to identify expanding terms (e.g. (Xu and
Croft, 1996; Mandala et al., 1999)). Here we de-
note the relation between an expanding term u and
an expanded term v as ‘u — v’.

While distributional similarity is most promi-
nently modeled by symmetric measures, lexical
expansion is in general a directional relation. In
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IR, for instance, a user looking for “baby food”
will be satisfied with documents about “baby pap”
or “baby juice” (‘pap — food’, ‘juice — food’);
but when looking for “frozen juice” she will not
be satisfied by “frozen food”. More generally, di-
rectional relations are abundant in NLP settings,
making symmetric similarity measures less suit-
able for their identification.

Despite the need for directional similarity mea-
sures, their investigation counts, to the best of
our knowledge, only few works (Weeds and Weir,
2003; Geffet and Dagan, 2005; Bhagat et al.,
2007; Szpektor and Dagan, 2008; Michelbacher et
al., 2007) and is utterly lacking. From an expan-
sion perspective, the common expectation is that
the context features characterizing an expanding
word should be largely included in those of the ex-
panded word.

This paper investigates the nature of directional
similarity measures. We identify their desired
properties, design a novel measure based on these
properties, and demonstrate its empirical advan-
tage in expansion settings over state-of-the-art
measures'. In broader prospect, we suggest that
asymmetric measures might be more suitable than
symmetric ones for many other settings as well.

2 Background

The distributional word similarity scheme follows
two steps. First, a feature vector is constructed
for each word by collecting context words as fea-
tures. Each feature is assigned a weight indicating
its “relevance” (or association) to the given word.
Then, word vectors are compared by some vector
similarity measure.

'Our directional term-similarity resource will be available
at http://aclweb.org/aclwiki/index.php?
title=Textual_FEntailment_Resource_Pool
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To date, most distributional similarity research
concentrated on symmetric measures, such as the
widely cited and competitive (as shown in (Weeds
and Weir, 2003)) LIN measure (Lin, 1998):

B ZfeFVuﬂFVU [wy (f) 4wy (f)]
) = e ) + 3 e, 0]

where F'V, is the feature vector of a word x and
wg(f) is the weight of the feature f in that word’s
vector, set to their pointwise mutual information.

Few works investigated a directional similarity
approach. Weeds and Weir (2003) and Weeds et
al. (2004) proposed a precision measure, denoted
here WeedsPrec, for identifying the hyponymy re-
lation and other generalization/specification cases.
It quantifies the weighted coverage (or inclusion)
of the candidate hyponym’s features (u) by the hy-
pernym’s (v) features:

ZfeFVumFVU wy(f)
ZfeFVu wy(f)

The assumption behind WeedsPrec is that if one
word is indeed a generalization of the other then
the features of the more specific word are likely to
be included in those of the more general one (but
not necessarily vice versa).

Extending this rationale to the textual entail-
ment setting, Geffet and Dagan (2005) expected
that if the meaning of a word w entails that of
v then all its prominent context features (under
a certain notion of “prominence”) would be in-
cluded in the feature vector of v as well. Their
experiments indeed revealed a strong empirical
correlation between such complete inclusion of
prominent features and lexical entailment, based
on web data. Yet, such complete inclusion cannot
be feasibly assessed using an off-line corpus, due
to the huge amount of required data.

Recently, (Szpektor and Dagan, 2008) tried
identifying the entailment relation between
lexical-syntactic templates using WeedsPrec, but
observed that it tends to promote unreliable rela-
tions involving infrequent templates. To remedy
this, they proposed to balance the directional
WeedsPrec measure by multiplying it with the
symmetric LIN measure, denoted here balPrec:

WeedsPrec(u — v) =

balPrec(u— v)=/LIN(u, v)- WeedsPrec(u— v)

Effectively, this measure penalizes infrequent tem-
plates having short feature vectors, as those usu-
ally yield low symmetric similarity with the longer
vectors of more common templates.

70

3 A Statistical Inclusion Measure

Our research goal was to develop a directional
similarity measure suitable for learning asymmet-
ric relations, focusing empirically on lexical ex-
pansion. Thus, we aimed to quantify most effec-
tively the above notion of feature inclusion.

For a candidate pair ‘u — v’, we will refer to
the set of u’s features, which are those tested for
inclusion, as fested features. Amongst these fea-
tures, those found in v’s feature vector are termed
included features.

In preliminary data analysis of pairs of feature
vectors, which correspond to a known set of valid
and invalid expansions, we identified the follow-
ing desired properties for a distributional inclusion
measure. Such measure should reflect:

1. the proportion of included features amongst
the tested ones (the core inclusion idea).

the relevance of included features to the ex-
panding word.

. the relevance of included features to the ex-
panded word.

. that inclusion detection is less reliable if the
number of features of either expanding or ex-
panded word is small.

3.1 Average Precision as the Basis for an
Inclusion Measure

As our starting point we adapted the Average
Precision (AP) metric, commonly used to score
ranked lists such as query search results. This
measure combines precision, relevance ranking
and overall recall (Voorhees and Harman, 1999):

ny:l [P(r) - rel(r)]

 total number of relevant documents

where 7 is the rank of a retrieved document
amongst the N retrieved, rel(r) is an indicator
function for the relevance of that document, and
P(r) is precision at the given cut-off rank r.

In our case the feature vector of the expanded
word is analogous to the set of all relevant docu-
ments while tested features correspond to retrieved
documents. Included features thus correspond to
relevant retrieved documents, yielding the follow-



ing analogous measure in our terminology:

|Vl r) - rel( fr

pta 0y PO 1)
|1, iffeFV,
Tduy‘{a if f ¢ FV,

_ |included features in ranks 1 to r|

P(r) :

where f,. is the feature at rank r in F'V,.

This analogy yields a feature inclusion measure
that partly addresses the above desired properties.
Its score increases with a larger number of in-
cluded features (correlating with the 1% property),
while giving higher weight to highly ranked fea-
tures of the expanding word (2"¢ property).

To better meet the desired properties we in-
troduce two modifications to the above measure.
First, we use the number of tested features |F'V,,|
for normalization instead of |F'V,|. This captures
better the notion of feature inclusion (1% property),
which targets the proportion of included features
relative to the fested ones.

Second, in the classical AP formula all relevant
documents are considered relevant to the same ex-
tent. However, features of the expanded word dif-
fer in their relevance within its vector (3" prop-
erty). We thus reformulate rel(f) to give higher
relevance to highly ranked features in |F'V,|:

TarAEs| Jif f e FV,

]__
{ 0 Jif f ¢ FV,

where rank(f, F'V,) is the rank of f in F'V,,.
Incorporating these two modifications yields the
APinc measure:

rank(f,FVy)

rel’(f)

[P(r) - rel'(fr)]
[Vl

Finally, we adopt the balancing approach in
(Szpektor and Dagan, 2008), which, as explained
in Section 2, penalizes similarity for infrequent
words having fewer features (4™ property) (in our
version, we truncated LIN similarity lists after top
1000 words). This yields our proposed directional
measure balAPinc:

balAPinc(u— v) = \/LIN(u,v) - APinc(u—v)

FV,
S

APinc(u—v)=

4 Evaluation and Results

4.1 Evaluation Setting

We tested our similarity measure by evaluating its
utility for lexical expansion, compared with base-
lines of the LIN, WeedsPrec and balPrec measures
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(Section 2) and a balanced version of AP (Sec-
tion 3), denoted balAP. Feature vectors were cre-
ated by parsing the Reuters RCV1 corpus and tak-
ing the words related to each term through a de-
pendency relation as its features (coupled with the
relation name and direction, as in (Lin, 1998)). We
considered for expansion only terms that occur at
least 10 times in the corpus, and as features only
terms that occur at least twice.

As a typical lexical expansion task we used
the ACE 2005 events dataset’. This standard IE
dataset specifies 33 event types, such as Attack,
Divorce, and Law Suit, with all event mentions
annotated in the corpus. For our lexical expan-
sion evaluation we considered the first IE subtask
of finding sentences that mention the event.

For each event we specified a set of representa-
tive words (seeds), by selecting typical terms for
the event (4 on average) from its ACE definition.
Next, for each similarity measure, the terms found
similar to any of the event’s seeds (‘u — seed’)
were taken as expansion terms. Finally, to mea-
sure the sole contribution of expansion, we re-
moved from the corpus all sentences that contain
a seed word and then extracted all sentences that
contain expansion terms as mentioning the event.
Each of these sentences was scored by the sum of
similarity scores of its expansion terms.

To evaluate expansion quality we compared the
ranked list of sentences for each event to the gold-
standard annotation of event mentions, using the
standard Average Precision (AP) evaluation mea-
sure. We report Mean Average Precision (MAP)
for all events whose AP value is at least 0.1 for at

least one of the tested measures>.

4.1.1 Results

Table 1 presents the results for the different tested
measures over the ACE experiment. It shows that
the symmetric LIN measure performs significantly
worse than the directional measures, assessing that
a directional approach is more suitable for the ex-
pansion task. In addition, balanced measures con-
sistently perform better than unbalanced ones.
According to the results, balAPinc is the best-
performing measure. Its improvement over all
other measures is statistically significant accord-
ing to the two-sided Wilcoxon signed-rank test

Zhttp://projects.ldc.upenn.edu/ace/, training part.

3The remaining events seemed useless for our compar-
ative evaluation, since suitable expansion lists could not be
found for them by any of the distributional methods.



LIN || WeedsPrec | balPrec AP | balAP | balAPinc

0.068 0.044 0.237 || 0.089 | 0.202 0.312

Table 1: MAP scores of the tested measures on the
ACE experiment.

[ seed ] LIN [ balAPinc ]

death | murder, killing, inci- | suicide, killing, fatal-
dent, arrest, violence ity, murder, mortality

marry | divorce, murder, love, | divorce, remarry,
dress, abduct father, kiss, care for

arrest | detain, sentence, | detain, extradite,
charge, jail, convict round up, apprehend,

imprison

birth | abortion, pregnancy, wedding day,
resumption, seizure, dilation, birthdate,
passage circumcision, triplet

injure | wound, kill, shoot, wound, maim, beat
detain, burn up, stab, gun down

Table 2: Top 5 expansion terms learned by LIN
and balAPinc for a sample of ACE seed words.

(Wilcoxon, 1945) at the 0.01 level. Table 2
presents a sample of the top expansion terms
learned for some ACE seeds with either LIN or
balAPinc, demonstrating the more accurate ex-
pansions generated by balAPinc. These results
support the design of our measure, based on the
desired properties that emerged from preliminary
data analysis for lexical expansion.

Finally, we note that in related experiments we
observed statistically significant advantages of the
balAPinc measure for an unsupervised text catego-
rization task (on the 10 most frequent categories in
the Reuters-21578 collection). In this setting, cat-
egory names were taken as seeds and expanded by
distributional similarity, further measuring cosine
similarity with categorized documents similarly to
IR query expansion. These experiments fall be-
yond the scope of this paper and will be included
in a later and broader description of our work.

5 Conclusions and Future work

This paper advocates the use of directional similar-
ity measures for lexical expansion, and potentially
for other tasks, based on distributional inclusion of
feature vectors. We first identified desired proper-
ties for an inclusion measure and accordingly de-
signed a novel directional measure based on av-
eraged precision. This measure yielded the best
performance in our evaluations. More generally,
the evaluations supported the advantage of multi-
ple directional measures over the typical symmet-
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ric LIN measure.

Error analysis showed that many false sentence
extractions were caused by ambiguous expanding
and expanded words. In future work we plan to
apply disambiguation techniques to address this
problem. We also plan to evaluate the performance
of directional measures in additional tasks, and
compare it with additional symmetric measures.
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Abstract

This paper explores methods to allevi-
ate the effect of lexical sparseness in the
classification of verbal arguments. We
show how automatically generated selec-
tional preferences are able to generalize
and perform better than lexical features in
a large dataset for semantic role classifi-
cation. The best results are obtained with
a novel second-order distributional simi-
larity measure, and the positive effect is
specially relevant for out-of-domain data.
Our findings suggest that selectional pref-
erences have potential for improving a full
system for Semantic Role Labeling.

1 Introduction

Semantic Role Labeling (SRL) systems usually
approach the problem as a sequence of two sub-
tasks: argument identification and classification.
While the former is mostly a syntactic task, the
latter requires semantic knowledge to be taken
into account. Current systems capture semantics
through lexicalized features on the predicate and
the head word of the argument to be classified.
Since lexical features tend to be sparse (especially
when the training corpus is small) SRL systems
are prone to overfit the training data and general-
ize poorly to new corpora.

This work explores the usefulness of selectional
preferences to alleviate the lexical dependence of
SRL systems. Selectional preferences introduce
semantic generalizations on the type of arguments
preferred by the predicates. Therefore, they are
expected to improve generalization on infrequent
and unknown words, and increase the discrimina-
tive power of the argument classifiers.

For instance, consider these two sentences:

JFK was assassinated (in Dallas) 7ocation
JFK was assassinated (in November)remporal
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Both share syntactic and argument structure, so
the lexical features (i.e., the words ‘Dallas’ and
‘November’) represent the most important knowl-
edge to discriminate between the two different ad-
junct roles. The problem is that, in new text,
one may encounter similar expressions with new
words like Texas or Autumn.

We propose a concrete classification problem as
our main evaluation setting for the acquired selec-
tional preferences: given a verb occurrence and
a nominal head word of a constituent dependant
on that verb, assign the most plausible role to the
head word according to the selectional preference
model. This problem is directly connected to ar-
gument classification in SRL, but we have iso-
lated the evaluation from the complete SRL task.
This first step allows us to analyze the potential
of selectional preferences as a source of seman-
tic knowledge for discriminating among different
role labels. Ongoing work is devoted to the inte-
gration of selectional preference—derived features
in a complete SRL system.

2 Related Work

Automatic acquisition of selectional preferences
is a relatively old topic, and will mention the
most relevant references. Resnik (1993) proposed
to model selectional preferences using semantic
classes from WordNet in order to tackle ambiguity
issues in syntax (noun-compounds, coordination,
PP-attachment).

Brockman and Lapata (2003) compared sev-
eral class-based models (including Resnik’s se-
lectional preferences) on a syntactic plausibility
judgement task for German. The models re-
turn weights for (verb, syntactic_function, noun)
triples, and the correlation with human plausibil-
ity judgement is used for evaluation. Resnik’s
selectional preference scored best among class-
based methods, but it performed equal to a simple,
purely lexical, conditional probability model.
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Distributional similarity has also been used to
tackle syntactic ambiguity. Pantel and Lin (2000)
obtained very good results using the distributional
similarity measure defined by Lin (1998).

The application of selectional preferences to se-
mantic roles (as opposed to syntactic functions)
is more recent. Gildea and Jurafsky (2002) is
the only one applying selectional preferences in
a real SRL task. They used distributional clus-
tering and WordNet-based techniques on a SRL
task on FrameNet roles. They report a very small
improvement of the overall performance when us-
ing distributional clustering techniques. In this pa-
per we present complementary experiments, with
a different role set and annotated corpus (Prop-
Bank), a wider range of selectional preference
models, and the analysis of out-of-domain results.

Other papers applying semantic preferences
in the context of semantic roles, rely on the
evaluation on pseudo tasks or human plausibil-
ity judgments. In (Erk, 2007) a distributional
similarity—based model for selectional preferences
is introduced, reminiscent of that of Pantel and
Lin (2000). The results over 100 frame-specific
roles showed that distributional similarities get
smaller error rates than Resnik and EM, with Lin’s
formula having the smallest error rate. Moreover,
coverage of distributional similarities and Resnik
are rather low. Our distributional model for selec-
tional preferences follows her formalization.

Currently, there are several models of distri-
butional similarity that could be used for selec-
tional preferences. More recently, Pad6 and Lap-
ata (2007) presented a study of several parameters
that define a broad family of distributional similar-
ity models, including publicly available software.

Our paper tests similar techniques to those pre-
sented above, but we evaluate selectional prefer-
ence models in a setting directly related to SR
classification, i.e., given a selectional preference
model for a verb we find the role which fits best
for a given head word. The problem is indeed
qualitatively different: we do not have to choose
among the head words competing for a role (as
in the papers above) but among selectional prefer-
ences competing for a head word.

3 Selectional Preference Models

In this section we present all the variants for ac-
quiring selectional preferences used in our study,
and how we apply them to the SR classification.
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WordNet-based SP models: we use Resnik’s se-
lectional preference model.

Distributional SP models: Given the availabil-
ity of publicly available resources for distribu-
tional similarity, we used 1) a ready-made the-
saurus (Lin, 1998), and 2) software (Pad6 and La-
pata, 2007) which we run on the British National
Corpus (BNC).

In the first case, Lin constructed his thesaurus
based on his own similarity formula run over a
large parsed corpus comprising journalism texts.
The thesaurus lists, for each word, the most sim-
ilar words, with their weight. In order to get the
similarity for two words, we could check the entry
in the thesaurus for either word. But given that
the thesaurus is not symmetric, we take the av-
erage of both similarities. We will refer to this
similarity measure as sszfn Another option is
to use second-order similarity, where we compute
the similarity of two words using the entries in the
thesaurus, either using the cosine or Jaccard mea-
sures. We will refer to these similarity measures

as simt"2 and sim!'? hereinafter.

jac

For the second case, we tried the optimal pa-
rameters as described in (Padé and Lapata, 2007,
p. 179): word-based space, medium context, log-
likelihood association, and 2,000 basis elements.
We tested Jaccard, cosine and Lin’s measure (Lin,
1998) for similarity, yielding simjqc, Simcos and
stmy;p, respectively.

3.1 Role Classification with SP Models

Given a target sentence where a predicate and sev-
eral potential argument and adjunct head words
occur, the goal is to assign a role label to each of
the head words. The classification of candidate
head words is performed independently of each
other.

Since we want to evaluate the ability of selec-
tional preference models to discriminate among
different roles, this is the only knowledge that will
be used to perform classification (avoiding the in-
clusion of any other feature commonly used in
SRL). Thus, for each head word, we will simply
select the role () of the predicate (p) which fits
best the head word (w). This selection rule is for-
malized as:

R(pa w) = arg1naX,c Roles(p) S(pa Ty w)
being S(p,r,w) the prediction of the selectional
preference model, which can be instantiated with
all the variants mentioned above.



For the sake of comparison we also define a lex-
ical baseline model, which will determine the con-
tribution of lexical features in argument classifica-
tion. For a test pair (p,w) the model returns the
role under which the head word occurred most of-
ten in the training data given the predicate.

4 Experimental Setting

The data used in this work is the benchmark cor-
pus provided by the CoNLL-2005 shared task on
SRL (Carreras and Marquez, 2005). The dataset,
of over 1 million tokens, comprises PropBank sec-
tions 02-21 for training, and sections 24 and 23 for
development and test, respectively. In these ex-
periments, NEG, DIS and MOD arguments have
been discarded because, apart from not being con-
sidered “pure” adjunct roles, the selectional pref-
erences implemented in this study are not able to
deal with non-nominal argument heads.

The predicate—rol-head (p, 7, w) triples for gen-
eralizing the selectional preferences are extracted
from the arguments of the training set, yield-
ing 71,240 triples, from which 5,587 different
predicate-role selectional preferences (p,r) are
derived by instantiating the different models in
Section 3.

Selectional preferences are then used, to predict
the corresponding roles of the (p,w) pairs from
the test corpora. The test set contains 4,134 pairs
(covering 505 different predicates) to be classified
into the appropriate role label. In order to study
the behavior on out-of-domain data, we also tested
on the PropBanked part of the Brown corpus. This
corpus contains 2,932 (p,w) pairs covering 491
different predicates.

The performance of each selectional preference
model is evaluated by calculating the standard pre-
cision, recall and F; measures. It is worth men-
tioning that none of the models is able to predict
the role when facing an unknown head word. This
happens more often with WordNet based models,
which have a lower word coverage compared to
distributional similarity—based models.

5 Results and Discussion

The results are presented in Table 1. The lexi-
cal row corresponds to the baseline lexical match
method. The following row corresponds to the
WordNet-based selectional preference model. The
distributional models follow, including the results
obtained by the three similarity formulas on the
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prec.  rec. Fi prec.  recall F1
lexical | 779 349 482 .663 .059  .108
res 589 495 537 .505 379 433
SiMjac | 573  .564 569 481 452 466
SiMecos 607  .598 .602 .507 476 491
simrin | .580 .560 .570 .500 470 485
sithhm 635  .625 630 494 464 478
sim’fffc .657 .646 .651 531 499 515
simiﬁf 654 .644 649 531 499 515

Table 1: Results for WSIJ test (left), and Brown
test (right)

co-occurrences extracted from the BNC (sim jqc,
StMeos SIMIsn), and the results obtained when
using Lin’s thesaurus directly (sim ) and as a
second-order vector (simfﬁi and sim!2).

As expected, the lexical baseline attains very
high precision in all datasets, which underscores
the importance of the lexical head word features
in argument classification. The recall is quite
low, specially in Brown, confirming and extend-
ing (Pradhan et al., 2008), which also reports sim-
ilar performance drops when doing argument clas-
sification on out-of-domain data.

One of the main goals of our experiments is to
overcome the data sparseness of lexical features
both on in-domain and out-of-domain data. All
our selectional preference models improve over
the lexical matching baseline in recall, up to 30
absolute percentage points in the WSIJ test dataset
and 44 absolute percentage points in the Brown
corpus. This comes at the cost of reduced preci-
sion, but the overall F-score shows that all selec-
tional preference models improve over the base-
line, with up to 17 absolute percentage points
on the WSJ datasets and 41 absolute percentage
points on the Brown dataset. The results, thus,
show that selectional preferences are indeed alle-
viating the lexical sparseness problem.

As an example, consider the following head
words of potential arguments of the verb wear
found in the test set: doctor, men, tie, shoe. None
of these nouns occurred as heads of arguments of
wear in the training data, and thus the lexical fea-
ture would be unable to predict any role for them.
Using selectional preferences, we successfully as-
signed the Arg0 role to doctor and men, and the
Argl role to tie and shoe.

Regarding the selectional preference variants,
WordNet-based and first-order distributional sim-
ilarity models attain similar levels of precision,
but the former are clearly worse on recall and F;.



The performance loss on recall can be explained
by the worse lexical coverage of WordNet when
compared to automatically generated thesauri. Ex-
amples of words missing in WordNet include ab-
breviations (e.g., Inc., Corp.) and brand names
(e.g., Texaco, Sony). The second-order distribu-
tional similarity measures perform best overall,
both in precision and recall. As far as we know,
it is the first time that these models are applied to
selectional preference modeling, and they prove to
be a strong alternative to first-order models. The
relative performance of the methods is consistent
across the two datasets, stressing the robustness of
all methods used.

Regarding the use of similarity software (Pad6
and Lapata, 2007) on the BNC vs. the use of
Lin’s ready-made thesaurus, both seem to perform
similarly, as exemplified by the similar results of
simy,in and szth};n The fact that the former per-
formed better on the Brown data, and worse on the
WSJ data could be related to the different corpora
used to compute the co-occurrence, balanced cor-
pus and journalism texts respectively. This could
be an indication of the potential of distributional
thesauri to adapt to the target domain.

Regarding the similarity metrics, the cosine
seems to perform consistently better for first-order
distributional similarity, while Jaccard provided
slightly better results for second-order similarity.

The best overall performance was for second-
order similarity, also using the cosine. Given
the computational complexity involved in build-
ing a complete thesaurus based on the similarity
software, we used the ready-made thesaurus of
Lin, but could not try the second-order version on
BNC.

6 Conclusions and Future Work

We have empirically shown how automatically
generated selectional preferences, using WordNet
and distributional similarity measures, are able to
effectively generalize lexical features and, thus,
improve classification performance in a large-
scale argument classification task on the CoNLL-
2005 dataset. The experiments show substantial
gains on recall and F; compared to lexical match-
ing, both on the in-domain WSJ test and, espe-
cially, on the out-of-domain Brown test.
Alternative selectional models were studied and
compared. WordNet-based models attain good
levels of precision but lower recall than distribu-
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tional similarity methods. A new second-order
similarity method proposed in this paper attains
the best results overall in all datasets.

The evidence gathered in this paper suggests
that using semantic knowledge in the form of se-
lectional preferences has a high potential for im-
proving the results of a full system for SRL, spe-
cially when training data is scarce or when applied
to out-of-domain corpora.

Current efforts are devoted to study the integra-
tion of the selectional preference models presented
in this paper in a in-house SRL system. We are
particularly interested in domain adaptation, and
whether distributional similarities can profit from
domain corpora for better performance.
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Abstract

We present a syntactic and lexically based
discourse segmenter (SLSeg) that is de-
signed to avoid the common problem of
over-segmenting text. Segmentation is the
first step in a discourse parser, a system
that constructs discourse trees from el-
ementary discourse units. We compare
SLSeg to a probabilistic segmenter, show-
ing that a conservative approach increases
precision at the expense of recall, while re-
taining a high F-score across both formal
and informal texts.

1 Introduction*

Discourse segmentation is the process of de-
composing discourse into elementary discourse
units (EDUs), which may be simple sentences or
clauses in a complex sentence, and from which
discourse trees are constructed. In this sense, we
are performing low-level discourse segmentation,
as opposed to segmenting text into chunks or top-
ics (e.g., Passonneau and Litman (1997)). Since
segmentation is the first stage of discourse parsing,
quality discourse segments are critical to build-
ing quality discourse representations (Soricut and
Marcu, 2003). Our objective is to construct a dis-
course segmenter that is robust in handling both
formal (newswire) and informal (online reviews)
texts, while minimizing the insertion of incorrect
discourse boundaries. Robustness is achieved by
constructing discourse segments in a principled
way using syntactic and lexical information.

Our approach employs a set of rules for insert-
ing segment boundaries based on the syntax of
each sentence. The segment boundaries are then
further refined by using lexical information that

*This work was supported by an NSERC Discovery Grant
(261104-2008) to Maite Taboada. We thank Angela Cooper
and Morgan Mameni for their help with the reliability study.
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takes into consideration lexical cues, including
multi-word expressions. We also identify clauses
that are parsed as discourse segments, but are not
in fact independent discourse units, and join them
to the matrix clause.

Most parsers can break down a sentence into
constituent clauses, approaching the type of out-
put that we need as input to a discourse parser.
The segments produced by a parser, however, are
too fine-grained for discourse purposes, breaking
off complement and other clauses that are not in a
discourse relation to any other segment. For this
reason, we have implemented our own segmenter,
utilizing the output of a standard parser. The pur-
pose of this paper is to describe our syntactic and
lexical-based segmenter (SLSeg), demonstrate its
performance against state-of-the-art systems, and
make it available to the wider community.

2 Related Work

Soricut and Marcu (2003) construct a statistical
discourse segmenter as part of their sentence-level
discourse parser (SPADE), the only implemen-
tation available for our comparison. SPADE is
trained on the RST Discourse Treebank (Carlson
et al., 2002). The probabilities for segment bound-
ary insertion are learned using lexical and syntac-
tic features. Subba and Di Eugenio (2007) use
neural networks trained on RST-DT for discourse
segmentation. They obtain an F-score of 84.41%
(86.07% using a perfect parse), whereas SPADE
achieved 83.1% and 84.7% respectively.

Thanh et al. (2004) construct a rule-based
segmenter, employing manually annotated parses
from the Penn Treebank. Our approach is con-
ceptually similar, but we are only concerned with
established discourse relations, i.e., we avoid po-
tential same-unit relations by preserving NP con-
stituency.
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3 Principles For Discourse Segmentation

Our primary concern is to capture interesting dis-
course relations, rather than all possible relations,
i.e., capturing more specific relations such as Con-
dition, Evidence or Purpose, rather than more gen-
eral and less informative relations such as Elabo-
ration or Joint, as defined in Rhetorical Structure
Theory (Mann and Thompson, 1988). By having a
stricter definition of an elementary discourse unit
(EDU), this approach increases precision at the ex-
pense of recall.

Grammatical units that are candidates for dis-
course segments are clauses and sentences. Our
basic principles for discourse segmentation follow
the proposals in RST as to what a minimal unit
of text is. Many of our differences with Carl-
son and Marcu (2001), who defined EDUs for the
RST Discourse Treebank (Carlson et al., 2002),
are due to the fact that we adhere closer to the orig-
inal RST proposals (Mann and Thompson, 1988),
which defined as ‘spans’ adjunct clauses, rather
than complement (subject and object) clauses. In
particular, we propose that complements of at-
tributive and cognitive verbs (He said (that)..., 1
think (that)...) are not EDUs. We preserve con-
sistency by not breaking at direct speech (“X,” he
said.). Reported and direct speech are certainly
important in discourse (Prasad et al., 2006); we do
not believe, however, that they enter discourse re-
lations of the type that RST attempts to capture.

In general, adjunct, but not complement clauses
are discourse units. We require all discourse seg-
ments to contain a verb. Whenever a discourse
boundary is inserted, the two newly created seg-
ments must each contain a verb. We segment coor-
dinated clauses (but not coordinated VPs), adjunct
clauses with either finite or non-finite verbs, and
non-restrictive relative clauses (marked by com-
mas). In all cases, the choice is motivated by
whether a discourse relation could hold between
the resulting segments.

4 Implementation

The core of the implementation involves the con-
struction of 12 syntactically-based segmentation
rules, along with a few lexical rules involving a list
of stop phrases, discourse cue phrases and word-
level parts of speech (POS) tags. First, paragraph
boundaries and sentence boundaries using NIST’s
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sentence segmenter! are inserted. Second, a sta-
tistical parser applies POS tags and the sentence’s
syntactic tree is constructed. Our syntactic rules
are executed at this stage. Finally, lexical rules,
as well as rules that consider the parts-of-speech
for individual words, are applied. Segment bound-
aries are removed from phrases with a syntactic
structure resembling independent clauses that ac-
tually are used idiomatically, such as as it stands
or if you will. A list of phrasal discourse cues
(e.g., as soon as, in order to) are used to insert
boundaries not derivable from the parser’s output
(phrases that begin with in order to... are tagged as
PP rather than SBAR). Segmentation is also per-
formed within parentheticals (marked by paren-
theses or hyphens).

5 Data and Evaluation

5.1 Data

The gold standard test set consists of 9 human-
annotated texts. The 9 documents include 3 texts
from the RST literature?, 3 online product reviews
from Epinions.com, and 3 Wall Street Journal ar-
ticles taken from the Penn Treebank. The texts av-
erage 21.2 sentences, with the longest text having
43 sentences and the shortest having 6 sentences,
for a total of 191 sentences and 340 discourse seg-
ments in the 9 gold-standard texts.

The texts were segmented by one of the au-
thors following guidelines that were established
from the project’s beginning and was used as the
gold standard. The annotator was not directly in-
volved in the coding of the segmenter. To ensure
the guidelines followed clear and sound principles,
a reliability study was performed. The guidelines
were given to two annotators, both graduate stu-
dents in Linguistics, that had no direct knowledge
of the project. They were asked to segment the 9
texts used in the evaluation.

Inter-annotator agreement across all three anno-
tators using Kappa was .85, showing a high level
of agreement. Using F-score, average agreement
of the two annotators against the gold standard was
also high at .86. The few disagreements were pri-
marily due to a lack of full understanding of the
guidelines (e.g., the guidelines specify to break ad-
junct clauses when they contain a verb, but one
of the annotators segmented prepositional phrases

"http://duc nist.gov/duc2004/software/
duc2003 .breakSent.tar.gz
% Available from the RST website http://www.sfu.ca/rst/



Epinions Treebank Original RST || Combined Total
System P/R|[F|P|[R|F|P|R|[F|P|[R] F

Baseline 22170 33| 278|411 26| 90| 41| 25| .80 | .38
SPADE (coarse) || 59 | 66 | 63| 63|10 | .77 | 64| .76 | .69 || 61| .79 | .69
SPADE (original) || 36 | .67 | 46 || 37 | 1.0 | 54 || 38 | .76 | 50 || .37 | .77 | .50
Sundance S54 | 56| 55| 53.67 59 .71 47| 57| 56| .58 | .57
SLSeg (Charniak) || 97 | .66 | .79 || 89 | 86 | 87 || 94 | 76 | 84 || 93 | .74 | .83
SLSeg (Stanford) || .82 | .74 | .77 || .82 | 86 | .84 || 88 | .71 | .79 || 83 | 77| .80

Table 1: Comparison of segmenters

that had a similar function to a full clause). With
high inter-annotator agreement (and with any dis-
agreements and errors resolved), we proceeded to
use the co-author’s segmentations as the gold stan-
dard.

5.2 Evaluation

The evaluation uses standard precision, recall and
F-score to compute correctly inserted segment
boundaries (we do not consider sentence bound-
aries since that would inflate the scores). Precision
is the number of boundaries in agreement with the
gold standard. Recall is the total number of bound-
aries correct in the system’s output divided by the
number of total boundaries in the gold standard.
We compare the output of SLSeg to SPADE.
Since SPADE is trained on RST-DT, it inserts seg-
ment boundaries that are different from what our
annotation guidelines prescribe. To provide a fair
comparison, we implement a coarse version of
SPADE where segment boundaries prescribed by
the RST-DT guidelines, but not part of our seg-
mentation guidelines, are manually removed. This
version leads to increased precision while main-
taining identical recall, thus improving F-score.
In addition to SPADE, we also used the Sun-
dance parser (Riloff and Phillips, 2004) in our
evaluation. Sundance is a shallow parser which
provides clause segmentation on top of a basic
word-tagging and phrase-chunking system. Since
Sundance clauses are also too fine-grained for our
purposes, we use a few simple rules to collapse
clauses that are unlikely to meet our definition of
EDU. The baseline segmenter in Table 1 inserts
segment boundaries before and after all instances
of S, SBAR, SQ, SINV, SBARQ from the syntac-
tic parse (text spans that represent full clauses able
to stand alone as sentential units). Finally, two
parsers are compared for their effect on segmenta-
tion quality: Charniak (Charniak, 2000) and Stan-
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ford (Klein and Manning, 2003).

5.3 Qualitative Comparison

Comparing the outputs of SLSeg and SPADE on
the Epinions.com texts illustrates key differences
between the two approaches.

[Luckily we bought the extended pro-
tection plans from Lowe’s,] # [so we
are waiting] [for Whirlpool to decide]
[if they want to do the costly repair] [or
provide us with a new machine].

In this example, SLSeg inserts a single bound-
ary (#) before the word so, whereas SPADE in-
serts four boundaries (indicated by square brack-
ets). Our breaks err on the side of preserving se-
mantic coherence, e.g., the segment for Whirlpool
to decide depends crucially on the adjacent seg-
ments for its meaning. In our opinion, the rela-
tions between these segments are properly the do-
main of a semantic, but not a discourse, parser. A
clearer example that illustrates the pitfalls of fine-
grained discourse segmenting is shown in the fol-
lowing output from SPADE:

[The thing] [that caught my attention
was the fact] [that these fantasy novels
were marketed...]

Because the segments are a restrictive relative
clause and a complement clause, respectively,
SLSeg does not insert any segment boundaries.

6 Results

Results are shown in Table 1. The combined in-
formal and formal texts show SLSeg (using Char-
niak’s parser) with high precision; however, our
overall recall was lower than both SPADE and the
baseline. The performance of SLSeg on the in-
formal and formal texts is similar to our perfor-



mance overall: high precision, nearly identical re-
call. Our system outperforms all the other systems
in both precision and F-score, confirming our hy-
pothesis that adapting an existing system would
not provide the high-quality discourse segments
we require.

The results of using the Stanford parser as an
alternative to the Charniak parser show that the
performance of our system is parser-independent.
High F-score in the Treebank data can be at-
tributed to the parsers having been trained on Tree-
bank. Since SPADE also utilizes the Charniak
parser, the results are comparable.

Additionally, we compared SLSeg and SPADE
to the original RST segmentations of the three
RST texts taken from RST literature. Performance
was similar to that of our own annotations, with
SLSeg achieving an F-score of .79, and SPADE
attaining .38. This demonstrates that our approach
to segmentation is more consistent with the origi-
nal RST guidelines.

7 Discussion

We have shown that SLSeg, a conservative rule-
based segmenter that inserts fewer discourse
boundaries, leads to higher precision compared to
a statistical segmenter. This higher precision does
not come at the expense of a significant loss in
recall, as evidenced by a higher F-score. Unlike
statistical parsers, our system requires no training
when porting to a new domain.

All software and data are available®>. The
discourse-related data includes: a list of clause-
like phrases that are in fact discourse markers
(e.g., if you will, mind you); a list of verbs used
in fo-infinitival and if complement clauses that
should not be treated as separate discourse seg-
ments (e.g., decide in I decided to leave the car
at home); a list of unambiguous lexical cues for
segment boundary insertion; and a list of attribu-
tive/cognitive verbs (e.g., think, said) used to pre-
vent segmentation of floating attributive clauses.

Future work involves studying the robustness of
our discourse segments on other corpora, such as
formal texts from the medical domain and other
informal texts. Also to be investigated is a quan-
titative study of the effects of high-precision/low-
recall vs. low-precision/high-recall segmenters on
the construction of discourse trees. Besides its use
in automatic discourse parsing, the system could

3http://www.sfu.ca/ mtaboada/research/SLSeg.html
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assist manual annotators by providing a set of dis-
course segments as starting point for manual an-
notation of discourse relations.
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Abstract

The development of Dialog-Based Computer-
Assisted Language Learning (DB-CALL) sys-
tems requires research on the simulation of
language learners. This paper presents a new
method for generation of grammar errors, an
important part of the language learner simula-
tor. Realistic errors are generated via Markov
Logic, which provides an effective way to
merge a statistical approach with expert know-
ledge about the grammar error characteristics
of language learners. Results suggest that the
distribution of simulated grammar errors gen-
erated by the proposed model is similar to that
of real learners. Human judges also gave con-
sistently close judgments on the quality of the
real and simulated grammar errors.

1 Introduction

Second Language Acquisition (SLA) researchers
have claimed that feedback provided during con-
versational interaction facilitates the acquisition
process. Thus, interest in developing Dialog-
Based Computer Assisted Language Learning
(DB-CALL) systems is rapidly increasing. How-
ever, developing DB-CALL systems takes a long
time and entails a high cost in collecting learners’
data. Also, evaluating the systems is not a trivial
task because it requires numerous language
learners with a wide range of proficiency levels
as subjects.

While previous studies have considered user
simulation in the development and evaluation of
spoken dialog systems (Schatzmann et al., 2006),
they have not yet simulated grammar errors be-
cause those systems were assumed to be used by
native speakers, who normally produce few
grammar errors in utterances. However, as tele-
phone-based information access systems become
more commonly available to the general public,
the inability to deal with non-native speakers is
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becoming a serious limitation since, at least for
some applications, (e.g. tourist information, le-
gal/social advice) non-native speakers represent
a significant portion of the everyday user popula-
tion. Thus, (Raux and Eskenazi, 2004) conducted
a study on adaptation of spoken dialog systems
to non-native users. In particular, DB-CALL sys-
tems should obviously deal with grammar errors
because language learners naturally commit nu-
merous grammar errors. Thus grammar error si-
mulation should be embedded in the user simula-
tion for the development and evaluation of such
systems.

In Foster’s (2007) pioneering work, she de-
scribed a procedure which automatically intro-
duces frequently occurring grammatical errors
into sentences to make ungrammatical training
data for a robust parser. However the algorithm
cannot be directly applied to grammar error gen-
eration for language learner simulation for sever-
al reasons. First, it either introduces one error per
sentence or none, regardless of how many words
of the sentence are likely to generate errors.
Second, it determines which type of error it will
create only by relying on the relative frequencies
of error types and their relevant parts of speech.
This, however, can result in unrealistic errors. As
exemplified in Table 1, when the algorithm tries
to create an error by deleting a word, it would
probably omit the word ‘go’ because verb is one
of the most frequent parts of speech omitted re-
sulting in an unrealistic error like the first simu-
lated output. However, Korean/Japanese lan-
guage learners of English tend to make subject-
verb agreement errors, omission errors of the
preposition of prepositional verbs, and omission
errors of articles because their first language
does not have similar grammar rules so that they
may be slow on the uptake of such constructs.
Thus, they often commit errors like the second
simulated output.
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Input sentence

He wants to go to a movie theater
Unrealistic simulated output

He wants to to a movie theater

Realistic simulated output

He want go to movie theater

Table 1: Examples of simulated outputs

This paper develops an approach to statistical
grammar error simulation that can incorporate
this type of knowledge about language learners’
error characteristics and shows that it does in-
deed result in realistic grammar errors. The ap-
proach is based on Markov logic, a representa-
tion language that combines probabilistic graphi-
cal models and first-order logic (Richardson and
Domingos, 2006). Markov logic enables concise
specification of very complex models. Efficient
open-source Markov logic learning and inference
algorithms were used to implement our solution.

We begin by describing the overall process of
grammar error simulation and then briefly re-
viewing the necessary background in Markov
logic. We then describe our Markov Logic Net-
work (MLN) for grammar error simulation. Fi-
nally, we present our experiments and results.

2 Overall process of grammar error si-
mulation

The task of grammar error simulation is to gen-
erate an ill-formed sentence when given a well-
formed input sentence. The generation procedure
involves three steps: 1) Generating probability
over error types for each word of the well-
formed input sentence through MLN inference 2)
Determining an error type by sampling the gen-
erated probability for each word 3) Creating an
ill-formed output sentence by realizing the cho-
sen error types (Figure 1).

3 Markov Logic

Markov logic is a probabilistic extension of finite
first-order logic (Richardson and Domingos,
2006). An MLN is a set of weighted first-order
clauses. Together with a set of constants, it de-

fines a Markov network with one node per
ground atom and one feature per ground clause.
The weight of a feature is the weight of the first-
order clause that originated it. The probability of
a state x in such a network is given by P(x) =
(1/Z) exp (O; w;f;(x)), where Z is a normali-
zation constant, w; is the weight of the ith clause,
fi; = 1if the ith clause is true, and f; = 0 oth-
erwise.

Markov logic makes it possible to compactly
specify probability distributions over complex
relational domains. We used the learning and
inference algorithms provided in the open-source
Alchemy package (Kok et al., 2006). In particu-
lar, we performed inference using the belief
propagation algorithm (Pearl, 1988), and genera-
tive weight learning.

4 An MLN for Grammar Error Simula-
tion

This section presents our MLN implementation
which consists of three components: 1) Basic
formulas based on parts of speech, which are
comparable to Foster’s method 2) Analytic for-
mulas drawn from expert knowledge obtained by
error analysis on a learner corpus 3) Error limit-
ing formulas that penalize statistical model’s
over-generation of nonsense errors.

4.1 Basic formulas

Error patterns obtained by error analysis, which
might capture a lack or an over-generalization of
knowledge of a particular construction, cannot
explain every error that learners commit. Be-
cause an error can take the form of a perfor-
mance slip which can randomly occur due to
carelessness or tiredness, more general formulas
are needed as a default case. The basic formulas
are represented by the simple rule:

* PosTag(s,i,+pt) = ErrorType(s, i, +et)
where all free variables are implicitly universally
quantified. The “+pt,+et ” notation signifies
that the MLN contains an instance of this rule for
each (part of speech, error type) pair. The evi-

He wants to g0 to a movie theater
} 1 step
v_agr sub 0.000 0.371 0.000 0.000 0.000 0.000 0.000 0.000
prp lex del 0.000 0.000 0.284 0.000 0.269 0.000 0.000 0.000
Inference at _del 0.000 0.000 0.000 0.000 0.000 0.355 0.000 0.000
none 0.921 0.449 0.604 0.866 0.605 0.506 0.781 0.798
} 2 step
Sampling none v_agr sub prp_lex_del none none at_del none none
3 step
Realization He want g0 to movie theater

Figure 1: An example process of grammar error simulation



dence predicate in this case is PosTag(s, i, pt),
which is true iff the ith position of the sentence s
has the part of speech pt. The query predicate is
ErrorType(s,i,et). It is true iff the ith position
of the sentence s has the error type et, and infer-
ring it returns the probability that the word at
position { would commit an error of type et.

4.2  Analytic formulas

On top of the basic formulas, analytic formulas
add concrete knowledge of realistic error charac-
teristics of language learners. Error analysis and
linguistic differences between the first language
and the second language can identify various
error sources for each error type. We roughly
categorize the error sources into three groups for
explanation: 1) Over-generalization of the rules
of the second language 2) Lack of knowledge of
some rules of the second language 3) Applying
rules and forms of the first language into the
second language.

Often, English learners commit pluralization
error with irregular nouns. This is because they
over-generalize the pluralization rule, i.e. attach-
ing ‘s/es’, so that they apply the rule even to ir-
regular nouns such as ‘fish’ and ‘feet’ etc. This
characteristic is captured by the simple formula:

e [rregularPluralNoun(s,i) A PosTag(s,i, NNS)
= ErrorType(s,i, N_.NUM_SUB)
where IrregularPluralNoun(s, i) is true iff the
ith word of the sentence s is an irregular plural
and N_NUM_SUB is the abbreviation for substi-
tution by noun number error.

One trivial error caused by a lack of know-
ledge of the second language is using the singu-
lar noun form for weekly events:

*Word(s,i —1,on) ADayNoun(s,i)

A PosTag(s,i, NNS)= ErrorType(s,i, N.NUM_SUB)

where Word(s,i — 1,on) is true iff the i — 1th
word is ‘on’ and DayNoun(s,i) is true iff the
ith word of the sentence s is a noun describing
day like Sunday(s). Another example is use of
plurals behind ‘every’ due to the ignorance that a
noun modified by ‘every’ should be singular:
* Word(s, di,every) A DeterminerRel (s, di, ni)
= ErrorType(s,ni, N_.NUM_SUB)
where DeterminerRel(s,di,ni) is true iff the
dith word is the determiner of the nith word.

An example of errors by applying the rules of
the first language is that Korean/Japanese often
allows omission of the subject of a sentence; thus,
they easily commit the subject omission error.
The following formula is for the case:

* Subject(s,i)= ErrorType(s,i,N_LXC_DEL)
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where Subject(s, i) is true iff the ith word is the
subject and N_LXC_DEL is the abbreviation for
deletion by noun lexis error."

4.3  Error limiting formulas

A number of elementary formulas explicitly
stated as hard formulas prevent the MLN from
generating improbable errors that might result
from over-generations of the statistical model.
For example, a verb complement error should not
have a probability at the words that are not com-
plements of a verb:

e ' VerbComplement(s, vi, ci)

=1 ErrorType(s,ci,V_CMP_SUB).
where “!” denotes logically ‘not’ and “.” at the
end signifies that it is a hard formula. Hard formu-
las are given maximum weight during inference.
VerbComplement(s, vi, ci) is true iff the cith
word is a complement of the verb at the vith po-
sition and V_CMP_SUB is the abbreviation for
substitution by verb complement error.

S Experiments

Experiments used the NICT JLE Corpus, which
is speech samples from an English oral profi-
ciency interview test, the ACTFL-ALC Standard
Speaking Test (SST). 167 of the files are error
annotated. The error tagset consists of 47 tags
that are described in Izumi (2005). We appended
structural type of errors (substitution, addition,
deletion) to the original error types because
structural type should be determined when creat-
ing an error. For example, V_TNS_SUB consists
of the original error type V_TNS (verb tense) and
structural type SUB (substitution). Level-
specific language learner simulation was accom-
plished by dividing the 167 error annotated files
into 3 level groups: Beginner(levell-4), Interme-
diate(level5-6), Advanced(level7-9).

The grammar error simulation was compared
with real learners’ errors and the baseline model
using only basic formulas comparable to Foster’s
algorithm, with 10-fold cross validations per-
formed for each group. The validation results
were added together across the rounds to com-
pare the number of simulated errors with the
number of real errors. Error types that occurred
less than 20 times were excluded to improve re-
liability. Result graphs suggest that the distribu-
tion of simulated grammar errors generated by
the proposed model using all formulas is similar
to that of real learners for all level groups and the

! Because space is limited, all formulas can be found at

http://isoft.postech.ac.kr/ges/grm_err_sim.mln
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Figure 2: Comparison between the distributions of the
real and simulated data

proposed model outperforms the baseline model
using only the basic formulas. The Kullback-
Leibler divergences, a measure of the difference
between two probability distributions, were also
measured for quantitative comparison. For all
level groups, the Kullback-Leibler divergence of
the proposed model from the real is less than that
of the baseline model (Figure 2).

Two human judges verified the overall realism
of the simulated errors. They evaluated 100 ran-
domly chosen sentences consisting of 50 sen-
tences each from the real and simulated data. The
sequence of the test sentences was mixed so that
the human judges did not know whether the
source of the sentence was real or simulated.
They evaluated sentences with a two-level scale
(0: Unrealistic, 1: Realistic). The result shows
that the inter evaluator agreement (kappa) is
moderate and that both judges gave relatively
close judgments on the quality of the real and
simulated data (Table 2).
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| Human1 Human2 Average Kappa
Real 0.84 0.8 0.82 0.46
Simulated 0.8 0.8 0.8 0.5

Table 2: Human evaluation results

6 Summary and Future Work

This paper introduced a somewhat new research
topic, grammar error simulation. Expert know-
ledge of error characteristics was imported to
statistical modeling using Markov logic, which
provides a theoretically sound way of encoding
knowledge into probabilistic first order logic.
Results indicate that our method can make an
error distribution more similar to the real error
distribution than the baseline and that the quality
of simulated sentences is relatively close to that
of real sentences in the judgment of human eva-
luators. Our future work includes adding more
expert knowledge through error analysis to in-
crementally improve the performance. Further-
more, actual development and evaluation of a
DB-CALL system will be arranged so that we
may investigate how much the cost of collecting
data and evaluation would be reduced by using
language learner simulation.
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Abstract and with case frames, several works using statisti-
cal models have been proposed to solve these two

This paper presents a predicate-argument  tasks simultaneously (Sasano et al., 2008; Taira et
structure analysis that simultaneously con-  g| 2008).
ducts zero-anaphora resolution. By adding In this paper, we present a predicate-argument
noun phrases as candidate arguments that  sirycture analysis that simultaneously resolves the
are not only in the sentence of the target  gnaphora of zero pronouns in Japanese, based on
predicate but also outside of the sentence,  gypervised learning. The analyzer obtains candi-
our analyzer identifies arguments regard-  gate arguments not only from the sentence of the
less of whether they appear in the sen-  5rget predicate but also from the previous sen-
tence or not. Because we adopt discrimi-  tences. It then identifies the most likely argu-
native models based on maximum entropy  ments based on discriminative models. To iden-
for argument identification, we can easily  tify arguments that appear in the sentence and are
add new features. We add language model  represented by zero pronouns without distinction,
scores as well as contextual features. We  the analyzer introduces the following features and
also use contextual information to restrict techniques: the language model features of noun
candidate arguments. phrases, contextual features, and restrictions of

. candidate arguments.
1 Introduction g

# Predicate-Argument Structure

Predicate-argument structure analysis is a type
Analyzer

semantic role labeling, which is an important mod-
ule to extract event information such asto did

what to whorfifrom a sentence. There are many _
arguments calledero pronounshat do not appear 1he procedure of our predicate-argument structure

in the surface of a sentence in Japanese. In th@Nalyzeris as follows. The input to the analyzer is
case, predicate-argument structures cannot be cofi? article (multiple sentences) because our target
structed if we only rely on the syntactic informa- 1S t0 identify arguments spread across sentences.

tion of a single sentence. Similar phenomena also . L
happen in English noun predicates, in which ar—l' First, each sentence is individually analyzed

guments of noun predicates sometimes do not ex- lano_l S(—lz-gmelnted mtc()j base phr?]ses byha mkorpho-
ist in the sentence due to things such as ellipses ogical analyzer and a base phrase chunker. In

(Jiang and Ng, 2006). To correctly extract the Japanese, a base phrase is usually constructed
structures from such sentences, it is hecessary to by one or more conten'F words (such as base
resolve what zero pronouns refer to by using other houn phrases) and. f_unctlon words (such ascase
information such as context. particles). In addition, dependency relations
Although predicate-argument structure analysis among base phrasgs are parsed by a depen-
and zero-anaphora resolution are closely related, dency parser. In_thls paper, bgse phrases and
it was not until recently that these two tasks were dependency relqtlons are acquired from an an-
lumped together. Due to the developments of notated corpus (i.e., correct parses).
large annotated corpora with predicate-argumen®. Next, predicates are extracted from the base
and coreference relations (e.g.,(lida et al., 2007)) phrases. In general, a predicate is determined

2.1 Procedure and Models
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[ Name [ Note Candidate Arguments Candidate Arguments
Baseline | Predicate Form and POS of the predi- before Sentences of Predicate  in Sentence of Predicate
Features cate f = R —= D
Noun Form and POS of the head- NULL ’Phrasel‘ ’Phrasez‘ ’Phrase?:‘ ’Phrase4‘
word of the candidate phrase
Particle Form and POS of the particle — ISR
of the candidate phrase Candidate Arguments
Path Dependency relation between N
Ejh;[epgﬁ?;gzte and the candi > | Select > | Select > | Select
Nom. Best Acc. Best Dat. Best
Passive Passive auxiliary verbs that Phrase Phrase Phrase
the predicate contains
PhPosit Relative phrase position be-
tween the predicate and the NULL
candidate phrase zero-anaphoric exophoric
SentPosit | Relative sentence position be- (inter-sentential) 9
tween the predicate and the
candidate phrase . . .
Additional| LangModel | Language model scores Figure 1: Summary of Argument Identification
Features | Used Flag whether the candidate
(cf, phrase was used as arguments
Sec. 2.2 of previous predicates satisfies the following equations from the candi-
and 2.3) | SRLOrder | Order in Salient Referent List date arguments:

Table 1: Features Used in this Paper A = argmax P(d(n;) = 1| X;; M.)
njEN

(d(nj) = 1|1 X;; M) =

(1)

based on parts of speech such as verbs and ad-P
jectives. In this paper, the predicates are also

exp > { A, fr(d(nj) =1,X,)}2)
provided from an annotated corpus. Ze(X) zk: g ’ ’
. Concurrently, noun phrases and their head- Z(X) =
words are extracted as candidate arguments D> exp ) {Ae fuld(ng) =1,X5)} (3)
from base phrases. If an argument of a predi- njeEN k
cate is a zero pronoun, it is likely that the argu- X = (n;,v, 4) 4)

ment itself has appeared in previous sentences.

Therefore, the analyzer collects not only allWheren, ¢, andv denote a noun phrase of an argu-
phrases in the sentence but also some phrasgnt, the case, and the target predicate, respec-
in the previous sentences. We also add the spélvely, N denotes a set of candidate arguments,
cial noun phrase NULL, which denotes that thed(n) is a function that returns 1 iff the phrase
argument of the predicate is not required or digPecomes the argument, ang. denotes the model

not appear in the article (i.e., exophoric). of the case:. In addition, fx(d(n;) = 1,X;) is a
feature function\., denotes a weight parameter

of the feature function, and denotes an article in

X which all sentences are parsed.

_cate .and a candidate argu.ment. Features usedAS shown, our analyzer can assign the best noun
N this paper are shown in Table 1. Base_'phrases to arguments regardless of whether they
line features are roughly those' of thg IoreOII'appear in the sentence or not by collecting candi-
cate, the noun phr:_slse, and their relations (O'Eiates spread across multiple sentences. Further-
the phrasal/sententlgl sequence and the depeﬂiore’ because the identifier is regarded as a selec-
dency_ tre_e). For binary featurgs, we use alltor based on the discriminative models, our ana-
combinations of these features listed above. lyzer has two properties: 1) New features can be

. Finally, the argument identifier selects the beseasily added. 2) The precision can be improved by
phrases for nominative, accusative, and dativeestricting the candidate arguments appropriately.
cases from the candidate arguments (Figure 1). When we analyze predicate-argument struc-

tures and zero-anaphora resolution, syntactic in-

In this paper, we use maximum entropy modeldormation sometimes does not help because refer-

. Next, features needed for an argument iden
tifier are extracted from each pair of a predi-

normalized for each predicate to each case. Thants of zero pronouns do not appear in the sen-
is, the identifier directly selects the best phrase thatnce of the predicate. To overcome this problem,
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we introduce additional information, i.e., language | Training [ Development]  Test

: : # of Articles 1,751 480 695
model scores and contextual information. #of Sentences | 24 225 4833 9272
# of Predicates| 67,145 13,594 | 25,500

2.2 Language Models # of Arguments
Nom. 56,132 11,969 | 21,931
Even if syntactic information does not help to Acc. 26,899 5,566 | 10,329
identify arguments, we can expect that a certain___Pat. 12,332 3,147] 5944

noun phrase might be the correct argument of the
predicate when we put it in place of the zero
pronoun and the sentence becomes meaningful.
Therefore, we add language model scores as fegheir priority order to the List as another feature
tures of the identifier. Because the appearance o[*SRLOrder’ feature).
der of argument phrases is not strongly constricted Another way to adopt contextual information
in Japanese, we construct generation models thg to restrict the candidate arguments. When we
reflect dependency relations among a predicate, itgnalyzed the training corpus from the viewpoint
case and a noun phrase. That is, we regard gewaf zero pronouns, it was found that 102.2 noun
eration probabilities”(n|c,v) acquired from the phrases on average were required as candidate ar-
dependency tree as the scores of language modefsuments if we did not stipulate any restrictions.

The language models are built from large plainwhen the candidate arguments we had restricted
texts by using a dependency parser. First, predio those that had been used as arguments of the
cates and the base phrases that directly depend predicate appeared in a previoose sentence
the predicates are aquired from parsed sentencg®amely, noun phrases appeared in more than one
Next, case particles and headwords are extractesentence before have a chance to remain), then the
from the base phrases. Finally, generation probaumber of candidate arguments significantly de-
abilities are computed using maximum likelihood creased to an average of 3.2 but they covered the
estimation. Good-Turing discounting and backoff62.5% of the referents of zero pronouns.
smoothing are also applied. Here, it is necessary By using these characteristics, our analyzer re-
to assign generation probabilities to NULLs. Re-stricts the candidate arguments to those that are of
garding the training corpus that will be describedthe same sentence, and those that were used as the
in Section 3, the NULL rates of the nominative, arguments of another predicate in a previous sen-
accusative, and dative cases were 16.7%, 59.9%ence.
and 81.6%, respectively. We assign these rates to .
the backoff termP(NULL |c). 3 Experiments

Using the language models, generation probag 1 Experimental Settings
bilities of the noun phrases are computed for ev-

ery case of the predicate, and features that maingorpora: We used the NAIST Text Corpus ver-

tain the logarithms of language model scores arg'on 1.4b (lida eht al., 2007) and the Kyoto Textl
added (‘LangModel’ features in Table 1). Thus,Corpus 4.0 as the annotated corpora. We could

the values of these feature functions are real,  °Ptain dependency and predicate-argument struc-
tures because these corpora were annotated to al-

most the same newspaper articles. We divided

_ _ them into training, development, and test sets as
Centering theory claims that noun phrases thagnown in Table 2.

have been used once tend to be used again within o )

the same context. We adopt this claim and add qwbrgument Identlflcatlon. Mode_ls: Maangm
different kinds of features. One is the feature thapntropy model_s were trained using the tralr_ung s_et.
indicates whether a candidate has been used as these expenments, we ”Sed_ the Gaussian prior,
argument of predicates in the preceding sentencéag]OI the va_rlance was tuned “S,'”Q the developm_ent
(‘Used’ features). However, the Used features aréet'_ Candldatg qrgument restrl_ctlons were applied
affected by the accuracy of the previous analysesd.urlng both training and decoding.

Thus, we also adopt the Salience Reference Lidtanguage Models: Language models were
(Nariyama, 2002), which only uses explicit sur-trained from twelve years of newspaper articles
face case markers or a topic marker, and adde@Mainichi Shinbun newspaper 1991-2002, about

Table 2: Corpus Statistics

2.3 Usage of Context
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# of was 3,063. To control the NULL preference is a

Case | Type Args. | Prec. Rec. F_ future work for our analyzer
Nom. | Dep. 142871 85.2% 88.8% 87.0% yzer.

Zero-Intra| 4,581 | 58.8% 43.4% 50.0% , . ,
Zero-inter| 3063 | 47.5% 7.6% 13.1% 4 Discussionsand Conclusions

Total 21,931 79.4% 68.0% 73.2% ,
Acc. | Dep. 9316 1 956% 922% 939% VVe proposed a predicate-argument structure anal-

Zero-Intra 742 | 53.7% 21.6% 30.8% Yysis that simultaneously conducts zero-anaphora
Zero-Inter 271 | 25.0% 0.4% 0.7% i ; ;
resolution. By adding noun phrases as candidate
Total 10,329 94.3% 84.7% 89.2% y 9 b
Dat. | Dep. 5409 91.1% 72.6% 80.8% arguments that_ are not only in the sentence of
Zero-Intra 396 | 0.0% 0.0% 0.0% the target predicate but also outside of the sen-
Zero-Inter 139 | 0.0% 0.0% 0.0% ; i _
Total 5924910 66-1%—76.6% tence, our analyzer identified _arguments regard
less of whether they appear in the sentence or
not. Because we adopted discriminative models
for argument identification, we can easily add new

features. By using this property, we added lan-

5.5M sentences) using the method described iguage model scores as well as contextual features.

Section 2.2. However, we eliminated articles thatWe also used contextual information to restrict
overlap the NAIST Corpus. candidate arguments. As a result, we achieved

predicate-argument accuracy of 59.4%, and accu-

Evaluation:  We evaluated the precision and re-, ;o of argument identification were F-scores of
call rates, and F scores, all of which were com-,4 5o, a9 50,

puted by comparing system output and the correct
answer of each argument. We also evaluated thl%odels evokes selectional preference of case

rate at which all arguments of a predicate Vel ames. Sasano et al. (2008) has proposed statis-

(r:;)cr;l/pletely identified as predicate-argument acClical models using case frames built from 1.6 B

sentences. Because the amount of the resources
32 Results used in our study is quite different, we cannot di-

i i rectly compare the methods and results. However,
The results are shown in Table 3. This tableyoqqse our analyzer has scalability that can freely
shows accuracies of the argument |dent|f|cat|orbdd new features, for our future work, we hope to

according to each case and each dependency rgqqnt the case frames as new features and compare
lation between predicates and arguments. Thﬂ1eireffect

predicate-argument accuracy on the test set was
59.4_1% (]}5,14_0/25,502). - | References
. FIrSt’h(.)Cr:szg onthe Fd§cores Odt e Dep. re a._Ryu lida, Mamoru Komachi, Kentaro Inui, and Yuji
tions, which denote a pre _'Cate and an argumentin“y  isyumoto. 2007. Annotating a Japanese text cor-
the same sentence and directly depend upon eachpus with predicate-argument and coreference rela-
other, scores of over 80% were obtained for all tions. In P_roceedings of the Linguistic Annotation
cases. Compared with Taira et al. (2008), they Workshopin ACL-20Qpages 132-139.
were higher in the nominative and accusative casegheng Ping Jiang and Hwee Tou Ng. 2006. Seman-
but were lower in the dative case. Overall, we ob- tic role labeling of nombank: A maximum entropy
tained F scores between 73.2% and 89.2%. i‘ggroﬁ%h' IrProceedings of EMNLP-200@ages
Next, focusing on the intra-sentential (Zero- e
Intra) and inter-sentential (Zero-Intra) zero-Shigeko Nariyama. 2002. Grammar for ellipsis res-
anaphora, the analyzer identified arguments at nggtfs”l'g;_a&%”ese' IRroceedings of TMI-2002
some level from the viewpoint of precision. How- '
ever, the recall rates and F scores were verjtyohei Sasano, Daisuke Kawahara, and Sadao Kuro-
low. The Zero-Inter recall rate for the nominative hashi. 2008. A fully-lexicalized probabilistic model
o ) for Japanese zero anaphora resolutionPioceed-
case, in whlch Zero pronouns are centered, was ings of COLING-2008pages 769—776.
only 7.6%. This is because our method preferred rotoshi Taira, Sanae Fujita, and Masaaki Nagata
. - Hi i Taira, ujita, [ :
NULL phrases pver unreliable phrases appeann&' 2008. A Japanese predicate argument structure anal-
before the predicate sentence. In fact, the analyzer ysjs using decision lists. IRroceedings of EMNLP-
output only 488 arguments, although the answer 2008 pages 523-532.

Table 3: Results on the Test Set

Verifying argument structures by language
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Abstract

Modeling of individual users is a promis-
ing way of improving the performance of
spoken dialogue systems deployed for the
general public and utilized repeatedly. We
define “implicitly-supervised” ASR accu-
racy per user on the basis of responses
following the system’s explicit confirma
tions. We combine the estimated ASR ac-
curacy with the user’s barge-in rate, which
represents how well the user is accus-
tomed to using the system, to predict in-
terpretation errors in barge-in utterances.
Experimental results showed that the es-
timated ASR accuracy improved predic-
tion performance. Since this ASR accu-
racy and the barge-in rate are obtainable
at runtime, they improve prediction perfor-
mance without the need for manual label-
ing.
1 Introduction

The automatic speech recognition (ASR) result
is the most important input information for spo-
ken dialogue systems, and therefore, its errors are
critical problems. Many researchers have tackled
this problem by developing ASR confidence mea-
sures based on utterance-level information and
dialogue-level information (Litman et al., 1999;
Walker et a., 2000). Especialy in systems de-
ployed for the general public such asthose of (Ko-
matani et a., 2005) and (Raux et a., 2006), the
systems need to correctly detect interpretation er-
rors caused by various utterances made by vari-
ous kinds of usersincluding novices. Furthermore,
since some users access such systems repeatedly
(Komatani et al., 2007), error detection by using
individual user models would be a promising way
of improving performance.

In another aspect in dialogue systems, cer-
tain dialogue patterns indicate that ASR results
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in certain positions are reliable.  For exam-
ple, Sudoh and Nakano (2005) proposed “post-
dialogue confidence scoring” in which ASR re-
sults corresponding to the user’s intention upon
dialogue completion are assumed to be correct
and are used for confidence scoring. Bohus and
Rudnicky (2007) proposed “implicitly-supervised
learning” in which users' responses following the
system’s explicit confirmations are used for confi-
dence scoring. If ASR results can be regarded as
reliable after the dialogue, machine learning algo-
rithms can use such ASR results asteacher signals.
This approach enables the system to improve its
performance without any manual labeling or tran-
scription, atask which requires much time and la-
bor when spoken dialogue systems are devel oped.
We focus on users' affirmative and negative re-
sponses to the system’s explicit confirmations as
in (Bohus and Rudnicky, 2007) and estimate the
user's ASR accuracy on the basis of hisor her his-
tory of responses. The estimated ASR accuracy is
combined with the user’s barge-in rate to predict
the interpretation error in the current barge-in ut-
terance. Because the estimated ASR accuracy and
the barge-in rate per user are obtainable at runtime,
it is possible to improve prediction performance
without any manual transcription or labeling.

2 Implicitly Supervised Estimation of
ASR Accuracy

2.1 Predicting Errorsin Barge-in Utterance

We aim to predict interpretation errors in barge-
in utterances at runtime. These errors are caused
by ASR errors, and barge-in utterances are more
prone to be misrecognized. A user study con-
ducted by Rose and Kim (2003) revealed that there
are many more disfluencies when users barge-in
compared with when users wait until the system
prompt ends. It is difficult to select the erroneous
utterances to be rejected by using a classifier that
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distinguishes speech from noise on the basis of the
Gaussian Mixture Model (Lee et a., 2004); such
disfluencies and resulting utterance fragments are
parts of human speech.

Barge-in utterances are, therefore, more diffi-
cult to recognize correctly, especially when novice
users barge-in. To detect their interpretation er-
rors, other features should be incorporated instead
of speech signals or ASR results. We predicted
the interpretation errors in barge-in utterances on
the basis of each user’s barge-in rate (Komatani et
a., 2008). Thisrateintuitively corresponds to how
well users are accustomed to using the system, es-
pecialy toits barge-in function.

Furthermore, we utilize a user's ASR accuracy
in his or her history of all utterances including
barge-ins. The ASR accuracy aso indicates the
user’'s habituation. However, it has been shown
that the user's ASR accuracy and barge-in rate
do not improve simultaneously (Komatani et a.,
2007). In fact, some expert users have low barge-
in rates. We thus can predict whether a barge-in
utterance will be correctly interpreted or not by
integrating the user’'s current ASR accuracy and
barge-in rate.

2.2 Estimating ASR Accuracy by using
Implicitly Supervised L abels

To perform runtime prediction, we use informa
tion derived from the dial ogue patterns to estimate
the user’'s ASR accuracy. We estimate the accu-
racy on the basis of the user’s history of responses
following the system’s explicit confirmations such
as“Leaving from Kyoto Station. Isthat correct?’

Specificaly, we assume that the ASR results
of affirmative or negative responses following ex-
plicit confirmations are correct and that the user
utterances corresponding to the content of the af-
firmative responses are also correct. We further
assume that the remaining utterances are incorrect
because users do not often respond with “no” for
explicit confirmations containing incorrect content
and instead repeat their origina utterances. Con-
sequently, we regard that the ASR results of the
following utterances are correct: (1) affirmative
responses and their immediately preceding utter-
ances and (2) negative responses. Accordingly, all
other utterances are incorrect. We thus calculate
the user’s estimated ASR accuracy by using the
user’s utterance history, as follows:
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(Estimated ASR accuracy)

_ 2 x (#affirmatives) + (#£negatives)

(#all utterances) @)

2.3 Predicting Errors by Using Barge-in Rate
and ASR Accuracy

We predict the errors in barge-in utterances by us-
ing alogistic regression function:

oo 1
14 exp(—(airy + azwo + b))

Itsinputs z; and x5 are the barge-in rate until the
current utterance and ASR accuracy until the pre-
vious utterance. To account for temporal changes
in barge-in rates, we set a window when calculat-
ing them (Komatani et al., 2008). That is, when
the window width is IV, the rates are calculated by
using only the last NV utterances, and the previous
utterances are discarded. When the window width
exceeds the total number of utterances by the user,
the barge-in rates are calculated by using al the
user's utterances. Thus, when the width exceeds
2,838, the maximum number of utterances made
by one user in our data, the barge-in rates equal
the average rates of al previous utterances by the
user.

We calculate the estimated ASR accuracy every
time a user makes an affirmative or negative re-
sponse. When the user makes other utterances, we
take the estimated accuracy when the last affirma-
tive/negative response is made to be the accuracy
of those utterances.

3 Experimental Evaluation

3.1 Target Data

We used data collected by the Kyoto City Bus In-
formation System (Komatani et a., 2005). This
system locates a bus that a user wants to ride and
tells the user how long it will be before the bus
arrives. The system was accessible to the public
by telephone. It used the safest strategy to prevent
€rroneous responses, that is, to make explicit con-
firmations for all ASR resuilts.

We used 27,519 utterances after removing calls
whose phone numbers were not recorded and
those the system developer called for debugging.
From that number, there were 7,193 barge-in ut-
terances, i.e., utterances that a user starts speaking
during a system prompt. The phone numbers of
the calls were recorded, and we assumed that each



Table 1: ASR accuracy by response type

Correct  Incorrect Total  (Acc)
Affirmative 9,055 246 | 9,301 (97.4%)
Negative 2,006 289 | 2,295 (87.4%)
Other 8,914 7,009 | 15923 (57.9%)
Total 19,975 7544 | 27519 (72.6%)

Estimated ASR Accuracy.

0.2 0.4 0.6 0.8
Transcription-based ASR Accuracy

Figure 1. Correlation between transcription-based
and estimated ASR accuracy

number corresponded to one individual. Most of
the numbers were those of mobile phones, which
are usually not shared, so the assumption seems
reasonable.

Each utterance was transcribed and its interpre-
tation result, correct or not, was given manually.
We assumed that an interpretation result for an
utterance was correct if all content words in its
transcription were correctly included in the result.
The result was regarded as an error if any content
words were missed or misrecognized.

3.2 Veifying Implicitly Supervised Labels

We confirmed our assumption that the ASR re-
sults of affirmative or negative responses follow-
ing explicit confirmations are correct. We clas-
sified the user utterances into affirmatives, nega-
tives, and other, and cal culated the ASR accuracies
(precision rates) as shown in Table 1. Affirmatives
include hai (‘yes'), soudesu (‘that’s right’), OK,
etc; and negatives include iie (‘no’), chigaimasu
(‘1 don't agree’), dame (‘No good'), etc. The ta
ble indicates that the ASR accuracies of affirma-
tives and negatives were high. One of the reasons
for the high accuracy was that these utterances are
much shorter than other content words, so they
were not confused with other content words. An-
other reason was that the system often gave help
messages such as “ Please answer yes or no.”

We then analyzed the correlation between the
transcription-based ASR accuracy and the esti-
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Figure 2. Prediction accuracy with various win-
dow widths

mated ASR accuracy based on Equation 1. We
plotted the two ASR accuracies in Figure 1 for
26,231 utterances made after at least one affir-
mative/negative response by the user. The corre-
lation coefficient between them was 0.806. Al-
though the assumption that all ASR results of af-
firmative/negative responses are correct might be
strong, the estimated ASR accuracy had a high
correlation with the transcription-based ASR ac-

curacy.

3.3 Prediction using Implicitly Supervised
Labels

We measured the prediction accuracy for 7,193
barge-in utterances under several conditions. We
did not set windows when calculating the ASR ac-
curacies and thus used all previous utterances of
the user, because the windows did not improve
prediction accuracy. One of the reasons for this
lack of improvement is that the ASR accuracies
did not change as significantly asthe barge-in rates
because the accuracies of frequent users converged
earlier (Komatani et al., 2007).

We first confirmed the effect of the
transcription-based (“correct”, hereafter) ASR
accuracy. As shown in Figure 2 and Table 2,
the prediction accuracy improved by using the
ASR accuracy in addition to the barge-in rate.
The best prediction accuracy (78.6%) was when
the window width of the barge-in rate was 100,
and the accuracy converged when the width was
30. The prediction accuracy was 72.7% when
only the “correct” ASR accuracy was used, and
the prediction accuracy was 71.8% when only
the barge-in rate was used. Thus, the prediction
accuracy was better when both inputs were used
rather than when either input was used. This



Table 2: Best prediction accuracies for each con-

dition and window width w
Conditions (Used inputs)

Prediction acc. (%)

barge-in rate 71.8 (w=30)
correct ASR acc. 72.7

+ barge-in rate 78.6 (w=100)
estimated ASRacc. 59.4

+ barge-in rate 74.3 (w=30)

fact indicates that both the barge-in rate and
ASR accuracy have different information and
contribute to the prediction accuracy.

Next, we analyzed the prediction accuracy after
replacing the correct ASR accuracy with the esti-
mated one described in Section 2.2. The best ac-
curacy (74.3%) was when the window width was
30. This accuracy was higher than that of using
only barge-in rates. Hence, the estimated ASR ac-
curacy without manual labeling is effective in pre-
dicting the errorsin barge-in utterances at runtime.

4 Conclusion

We proposed a method to estimate the errors in
barge-in utterances by using anovel dialogue-level
feature obtainable at runtime. This method does
not require supervised manual labeling. The esti-
mated A SR accuracy based on the user’s utterance
history was dependable in predicting the errorsin
the current utterance. We thus showed that ASR
accuracy can be estimated in an implicitly super-
vised manner.

Theinformation obtained by our method can be
used for confidence scoring. Thus, our future work
will include integrating the proposed features with
bottom-up information such as acoustic-score-
based confidence measures. Additionally, we sim-
ply assumed in this study that all affirmative and
negative responses following the explicit confir-
mation are correct. By modeling this assumption
more precisely, prediction accuracy will improve.
Finaly, we identified individuals on the basis of
their telephone numbers. If we utilize user identi-
fication techniques to account for situations when
no speaker information is available beforehand,
this method can be applied to systems other than
telephone-based ones, e.g., to human-robot inter-
action.
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Abstract

One of the basic problems of efficiently
generating information-seeking dialogue
in interactive question answering is to find
the topic of an information-seeking ques-
tion with respect to the answer documents.
In this paper we propose an approach to
solving this problem using concept clus-
ters. Our empirical results on TREC col-
lections and our ambiguous question col-
lection shows that this approach can be
successfully employed to handle ambigu-
ous and list questions.

1 Introduction

Question Answering systems have received a lot
of interest from NLP researchers during the past
years. But it is often the case that traditional QA
systems cannot satisfy the information needs of
the users as the question processing part may fail
to properly classify the question or the informa-
tion needed for extracting and generating the an-
swer is either implicit or not present in the ques-
tion. In such cases, interactive dialogue is needed
to clarify the information needs and reformulate
the question in a way that will help the system to
find the correct answer.

Due to the fact that casual users often ask ques-
tions with ambiguity and vagueness, and most of
the questions have multiple answers, current QA
systems return a list of answers for most questions.
The answers for one question usually belong to
different topics. In order to satisfy the information
needs of the user, information-seeking dialogue
should take advantage of the inherent grouping of
the answers.

Several methods have been investigated for gen-
erating topics for questions in information-seeking
dialogue. Hori et al. (2003) proposed a method
for generating the topics for disambiguation ques-
tions. The scores are computed purely based on
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the syntactic ambiguity present in the question.
Phrases that are not modified by other phrases are
considered to be highly ambiguous while phrases
that are modified are considered less ambiguous.
Small et al. (2004) utilizes clarification dialogue
to reduce the misunderstanding of the questions
between the HITIQA system and the user. The
topics for such clarification questions are based
on manually constructed topic frames. Similarly
in (Hickl et al., 2006), suggestions are made to
users in the form of predictive question and answer
pairs (known as QUABs) which are either gener-
ated automatically from the set of documents re-
turned for a query (using techniques first described
in (Harabagiu et al., 2005), or are selected from a
large database of questions-answer pairs created
offline (prior to a dialogue) by human annotators.
In Curtis et al. (2005), query expansion of the
question based on Cyc Knowledge is used to gen-
erate topics for clarification questions. In Duan et
al. (2008), the tree-cutting model is used to select
topics from a set of relevant questions from Yahoo
Answers.

None of the above methods consider the con-
texts of the list of answers in the documents re-
turned by QA systems. The topic of a good
information-seeking question should not only be
relevant to the original question but also should be
able to distinguish each answer from the others so
that the new information can reduce the ambiguity
and vagueness in the original question. Instead of
using traditional clustering methods on categoriza-
tion of web results, we present a new topic gener-
ation approach using concept clusters and a sepa-
rability scoring mechanism for ranking the topics.

2 Topic Generation Based on Concept
Clustering

Text categorization and clustering especially hier-
archical clustering are predominant approaches to
organizing large amounts of information into top-
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ics or categories. But the main issue of catego-
rization is that it is still difficult to automatically
construct a good category structure, and manu-
ally formed hierarchies are usually small. And the
main challenge of clustering algorithms is that the
automatically formed cluster hierarchy may be un-
readable or meaningless for human users. In order
to overcome the limits of the above methods, we
propose a concept clusters method and choose the
labels of the clusters as topics.

Recent research on automatically extracting
concepts and clusters of words from large database
makes it feasible to grow a big set of concept clus-
ters. Clustering by Committee (CBC) in Pantel
et al. (2002) made use of the fact that words in
the same cluster tend to appear in similar con-
texts. Pasca et al. (2008) utilized Google logs and
lexico-syntactic patterns to get clusters with labels
simultaneously. Google also released Google Sets
which can be used to grow concept clusters with
different sizes.

Currently our clusters are the union of the sets
generated by the above three approaches, and
we label them using the method described in
Pasca et al. (2008). We define the concept
clusters in our collection as {Cy,Cs,...,Cy}.
Ci={ei1, €2, .-, €im }, €ij is j subtopic of clus-
ter C; and m is the size of C;.

We designed our system to take a question
and its corresponding list of answers as input
and then retrieve Google snippet documents for
each of the answers with respect to the ques-
tion. In a vectorspace model, a document is
represented by a vector of keywords extracted
from the document, with associated weights rep-
resenting the importance of the keywords in the
document and within the whole document col-
lection. A document D, in the collection is
represented as {Wo;, Wi, ..., Wy}, and Wi is
the weight of word i in document j. Here we
use our concept clusters to create concept clus-
ter vectors. A document D; now is represented
as <WCi;, WCsj, ..., WCy;>, and WCj; is the
score vector of document D; for concept cluster
Cil
WC;j = <Scorej(eir), Score;(eiz), ...Score;j(€im)>
Score;j(eip) is the weight of subtopic e;p of cluster C; in
document Dj;.

Currently we use tf-idf scheme (Yang et al., 1999)
to calculate the weight of subtopics.

3 Concept Cluster Separability Measure

We view different concept clusters from the con-
texts of the answers as different groups of fea-
tures that can be used to classify the answers docu-
ments. We rank different context features by their
separability on the answers. Currently our system
retrieves the answers from Google search snippets,
and each snippet is quite short. So we combine the
top 50 snippets for one answer into one document.
One answer is associated with one such big doc-
ument. We propose the following interclass mea-
sure to compare the separability of different clus-
ters:

N
D
Score(C;) = ~ E Dis(Dyp, Dy),
p<q
D is the Dimension Penalty score, D = ﬁ,

M is the size of cluster C;,
N is the combined total number of classes from all the answers

Dis(Dp,Dq) = \/Z(Scorep(eim) — Scoreq(eim))?

m=0

We introduce D, the "Dimension Penalty” score
which gives higher penalty to bigger clusters. Cur-
rently we use the reciprocal of the size of the clus-
ter. The second part is the average pairwise dis-
tance between answers. N is the total number of
classes of the answers. Next we describe in detail
how to use the concept cluster vectors and separa-
bility measure to rank clusters.

4 Cluster Ranking Algorithm

Input:
Answerset A={A1, Az, ..., Ap};
Documents set D = {D1, D2, ..., Dy } associated with answer set A;

Concept cluster set C'S = {C; | some of the subtopics from C; occurs in D};
Threshold ©1, ©2; The question Q;

Concept cluster set QS = {C; | some of the subtopics from C'; occurs in Q}
Output:

T ={< C;, Score >}, aset of pairs of a concept cluster and its ranking
score;

QS
Variables: X, Y’;
Steps:
1. CS=CS—-QS
2. For each cluster C; in C'S
3. X =No. of answers in which context subtopics from C; are present;
4. Y =No. of subtopics from C; that occurs in the answers’ contexts;
5. X <OiorY <O,
6. delete C; from C'S
7. continue
8. Represent every document as a concept cluster vector on C; (see
section 2)
9. Calculate the Score(C'; ) using our separability measure

10. Store < C;, Score >inT
11. return 7" the medoid.

Figure 1: Concept Cluster Ranking Algorithm

Figure 1 describes the algorithm for rank-
ing concept clusters based on their separabil-
ity score. This algorithm starts by deleting all



the clusters which are in QS from CS so that
we only focus on the context clusters whose
subtopics are present in the answers. However
in some cases this assumption is incorrect'. Tak-
ing the question shown in Table 2 for example,
there are 6 answers for question LQI, and in
Step 1 CS = {Cy1American State, C520Times,
Cy14Tournament, ChggoaYear, ...} and QS =
{C4s45Event}. Using cluster Cy14 (see Table 2),
D = {D;{Daytona 500, 24 Hours of Daytona,
24 Hours of Le Mans, ...}, D2{3M Performance
400, Cummins 200, ...}, D3{Indy 500, Truck se-
ries, ...}, ...}, and hence the vector representa-
tion for a given document D; using Cy14 will
be <Score;(indy 500), Score;(Cummins 200),
Scorej(daytona 500), ...>.

In Step 2 through 11 from Figure 1, for each
context cluster C; in C'S we calculate X (the num-
ber of answers in which context subtopics from Cj
are present), and Y (the number of subtopics from
C; that occurs in the answers’ contexts). We would
like the clusters to hold two characteristics: (a) at
least occur in ©1 answers as we want to have a
cluster whose subtopics are widely distributed in
the answers. Currently we set ©; as half the num-
ber of the answers; (b) at least have ©5 subtopics
occurring in the answers’ documents. We set O
as the number of the answers. For example, for
cluster Cyq14, X =6,Y =10, ©; =3 and ©9 =
6, so this cluster has the above two characteris-
tics. If a cluster has the above two characteris-
tics, we use our separability measure described in
section 3 to calculate a score for this cluster. The
size of Cy14 is 11, so Score(Cy14) = Tlxﬁ Zf)vq
Dis(D,, D,). Ranking the clusters based on this
separability score means we will select a clus-
ter which has several subtopics occurring in the
answers and the answers are distinguished from
each other because they belong to these different
subtopics. The top three clusters for question LQ1
is shown in Table 2.

S Experiment

5.1 Data Set and Baseline Method

To the best of our knowledge, the only available
test data of multiple answer questions are list ques-
tions from TREC 2004-2007 Data. For our first

'For the question ”In which movies did Christopher
Reeve acted?”, cluster Actor{Christopher Reeve, michael
caine, anthony hopkins, ...} is quite useful. While for "Which
country won the football world cup?” cluster Sports{football,
hockey, ...} is useless.
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list question collection we randomly selected 200
questions which have at least 3 answers. We
changed the list questions to factoid ones with
additional words from their context questions to
eliminate ellipsis and reference. For the ambigu-
ous questions, we manually choose 200 questions
from TREC 1999-2007 data and some questions
discussed as examples in Hori et al. (2003) and
Burger et al. (2001).

We compare our approach with a baseline
method. Our baseline system does not rank the
clusters by the above separability score instead it
prefers the cluster which occurs in more answers
and have more subtopics distributed in the answer
documents. If we still use X to represent the num-
ber of answers in which context subtopics from
one cluster are present and Y to represent the num-
ber of subtopics from this cluster that occurs in the
answers’ contexts, for the baseline system, we will
use X x Y to rank all the concept clusters found
in the contexts.

5.2 Results and Error Analysis

We applied our algorithm on the two collections
of questions. Two assessors were involved in the
manual judgments with an inter-rater agreement
of 97%. For each approach, we obtained the top
20 clusters based on their scores. Given a clus-
ter with its subtopics in the contexts of the an-
swers, an assessor manually labeled each cluster
"good’ or "bad’. If it is labeled "good’, the cluster
is deemed relevant to the question and the clus-
ter’s label could be used as dialogue seeking ques-
tion’s topic to distinguish one answer from the oth-
ers. Otherwise, the assessor will label a cluster as
’bad’. We use the above two ranking approaches
to rank the clusters for each question. Table 1 pro-
vides the statistics of the performance on the the
two question collection. List_.B means the base-
line method on the list question set while Am-
biguous_S means our separability method on the
ambiguous questions. The "MAP’ column is the
mean of average precisions over the set of clusters.
The "P@1’° column is the precision of the top one
cluster while the ’P@3’ column is the precision
of the top three clusters®. The *Err@3’ column is
the percentage of questions whose top three clus-
ters are all labeled ’bad’. One example associated
with the manually constructed desirable questions

’P@3’ is the number of ’good’ clusters out of the top
three clusters



Table 1: Experiment results
Methods MAP | P@1 | P@3
List B 41.3% | 42.1% | 27.7%
List_S 60.3% | 90.0% | 81.3%

Ambiguous B | 31.1% | 33.2% | 21.8%
Ambiguous_S | 53.6% | 71.1% | 64.2%

Err@3
33.0%
11.0%
47.1%
29.7%

Table 2: TREC Question Examples

[LQI: [ Who is the winners of the NASCAR races? ]

15¢ C114(Tournament):{indy 500, Cummins 200, day-
tona 500, ...}

Q1 | Which Tournament are you interested in?

2% | C41(American State):{houston, baltimore, los an-
geles, ...}

Q2 | Which American State were the races held?

3rd C1s22(Times):{once, twice, three times, ...}

Q3 | How many times did the winner win?

is shown in Table 2.

From Table 1, we can see that our approach
outperforms the baseline approach in terms of all
the measures. We can see that 11% of the ques-
tions have no ‘good’ clusters. Further analysis
of the answer documents shows that the ‘bad’
clusters fall into four categories. First, there are
noisy subtopics in some clusters. Second, some
questions’ clusters are all labeled ‘bad’ because
the contexts for different answers are too simi-
lar. Third, unstructured web document soften con-
tain multiple subtopics. This means that different
subtopics are in the context of the same answer.
Currently we only look for context words while
not using any scheme to specify whether there is a
relationship between the answer and the subtopics.
Finally, for other ‘bad’ cases and the questions
with no good clusters all of the separability scores
are quite low. This is because the answers fall
into different topics which do not share a common
topic in our cluster collection.

6 Conclusion and Discussion

This paper proposes a new approach to solve
the problem of generating an information-seeking
question’s topic using concept clusters that can be
used in a clarification dialogue to handle ambigu-
ous questions. Our empirical results show that this
approach leads to good performance on TREC col-
lections and our ambiguous question collections.
The contribution of this paper are: (1) a new con-
cept cluster method that maps a document into a
vector of subtopics; (2) a new ranking scheme to
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rank the context clusters according to their sepa-
rability. The labels of the chosen clusters can be
used as topics in an information-seeking question.
Finally our approach shows significant improve-
ment (nearly 48% points) over comparable base-
line system.

But currently we only consider the context clus-
ters while ignoring the clusters associated with the
questions. In the future, we will further investigate
the relationships between the concept clusters in
the question and the answers.
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Abstract

We examine correlations between native
speaker judgements on automatically gen-
erated German text against automatic eval-
uation metrics. We look at a number of
metrics from the MT and Summarisation
communities and find that for a relative
ranking task, most automatic metrics per-
form equally well and have fairly strong
correlations to the human judgements.
In contrast, on a naturalness judgement
task, the General Text Matcher (GTM) tool
correlates best overall, although in gen-
eral, correlation between the human judge-
ments and the automatic metrics was quite
weak.

1 Introduction

During the development of a surface realisation
system, it is important to be able to quickly and au-
tomatically evaluate its performance. The evalua-
tion of a string realisation system usually involves
string comparisons between the output of the sys-
tem and some gold standard set of strings. Typi-
cally automatic metrics from the fields of Machine
Translation (e.g. BLEU) or Summarisation (e.g.
ROUGE) are used, but it is not clear how success-
ful or even appropriate these are. Belz and Reiter
(2006) and Reiter and Belz (2009) describe com-
parison experiments between the automatic eval-
uation of system output and human (expert and
non-expert) evaluation of the same data (English
weather forecasts). Their findings show that the
NIST metric correlates best with the human judge-
ments, and all automatic metrics favour systems
that generate based on frequency. They conclude
that automatic evaluations should be accompanied
by human evaluations where possible. Stent et al.
(2005) investigate a number of automatic evalua-
tion methods for generation in terms of adequacy
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and fluency on automatically generated English
paraphrases. They find that the automatic metrics
are reasonably good at measuring adequacy, but
not good measures of fluency, i.e. syntactic cor-
rectness.

In this paper, we carry out experiments to corre-
late automatic evaluation of the output of a surface
realisation ranking system for German against hu-
man judgements. We particularly look at correla-
tions at the individual sentence level.

2 Human Evaluation Experiments

The data used in our experiments is the output of
the Cahill et al. (2007) German realisation rank-
ing system. That system is couched within the
Lexical Functional Grammar (LFG) grammatical
framework. LFG has two levels of representa-
tion, C(onstituent)-Structure which is a context-
free tree representation and F(unctional)-Structure
which is a recursive attribute-value matrix captur-
ing basic predicate-argument-adjunct relations.

Cahill et al. (2007) use a large-scale hand-
crafted grammar (Rohrer and Forst, 2006) to gen-
erate a number of (almost always) grammatical
sentences given an input F-Structure. They show
that a linguistically-inspired log-linear ranking
model outperforms a simple baseline tri-gram lan-
guage model trained on the Huge German Corpus
(HGC), a corpus of 200 million words of newspa-
per and other text.

Cahill and Forst (2009) describe a number of
experiments where they collect judgements from
native speakers about the three systems com-
pared in Cahill et al. (2007): (i) the original
corpus string, (ii) the string chosen by the lan-
guage model, and (iii) the string chosen by the
linguistically-inspired log-linear model.! We only
take the data from 2 of those experiments since
the remaining experiments would not provide any

'In all cases, the three strings were different.
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informative correlations. In the first experiment
that we consider (A), subjects are asked to rank
on a scale from 1-3 (1 being the best, 3 being
the worst) the output of the three systems (joint
rankings were not permitted). In the second ex-
periment (B), subjects were asked to rank on a
scale from 1-5 (1 being the worst, 5 being the
best) how natural sounding the string chosen by
the log-linear model was. The goal of experiment
B was to determine whether the log-linear model
was choosing good or bad alternatives to the orig-
inal string. Judgements on the data were collected
from 24 native German speakers. There were 44
items in Experiment A with an average sentence
length of 14.4, and there were 52 items in Exper-
iment B with an average sentence length of 12.1.
Each item was judged by each native speaker at
least once.

3 Correlation with Automatic Metrics

We examine the correlation between the human
judgements and a number of automatic metrics:

BLEU (Papineni et al., 2001) calculates the number of n-
grams a solution shares with a reference, adjusted by a
brevity penalty. Usually the geometric mean for scores
up to 4-gram are reported.

ROUGE (Lin, 2004) is an evaluation metric designed to eval-
uate automatically generated summaries. It comprises
a number of string comparison methods including n-
gram matching and skip-ngrams. We use the default
ROU?E—L longest common subsequence f-score mea-
sure.

GTM General Text Matching (Melamed et al., 2003) calcu-

lates word overlap between a reference and a solution,
without double counting duplicate words. It places less
importance on word order than BLEU.

SED Levenshtein (String Edit) distance

WER Word Error Rate

TER Translation Error Rate (Snover et al., 2006) computes
the number of insertions, deletions, substitutions and

shifts needed to match a solution to a reference.

Most of these metrics come from the Machine
Translation field, where the task is arguably sig-
nificantly different. In the evaluation of a surface
realisation system (as opposed to a complete gen-
eration system), typically the choice of vocabulary
is limited and often the task is closer to word re-
ordering. Many of the MT metrics have methods

?Preliminary experiments with the skip n-grams per-
formed worse than the default parameters.
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Experiment A Experiment B
GOLD LM LL LL
human A (rank 1-3) 1.4 2.55 2.05
human B (scale 1-5) 3.92
BLEU 1.0 0.67 0.72 0.79
ROUGE-L 1.0 0.85 0.78 0.85
GTM 1.0 0.55 0.60 0.74
SED 1.0 0.54 0.61 0.71
WER 0.0 | 48.04 | 39.838 28.83
TER 0.0 0.16 0.14 0.11
[ DEP 100 [ 82.60 [ 87.50 “ 93.11 ]
| WDEP | 1.0 [ 070 | 0.82 | 0.90 |

Table 1: Average scores of each metric for Exper-
iment A data

Sentence Corpus

corr | p-value | corr | p-value
BLEU -0.615 | <0.001 -1 | 0.3333
ROUGE-L | -0.644 | <0.001 | -0.5 1
GTM -0.643 | <0.001 -1] 03333
SED -0.628 | <0.001 -1 | 0.3333
WER 0.623 | <0.001 1| 0.3333
TER 0.608 | <0.001 1| 03333

Table 2: Correlation between human judgements
for experiment A (rank 1-3) and automatic metrics

for attempting to account for different but equiva-
lent translations of a given source word, typically
by integrating a lexical resource such as WordNet.
Also, these metrics were mostly designed to eval-
uate English output, so it is not clear that they will
be equally appropriate for other languages, espe-
cially freer word order ones, such as German.

The scores given by each metric for the data
used in both experiments are presented in Table 1.
For the Experiment A data, we use the Spearman
rank correlation coefficient to measure the corre-
lation between the human judgements and the au-
tomatic scorers. The results are presented in Table
2 for both the sentence and the corpus level corre-
lations, we also present p-values for statistical sig-
nificance. Since we only have judgements on three
systems, the corpus correlation is not that informa-
tive. Interestingly, the ROUGE-L metric is the only
one that does not rank the output of the three sys-
tems in the same order as the judges. It ranks the
strings chosen by the language model higher than
the strings chosen by the log-linear model. How-
ever, at the level of the individual sentence, the
ROUGE-L metric correlates best with the human
judgements. The GTM metric correlates at about
the same level, but in general there seems to be
little difference between the metrics.

For the Experiment B data we use the Pearson
correlation coefficient to measure the correlation
between the human judgements and the automatic



Sentence

Correlation | P-Value
BLEU 0.095 0.5048
ROUGE-L 0.207 0.1417
GTM 0.424 0.0017
SED 0.168 0.2344
WER -0.188 0.1817
TER -0.024 0.8646

Table 3: Correlation between human judgements
for experiment B (naturalness scale 1-5) and au-
tomatic metrics

metrics. The results are given in Table 3. Here
we only look at the correlation at the individual
sentence level, since we are looking at data from
only one system. For this data, the GTM met-
ric clearly correlates most closely with the human
judgements, and it is the only metric that has a sta-
tistically significant correlation. BLEU and TER
correlate particularly poorly, with correlation co-
efficients very close to zero.

3.1 Syntactic Metrics

Recently, there has been a move towards more
syntactic, rather than purely string based, evalu-
ation of MT output and summarisation (Hovy et
al., 2005; Owczarzak et al., 2008). The idea is to
go beyond simple string comparisons and evaluate
at a deeper linguistic level. Since most of the work
in this direction has only been carried out for En-
glish so far, we apply the idea rather than a specific
tool to the data. We parse the data from both ex-
periments with a German dependency parser (Hall
and Nivre, 2008) trained on the TIGER Treebank
(with sentences 8000-10000 heldout for testing).
This parser achieves 91.23% labelled accuracy on
the 2000-sentence test set.

To calculate the correlation between the human
judgements and the dependency parser, we parse
the original strings as well as the strings chosen
by the log-linear and language models. The stan-
dard evaluation procedure relies on both strings
being identical to calculate (un-)labelled depen-
dency accuracy, and so we map the dependen-
cies produced by the parser into sets of triples
as used in the evaluation software of Crouch et
al. (2002) where each dependency is represented
as deprel (head, word) and each word is in-
dexed with its position in the original string.> We
compare the parses for both experiments against

3This is a 1-1 mapping, and the indexing ensures that du-
plicate words in a sentence are not confused.
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Experiment A Experiment B

corr | p-value corr | p-value
Dependencies -0.640 | <0.001 | 0.186 0.1860
Unweighted Deps | -0.657 | <0.001 | 0.290 | 0.03686

Table 4: Correlation between dependency-based
evaluation and human judgements

the parses of the original strings. We calculate
both a weighted and unweighted dependency f-
score, as given in Table 1. The unweighted f-score
is calculated by taking the average of the scores
for each dependency type, while the weighted f-
score weighs each average score by its frequency
in the test corpus. We calculate the Spearman
and Pearson correlation coefficients as before; the
results are given in Table 4. The results show
that the unweighted dependencies correlate more
closely (and statistically significantly) with the hu-
man judgements than the weighted ones. This sug-
gests that the frequency of a dependency type does
not matter as much as its overall correctness.

4 Discussion

The large discrepancy between the absolute corre-
lation coefficients for Experiment A and B can be
explained by the fact that they are different tasks.
Experiment A ranks 3 strings relative to one an-
other, while Experiment B measures the natural-
ness of the string. We would expect automatic
metrics to be better at the first task than the sec-
ond, as it is easier to rank systems relative to each
other than to give a system an absolute score.

Disappointingly, the correlation between the de-
pendency parsing metric and the human judge-
ments was no higher than the simple GTM string-
based metric (although it did outperform all other
automatic metrics). This does not correspond to
related work on English Summarisation evalua-
tion (Owczarzak, 2009) which shows that a met-
ric based on an automatically induced LFG parser
for English achieves comparable or higher correla-
tion with human judgements than ROUGE and Ba-
sic Elements (BE).* Parsers of German typically
do not achieve as high performance as their En-
glish counterparts, and further experiments includ-
ing alternative parsers are needed to see if we can
improve performance of this metric.

The data used in our experiments was almost
always grammatically correct. Therefore the task

“The GTM metric was not compared in that paper



of an evaluation system is to score more natural
sounding strings higher than marked or unnatural
ones. In this respect, our findings mirror those of
Stent et al. (2005) for English data, that the au-
tomatic metrics do not correlate well with human
judges on syntactic correctness.

5 Conclusions

We presented data that examined the correla-
tion between native speaker judgements and au-
tomatic evaluation metrics on automatically gen-
erated German text. We found that for our first
experiment, all metrics were correlated to roughly
the same degree (with ROUGE-L achieving the
highest correlation at an individual sentence level
and the GTM tool not far behind). At a corpus
level all except ROUGE were in agreement with
the human judgements. In the second experiment,
the General Text Matcher Tool had the strongest
correlation. We carried out an experiment to test
whether a more sophisticated syntax-based evalua-
tion metric performed better than the more simple
string-based ones. We found that while the un-
weighted dependency evaluation metric correlated
with the human judgements more strongly than al-
most all metrics, it did not outperform the GTM
tool. The correlation between the human judge-
ments and the automatic evaluation metrics was
much higher for the relative ranking task than for
the naturalness task.

Acknowledgments

This work was funded by the Collaborative Re-
search Centre (SFB 732) at the University of
Stuttgart. We would like to thank Martin Forst,
Alex Fraser and the anonymous reviewers for their
helpful feedback. Furthermore, we would like
to thank Johan Hall, Joakim Nivre and Yannick
Versely for their help in retraining the MALT de-
pendency parser with our data set.

References

Anja Belz and Ehud Reiter. 2006. Comparing auto-
matic and human evaluation of NLG systems. In
Proceedings of EACL 2006, pages 313320, Trento,
Italy.

Aoife Cahill and Martin Forst. 2009. Human Eval-
uation of a German Surface Realisation Ranker. In
Proceedings of EACL 2009, pages 112—120, Athens,
Greece, March.

100

Aoife Cahill, Martin Forst, and Christian Rohrer. 2007.
Stochastic Realisation Ranking for a Free Word Or-
der Language. In Proceedings of ENLG-07, pages
17-24, Saarbriicken, Germany, June.

Richard Crouch, Ron Kaplan, Tracy Holloway King,
and Stefan Riezler. 2002. A comparison of evalu-
ation metrics for a broad coverage parser. In Pro-
ceedings of the LREC Workshop: Beyond PARSE-
VAL, pages 67-74, Las Palmas, Spain.

Johan Hall and Joakim Nivre. 2008. A dependency-
driven parser for German dependency and con-
stituency representations. In Proceedings of
the Workshop on Parsing German, pages 47-54,
Columbus, Ohio, June.

Eduard Hovy, Chin yew Lin, and Liang Zhou. 2005.
Evaluating duc 2005 using basic elements. In Pro-
ceedings of DUC-2005.

Chin-Yew Lin. 2004. Rouge: A package for auto-
matic evaluation of summaries. In Stan Szpakowicz
Marie-Francine Moens, editor, Text Summarization
Branches Out: Proceedings of the ACL-04 Work-
shop, pages 74—81, Barcelona, Spain, July.

. Dan Melamed, Ryan Green, and Joseph P. Turian.
2003. Precision and recall of machine translation.
In Proceedings of NAACL-03, pages 61-63, NIJ,
USA.

Karolina Owczarzak, Josef van Genabith, and Andy
Way. 2008. Evaluating machine translation with
LFG dependencies. Machine Translation, 21:95—
119.

Karolina Owczarzak. 2009. DEPEVAL(summ):
Dependency-based Evaluation for Automatic Sum-
maries. In Proceedings of ACL-IJCNLP 2009, Sin-
gapore.

Kishore Papineni, Salim Roukos, Todd Ward, and Wei-
Jing Zhu. 2001. Bleu: a method for automatic
evaluation of machine translation. In Proceedings
of ACL-02, pages 311-318, NJ, USA.

Ehud Reiter and Anja Belz. 2009. An Investigation
into the Validity of Some Metrics for Automatically
Evaluating Natural Language Generation Systems.
Computational Linguistics, 35.

Christian Rohrer and Martin Forst. 2006. Improving
Coverage and Parsing Quality of a Large-Scale LFG
for German. In Proceedings of LREC 2006, Genoa,
Italy.

Matthew Snover, Bonnie Dorr, Richard Schwartz, Lin-
nea Micciulla, and Ralph Weischedel. 2006. A
study of translation error rate with targeted human
annotation. In Proceedings of AMTA 2006, pages
223-231.

Amanda Stent, Matthew Marge, and Mohit Singhai.
2005. Evaluating evaluation methods for generation
in the presense of variation. In Proceedings of CI-
CLING, pages 341-351.



Leveraging Structural Relations for Fluent Compressions
at Multiple Compression Rates

Sourish Chaudhuri, Naman K. Gupta, Noah A. Smith, Carolyn P. Rosé
Language Technologies Institute, Carnegie Mellon University, Pittsburgh, PA-15213, USA.

{sourishc, nkgupta,

Abstract

Prior approaches to sentence compression
have taken low level syntactic constraints into
account in order to maintain grammaticality.
We propose and successfully evaluate a more
comprehensive, generalizable feature set that
takes syntactic and structural relationships into
account in order to sustain variable compres-
sion rates while making compressed sentences
more coherent, grammatical and readable.

1 Introduction

We present an evaluation of the effect of syntac-
tic and structural constraints at multiple levels of
granularity on the robustness of sentence com-
pression at varying compression rates. Our eval-
uation demonstrates that the new feature set pro-
duces significantly improved compressions
across a range of compression rates compared to
existing state-of-the-art approaches. Thus, we
name our system for generating compressions the
Adjustable Rate Compressor (ARC).

Knight and Marcu (2000) (K&M, henceforth)
presented two approaches to the sentence com-
pression problem: one using a noisy channel
model, the other using a decision-based model.
The performances of the two models were com-
parable though their experiments suggested that
the noisy channel model degraded more smooth-
ly than the decision-based model when tested on
out-of-domain data. Riezler et al. (2003) applied
linguistically rich LFG grammars to a sentence
compression system. Turner and Charniak (2005)
achieved similar performance to K&M using an
unsupervised approach that induced rules from
the Penn Treebank.

A variety of feature encodings have previous-
ly been explored for the problem of sentence
compression. Clarke and Lapata (2007) included
discourse level features in their framework to
leverage context for enhancing coherence.
McDonald’s (2006) model (M06, henceforth) is
similar to K&M except that it uses discriminative
online learning to train feature weights. A key
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aspect of the M06 approach is a decoding algo-
rithm that searches the entire space of compres-
sions using dynamic programming to choose the
best compression (details in Section 2). We use
MO06 as a foundation for this work because its
soft constraint approach allows for natural inte-
gration of additional classes of features. Similar
to most previous approaches, our approach com-
presses sentences by deleting words only.

The remainder of the paper is organized as
follows. Section 2 discusses the architectural
framework. Section 3 describes the innovations
in the proposed model. We conclude after pre-
senting the results of our evaluation in Section 4.

2 Experimental Paradigm

Supervised approaches to sentence compression
typically use parallel corpora consisting of origi-
nal and compressed sentences (paired corpus,
henceforth). In this paper, we will refer to these
pairs as a 2-tuple <x, y>, where X is the original
sentence and y is the compressed sentence.

We implemented the MO06 system as an expe-
rimental framework in which to conduct our in-
vestigation. The system uses as input the paired
corpus, the corresponding POS tagged corpus,
the paired corpus parsed using the Charniak
parser (Charniak, 2000), and dependency parses
from the MST parser (McDonald et al., 2005).
Features are extracted over adjacent pairs of
words in the compressed sentence and weights
are learnt at training time using the MIRA algo-
rithm (Crammer and Singer, 2003). We decode
as follows to find the best compression:

Let the score of a compression y for a sen-
tence x be s(x, y). This score is factored using a
first-order Markov assumption over the words in
the compressed sentence, and is defined by the
dot product between a high dimensional feature
representation and a corresponding weight vector
(for details, refer to McDonald, 2006). The equa-
tions for decoding are as follows:

C[1]=0.0
CI[i]= max _, C[j]+5s(x, j,i),Vi>1
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where C is the dynamic programming table and
C[i] represents the highest score for compres-
sions ending at word i for the sentence x.

The MO06 system takes the best scoring com-
pression from the set of all possible compres-
sions. In the ARC system, the model determines
the compression rate and enforces a target com-
pression length by altering the dynamic pro-
gramming algorithm as suggested by M06:

C[1[=0.0
C[A][r] = —o,Vr >1
Vi >1,
C[i]lr] = max ;; C[jI[r —1]+s(x, j.i)

where C is the dynamic programming table as
before and C[i][r] is the score for the best com-
pression of length r that ends at position i in the
sentence x. This algorithm runs in O (n?r) time.

We define the rate of human generated com-
pressions in the training corpus as the gold stan-
dard compression rate (GSCR). We train a linear
regression model over the training data to predict
the GSCR for a sentence based on the ratio be-
tween the lengths of each compressed-original
sentence pair in the training set. The predicted
compression rate is used to force the system to
compress sentences in the test set to a specific
target length. Based on the computed regression,
the formula for computing the Predicted Com-
pression Rate (PCR) from the Original Sentence
Length (OSL) is as follows:

PCR=0.86—-0.004 x OSL

In our work, enforcing specific compression
rates serves two purposes. First, it allows us to
make a more controlled comparison across ap-
proaches, since variation in compression rate
across approaches confounds comparison of oth-
er aspects of performance. Second, it allows us
to investigate how alternative models work at
higher compression rates. Here our primary con-
tribution is of robustness of the approach with
respect to alternative feature spaces and com-
pression rates.

3 Extended Feature Set

A major focus of our work is the inclusion of
new types of features derived from syntactic ana-
lyses in order to make the resulting compressions
more grammatical and thus increase the versatili-
ty of the resulting compression models.

The MO06 system uses features extracted from
the POS tagged paired corpus: POS bigrams,
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POS context of the words added to or dropped
from the compression, and other information
about the dropped words. For a more detailed
description, please refer to McDonald, 2006.

From the phrase structure trees, MO6 extracts
context information about nodes that subsume
dropped words. These features attempt to ap-
proximately encode changes in the grammar
rules between source and target sentences. De-
pendency features include information about the
dropped words’ parents as well as conjunction
features of the word and the parent.

Our extensions to the M06 feature set are in-
spired by an analysis of the compressions gener-
ated by it, and allow for a richer encoding of
dropped words and phrases using properties of
the words and their syntactic relations to the rest
of the sentence. Consider this example (dropped
words are marked as such):

* 68000 Sweden AB of Uppsala , Sweden , intro-
duced the TeleServe , an integrated answering
machine and voice-message handler that links a
Macintosh to Touch-Tone phones .

Note in the above example that the syntactic
head of the sentence introduced has been
dropped. Using the dependency parse, we add a
class of features to be learned during training that
lets the system decide when to drop the syntactic
head of the sentence. Also note that answering
machine in the original sentence was preceded
by an while the word the was used with Tele-
serve (dropped in the compression). While POS
information helps the system to learn that the
answering machine is a good POS sequence, we
do not have information that links the correct
article to the noun. Information from the depen-
dency parse allows us to learn when we can drop
words whose heads are retained and when we
can drop a head and still retain the dependent.

Now, consider the following example:

Examples for editors are applicable to awk pat-
terns , grep and egrep .

Here, Examples has been dropped, while for
editors which has Examples as a head is retained.
Besides, in the sequence, editors are applica-
ble..., the word editors behaves as the subject of
are although the correct compression would have
examples as its subject. A change in the argu-
ments of the verbs will distort the meaning of the
sentence. We augmented the feature set to in-
clude a class of features about structural informa-
tion that tells us when the subject (or object) of a
verb can be dropped while the verb itself is re-
tained. Thus, now if the system does retain the



are, it is more likely to retain the correct argu-
ments of the word from the original sentence.
The new classes of features use only the de-
pendency labels generated by the parser and are
not lexicalized. Intuitively, these features help
create units within the sentences that are tightly
bound together, e.g., a subject and an object with
its parent verb. We notice, as one would expect,
that some dependency bindings are less strong
than others. For instance, when faced with a
choice, our system drops a relative pronoun thus
breaking the dependency between the retained
noun and the relative pronoun, rather than drop
the noun, which was the retained subject.
Below is a summary of the information that
the new features in our system encode:
[Parent-Child]- When a word is dropped, is its
parent retained in the compression?
[Dependent]- When a word is dropped, are
other words dependent on it (its children)
also dropped or are they retained?
[Verb-Arg]- Information from the dependency
parse about the subjects and objects of
verbs can be used to encode more specific
features (similar to the above) that say
whether or not the subject (or object) was
retained when the verb was dropped.
[Sent-Head-Dep]- Is the syntactic head of a
sentence dropped?

4  Evaluation

We evaluate our model in comparison with MO6.
At training time, compression rates were not en-
forced on the ARC or M06 model. Our evalua-
tion demonstrates that the proposed feature set
produces more grammatical sentences across
varying compression rates. In this section,
GSCR denotes gold standard compression rate
(i.e., the compression rate found in training data),
CR denotes compression rate.

41 Corpora

Sentence compression systems have been tested
on product review data from the Ziff-Davis (ZD,
henceforth) Corpus by Knight and Marcu (2000),
general news articles by Clarke and Lapata (CL,
henceforth) corpus (2007) and biomedical ar-
ticles (Lin and Wilbur, 2007). To evaluate our
system, we used 2 test sets: Set 1 contained 50
sentences; all 32 sentences from the ZD test set
and 18 additional sentences chosen randomly
from the CL test set; Set 2 contained 40 sen-
tences selected from the CL corpus, 20 of which
were compressed at 75% of GSCR and 20 at
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50% of GSCR (the percentages denote the en-
forced compression rates).

Three examples comparing compressed sen-
tences are given below:

Original: Like FaceLift, much of ATM 's screen
performance depends on the underlying applica-
tion.

Human: Much of ATM 's performance depends
on the underlying application .

MO6: 's screen performance depends on applica-
tion

ARC: ATM 's screen performance depends on
the underlying application .

Original: The discounted package for the Sparc-
server 470 is priced at $89,900 , down from the
regular $107,795 .

Human: The Sparcserver 470 is priced at
$89,900 , down from the regular $107,795 .

MO6: Sparcserver 470 is $89,900 regular
$107,795

ARC: The discounted package is priced at
$89,900, regular $107,795 .

The example below has compressions at 50%
compression rate for M06 and ARC systems:

Original: Cutbacks in local defence establish-
ments is also a factor in some constituencies .
MO06: establishments is a factor in some consti-
tuencies .

ARC: Cutbacks is a factor in some constituen-
cies .

Note that the subject of is is correctly retained
in the ARC system.

4.2 User Study

In order to evaluate the effect of the features that
we added to create the ARC model, we con-
ducted a user study, adopting an experimental
methodology similar to that used by K&M and
MO06. Each of four human judges, who were na-
tive speakers of English and not involved in the
research we report in this paper, were instructed
to rate two different sets of compressions along
two dimensions, namely Grammaticality and
Completeness, on a scale of 1 to 5. We chose to
replace Importance (used by K&M), which is a
task specific and possibly user specific notion,
with the more general notion of Completeness,
defined as the extent to which the compressed
sentence is a complete sentence and communi-
cates the main idea of the original sentence.

For Set 1, raters were given the original sen-
tence and 4 compressed versions (presented in



random order as in the M06 evaluation): the hu-
man compression, the compression produced by
the original M06 system, the compression from
the M06 system with GSCR, and the ARC sys-
tem with GSCR. For Set 2, raters were given the
original sentence, this time with two compressed
versions, one from the MO06 system and one from
the ARC system, which were presented in a ran-
dom order. Table 1 presents all the results in
terms of human ratings of Grammaticality and
Completeness as well as automatically computed
ROUGE F; scores (Lin and Hovy, 2003). The
scores in parentheses denote standard deviations.

Grammati- Com-
cality pleteness | ROUGE
(Human (Human F,
Scores) Scores)
St 4.60 (0.69) | 3.80(.99) | 1.00(0)
Standard : : -oU(. .
ARC
(GSCR) 3.70 (1.10) | 3.50(1.10) | .72 (.18)
MO6 3.50 (1.30) | 3.10(1.30) | .70 (.20)
MO6
(GSCR) 3.10 (1.10) | 3.10(1.10) | .71(.18)
ARC
(T5%CR) 2.60 (1.10) | 2.60(1.10) | .72 (.14)
MO6
(75%CR) 2.20 (1.20) | 2.00(1.00) | .67 (.20)
ARC
(50%CR) 2.30 (1.30) | 1.90(1.00) | .54 (.22)
o 1.90 (1.10) | 1.80(1.00) | .58 (.22)
(50%CR) 20 (L. 80(1. 58 (.

Table 1: Results of human judgments and ROUGE F,

ROUGE scores were determined to have a
significant positive correlation both with Gram-
maticality (R = .46, p <.0001) and Completeness
(R = .39, p <.0001) when averaging across the 4
judges’ ratings. On Set 1, a 2-tailed paired t-test
reveals similar patterns for Grammaticality and
Completeness: the human compressions are sig-
nificantly better than any of the systems. ARC is
significantly better than M06, both with enforced
GSCR and without. M06 without GSCR s sig-
nificantly better than M06 with GSCR. In Set 2
(with 75% and 50% GSCR enforced), the quality
of compressions degrade as compression rate is
made more severe; however, the ARC model
consistently outperforms the M06 model with a
statistically significant margin across compres-
sion rates on both evaluation criteria.

5 Conclusions and Future Work

In this paper, we designed a set of new classes of
features to generate better compressions, and
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they were found to produce statistically signifi-
cant improvements over the state-of-the-art.
However, although the user study demonstrates
the expected positive impact of grammatical fea-
tures, an error analysis (Gupta et al., 2009) re-
veals some limitations to improvements that can
be obtained using grammatical features that refer
only to the source sentence structure, since the
syntax of the source sentence is frequently not
preserved in the gold standard compression. In
our future work, we hope to explore alternative
approaches that allow reordering or paraphrasing
along with deleting words to make compressed
sentences more grammatical and coherent.

Acknowledgments

The authors thank Kevin Knight and Daniel
Marcu for sharing the Ziff-Davis corpus as well
as the output of their systems, and the anonym-
ous reviewers for their comments. This work was
supported by the Cognitive and Neural Sciences
Division, grant number N00014-00-1-0600.

References

Eugene Charniak. 2000. A maximum-entropy-
inspired parser. In Proc. of NAACL.

James Clarke and Mirella Lapata, 2007. Modelling
Compression With Discourse Constraints. In Proc.
of EMNLP-CoNLL.

Koby Crammer and Y. Singer. 2003. Ultraconserva-
tive online algorithms for multi-class problems.
JMLR.

Naman K. Gupta, Sourish Chaudhuri and Carolyn P.
Rosé, 2009. Evaluating the Syntactic Transforma-
tions in Gold Standard Corpora for Statistical Sen-
tence Compression . In Proc. of HLT-NAACL.

Kevin Knight and Daniel Marcu. 2000. Statistics-
Based Summarization — Step One: Sentence Com-
pression. In Proc. of AAAL.

Jimmy Lin and W. John Wilbur. 2007. Syntactic sen-
tence compression in the biomedical domain: faci-
litating access to related articles. Information Re-
trieval, 10(4):393-414.

Chin-Yew Lin and Eduard H. Hovy 2003. Automatic
Evaluation of Summaries Using N-gram Co-
occurrence Statistics. In Proc. of HLT-NAACL.

Ryan McDonald, 2006. Discriminative sentence com-
pression with soft syntactic constraints. In Proc. of
EACL.

Ryan McDonald, Koby Crammer, and Fernando Pe-
reira. 2005. Online large-margin training of depen-
dency parsers. In Proc.of ACL.

S. Riezler, T. H. King, R. Crouch, and A. Zaenen.
2003. Statistical sentence condensation using am-
biguity packing and stochastic disambiguation me-
thods for lexical-functional grammar. In Proc. of
HLT-NAACL.



Query-Focused Summaries or Query-Biased Summaries ?
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Abstract

In the context of the Document Understand-
ing Conferences, the task of Query-Focused
Multi-Document Summarization is intended to
improve agreement in content among human-
generated model summaries. Query-focus also
aids the automated summarizers in directing
the summary at specific topics, which may re-
sult in better agreement with these model sum-
maries. However, while query focus corre-
lates with performance, we show that high-
performing automatic systems produce sum-
maries with disproportionally higher query
term density than human summarizers do. Ex-
perimental evidence suggests that automatic
systems heavily rely on query term occurrence
and repetition to achieve good performance.

1 Introduction

The problem of automatically summarizing text doc-
uments has received a lot of attention since the early
work by Luhn (Luhn, 1958). Most of the current auto-
matic summarization systems rely on a sentence extrac-
tive paradigm, where key sentences in the original text
are selected to form the summary based on the clues (or
heuristics), or learning based approaches.

Common approaches for identifying key sentences
include: training a binary classifier (Kupiec et al.,
1995), training a Markov model or CRF (Conroy et al.,
2004; Shen et al., 2007) or directly assigning weights
to sentences based on a variety of features and heuris-
tically determined feature weights (Toutanova et al.,
2007). But, the question of which components and fea-
tures of automatic summarizers contribute most to their
performance has largely remained unanswered (Marcu
and Gerber, 2001), until Nenkova et al. (Nenkova et
al., 2006) explored the contribution of frequency based
measures. In this paper, we examine the role a query
plays in automated multi-document summarization of
newswire.

One of the issues studied since the inception of auto-
matic summarization is that of human agreement: dif-
ferent people choose different content for their sum-
maries (Rath et al., 1961; van Halteren and Teufel,
2003; Nenkova et al.,, 2007). Later, it was as-
sumed (Dang, 2005) that having a question/query to

Vasudeva Varma
Language Technologies Research Center
IIIT Hyderabad

vv@iiit.ac.1in

provide focus would improve agreement between any
two human-generated model summaries, as well as be-
tween a model summary and an automated summary.
Starting in 2005 until 2007, a query-focused multi-
document summarization task was conducted as part of
the annual Document Understanding Conference. This
task models a real-world complex question answering
scenario, where systems need to synthesize from a set
of 25 documents, a brief (250 words), well organized
fluent answer to an information need.

Query-focused summarization is a topic of ongoing
importance within the summarization and question an-
swering communities. Most of the work in this area
has been conducted under the guise of “query-focused
multi-document summarization”, “descriptive question
answering”, or even “complex question answering”.

In this paper, based on structured empirical evalu-
ations, we show that most of the systems participat-
ing in DUC’s Query-Focused Multi-Document Sum-
marization (QF-MDS) task have been query-biased in
building extractive summaries. Throughout our discus-
sion, the term ‘query-bias’, with respect to a sentence,
is precisely defined to mean that the sentence has at
least one query term within it. The term ‘query-focus’
is less precisely defined, but is related to the cognitive
task of focusing a summary on the query, which we as-
sume humans do naturally. In other words, the human
generated model summaries are assumed to be query-
focused.

Here we first discuss query-biased content in Sum-
mary Content Units (SCUs) in Section 2 and then in
Section 3 by building formal models on guery-bias we
discuss why/how automated systems are query-biased
rather than being query-focused.

2  Query-biased content in
Summary Content Units (SCUs)

Summary content units, referred as SCUs hereafter, are
semantically motivated subsentential units that are vari-
able in length but not bigger than a sentential clause.
SCUs are constructed from annotation of a collection
of human summaries on a given document collection.
They are identified by noting information that is re-
peated across summaries. The repetition is as small
as a modifier of a noun phrase or as large as a clause.
The evaluation method that is based on overlapping
SCUs in human and automatic summaries is called the

105

Proceedings of the ACL-IJCNLP 2009 Conference Short Papers, pages 105-108,
Suntec, Singapore, 4 August 2009. ©2009 ACL and AFNLP



<document name="APW20000824.0204">

<line>A lawyer who specializes in bankrupting hate groups is going after
the Aryan Nations, whose compound in the Idaho woods has served as a
clubhouse for some of America's most violent racists.</line>

<line>In a lawsuit that goes to trial Monday, attorney Morris Dees of the
Southern Poverty Law Center is representing a mother and son who were
attacked by security guards for the white supremacist group.

<annotation scu-count="1" sum-count="8" sums="13,14,15,23,24,29,30,9" >
<scuuid="24" label="SPLC takes legal action against civil rights abuses"
weight="3"/></annotation></line>

<line>The victims are suing the Aryan Nations and founder Richard Butler.
<annotation scu-count="0" sum-count="1" sums="29"/></line>

Figure 1: SCU annotation of a source document.

pyramid method (Nenkova et al., 2007).

The University of Ottawa has organized the pyramid
annotation data such that for some of the sentences in
the original document collection, a list of correspond-
ing content units is known (Copeck et al., 2006). A
sample of an SCU mapping from topic D0O70IA of
the DUC 2007 QF-MDS corpus is shown in Figure 1.
Three sentences are seen in the figure among which
two have been annotated with system IDs and SCU
weights wherever applicable. The first sentence has not
been picked by any of the summarizers participating in
Pyramid Evaluations, hence it is unknown if the sen-
tence would have contributed to any SCU. The second
sentence was picked by 8 summarizers and that sen-
tence contributed to an SCU of weight 3. The third
sentence in the example was picked by one summa-
rizer, however, it did not contribute to any SCU. This
example shows all the three types of sentences avail-
able in the corpus: unknown samples, positive samples
and negative samples.

We extracted the positive and negative samples in the
source documents from these annotations; types of sec-
ond and third sentences shown in Figure 1. A total
of 14.8% sentences were annotated to be either posi-
tive or negative. When we analyzed the positive set,
we found that 84.63% sentences in this set were query-
biased. Also, on the negative sample set, we found that
69.12% sentences were query-biased. That is, on an
average, 76.67% of the sentences picked by any au-
tomated summarizer are query-biased. On the other
hand, for human summaries only 58% sentences were
query-biased. All the above numbers are based on the
DUC 2007 dataset shown in boldface in Table 1 !.

There is one caveat: The annotated sentences come
only from the summaries of systems that participated in
the pyramid evaluations. Since only 13 among a total
32 participating systems were evaluated using pyramid
evaluations, the dataset is limited. However, despite
this small issue, it is very clear that at least those sys-
tems that participated in pyramid evaluations have been
biased towards query-terms, or at least, they have been
better at correctly identifying important sentences from
the query-biased sentences than from query-unbiased
sentences.

"We used DUC 2007 dataset for all experiments reported.
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3 Formalizing query-bias

Our search for a formal method to capture the relation
between occurrence of query-biased sentences in the
input and in summaries resulted in building binomial
and multinomial model distributions. The distributions
estimated were then used to obtain the likelihood of a
query-biased sentence being emitted into a summary by
each system.

For the DUC 2007 data, there were 45 summaries
for each of the 32 systems (labeled 1-32) among which
2 were baselines (labeled 1 and 2), and 18 summaries
from each of 10 human summarizers (labeled A-J). We
computed the log-likelihood, log(L/summary;p(C;)]),
of all human and machine summaries from DUC’07
query focused multi-document summarization task,
based on both distributions described below (see Sec-
tions 3.1, 3.2).

3.1 The binomial model

We represent the set of sentences as a binomial distribu-
tion over type of sentences. Let Cjy and C; denote the
sets of sentences without and with query-bias respec-
tively. Let p(C;) be the probability of emitting a sen-
tence from a specified set. It is also obvious that query-
biased sentences will be assigned lower emission prob-
abilities, because the occurrence of query-biased sen-
tences in the input is less likely. On average each topic
has 549 sentences, among which 196 contain a query
term; which means only 35.6% sentences in the input
were query-biased. Hence, the likelihood function here
denotes the likelihood of a summary to contain non
query-biased sentences. Humans’ and systems’ sum-
maries must now constitute low likelihood to show that
they rely on query-bias.
The likelihood of a summary then is :

N!
L{summary; p(C;)] = ,p(co)nop(cl)m ey

nolnl.

Where N is the number of sentences in the sum-
mary, and ng + n1 = N; ng and n; are the cardinali-
ties of Cy and C'; in the summary. Table 2 shows var-
ious systems with their ranks based on ROUGE-2 and
the average log-likelihood scores. The ROUGE (Lin,
2004) suite of metrics are n-gram overlap based met-
rics that have been shown to highly correlate with hu-
man evaluations on content responsiveness. ROUGE-2
and ROUGE-SU4 are the official ROUGE metrics for
evaluating query-focused multi-document summariza-
tion task since DUC 2005.

3.2 The multinomial model

In the previous section (Section 3.1), we described
the binomial model where we classified each sentence
as being query-biased or not. However, if we were
to quantify the amount of guery-bias in a sentence,
we associate each sentence to one among k possible
classes leading to a multinomial distribution. Let C; €



Dataset total | positive | biased positive | negative | biased negative | % bias in positive | % bias in negative
DUC 2005 | 24831 1480 1127 1912 1063 76.15 55.60
DUC 2006 | 14747 1047 902 1407 908 86.15 71.64
DUC 2007 | 12832 924 782 975 674 84.63 69.12

Table 1: Statistical information on counts of query-biased sentences.

[ID [rank [ LL [ROUGE2 [ ID [rank [ LL [ROUGE2 [[ID [rank [ LL [ ROUGE-2
1 31 | -1.9842 | 0.06039 J -3.9465 | 0.13904 24 4 -5.8451 0.11793
C -2.1387 | 0.15055 E -3.9485 | 0.13850 9 12 | -5.9049 | 0.10370
16 | 32 | -22906 | 0.03813 10 | 28 | -4.0723 | 0.07908 14 | 14 | -5.9860 | 0.10277
27 | 30 | -2.4012 | 0.06238 21 | 22 | -4.2460 | 0.08989 5 23 | -6.0464 | 0.08784
6 29 | -2.5536 | 0.07135 G -4.3143 | 0.13390 4 3 -6.2347 | 0.11887
12 | 25 | -2.9415 | 0.08505 25 | 27 | -4.4542 | 0.08039 20 6 -6.3923 | 0.10879
I -3.0196 | 0.13621 B -4.4655 | 0.13992 29 2 -6.4076 | 0.12028
11 | 24 | -3.0495 | 0.08678 19 | 26 | -4.6785 | 0.08453 3 9 -7.1720 | 0.10660
28 | 16 | -3.1932 | 0.09858 26 | 21 | -4.7658 | 0.08989 8 11 | -7.4125 | 0.10408
2 18 | -3.2058 | 0.09382 23 7 -5.3418 | 0.10810 17 15 | -7.4458 | 0.10212
D -3.2357 | 0.17528 30 | 10 | -5.4039 | 0.10614 13 5 -7.7504 | 0.11172
H -3.4494 | 0.13001 7 8 -5.6291 | 0.10795 32 | 17 | -8.0117 | 0.09750
A -3.6481 | 0.13254 18 | 19 | -5.6397 | 0.09170 22 | 13 | -8.9843 | 0.10329
F -3.8316 | 0.13395 15 1 -5.7938 | 0.12448 31 | 20 | -9.0806 | 0.09126

Table 2: Rank, Averaged log-likelihood score based on binomial model, true ROUGE-2 score for the summaries
of various systems in DUC’07 query-focused multi-document summarization task.

[ID [rank [ LL [ROUGE2 [[ID [rank [ LL [ROUGE-2 [ ID [rank | LL [ ROUGE-2
1] 31 [-46770 | 006039 [[ 10| 28 [ 85004 [ 0.07908 [ 5 | 23 [-14.3259 [ 0.08784
16 | 32 | -47390 | 003813 | G 95593 | 0.13390 | 9 | 12 |-14.4732 | 0.10370
6 | 29 |-54809 | 007135 || E -9.6831 | 0.13850 | 22 | 13 | -14.8557 | 0.10329
27 | 30 |-5.5110 | 0.06238 || 26 | 21 | -9.7163 | 0.08989 | 4 | 3 | -149307 | 0.11887
I -6.7662 | 0.13621 | J -9.8386 | 0.13904 || 18 | 19 | -15.0114 | 0.09170
12| 25 | -6.8631 | 0.08505 | 19 | 26 | -10.3226 | 0.08453 | 14 | 14 | -154863 | 0.10277
2 | 18 |-6.9363 | 009382 | B -10.4152 | 0.13992 || 20 | 6 | -15.8697 | 0.10879
C -7.2497 | 0.15055 || 25 | 27 | -10.7693 | 0.08039 | 32 | 17 | -15.9318 | 0.09750
H -7.6657 | 0.13001 || 29 | 2 |-127595| 0.12028 | 7 | 8 |-159927 | 0.10795
11| 24 |-7.8048 | 0.08678 | 21 | 22 |-13.1686 | 0.08989 | 17 | 15 | -17.3737 | 0.10212

-7.8690 | 0.13254 || 24 | 4 | -132842 | 0.11793 | 8 | 11 |-17.4454 | 0.10408
D -8.0266 | 0.17528 || 30 | 10 | -13.3632 | 0.10614 | 31 | 20 | -17.5615 | 0.09126
28 | 16 | -8.0307 | 0.09858 || 23| 7 |-13.7781 | 0.10810 || 3 | 9 |-19.0495 | 0.10660
F -8.2633 | 0.13395 || 15| 1 |-14.2832 | 0.12448 | 13| 5 | -19.3089 | 0.11172

Table 3: Rank, Averaged log-likelihood score based on multinomial model, true ROUGE-2 score for the sum-
maries of various systems in DUC’07 query-focused multi-document summarization task.

{Co,C1,Cs,...,Ck} denote the k levels of query-
bias. C; is the set of sentences, each having ¢ query
terms.

The number of sentences participating in each class
varies highly, with Cy bagging a high percentage of
sentences (64.4%) and the rest {C1,Co,...,Ck} dis-
tributing among themselves the rest 35.6% sentences.
Since the distribution is highly-skewed, distinguish-
ing systems based on log-likelihood scores using this
model is easier and perhaps more accurate. Like be-
fore, Humans’ and systems’ summaries must now con-
stitute low likelihood to show that they rely on query-

bias.
The likelihood of a summary then is :

p(Co)"Op(C1)"t -+ - p(Cy)"F
2)
Where N is the number of sentences in the sum-

mary, and ng + ny + ---

are respectively the cardinalities of Cy, Cq, - --

L{summary; p(C;)] = —————
nolny!- - ng!

+ N = N; o, M1, Nk
Ck,

in the summary. Table 3 shows various systems with
their ranks based on ROUGE-2 and the average log-
likelihood scores.

3.3 Correlation of ROUGE and log-likelihood
scores

Tables 2 and 3 display log-likelihood scores of vari-
ous systems in the descending order of log-likelihood
scores along with their respective ROUGE-2 scores.
We computed the pearson correlation coefficient (p) of
‘ROUGE-2 and log-likelihood” and ‘ROUGE-SU4 and
log-likelihood’. This was computed for systems (ID: /-
32) (rl) and for humans (ID: A-J) (r2) separately, and
for both distributions.

For the binomial model, r/ =-0.66 and r2 = 0.39 was
obtained. This clearly indicates that there is a strong
negative correlation between likelihood of occurrence
of a non-query-term and ROUGE-2 score. That is, a
strong positive correlation between likelihood of occur-
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rence of a query-term and ROUGE-2 score. Similarly,
for human summarizers there is a weak negative cor-
relation between likelihood of occurrence of a query-
term and ROUGE-2 score. The same correlation anal-
ysis applies to ROUGE-SU4 scores: r/ = -0.66 and r2
=0.38.

Similar analysis with the multinomial model have
been reported in Tables 4 and 5. Tables 4 and 5 show
the correlation among ROUGE-2 and log-likelihood
scores for systems? and humans?

P ROUGE-2 ROUGE-SU4
binomial -0.66 -0.66
multinomial -0.73 -0.73

Table 4: Correlation of ROUGE measures with log-
likelihood scores for automated systems

p ROUGE-2 ROUGE-SU4
binomial 0.39 0.38
multinomial 0.15 0.09

Table 5: Correlation of ROUGE measures with log-
likelihood scores for humans

4 Conclusions and Discussion

Our results underscore the differences between human
and machine generated summaries. Based on Sum-
mary Content Unit (SCU) level analysis of query-bias
we argue that most systems are better at finding impor-
tant sentences only from query-biased sentences. More
importantly, we show that on an average, 76.67% of
the sentences picked by any automated summarizer are
query-biased. When asked to produce query-focused
summaries, humans do not rely to the same extent on
the repetition of query terms.

We further confirm based on the likelihood of emit-
ting non query-biased sentence, that there is a strong
(negative) correlation among systems’ likelihood score
and ROUGE score, which suggests that systems are
trying to improve performance based on ROUGE met-
rics by being biased towards the qguery terms. On the
other hand, humans do not rely on query-bias, though
we do not have statistically significant evidence to sug-
gest it. We have also speculated that the multinomial
model helps in better capturing the variance across the
systems since it distinguishes among qguery-biased sen-
tences by quantifying the amount of query-bias.

From our point of view, most of the extractive sum-
marization algorithms are formalized based on a bag-
of-words query model. The innovation with individ-
ual approaches has been in formulating the actual algo-
rithm on top of the query model. We speculate that

2All the results in Table 4 are statistically significant with
p-value (p < 0.00004, N=32)

3None of the results in Table 5 are statistically significant
with p-value (p > 0.265, N=10)
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the real difference in human summarizers and auto-
mated summarizers could be in the way a query (or rel-
evance) is represented. Traditional query models from
IR literature have been used in summarization research
thus far, and though some previous work (Amini and
Usunier, 2007) tries to address this issue using con-
textual query expansion, new models to represent the
query is perhaps one way to induce topic-focus on the
summary. IR-like query models, which are designed
to handle ‘short keyword queries’, are perhaps not ca-
pable of handling ‘an elaborate query’ in case of sum-
marization. Since the notion of guery-focus is appar-
ently missing in any or all of the algorithms, the future
summarization algorithms must try to incorporate this
while designing new algorithms.
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Abstract 2 Background

We demonstrate that the bidirectionality ~ This work was inspired by the error mining ap-
of deep grammars, allowing them to gen-  proach of van Noord (2004), who identified prob-

erate as well as parse sentences, can be lematic input for a grammar by comparing sen-
used to automatically and effectively iden- ~ tences that parsed and those that didn't from a
tify errors in the grammars. The systemis  large corpus. Our approach takes this idea and fur-
tested on two implemented HPSG gram-  ther applies it to generation. We were also inspired
mars: Jacy for Japanese, and the ERG for by the work of Dickinson and Lee (2008), whose
English. Using this system, we were able  “variation n-gram method” models the likelihood
to increase generation coverage in Jacy by a particular argument structure (semantic annota-
18% (45% to 63%) with only four weeks tion) is accurate given the verb and some context.

of grammar development. We testedEgad on two grammars: Jacy (Siegel,
) 2000), a Japanese grammar and the English Re-
1 Introduction source Grammar (ERG) (Flickinger, 2000, 2008)

Linguistically motivated analysis of text provides from the DELPH-IN group. Both grammars are
written in the Head-driven Phrase Structure Gram-

much useful information for subsequent process*
ing. However, this is generally at the cost of re-Ma" (HPSG) (Pollard and Sag, 1994) framework,

duced coverage, due both to the difficulty of pro-2nd use Minimal Recursion Semantics (MRS)
viding analyses for all phenomena, and the com{CoPestake et al., 2005) for their semantic rep-
plexity of implementing these analyses. In thisrese_ntatlons. _The Ta_naka Corpus (Tanaka, 2001)
paper we present a method of identifying Iorob_prowdes us_v_wth Er_mgllgh and Ja_lpanese senter_\ces.
lems in a deep grammar by exploiting the fact that The specific motlvatlon for this work was to in-

it can be used for both parsing (interpreting textcr€ase the quallty and coverage of generated para-
into semantics) and generation (realizing semarPNra@ses using Jacy and the ERG. Bond et al.

tics as text). Since both parsing and generation ug¢008) showed they could improve the perfor-
mance of a statistical machine translation system

the same grammar, their performance is closel = !
related: in general improving the performance o%y training on a corpus that included paraphrased
variations of the English text. We want to do the

cover of one direction will also improve the other. _
(Flickinger, 2008) same with Japanese text, but Jacy was not able to

The central idea is that we test the grammar offroduce paraphrases as well (the ERG had 83%
a full round trip: parsing text to its semantic repre-9€neration coverage, while Jacy had 45%) Im-
sentation and then generating from it. In generalP0Ving generation would also greatly benefit X-

any sentence where we cannot reproduce the OriéQ-Japanese machine translation tasks using Jacy.
inal, or where the generated sentence significant% 1 Concerning Grammar Performance

differs from the original, identifies a flaw in the ) ] )
grammar, and with enough examples we can IOin]'here is a difference between the theoretical and

point the grammar rules causing these problemsPraCtical power of the grammars. Sometimes the

We call our systentgad, which stands for Erro- Deep Linguistic Processing with HPSG Initiative — see
neous Generation Analysis and Detection. http://ww. del ph-in. net for background informa-
tion, including the list of current participants and pointers to
*This research was carried out while visiting NICT. available resources and documentation
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parser or generator can reach the memory (i.eThe first four digits are read as: the item is
edge) limit, resulting in a valid result not being parsable, generable, not reproducible, and is para-
returned. Also, we only look at the top-ranked phrasable. The five following dashes are for com-
parse and the first five generations for each itenparative characteristics and are inapplicable except
This is usually not a problem, but it could causefor generations.

Egadto report false positives.

HPSG grammars are theoretically symmetri
between parsing and generation, but in practicé&lot all characteristics are useful for all tasks. We
this is not always true. For example, to improvewere interested in improving Jacy’s ability to gen-
performance, semantically empty lexemes are natrate sentences, so we primarily looked at items
inserted into a generation unless a “trigger-rulethat were parsable but ungenerable. In comparing
defines a context for them. These trigger-ruleggenerated sentences with the original parsed sen-

3-3  Utility of Characteristics

may not cover all cases. tence, those with differing semantics often point to
errors, as do those with a different surface form but
3 Grammar Analysis the same derivation tree and lexemes (which usu-

. . ally means an inflectional rule was misapplied).

When analyzing a grammeéiEgad looks at all in-

put sentences, parses, and generations processed Problematic Rule Detection

by the grammar and uses the information therein

to determine characteristics of these items. Thes@ur method for detecting problematic rules is to

characteristics are encoded in a vector that can H&2in @ maximum entropy-based classtfiith n-

used for labeling and searching items. Some cha@ram paths of rules from a derivation tree as fea-

acteristics are useful for error mining, while otherstures and characteristic patterns as labels. Once

are used for grammar analysis. trained, we do feature-selection to look at what
paths of rules are most predictive of certain labels.

3.1 Characteristic Types
4.1 Rule Paths

Egaddetermines both general characteristics OfaliINe extract n-grams overule paths, or RPS

item (parsability and generability), and character- "~ L
istics comparing parses with generations. which are downward paths along the derivation

- ., _tree. (Toutanova et al., 2005) By creating sepa-
General characteristics show whether each item ( . ) y crealing sep
. " rate RPs for each branch in the derivation tree, we
could: be parsed (“parsable”), generate from ~ . . .

. retain some information about the order of rule ap-

arsed semantics (“generable”), generate the orig-.. .. . i o
P (9 ) ) g ” gpllcatlon without overfitting to specific tree struc-
inal parsed sentence (“reproducible”), and gener:

res. For example, Figure 1 is th rivation tr
ate other sentences (“paraphrasable”). tures. For example, Figure 1 is the derivation tree

) . for (1). A couple of RPs extracted from the deriva-
For comparative characteristicggad com-

tion tree are shown in Figure 2.
pares every generated sentence to the parsed sen-

tence whence its semantics originated, and deter- (1) 5 & HY) ps PRY
mines if the generated sentence uses the same set shashin-utsuri-ga ii
of lexemes, derivation tregset of rules, surface picture-takinghom good

form, and MRS as the original. (X is) good at taking pictures.
3.2 Characteristic Patterns

i ; : .. 4.2 Buildi Model
Having determined all applicable characteristics utiding a Moade

for an item or a generated sentence, we encode tH¥e build a classification model by using a parsed
values of those characteristics into a vector. Wer generated sentence’'s RPs as features and that
call this vector acharacteristic pattern, or CP. sentence’s CP as a label. The set of RPs includes

An example CP showing general characteristics igh-grams over all specified values of N. The labels
are, to be more accurate, regular expressions of

— “We would like to look at using different classifiers here,
?Jacy and the ERG both have parse-ranking models.  such as Decision Trees. We initially chose MaxEnt because
3In comparing the derivation trees, we only look at phrasalit was easy to implement, and have since had little motivation

nodes. Lexemes and surface forms are not compared. to change it because it produced useful results.
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“tterancefr“"e‘dec"ﬁ”ite points to the most significant errors, and how it can

head.subj_rule help reduce development time.

5.1 Error Mining

hf-complement-rule  unary-vstem-vend-rule

| Table 1 lists the ten highest ranked RPs associated

quantifyn-irule 5a adj-i-lexeme-infl-rule Wlth items that could parse but could'not g'ene'rate

| e ii_e\ldj in Jacy. Some RPs appear several times in differ-

compounds-rule ViLa ent contexts. We made an effort to decrease the

! . redundancy, but clearly this could be improved.
shashin utsuri_1 T .

" ) From this list of ten problematic RPs, there
_ o are four unique problems: quantify-n-lrule (noun

Figure 1: Derivation tree for (1) quantification), no-nspec (noun specification), to-

comp-quotarg & to quotative particle), and te-
adjunct (verb conjugation). The extra rules listed
in each RP show the context in which each
Figure 2: Example RPs extracted from Figure 1 problem occurs, and this can be informative as
well.  For instance,quantify-n-lrule occurs in

- . two primary contexts (aboveompounds-rule and
CPs and may be fully specified to a unique CP orW primary Xts ( bou "

i SITh iaht th nominal-numcl-rule). The symptoms of the prob-
generalize pver severalhe user can yve|g € lem occur in the interation of rules in each context,
RPs by their N value (e.g. to target unigrams).

but the source of the problemgsiantify-n-lrule.
4.3 Finding Problematic Rules Further, the problems identified are not always
After training the model, we have a classifier thatlexIcally marked. qur?lntlfyjn-lrule occur§ for all .
. . bare noun phrases (ie. without determiners). This
predicts CPs given a set of RPs. What we want, . . o
: . .. kind of error cannot be accurately identified by us-
however, is the RP most strongly associated with .
. o : Ing just word or POS n-grams, we need to use the
a given CP. The classifier we use provides an eas
. ctual parse tree.
method to get the score a given feature has for
some label. We iterate over all RPs, get their scores 2  Error Correction
f[hen sort them based on the score. To help eIImI'Egad greatly facilitated our efforts to find and fix
inate redundant results, we exclude any RP that™ . . .
a wide variety of errors in Jacy. For example, we

e!ther subsumes oris subsumed by a previous ("?'estructured semantic predicate hierarchies, fixed
higher ranked) RP.

) . . noun quantification, allowed some semanticall
Given a CP, the RP with the highest score . y

should indeed be the one most closel associate%{npty lexemes to generate in certain contexts,
y added pragmatic information to distinguish be-

to that CP, but it might not lead to the greates . . .
. . .~ tween politeness levels in pronouns, allowed im-

number of items affected. Fixing the second high- . .
eratives to generate, allowed more constructions

est ranked RP, for example, may improve moref

. . or numeral classifiers, and more.
items than fixing the top _ranked on_e. .TO help the Egadalso identified some issues with the ERG:
grammar developer decide the priority of prob-

, : both over-generation (an under-constrained inflec-
lems to fix, we also output the count of items ob-_. . .
; . tional rule) and under-generation (sentences with
served with the given CP and RP. :
the constructiortake {care|charge]...} of were

5 Results and Evaluation not generating).

We can look at two sets of results: how well 5.3 Updated Grammar Statistics

Egad was able to analyze a grammar and detechfter fixing the most significant problems in Jacy
errors, and how well a grammar developer couldoutlined in Section 5.2) as reported tBgad,
useEgadto fix a problematic grammar. While the we obtained new statistics about the grammar’s
latter is also influenced by the skill of the gram- coverage and characteristics. Table 2 shows the
mar developer, we are interested in how vigdad  original and updated general statistics for Jacy.
 SFor example, / 0010 - - - -- / is fully specified. Ve increased generability by 18%, doubled repro-
/00.. ----- / marginalizes two general characteristics ducibility, and increased paraphrasability by 17%.

quantify-n-lrule — compounds-rule — shashin
quantify-n-Irule — compounds-rule — utsuri_1

111



Score Count Rule Path N-grams
1.42340952569648 109 hf-complement-rafequantify-n-lrule— compounds-rule

0.960090299833317 54 hf-complement-rutequantify-n-lrule— nominal-numcl-rule— head-specifier-rule
0.756227560530811 63 head-specifier-rlhf-complement-rule— no-nspec— " »”

0.739668926140179 62 hf-complement-rudehead-specifier-rule- hf-complement-rule— no-nspec
0.739090261637851 22 hf-complement-rulehf-adj-i-rule — quantify-n-lrule— compounds-rule
0.694215264789286 36 hf-complement-ruehf-complement-rule— to-comp-quotarg— " &
0.676244980660372 82 vstem-vend-rulete-adjunct— " C”

0.617621482523537 26 hf-complement-redehf-complement-rule— to-comp-varg— " &
0.592260546433334 36 hf-adj-i-rule hf-complement-rule— quantify-n-lrule— nominal-numcl-rule
0.564790702894285 62 quantify-n-lrule compounds-rule—~ vn2n-det-lrule

Table 1: Top 10 RPs for ungenerable items

Original Modified of grammar development.
Parsable 82% 83%
Generable 45% 63% 8 Acknowledgments
Reproducible 11% 22%
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Paraphrasable 44% 61%
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Abstract

This paper introduces a novel hierarchical
summarization approach for automatic multi-
document summarization. By creating a
hierarchical representation of the words in the
input document set, the proposed approach is
able to incorporate various objectives of multi-
document  summarization through an
integrated framework. The evaluation is
conducted on the DUC 2007 data set.

1 Introduction and Background

Multi-document summarization requires creating
a short summary from a set of documents which
concentrate on the same topic. Sometimes an
additional query is also given to specify the
information need of the summary. Generally, an
effective summary should be relevant, concise
and fluent. It means that the summary should
cover the most important concepts in the original
document set, contain less redundant information
and should be well-organized.

Currently, most successful multi-document
summarization systems follow the extractive
summarization framework. These systems first
rank all the sentences in the original document
set and then select the most salient sentences to
compose summaries for a good coverage of the
concepts. For the purpose of creating more
concise and fluent summaries, some intensive
post-processing approaches are also appended on
the extracted sentences. For example,
redundancy removal (Carbonell and Goldstein,
1998) and sentence compression (Knight and
Marcu, 2000) approaches are used to make the
summary more concise. Sentence re-ordering
approaches (Barzilay et al., 2002) are used to
make the summary more fluent. In most systems,

these approaches are treated as independent steps.

A sequential process is usually adopted in their
implementation, applying the various approaches
one after another.
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In this paper, we suggest a new summarization
framework aiming at integrating multiple
objectives of multi-document summarization.
The main idea of the approach is to employ a
hierarchical summarization process which is
motivated by the behavior of a human
summarizer. While the document set may be
very large in multi-document summarization, the
length of the summary to be generated is usually
limited. So there are always some concepts that
can not be included in the summary. A natural
thought is that more general concepts should be
considered first. So, when a human summarizer
faces a set of many documents, he may follow a
general-specific principle to write the summary.
The human summarizer may start with finding
the core topic in a document set and write some
sentences to describe this core topic. Next he
may go to find the important sub-topics and
cover the subtopics one by one in the summary,
then the sub-sub-topics, sub-sub-sub-topics and
so on. By this process, the written summary can
convey the most salient concepts. Also, the
general-specific relation can be used to serve
other objectives, i.e. diversity, coherence and etc.

Motivated by this experience, we propose a
hierarchical summarization approach which
attempts to mimic the behavior of a human
summarizer. The approach includes two phases.
In the first phase, a hierarchical tree is
constructed to organize the important concepts in
a document set following the general-to-specific
order. In the second phase, an iterative algorithm
is proposed to select the sentences based on the
constructed hierarchical tree with consideration
of the various objectives of multi-document
summarization.

2  Word Hierarchical Representation

2.1 Candidate Word Identification

As a matter of fact, the concepts in the original
document set are not all necessary to be included
in the summary. Therefore, before constructing
the hierarchical representation, we first conduct a

Proceedings of the ACL-IJCNLP 2009 Conference Short Papers, pages 113116,
Suntec, Singapore, 4 August 2009. ©2009 ACL and AFNLP



filtering process to remove the unnecessary
concepts in the document set in order to improve
the accuracy of the hierarchical representation. In
this study, concepts are represented in terms of
words. Two types of unnecessary words are
considered. One is irrelevant words that are not
related to the given query. The other is general
words that are not significant for the specified
document set. The two types of words are
filtered through two features, i.e. query-
relevance and topic-specificity.

The query-relevance of a word is defined as
the proportion of the number of sentences that
contains both the word and at least one query
word to the number of sentences that contains the
word. If a feature value is large, it means that the
co-occurrence rate of the word and the query is
high, thus it is more related to the query. The
topic-specificity of a word is defined as the
entropy of its frequencies in different document
sets. If the feature value is large, it means that the
word appears uniformly in document sets, so its
significance to a specified document set is low.
Thus, the words with very low query-relevance
or with very high topic-specificity are filtered
out'.
2.2 Word Relation Identification

Hierarchical Representation

and

To construct a hierarchical representation for the
words in a given document set, we follow the
idea introduced by Lawrie et al. (2001) who use
the subsuming relation to express the general-to-
specific structure of a document set. A
subsumption is defined as an association of two
words if one word can be regarded as a sub-
concept of the other one. In our approach, the
pointwise mutual information (PMI) is used to
identify the subsumption between words.
Generally, two words with a high PMI is
regarded as related. Using the identified relations,
the word hierarchical tree is constructed in a top-
bottom manner. Two constraints are used in the
tree construction process:

(1) For two words related by a subsumption
relation, the one which appears more frequently
in the document set serves as the parent node in
the tree and the other one serves as the child
node.

(2) For a word, its parent node in the hierarchical
tree is defined as the most related word, which is
identified by PMI.

! Experimental thresholds are used on the evaluated data.
2 http://duc.nist.gov/
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The construction algorithm is detailed below.

Algorithm 1: Hierarchical Tree Construction
I: Sort the identified key words by their
frequency in the document set in descending
order, denoted as T = {¢t1, t5,..., t,}
2: For each ¢, i from [ to n, find the most
relevant word ¢ from all the words before 7 in 7,
as T; = {t, tp,..., ti.;}. Here the relevance of two
words is calculated by their PMI, i.e.

Jreq(t; ’tj)*N
freq(t;) freq(t;)

If the coverage rate of word ¢ by word ¢
Jreq(t; ,t j)
freq(t;)
being subsumed by #. Here freq(s;) is the
frequency of # in the document set and freq(t;
t;) is the co-occurrence of f; and ¢ in the same
sentences of the document set. N is the total

number of tokens in the document set.

4: After all the subsumption relations are found,
the tree is constructed by connecting the related
words from the first word ¢;.

An example of a tree fragment is demonstrated
below. The tree is constructed on the document
set DO701A from DUC 20077, the query of this
document set is “Describe the activities of
Morris Dees and the Southern Poverty Law
Center”.

PMI(t; ,t;) =log

Pt |t;)= >0.2, t; is regarded as

Center
Dee Law group
Morris Poverty  Southern hate
Klan lawyer civil organization

3  Summarization based on Word
Hierarchical Representation

3.1 Word Significance Estimation

In order to include the most significant concepts
into the summary, before using the hierarchical
tree to create an extract, we need to estimate the
significance of the words on the tree first.
Initially, a rough estimation of the significance of
a word is given by its frequency in the document
set. However, this simple frequency-based
measure is obviously not accurate. One thing we
observe from the constructed hierarchical tree is
that a word which subsumes many other words is
usually very important, though it may not appear



frequently in the document set. The reason is that
the word covers many key concepts so it is
dominant in the document set. Motivated by this,
we develop a bottom-up algorithm which
propagates the significance of the child nodes in
the hierarchical tree backward to their parent
nodes to boost the significance of nodes with
many descendants.

Algorithm 2: Word Scoring Theme

1: Set the initial score of each word in T as its
log-frequency, i.e. score(t;) =log freq(t)).

2: For t; from n to I, propagate an importance
score to its parent node par(t;) (if exists)
according to their relevance, i.e. score(par(t;)) =

score(par(t)) + log freq(t;, par(t,)).

3.2 Sentence Selection

Based on the word hierarchical tree and the
estimated word significance, we propose an
iterative algorithm to select sentences which is
able to integrate the multiple objectives for
composing a relevant, concise and fluent
summary. The algorithm follows a general-to-
specific order to select sentences into the
summary. In the implementation, the idea is
carried out by following a top-down order to
cover the words in the hierarchical tree. In the
beginning, we consider several “seed” words
which are in the top-level of the tree (these
words are regarded as the core concepts in the
document set). Once some sentences have been
extracted according to these “seed” words, the
algorithm moves to down-level words through
the subsumption relations between the words.
Then new sentences are added according to the
down-level words and the algorithm continues
moving to lower levels of the tree until the whole
summary is generated. For the purpose of
reducing redundancy, the words already covered
by the extracted sentences will be ignored while
selecting new sentences. To improve the fluency
of the generated summary, after a sentence is
selected, it is inserted to the position according to
the subsumption relation between the words of
this sentence and the sentences which are already
in the summary. The detailed process of the
sentence selection algorithm is described below.

Algorithm 3: Summary Generation

1: For the words in the hierarchical tree, set the
initial states of the top n words® as “activated”
and the states of other words as “inactivated”.
2: For all the sentences in the document set,

3 nis set to 3 experimentally on the evaluation data set.
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select the sentence with the largest score
according to the “activated” word set. The
score of a sentence s is defined as
score(s)zlLZscore(ti) where ¢ is a word
A
belongs to s and the state of # should be
“activated”. | s | is the number of words in s.
3: For the selected sentence sy, the subsumption
relations between it and the existing sentences
in the current summary are calculated and the
most related sentence s; is selected. sy is then
inserted to the position right behind s;.
4: For each word ¢ belongs to the selected
sentence sy, set its state to “inactivated”; for
each word # which is subsumed by £, set its
state to “activated”.
5: Repeat step 2-4 until the length limit of the
summary is exceeded.

4 Experiment

Experiments are conducted on the DUC 2007
data set which contains 45 document sets. Each
document set consists of 25 documents and a
topic description as the query. In the task
definition, the length of the summary is limited
to 250 words. In our summarization system, pre-
processing includes stop-word removal and word
stemming (conducted by GATE?).

One of the DUC evaluation methods, ROUGE
(Lin and Hovy, 2003), is used to evaluate the
content of the generated summaries. ROUGE is a
state-of-the-art automatic evaluation method
based on N-gram matching between system
summaries and human summaries. In the
experiment, our system is compared to the top
systems in DUC 2007. Moreover, a baseline
system which considers only the frequencies of
words but ignores the relations between words is
included for comparison. Table 1 below shows
the average recalls of ROUGE-1, ROUGE-2 and
ROUGE-SU4 over the 45 DUC 2007document
sets. In the experiment, the proposed
summarization system outperforms the baseline
system, which proves the benefit of considering
the relations between words. Also, the system
ranks the 6™ among the 32 submitted systems in
DUC 2007. This shows that the proposed
approach is competitive.

ROUGE-1 | ROUGE-2 | ROUGE-SU4
S15 0.4451 0.1245 0.1771
S29 0.4325 0.1203 0.1707
S4 0.4342 0.1189 0.1699
S24 0.4526 0.1179 0.1759
* http://gate.ac.uk/




S13 0.4218 0.1117 0.1644
Ours 0.4257 0.1110 0.1608
Baseline 0.4088 0.1040 0.1542

Table 1. ROUGE Evaluation Results
To demonstrate the advantage of the proposed
approach, i.e. its ability to incorporate multiple
summarization objectives, the fragments of the
generated summaries on the data set DO701A are
also provided below as a case study.

The summary produced by our system

The Southern Poverty Law Center tracks hate
groups, and Intelligence Report covers right-wing
extremists.

Morris Dees, co-founder of the Southern Poverty
Law Center in Montgomery, Ala.

Dees, founder of the Southern Poverty Law
Center, has won a series of civil right suits against
the Ku Klux Klan and other racist organizations in
a campaign to drive them out of business.

In 1987, Dees won a $7 million verdict against a
Ku Klux Klan organization over the slaying of a
19-year-old black man in Mobile, Ala.

The summary produced by the baseline system

Morris Dees, co-founder of the Southern Poverty
Law Center in Montgomery, Ala.

The Southern Poverty Law Center tracks hate
groups, and Intelligence Report covers right-wing
extremists.

The Southern Poverty Law Center previously
recorded a 20-percent increase in hate groups
from 1996 to 1997.

The verdict was obtained by lawyers for the
Southern Poverty Law Center, a nonprofit
organization in Birmingham, Ala.

Comparing the generated summaries of the
two systems, we can see that the summary
generated by the proposed approach is better in
coherence and fluency since these factors are
considered in the integrated summarization
framework. Various summarization approaches,
i.e. sentence ranking, redundancy removal and
sentence re-ordering, are all implemented in the
sentence selection algorithm based on the word
hierarchical tree. However, we also observe that
the proposed approach fails to generate better
summaries on some document sets. The main
problem is that the quality of the constructed
hierarchical tree is not always satisfied. In the
proposed summarization approach, we mainly
rely on the PMI between the words to construct
the hierarchical tree. However, a single PMI-
based measure is not enough to characterize the
word relation. Consequently the constructed tree
can not always well represent the concepts for
some document sets. Another problem is that the
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two constraints used in the tree construction
algorithm are not always right in real data. So we
regard developing Dbetter tree construction
approaches as of primary importance. Also, there
are other places which can be improved in the
future, such as the word significance estimation
and sentence inserting algorithms. Nevertheless,
we believe that the idea of incorporating the
multiple summarization objectives into one
integrated framework is meaningful and worth
further study.

5 Conclusion

We introduced a summarization framework
which aims at integrating various summarization
objectives. By constructing a hierarchical tree
representation for the words in the original
document set, we proposed a summarization
approach for the purpose of generating a relevant,
concise and fluent summary. Experiments on
DUC 2007 showed the advantages of the
integrated framework.

Acknowledgments

The work described in this paper was partially
supported by Hong Kong RGC Projects (No.
PolyU 5217/07E) and partially supported by The
Hong Kong Polytechnic University internal
grants (A-PA6L and G-YGR80).

References

R. Barzilay, N. Elhadad, and K. R. McKeown. 2002.
Inferring strategies for sentence ordering in
multidocument news summarization. Journal of
Artificial Intelligence Research, 17:35-55, 2002.

J. Carbonell and J. Goldstein. 1998. The Use of MMR,
Diversity-based ~ Reranking  for  Reordering
Documents and  Producing Summaries. In
Proceedings of ACM SIGIR 1998, pp 335-336.

K. Knight and D. Marcu. 2000. Statistics-based
summarization --- step one: Sentence compression.
In Proceeding of The American Association for
Artificial Intelligence Conference (AAAI-2000),
pp 703-710.

D. Lawrie, W. B. Croft and A. Rosenberg. 2001.
Finding  topic  words  for  hierarchical
summarization. In Proceedings of ACM SIGIR
2001, pp 349-357.

C. Lin and E. Hovy. 2003. Automatic evaluation of
summaries using n-gram co-occurance Statistics.
In Proc. of HLT-NAACL 2003, pp 71-78.



Co-Feedback Ranking for Query-Focused Summarization

Furu Wei'?® Wenjie Li' and Yanxiang He’

' The Hong Kong Polytechnic University, Hong Kong
{csfwei,cswjli}@comp.polyu.edu.hk

> Wuhan University, China
{frwei, yxhe}@whu.edu.cn

3 IBM China Research Laboratory, Beijing, China

Abstract

In this paper, we propose a novel ranking
framework — Co-Feedback Ranking (Co-
FRank), which allows two base rankers to
supervise each other during the ranking
process by providing their own ranking results
as feedback to the other parties so as to boost
the ranking performance. The mutual ranking
refinement process continues until the two
base rankers cannot learn from each other any
more. The overall performance is improved by
the enhancement of the base rankers through
the mutual learning mechanism. We apply this
framework to the sentence ranking problem in
query-focused summarization and evaluate its
effectiveness on the DUC 2005 data set. The
results are promising.

1 Introduction and Background

Sentence ranking is the issue of most concern in
extractive summarization. Feature-based
approaches rank the sentences based on the
features elaborately designed to characterize the
different aspects of the sentences. They have
been extensively investigated in the past due to
their easy implementation and the ability to
achieve promising results. The use of feature-
based ranking has led to many successful (e.g.
top five) systems in DUC 2005-2007 query-
focused summarization (Over et al., 2007). A
variety of statistical and linguistic features, such
as term distribution, sentence length, sentence
position, and named entity, etc., can be found in
literature. Among them, query relevance,
centroid (Radev et al., 2004) and signature term
(Lin and Hovy, 2000) are most remarkable.
There are two alternative approaches to
integrate the features. One is to combine features
into a unified representation first, and then use it
to rank the sentences. The other is to utilize rank
fusion or rank aggregation techniques to combine
the ranking results (orders, ranks or scores)
produced by the multiple ranking functions into a
unified rank. The most popular implementation
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of the latter approaches is to linearly combine the
features to obtain an overall score which is then
used as the ranking criterion. The weights of the
features are either experimentally tuned or
automatically derived by applying learning-based
mechanisms. However, both of the above-
mentioned “combine-then-rank” and “rank-then-
combine” approaches have a common drawback.
They do not make full use of the information
provided by the different ranking functions and
neglect the interaction among them before
combination. We believe that each individual
ranking function (we call it base ranker) is able
to provide valuable information to the other base
rankers such that they learn from each other by
means of mutual ranking refinement, which in
turn results in overall improvement in ranking.
To the best of our knowledge, this is a research
area that has not been well addressed in the past.
The inspiration for the work presented in this
paper comes from the idea of Co-Training (Blum
and Mitchell, 1998), which is a very successful
paradigm in the semi-supervised learning
framework for classification. In essence, co-
training employs two weak classifiers that help
augment each other to boost the performance of
the learning algorithms. Two classifiers mutually
cooperate with each other by providing their own
labeling results to enrich the training data for the
other parties during the supervised learning
process. Analogously, in the context of ranking,
although each base ranker cannot decide the
overall ranking well on itself, its ranking results
indeed reflect its opinion towards the ranking
from its point of view. The two base rankers can
then share their own opinions by providing the
ranking results to each other as feedback. For
each ranker, the feedback from the other ranker
contains additional information to guide the
refinement of its ranking results if the feedback
is defined and used appropriately. This process
continues until the two base rankers can not learn
from each other any more. We call this ranking
paradigm Co-Feedback Ranking (Co-FRank).
The way how to use the feedback information
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varies depending on the nature of a ranking task.
In this paper, we particularly consider the task of
query-focused summarization. We design a new
sentence ranking algorithm which allows a
query-dependent ranker and a query-independent
ranker mutually learn from each other under the
Co-FRank framework.

2 Co-Feedback Ranking for Query-
Focused Summarization

2.1 Co-Feedback Ranking Framework

Given a set of objects O, one can define two base
ranker f; and f>: £,(0) - R, f,(0) > %, VYoe 0. The
ranking results produced by f; and f; individually
are by no means perfect but the two rankers can
provide relatively reasonable ranking
information to supervise each other so as to
jointly improve themselves. One way to do Co-
Feedback ranking is to take the most confident
ranking results (e.g. highly ranked instances
based on orders, ranks or scores) from one base
ranker as feedback to update the other’s ranking
results, and vice versa. This process continues
iteratively until the termination condition is
reached, as depicted in Procedure 1. While the
standard Co-Training algorithm requires two
sufficient and redundant views, we suggest f; and
/> be two independent rankers which emphasize
two different aspects of the objects in O.

Procedure 1. Co-FRank(fi, f>, O)

1: Rank O with f| and obtain the ranking results ri;
2: Rank O with f; and obtain the ranking results r,;
3: Repeat

4: Select the top N ranked objects z; from r| as

feedback to supervise f, and re-rank O using f;
and r;; Update r;

5: Select the top N ranked objects 7, from r;as
feedback to supervise f}, and re-rank O using f;
and 7, ; Update ry;

5: Until I(O).

The termination condition I(O) can be defined
according to different application scenarios. For
example, 1(O) may require the top K ranked
objects in r; and r, to be identical if one is
particularly interested in the top ranked objects.
It is also very likely that 7, and r, do not change
any more after several iterations (or the top K
objects do not change). In this case, the two base
rankers can not learn from each other any more,
and the Co-Feedback ranking process should
terminate either. The final ranking results can be
easily determined by combining the two base
rankers without any parameter, because they
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have already learnt from each other and can be
equally treated.

2.2 Query-Focused Summarization based
on Co-FRank

The task of query-focused summarization is to
produce a short summary (250 words in length)
for a set of related documents D with respect to
the query ¢ that reflects a user’s information
need. We follow the traditional extractive
summarization framework in this study, where
the two critical processes involved are sentence
ranking and sentence selection, yet we focus
more on the sentence ranking algorithm based on
Co-FRank. As for sentence selection, we
incrementally add into the summary the highest
ranked sentence if it doesn’t significantly repeat’
the information already included in the summary
until the word limitation is reached.

In the context of query-focused summarization,
two kinds of features, i.e. query-dependent and
query-independent features are necessary and
they are supposed to complement each other. We
then use these two kinds of features to develop
the two base rankers. The query-dependent
feature (i.e. the relevance of the sentence s to the
query ¢) is defined as the cosine similarity
between s and g.

1, e rel(s,q)=cos(s,q)=seq/|ls

W o
The words in s and g vectors are weighted by
tf*isf. Meanwhile, the query-independent feature
(i.e. the sentence significance based on word
centroid) is deﬁned as

frecls)=Y,cw)ys| )
where c(w) is the centr01d weight of the word w
in s and C(W):era(fff 'iwa)/Nf' ~¥ is the total
is the

number of the sentences in D, *

frequency of w in s, and igf, =log(N" /sf, ) is the
inverse sentence frequency (ISF) of w, where sf,,
is the sentence frequency of w in D. The sentence

ranking algorithm based on Co-FRank is detailed
in the following Algorithm 1.

Algorlthm 1. Co-FRank(f,, >, D, q)

: Extract sentences S={sy, ... s,,} from D;

Rank S with £} and obtain the ranking results ry;
Rank S with f; and obtain the ranking results r,;

Normalize 71, (s,)= (s, )~ min(r, )/ (max(r; )~ min(s ))3
Normalize 72, 1,(s,)= (7 (s, )~ min(r,)/(max(r, )~ min(, )
Repeat

SANR AN S ey

' A sentence is discarded if the cosine similarity of it to any
sentence already selected into the summary is greater than
0.9.



7: Select the top N ranked sentences at round n z’
from r as feedback for f,, and re-rank S using f,
and z’,

o (s) <Y simls, 7 )n> 7 =—"2 2]
) ; (’ ') " max(z,)-min(z,)

ryls) e n £,(s, )+ (1=n) 7,(s,) 3)

8: Select the top N ranked sentences at round 7 ¢/

T, = min(/rz)

from r, as feedback for fj, and re-rank S using f;
andz;

< k) _
ﬁl(si)e;szm(s,»,fz /n>r, —m

ri(si)<_ﬂ'Afl‘(si)-’—(l_’]).ﬂ-l(si) (4)
9: Until the top K sentences in r; and r, are the same,
both r; and r, do not change any more, or
maximum iteration round is achieved.
10: Calculate the final ranking results,

r(si):(rl(si)-'—rz(si ))/2 &)

The update strategies used in Algorithm 1, as
formulated in Formulas (3) and (4), are designed
based on the intuition that the new ranking of the
sentence s from one base ranker (say fi) consists
of two parts. The first part is the initial ranking
produced by f;. The second part is the similarity
between s and the top N feedback provided by
the other ranker (say f;), and vice versa. The top
K ranked sentences by f, are supposed to be
highly supported by f;. As a result, a sentence
that is similar to those top ranked sentences
should deserve a high rank as well. sim(s,,rf)

- min(ﬂl)

captures the effect of such feedback at round »
and the definition of it may vary with regard to
the application background. For example, it can
be defined as the maximum, the minimum or the
average similarity value between s; and a set of
feedback sentences in z,. Through this mutual

interaction, the two base rankers supervise each
other and are expected as a whole to produce
more reliable ranking results.

We assume each base ranker is most confident
with its first ranked sentence and set N to 1.
Accordingly, Sim(si,f:)is defined as the similarity

between s; and the one sentence in, . p is a

balance factor which can be viewed as the
proportion of the dependence of the new ranking
results on its initial ranking results. K is set to 10
as 10 sentences are basically sufficient for the
summarization task we work on. We carry out at
most 5 iterations in the current implementation.

3 Experimental Study

We take the DUC 2005 data set as the evaluation
corpus in this preliminary study. ROUGE (Lin

119

and Hovy, 2003), which has been officially
adopted in the DUC for years is used as the
evaluation criterion. For the purpose of
comparison, we implement the following two
basic ranking functions and the linear
combination of them for reference, i.e. the query
relevance based ranker (denoted by QRR, same
as fi) and the word centroid based ranker
(denoted by WCR, same as f;), and the linear
combined ranker, LCR= 1 QRR+(1- 2 YWCR,
where 4 is a combination parameter. QRR and
WCR are normalized by (x —min)/(max—min),

where x, max and min denote the original ranking
score, the maximum ranking score and minimum
ranking score produced by a ranker, respectively.

Table 1 shows the results of the average recall
scores of ROUGE-1, ROUGE-2 and ROUGE-
SU4 along with their 95% confidence intervals
included within square brackets. Among them,

ROUGE-2 is the primary DUC evaluation
criterion.
ROUGE-1 ROUGE-2 ROUGE-SU4
RR 0.3597 0.0664 0.1229
Q [0.3540, 0.3654] [0.0630, 0.0697] [0.1196, 0.1261]
C 0.3504 0.0644 0.1171
WECR 10,3436, 0.3565] [0.0614, 0.0675] [0.1138,0.1202]
LCR® 0.3513 0.0645 0.1177

[0.3449, 0.3572] [0.0613, 0.0676] [0.1145, 0.1209]

Co- 0.3769 0.0762 0.1317
FRank" [0.3712,0.3829] [0.0724, 0.0799] [0.1282, 0.1351]

o 0.3753 0.0757 0.1302
LCR™ 103692, 0.3813] [0.0719, 0.0796] [0.1265, 0.1340]

Co- 0.3783 0.0775 0.1323
FRank™ [0.3719, 0.3852] [0.0733, 0.0810] [0.1293, 0.1360]

* The worst results produced by LCR when 4 =0.1
* The worst results produced by Co-FRank when n =0.6
** The best results produced by LCR when 4 =0.4
" The best results produced by Co-FRank when n =08

Table 1 Compare different ranking strategies

Note that the improvement of LCR over QRR
and WCR is rather significant if the combination
parameter A is selected appropriately. Besides,
Co-FRank is always superior to LCR regardless
of the best or the worst ouput, and the
improvement is visible. The reason is that both
QRR and WCR are enhanced step by step in Co-
FRank, which in turn results in the increased
overall performance. The trend of the
improvement has been clearly observed in the
experiments. This observation validates our
motivation and the rationality of the algorithm
proposed in this paper and motivates our further
investigation on this topic.

We continue to examine the parameter settings
in LCR and Co-FRank. Table 2 shows the results
of LCR when the value of 1 changes from 0.1 to




1.0, and Table 3 shows the results of Co-FRank
with » ranging from 0.5 to 0.9. Notice that 5 is
not a combination parameter. We believe that a
base ranker should have at least half belief in its
initial ranking results and thus the value of the 5
should be greater than 0.5. We find that LCR
heavily depends on 4. LCR produces relatively
good and stable results with 2 varying from 0.4
to 0.6. However, the ROUGE scores drop
apparently when 1 heading towards its two end

Co-FRank 0.3783 0.0775 0.1323
S15 - 0.0725 0.1316
S17 - 0.0717 0.1297
S10 - 0.0698 0.1253

Baseline 0.0403 0.0872

values, i.e. 0.1 and 1.0.

A ROUGE-1 ROUGE-2 ROUGE-SU4
0.1 0.3513 0.0645 0.1177
L 10.3449, 0.3572]  [0.0613,0.0676] [0.1145,0.1209]
0.2 0.3623 0.0699 0.1235
““[0.3559, 0.3685]  [0.0662, 0.0736] [0.1197,0.1271]
03 0.3721 0.0741 0.1281
2 [0.3660, 0.3778]  [0.0706,0.0778] [0.1246,0.1318]
0.4 0.3753 0.0757 0.1302
“*10.3692, 0.3813]  [0.0719,0.0796]  [0.1265, 0.1340]
0.5 0.3756 0.0755 0.1307
< [0.3698, 0.3814]  [0.0717,0.0793] [0.1272, 0.1342]
06 0.3770 0.0754 0.1323
0 10.3710,0.3826] [0.0716,0.0791] [0.1286, 0.1357]
0.3698 0.0718 0.1284
0.7 103636,03759] [0.0680,0.0756] [0.1246, 0.1318]
0.8 0.3672 0.0706 0.1271
S 10.3613,0.3730]  [0.0669, 0.0743] [0.1234, 0.1305]
0.9 0.3651 0.0689 0.1258

[0.3591, 0.3708]

[0.0652, 0.0726]

[0.1220, 0.1293]

Table 2 LCR with different 4 values

As shown in Table 3, the Co-FRank can
always produce stable and promising results
regardless of the change of 5. More important,
even the worst result produced by Co-FRank still
outperforms the best result produced by LCR.

n ROUGE-1 ROUGE-2 ROUGE-SU4
0.5 0.3750 0.0766 0.1308

2 [0.3687,0.3810]  [0.0727, 0.0804] [0.1270, 0.1344]
0.6 0.3769 0.0762 0.1317

0 10.3712,0.3829]  [0.0724,0.0799] [0.1282,0.1351]
0.7 0.3775 0.0763 0.1319

-/ 10.3713,0.3835]  [0.0724,0.0801] [0.1282, 0.1354]
0.8 0.3783 0.0775 0.1323

0 10.3719, 0.3852]  [0.0733, 0.0810]  [0.1293, 0.1360]
0.9 0.3779 0.0765 0.1319

[0.3722,0.3835] [0.0728,0.0803] [0.1285,0.1354
Table 3 Co-FRank with different  values

We then compare our results to the DUC
participating systems. We present the following
representative ROUGE results of (1) the top
three DUC participating systems according to
ROUGE-2 scores (S15, S17 and S10); and (2)
the NIST baseline which simply selects the first
sentences from the documents.

ROUGE-1 ROUGE-2 ROUGE-SU4

Table 4 Compare with DUC participating systems

It is clearly shown in Table 4 that Co-FRank
can produce a very competitive result, which
significantly outperforms the NIST baseline and
meanwhile it is superior to the best participating
system in the DUC 2005.

4 Conclusion and Future Work

In this paper, we propose a novel ranking
framework, namely Co-Feedback Ranking (Co-
FRank), and examine its effectiveness in query-
focused summarization. There is still a lot of
work to be done on this topic. Although we show
the promising achievements of Co-Frank from
the perspective of experimental studies, we
expect a more theoretical analysis on Co-FRank.
Meanwhile, we would like to investigate more
appropriate techniques to use feedback, and we
are interested in applying Co-FRank to the other
applications, such as opinion summarization
where the integration of opinion-biased and
document-biased ranking is necessary.
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Abstract that a source phrase is eitheflat phrase consists
of words, or ahierarchicalphrase consists of both

This paper presents an effective approach  \ords and variables. For rule table reduction, the
to discard most entries of the rule table for  (yle whose source-side is not key phrase is dis-
statistical machine translation. Theruleta-  ¢arded.
ble is filtered by monolingudiey phrases Our approach is different from the previous re-
which are extracted from source text us-  gearch. Johnson et al. (2007) reduced the phrase
ing a technique based on term extraction.  tapje based on the significance testing of phrase
Experiments show that 78% of the rule ta- i co-occurrence in bilingual corpus. The ba-
ble is reduced without worsening trans-  sic difference is that they used statistical infor-
lation performance. In most cases, our  mation of bilingual corpus while we use that of
approach results in measurable improve-  monglingual corpus.  Shen et al. (2008) pro-
ments in BLEU score. posed a string-to-dependency model, which re-
stricted the target-side of a rule by dependency
structures. Their approach greatly reduced the rule

In statistical machine translation (SMT) commu-table, however, caused a slight decrease of trans-
nity, the state-of-the-art method is to use rules thagtion quality. They obtained improvements by
contain hierarchical structures to model translaincorporating an additional dependency language
tion, such as the hierarchical phrase-based modgtodel. Different from their research, we restrict
(Chiang, 2005). Rules are more powerful thanfules on the source-side. Furthermore, the system
conventional phrase pairs because they contaigomplexity is not increased because no additional
structural information for capturing long distance model is introduced.
reorderings. However, hierarchical translation The hierarchical phrase-based model (Chiang,
systems often suffer from a large rule table (the2005) is used to build a translation system. Exper-
collection of rules), which makes decoding slowiments show that our approach discards 78% of the
and memory-consuming. rule table without worsening the translation qual-
In the training procedure of SMT systems, nu-ity.
merous rules are extracted from the bilingual cor-
pus. During decoding, however, many of them are2 Monolingual Phrase Scoring
rarely used. One of the reasons is that these rulezs1 F
have low quality. The rule quality are usually eval-~ requency
uated by the conditional translation probabilities,The basic metrics for phrase scoring is the fre-
which focus on the correspondence between thguency that a phrase appears in a monolingual cor-
source and target phrases, while ignore the qualitpus. The more frequent a source phrase appears in
of phrases in a monolingual corpus. a corpus, the greater possibility the rule that con-
In this paper, we address the problem of reductains the source phrase may be used.
ing the rule table with the information of mono-  However, one limitation of this metrics is that if
lingual corpus. We us€’-value, a measurement we filter the rule table by the source phrase with
of automatic term recognition, to score sourceower frequency, most long phrase pairs will be
phrases. A source phrase is regarded d®ya discarded. Because the longer the phrase is, the
phraseif its score greater than a threshold. Noteless possibility it appears. However, long phrases

1 Introduction
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are very helpful for reducing ambiguity since theyAlgorithm 1 Key Phrase Extraction
contains more information than short phrases.  Input: Monolingual Text
Another limitation is that the frequency metrics Output: Key Phrase Tabl&P
focuses on a phrase appearing by itself while ig- 1: Extract candidate phrases
nores it appears as a substring of longer phrases2: for all phrasesp in length descending order
It is therefore inadequate for hierarchical phrases.  do
We use an example for illustration. Considering 3:  if N(p) = 0then

the following three rules (the subscripts indicate 4: C-value = (L(p) — 1) x F(p)
word alignments): 5  dse
6: C-value = (L(p) = 1) x (F(p) — 3)
Ry 7. endif
sl fitty B8 B B 8: if C-value > ¢ then
accept PresidenfBush, ’'s; invitations o addp to KP
Ry : 10:  endif
B Hifty  Xs M1, S 11:  for all sub-strings; of p do
accept X3 Bush, s, invitation; % S(q) = 5(q) + F(p) = 5(p)
13: N(q) = N(q)+1
Rs: 14:  end for
w2 X f1s i, 15: end for
accept Xo 'S3invitationy

We usef;, f> and f; to represent their source- 3. S(p), the frequency that appears as a sub-
sides, respectively. The hierarchical phrages string in other longer phrases;
and f3 are sub-strings of;. However,Rj3 is sug- .
gested to be more useful thaty,. The reasonis 4 V(). the number of phrases that contpias
that f; may appears in various phrases, such as & Substring.
"5 1AM 1 3%, accept France 's invitation”. Given a monolingual corpus, key phrases can be

:/r\llht”'?hf 2 almzft ilways ar;pbears '{1 'n(;j'cf”tlzn%h extracted efficiently according to Algorithm 1.
atthe variable A may not be replaced with other Firstly (line 1), all possible phrases are ex-

WOYdS expect "President’. It indicates tha is tracted as candidates of key phrases. This step
not likely tp be useful, althouglf, may appears is analogous to the rule extraction as described in
frequently in a corpus. (Chiang, 2005). The basic difference is that there
22 C-value are no word ali_gnmenf[ constraints for monglingual
phrase extraction, which therefore results in a sub-
C-value, a measurement of automatic term recog-stantial number of candidate phrases. We use the

nition, is proposed by Frantzi and Ananiadoufollowing restrictions to limit the phrase number:
(1996) to extract nested collocations, collocations

that substrings of other longer ones. 1. The length of a candidate phrase is limited to
We useC-value for two reasons: on one hand, pl;
it uses rich factors besides phrase frequency, e.g.
the phrase length, the frequency that a sub-phrase
appears in longer phrases. Thus it is appropriate
for extracting hierarchical phras_es. 'O.n the other 3 the number of variables in hierarchical
hand, the computation @f-value is efficient.
Analogous to (Frantzi and Ananiadou, 1996),
we use 4 factorgL, F, S, N) to determine if a
phrasep is a key phrase: 4. The frequency of a candidate phrase appears
in a corpus should be greater thfreg.

2. The length of the initial phrase used to create
hierarchical phrases is limited ip!;

phrases is limited tav, and there should be
at least 1 word between variables;

1. L(p), the length of;
In our experiments, we spt = 5, ipl = 10, nv =
2. F(p), the frequency thagb appears in a cor- 2, freq = 3. Note that the first 3 settings are used
pus; in (Chiang, 2005) for rule extraction.
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Secondly (line 3 to 7), for each candidateFor both the tasks, the word alignment were
phrase, C-value is computed according to the trained by GIZA++ in two translation directions
phrase appears by itself (line 4) or as a substringnd refined by “grow-diag-final” method (Koehn
of other long phrases (line 6). Th&-value isin et al., 2003). The source-side of the parallel cor-
direct proportion to the phrase length)(and oc- pus is used to extract key phrases.
currencesk, S), while in inverse proportion to the
number of phrases that contain the phrase as asuB-l Results

string (V). This overcomes the limitations of fre- e reimplemented the state-of-the-art hierarchical
quency measurement. A phrase is regarded asydt system, Hiero (Chiang, 2005), as the baseline
key phrase if its’-value is greater than a thresh- gygtem  The results of the experiments are shown
olde. _ in Table 1 and Table 2.

Finally (line 11 to 14),5(¢) and N(q) are up- Table 1 shows the -value threshold effect
dated for each substring , , on the size of the rule table, as well as the
_ We use the example in Section 2._1 fqr |II_ustra-B|_EU scores. Originally, 103M and 195M rules
tion. The quadruple fofy is (5,2, 0,0), indicating .o respectively extracted for Chinese-English and
that the phrase length is 5 and appears 2 imes By.o - anEnglish. For both the two tasks, about
itself in the corpus. Therefor€-value(f1) = 8. 894 reduction of the rule table (for Chinese-
The quadruple fogfg_ is(4,2,2,1), |nd|cat|_ng thgt Englishe = 200 and for German-English =
the phrase length 'Sh4 and appears 2 times in thfOO) does not worsen translation performance. We
corpus. However, the occurrences are as a SUI:3{chieved improvements in BLEU on most of the

string of the phrasgy. Therefore(-value(fz2) = (oqt corpora, except a slight decrease (0.06 point)
0. While the quadruple forfs is (3,11,11,9), on WMTO7

which indicates that the phrase length is 3 and ap- We also compared the effects foéquencyand

pears 11 times as a substring in 9 phrases, th%-value metrics for the rule table reduction on

C'Zﬁ?e(g 3r)e jielvf/)fd. ;“ll(een thr?r QZL?TPE;M‘?I’ Chinese-English test sets. The rule table is re-
h f3 yp ' duced to the same size (22% of original table)

be discarded because its source-side is not a keL}/. :
phrase sing the two metrics, separately. However, as

shown in Table 2, thtequencymethod decreases
3 Experiments the BLEU scores, yvhile th€’-value aphieves im-

_ _ provements. It indicates thét-value is more ap-
Our eXpeI‘ImentS were carried out on two |anguag%ropriate tharfrequency to evaluate the impor-

pairrs: tance of phrases, because it considers more fac-

e Chinese-English: For this task, the corpora tors.. _
are from the NIST evaluation. The parallel With the rule table filtered by key phrases on
corpus?! consists of 1M sentence pairs . We the source side, the number of source phrases re-

trained two trigram language models: one onduces. Therefore during decoding, a source sen-
the Xinhua portion of the Gigaword corpus, tence is suggested to be decomposed into a num-

lel corpus. The test sets were NIST MT06 the discarded phrases. Thus the translation quality
GALE set (06G) and NIST set (06N) and does not become worse.

NIST MTO8 test set. _
3.2 Adding C-value asa Feature

e German-English: For this task, the corpora

are from the WMT? evaluation. The paral- Conventional phrase-based approaches performed

. ) éahrase segmentation for a source sentence with a
lel corpus contains 1.3M sentence pairs. The . O,
. . . uniform distribution. However, they do not con-
target-side was used to train a trigram lan-_. :
ider the weights of source phrases. Although any
guage model. The test sets were WMTO06 and, . o .
strings can be phrases, it is believed that some
WMTO7. . .
T — strings are more likely phrases than others. We
LDC2002E18 (4,000 sentences), LDC2002T01 i i i
' ! ruseC-value to describe the weight of a phrase in
LDC2003E07, LDC2003E14, LDC2004T07, LDC2005T10, ) 9 P
LDC2004T08HK_Hansards (500,000 sentences) a monolingual corpus and add it as a feature to the

2http://www.statmt.org/wmtO7/shared-task.html translation model:
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C-value Chinese-English Germany-English

Threshold: | Rule Table (%) 06G | 06N 08 | Rule Table (%)| 06 07
0 100% 12.43| 28.58| 21.57 100% 27.30| 27.95
5 61% 12.22| 28.40| 21.33 54% 27.39| 28.05
20 44% 12.24| 28.29| 21.21 37% 27.47| 27.94
100 28% 12.36| 28.56| 21.67 22% 2754 | 27.89
200 22% 12.66 | 28.69 | 22.12 17% 27.26| 27.80
300 20% 12.41| 27.76 | 21.52 15% 27.41| 27.69
400 18% 11.88| 26.98| 20.70 13% 27.36| 27.76
500 16% 11.65| 26.40| 20.32 12% 27.25| 27.76

Table 1: C-value threshold effect on the rule table size and BLEU scores

System Rule Table (%), 06G 06N 08
Baseline 100% 12.43 | 28.58 21.57
Frequency 22% 12.24 | 27.77 21.20
C-value 22% 12.66 | 28.69 | 22.12
+CV-Feature 22% 12.89 | 29.22* | 22,56

Table 2: BLEU scores on the test sets of the Chinese-English taskeans significantly better than
baseline ap < 0.01. T means significantly better than C-valuepat 0.05.
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Abstract

Recently, various synchronous grammars
are proposed for syntax-based machine
translation, e.g. synchronous context-free
grammar and synchronous tree (sequence)
substitution grammar, either purely for-
mal or linguistically motivated. Aim-
ing at combining the strengths of differ-
ent grammars, we describes a synthetic
synchronous grammar (SSG), which ten-
tatively in this paper, integrates a syn-
chronous context-free grammar (SCFG)
and a synchronous tree sequence substitu-
tion grammar (STSSG) for statistical ma-
chine translation. The experimental re-
sults on NIST MTO05 Chinese-to-English
test set show that the SSG based transla-
tion system achieves significant improve-
ment over three baseline systems.

1 Introduction

The use of various synchronous grammar based
formalisms has been a trend for statistical ma-
chine translation (SMT) (Wu, 1997, Eisner, 2003;
Galley et al., 2006; Chiang, 2007; Zhang et al.,
2008). The grammar formalism determines the in-
trinsic capacities and computational efficiency of
the SMT systems.

To evaluate the capacity of a grammar formal-
ism, two factors, i.e. generative power and expres-
sive power are usually considered (Su and Chang,
1990). The generative power refers to the abil-
ity to generate the strings of the language, and
the expressive power to the ability to describe the
same language with fewer or no extra ambigui-
ties. For the current synchronous grammars based
SMT, to some extent, the generalization ability of
the grammar rules (the usability of the rules for the
new sentences) can be considered as a kind of the
generative power of the grammar and the disam-
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biguition ability to the rule candidates can be con-
sidered as an embodiment of expressive power.

However, the generalization ability and the dis-
ambiguition ability often contradict each other in
practice such that various grammar formalisms
in SMT are actually different trade-off be-
tween them. For instance, in our investiga-
tions for SMT (Section 3.1), the Formally SCFG
based hierarchical phrase-based model (here-
inafter FSCFG) (Chiang, 2007) has a better gen-
eralization capability than a Linguistically moti-
vated STSSG based model (hereinafter LSTSSG)
(Zhang et al., 2008), with 5% rules of the former
matched by NISTOS test set while only 3.5% rules
of the latter matched by the same test set. How-
ever, from expressiveness point of view, the for-
mer usually results in more ambiguities than the
latter.

To combine the strengths of different syn-
chronous grammars, this paper proposes a statisti-
cal machine translation model based on a synthetic
synchronous grammar (SSG) which syncretizes
FSCFG and LSTSSG. Moreover, it is noteworthy
that, from the combination point of view, our pro-
posed scheme can be considered as a novel system
combination method which goes beyond the ex-
isting post-decoding style combination of /NV-best
hypotheses from different systems.

2 The Translation Model Based on the
Synthetic Synchronous Grammar

2.1 The Synthetic Synchronous Grammar

Formally, the proposed Synthetic Synchronous
Grammar (SSG) is a tuple

G = <287 Eta N57 Nt7X7P>
where >.4(2;) is the alphabet set of source (target)

terminals, namely the vocabulary; N(/Vy) is the
alphabet set of source (target) non-terminals, such

Proceedings of the ACL-IJCNLP 2009 Conference Short Papers, pages 125-128,
Suntec, Singapore, 4 August 2009. ©2009 ACL and AFNLP
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Figure 1: A syntax tree pair example. Dotted lines
stands for the word alignments.

as the POS tags and the syntax labels; X repre-
sents the special nonterminal label in FSCFG; and
P is the grammar rule set which is the core part of
a grammar. Every rule r in P is as:

r= <Oé, v, ANT) ATJ (D>

where a € [{ X}, N, ¥] T is a sequence of one or
more source words in X5 and nonterminals sym-
bols in {X}, Ngl;y € [{X}, N, X¢]T is a se-
quence of one or more target words in >; and non-
terminals symbols in [{ X'}, N¢|; A7 is a many-to-
many corresponding set which includes the align-
ments between the terminal leaf nodes from source
and target side, and Ay is a one-to-one corre-
sponding set which includes the synchronizing re-
lations between the non-terminal leaf nodes from
source and target side; w contains feature values
associated with each rule.

Through this formalization, we can see that
FSCFG rules and LSTSSG rules are both in-
cluded. However, we should point out that the
rules with mixture of X non-terminals and syn-
tactic non-terminals are not included in our cur-
rent implementation despite that they are legal
under the proposed formalism. The rule extrac-
tion in current implementation can be considered
as a combination of the ones in (Chiang, 2007)
and (Zhang et al., 2008). Given the sentence pair
in Figure 1, some SSG rules can be extracted as
illustrated in Figure 2.

2.2 The SSG-based Translation Model

The translation in our SSG-based translation
model can be treated as a SSG derivation. A
derivation consists of a sequence of grammar rule
applications. To model the derivations as a latent
variable, we define the conditional probability dis-
tribution over the target translation e and the cor-
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Input: A source parse tree T'(f;)
Output: A target translation é
foru :=0t J — 1do
forv:=1t J — udo
foreach rule r = («, vy, ANT, A1, ©) spanning
[v,v + u] do
if AnT of v is empty then
|  Addrinto H[v,v + u];
end
else
Substitute the non-terminal leaf node pair
(Nsre» Nig¢) with the hypotheses in the
hypotheses stack corresponding with Ngy..’s
span iteratively.
end
end

end
end
Output the 1-best hypothesis in H[1, J] as the final translation.

Figure 3: The pseudocode for the decoding.
responding derivation d of a given source sentence

f as

_ exp Ek A Hy, (d’ €, f)

W Qa(f)

pa(d, elf)

where Hj. is a feature function ,)\; is the corre-
sponding feature weight and 4 (f) is a normal-
ization factor for each derivation of f. The main
challenge of SSG-based model is how to distin-
guish and weight the different kinds of derivations
. For a simple illustration, using the rules listed in
Figure 2, three derivations can be produced for the
sentence pair in Figure 1 by the proposed model:

di = (R4, R1, Ro)
dy = (Rg, Rz, Rs)

d3 = (R4, Rz, Ro)

All of them are SSG derivations while d; is also a
FSCFG derivation, dy is also a LSTSSG deriva-
tion. Ideally, the model is supposed to be able
to weight them differently and to prefer the better
derivation, which deserves intensive study. Some
sophisticated features can be designed for this is-
sue. For example, some features related with
structure richness and grammar consistency' of a
derivation should be designed to distinguish the
derivations involved various heterogeneous rule
applications. For the page limit and the fair com-
parison, we only adopt the conventional features
as in (Zhang et al., 2008) in our current implemen-
tation.

IThis relates with reviewers’ questions: “can a rule ex-
pecting an NN accept an X?” and “. .. the interaction between
the two typed of rules ...”. In our study in progress, we
would design some features to distinguish the derivation steps
which fulfill the expectation or not, to measure how much

heterogeneous rules are applied in a derivation and so on.
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Figure 2: Some synthetic synchronous grammar rules can be extracted from the sentence pair in Figure
1. R1-R3 are bilingual phrase rules, R4-R5 are FSCFG rules and Rg-Rg are LSTSSG rules.

2.3 Decoding

For efficiency, our model approximately search for
the single ‘best’ derivation using beam search as

2) (&,d) = arggfllax { Z Aihi(d, e, f)}

The major challenge for such a SSG-based de-
coder is how to apply the heterogeneous rules in a
derivation. For example, (Chiang, 2007) adopts a
CKY style span-based decoding while (Liu et al.,
2006) applies a linguistically syntax node based
bottom-up decoding, which are difficult to inte-
grate. Fortunately, our current SSG syncretizes
FSCFG and LSTSSG. And the conventional de-
codings of both FSCFG and LSTSSG are span-
based expansion. Thus, it would be a natural way
for our SSG-based decoder to conduct a span-
based beam search. The search procedure is given
by the pseudocode in Figure 3. A hypotheses
stack H[i, j] (similar to the “chart cell” in CKY
parsing) is arranged for each span [i, j]| for stor-
ing the translation hypotheses. The hypotheses
stacks are ordered such that every span is trans-
lated after its possible antecedents: smaller spans
before larger spans. For translating each span
[i, 7], the decoder traverses each usable rule r =
(a,v, ANT, Ap,w). If there is no nonterminal
leaf node in r, the target side v will be added into
Hii, j] as the candidate hypothesis. Otherwise, the
nonterminal leaf nodes in 7 should be substituted
iteratively by the corresponding hypotheses until
all nonterminal leaf nodes are processed. The key
feature of our decoder is that the derivations are
based on synthetic grammar, so that one derivation
may consist of applications of heterogeneous rules
(Please see ds in Section 2.2 as a simple demon-
stration).

3 Experiments and Discussions

Our system, named HITREE, is implemented in
standard C++ and STL. In this section we report
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[ [ Extracted(k) Scored(k)(S/E%) Filtered(k)(F/S%) ]
BP 11,137 4,613(41.4%) 323(0.5%)
LSTSSG 45,580 28,497(62.5%) 984(3.5%)
FSCFG 59,339 25,520(43.0%) 1,266(5.0%)
HITREE 93,782 49,404(52.7%) 1,927(3.9%)

Table 1: The statistics of the counts of the rules in
different phases. ‘k’ means one thousand.

on experiments with Chinese-to-English transla-
tion base on it. We used FBIS Chinese-to-English
parallel corpora (7.2M+9.2M words) as the train-
ing data. We also used SRI Language Model-
ing Toolkit to train a 4-gram language model on
the Xinhua portion of the English Gigaword cor-
pus(181M words). NIST MT2002 test set is used
as the development set. The NIST MT2005 test
set is used as the test set. The evaluation met-
ric is case-sensitive BLEU4. For significant test,
we used Zhang’s implementation (Zhang et al.,
2004)(confidence level of 95%). For comparisons,
we used the following three baseline systems:
LSTSSG An in-house implementation of linguis-
tically motivated STSSG based model similar
to (Zhang et al., 2008).

FSCFG An in-house implementation of purely
formally SCFG based model similar to (Chiang,
2007).

MBR We use an in-house combination system
which is an implementation of a classic sentence
level combination method based on the Minimum
Bayes Risk (MBR) decoding (Kumar and Byrne,
2004).

3.1 Statistics of Rule Numbers in Different
Phases

Table 1 summarizes the statistics of the rules for
different models in three phases: after extrac-
tion (Extracted), after scoring(Scored), and af-
ter filtering (Filtered) (filtered by NISTOS test
set just, similar to the filtering step in phrase-
based SMT system). In Extracted phase, FSCFG



[ ID [ System | BLEU4 | #of used rules(k) |
1 LSTSSG 0.2659+0.0043 984
2 FSCFG 0.2613+0.0045 1,266
3 HITREE 0.2730+£0.0045 1,927

[ 4 [ MBR(1,2) | 0.268540.0044 | = ]

Table 2: The Comparison of LSTSSG, FSCFG
,HITREE and the MBR.

has obvious more rules than LSTSSG. However,
in Scored phase, this situation reverses. Inter-
estingly, the situation reverses again in Filtered
phase. The reasons for these phenomenons are
that FSCFG abstract rules involves high-degree
generalization. Each FSCFG abstract rule aver-
agely have several duplicates? in the extracted rule
set. Then, the duplicates will be discarded dur-
ing scoring. However, due to the high-degree gen-
eralization , the FSCFG abstract rules are more
likely to be matched by the test sentences. Con-
trastively, LSTSSG rules have more diversified
structures and thus weaker generalization capabil-
ity than FSCFG rules. From the ratios of two tran-
sition states, Table 1 indicates that HITREE can
be considered as compromise of FSCFG between
LSTSSG.

3.2 Opverall Performances

The performance comparison results are presented
in Table 2. The experimental results show that
the SSG-based model (HITREE) achieves signifi-
cant improvements over the models based on the
two isolated grammars: FSCFG and LSTSSG
(both p < 0.001). From combination point of
view, the newly proposed model can be consid-
ered as a novel method going beyond the con-
ventional post-decoding style combination meth-
ods. The baseline Minimum Bayes Risk com-
bination of LSTSSG based model and FSCFG
based model (M BR(1,2)) obtains significant im-
provements over both candidate models (both p <
0.001). Meanwhile, the experimental results show
that the proposed model outperforms M BR(1,2)
significantly (p < 0.001). These preliminary re-
sults indicate that the proposed SSG-based model
is rather promising and it may serve as an alterna-
tive, if not superior, to current combination meth-
ods.

4 Conclusions

To combine the strengths of different gram-
mars, this paper proposes a statistical machine

Rules with identical source side and target side are du-
plicated.
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translation model based on a synthetic syn-
chronous grammar (SSG) which syncretizes a
purely formal synchronous context-free gram-
mar (FSCFG) and a linguistically motivated syn-
chronous tree sequence substitution grammar
(LSTSSG). Experimental results show that SSG-
based model achieves significant improvements
over the FSCFG-based model and LSTSSG-based
model.

In the future work, we would like to verify
the effectiveness of the proposed model on vari-
ous datasets and to design more sophisticated fea-
tures. Furthermore, the integrations of more dif-
ferent kinds of synchronous grammars for statisti-
cal machine translation will be investigated.
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Abstract

In Cross-Language Information Retrieval
(CLIR), Out-of-Vocabulary (OOV) detection
and translation pair relevance evaluation still
remain as key problems. In this paper, an Eng-
lish-Chinese Bi-Directional OOV translation
model is presented, which utilizes Web mining
as the corpus source to collect translation pairs
and combines supervised learning to evaluate
their association degree. The experimental re-
sults show that the proposed model can suc-
cessfully filter the most possible translation
candidate with the lower computational cost,
and improve the OOV translation ranking ef-
fect, especially for popular new words.

1 Introduction

In Cross-Language Information Retrieval (CLIR),
most of queries are generally composed of short
terms, in which there are many Out-of-
Vocabulary (OOV) terms like named entities,
new words, terminologies and so on. The transla-
tion quality of OOVs directly influences the pre-
cision of querying relevant multilingual informa-
tion. Therefore, OOV translation has become a
very important and challenging issue in CLIR.

The translation of OOVs can either be ac-
quired from parallel or comparable corpus (Lee,
2006) or mining from Web (Lu, 2004). However,
how to evaluate the degree of association be-
tween source query term and its target translation
is quite important. In this paper, an OOV transla-
tion model is established based on the combina-
tion pattern of Web mining and translation rank-
ing. Given an OOV, its related information are
gotten from search results by search engine, from
which the possible translation terms in target
language can be extracted and then ranked
through supervised learning such as Support
Vector Machine (SVM) and Ranking-SVM (Cao,
2006). The basic framework of the translation
model is shown in Figure 1.
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Figure 1. The basic framework of English-
Chinese Bi-Directional OOV translation model.

2 Related Research Work

With the rapid growth of Web information, in-
creasing new terms and terminologies cannot be
found in bilingual dictionaries. The state-of-art
OOV translation strategies tend to use Web itself
as a big corpus (Wang, 2004; Zhang, 2004). The
quick and direct way of getting required informa-
tion from Web pages is to use search engines,
such as Google, Altavista or Yahoo. Therefore,
many OOV translation models based on Web
mining are proposed by researchers (Fang, 2006;
Wu, 2007).

By introducing supervised learning mechan-
ism, the relevance between original OOV term
and extracted candidate translation can be accu-
rately evaluated. Meanwhile, the model proposed
exhibits better applicability and can also be ap-
plied in processing OOVs with different classes.

3 Chinese OOV Extraction based on
PAT-Tree

For a language that has no words boundary like
Chinese, PAT-Tree data structure is adopted to
extract OOV terms (Chien, 1997). The most out-
standing property of this structure is its Semi
Infinite String, which can store all the semi-
strings of whole corpus in a binary tree. In this
tree, branch nodes indicate direction of search
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and child nodes store information about index
and frequency of semi infinite strings. With
common strings being extracted, large amounts
of noisy terms and fragments are also extracted.
For example, when searching for the translation
of English abbreviation term “FDA”, some noisy

Chinese terms are extracted, such as “[E &>

(17 times), “J&E & (16 times), “3 E i
25> (9 times). In order to filter noisy fragments,

the simplified Local-Maxima algorithm is used
(Wang, 2004).

4 Translation Ranking based on Super-
vised Learning

4.1 Ranking by Classification and Ordinal
Regression

Based on the extracted terms, the correct transla-
tion can be chosen further. A direct option is to
rank them by their frequency or length. It works
well when the OOV term has a unique meaning

and all the Web snippets are about the same topic.

However, in much more cases only the highly
related fragments of OOV terms can be found,
rather than their correct translations. To evaluate
the relevance of translation pair precisely, SVM
and Ranking-SVM are employed as classifier
and ordinal regression model respectively.

4.2 Feature Representation

The same feature set is utilized by SVM and

Ranking-SVM.

(1) Term frequency: f, denotes the frequency of
OOV to be translated in all the Web snippets
of search results. #f; indicates the number of
the translation candidate in all the snippets.
df; represents the number of Web snippets
that contains the candidate. df; means the
number of snippets that contains both OOV
to be translated and the candidate.

(2) Term length: Len( ) is the length of the can-
didate.

(3) Cooccurrence Distance: C-Dist is the aver-
age distance between the OOV query and the
translation candidate, computed as follows.

C-Dist = Sum(Dist) (1)

where Sum(Dist) is the sum of distance in
each translation pair of every snippet.
(4) Length Ratio: This is the ratio of OOV query
length and translation candidate length.
(5) Rank Value:
1. Top Rank (T-Rank): The rank of snippet
that first contains the candidate. This
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value indicates the rank given by search
engine.

ii. Average Rank (A-Rank): It is the aver-
age position of candidate in snippets of
search results, shown as follows.

Sum(Rank) (2)

dfi

where Sum(Rank) denotes the sum of
every single rank value of snippets that
contains the candidate.

iii. Simple Rank (S-Rank): It is computed
based on Rank(i)=tf*Len(i), which aims
at investigating the impact of these two
features on ranking translation.

iv. R-Rank: This rank method is utilized as a
comparison basis, computed as follows.

A— Rank =

R—Rank:ax@+(l—a)x% 3)

where a is set as 0.25 empirically, |S,|
represents the length of candidate term,
L is the largest length of candidate terms,
Ja1s tfi, and f,,, 1s f,in Feature (1).

v. Df Rank (D-Rank): It is similar to S-
Rank and computed based on Rank(i)=
df; *Len(i).

(6) Mark feature: Within a certain distance
(usually less than 10 characters) between the
original OOV and candidate, if there is such
a term like “Z4xFR”, “rpICmy”, «rh3Cihy”,
o SRR, T SCROG, SO,
R, CHESCY, “HESC 4404, this feature will
be labeled as “+1”, else “-1” instead.

Among these features above, some features
come from search engine like (1) and (5) and
some ones from heuristic rules like (3) and (6).
Through the establishment of feature set, the
translation candidate can be optimized efficiently
and the noisy information can also be filtered.

5 Experiment and Analysis

5.1 Data Set

For the performance evaluation of Chinese-
English OOV translation, the corpus of NER task
in SIGHAN 2008 provided by Peking University
is used. The whole corpus contains 19,866 per-
son names, 22,212 location names and 7,837 or-
ganization names, from which 100 person names,
100 location names and 100 organization names
are selected for testing. Meanwhile, 300 English
named entities are chosen randomly from the
terms of 9 categories, which include movie name,
book title, organization name, brand name, ter-
minology, idiom, rare animal name, person name



and so on. These new terms are used as the test-
ing data for English-Chinese OOV translation.

5.2 Evaluation Metrics

Three parameters are used for the evaluation of

translation and ranking candidates.
N — Inclusion — Rate

. . . “

_ number of correct translation in top N translations

total number of OOV terms to be translated

R—Pr ecision(term,.) (5)

number of correct transaltion in top R translations

number of correct translations for term; to be translated
R — Precision

(6)

r
Z R — Precision(term, )
i=1

- total number of OOV terms to be translated

where T denotes the number of testing entities.
The first one is a measurement for translation
and the others are used for ranking measurement.

5.3 Experiment on Parameter Setting

Frequency and length are two crucial features for
translation candidates. To get the most related
terms into top 10 before the final ranking, a pre-
rank testing is performed based on S-Rank, R-
Rank and D-Rank. It can be seen from Figure 2
that the pre-rank by D-Rank exhibits better per-
formance in translation experiment.
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ol .l o ank
R-Ran
/ ——R-Rank
jz ¥ D-Rank
o =
| aal

0

1 3 5 7 9

Top-N

Figure 2. The impact of different Pre-Rank man-
ners on English-Chinese OOV translation.

In search results, for some English OOV terms
such as “BYOB(H #7{li7K)”, there are few candi-
dates with better quality in top 20 snippets.
Therefore, in order to find how many snippets
are suitable in translation, the experiment on
snippet number is performed. It can be observed
from Figure 3 that the best performance can be
obtained by utilizing 200 snippets.

100
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70

—+—Top-1
—m—Top-3
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1

Top-5

—=Top-7

lop g

Snippet Number

Figure 3. The impact of different snippet number
on English-Chinese OOV translation.

131

5.4 Experiment On English-Chinese Bi-

Directional OOV Translation

The experimental results on 300 English new
terms are shown in Table 1.

N-Inclusion-Rate English-Chineise oov
Translation
Top-1 0.313
Top-3 0.587
Top-5 0.627
Top-7 0.707
Top-9 0.763

Table 1. The experimental results on English-
Chinese OOV translation.

The experimental results on 300 Chinese
named entities are shown in Table 2.

N-Inclusion- Person Location Organization
Rate Name Name Name
Top-1 0.210 0.510 0.110
Top-3 0.390 0.800 0.280
Top-5 0.490 0.900 0.400
Top-7 0.530 0.920 0.480
Top-9 0.540 0.930 0.630

Table 2. The experimental results on Chinese-
English OOV translation.

It can be observed from Table 2 that the per-
formance of Chinese location name translation is
much higher than the other two categories. This
is because most of the location names are famous
cities or countries. The experimental results
above demonstrate that the proposed model can
be applicable in all kinds of OOV terms.

5.5 Experiment on Ranking

In SVM-based and Ranking-SVM-based ranking
experiment, the statistics on training data are
shown in Table 3. For SVM training data, the
“Related” candidates are neglected. The experi-
mental results on ranking in English-Chinese and
Chinese-English OOV translation are shown in
Table 4 and 5 respectively.

Number of .
Candidates Correct Related Indifferent
English-
Chinese 234 141 250
Chinese-

English 240 144 373
Table 3. Statistics of training data for ranking.
English- Top-1 Top-3 R-

Chinese Inclusion Inclusion Precision
D-Rank 0.313 0.587 0.417
T-Rank 0.217 0.430 0.217
SVM 0.530 0.687 0.533
Ranking-SVM 0.550 0.687 0.547

Table 4. The experimental results on ranking in
English-Chinese OOV translation.




Chinese- Top-1 Top-3 R-
English Inclusion Inclusion Precision
TF-Rank 0.277 0.490 0.287
T-Rank 0.197 0.387 0.207
SVM 0.347 0.587 0.347
Ranking-SVM 0.357 0.613 0.387

Table 5. The experimental results on ranking in
Chinese-English OOV translation.

From the experiments above, it can be con-
cluded that the supervised learning significantly
outperform the conventional ranking strategies.

5.6  Analysis and Discussion

Through analysis about the experimental results

in extraction and ranking, it can be observed that

the OOV translation quality is highly related to
the following aspects.

(1) The translation results are related to the
search engine used, especially for some spe-
cific OOV terms. For example, given a query
OOV term “W /3 —1#”, the mining result
based on Google in China is “three direct
links”, while some meaningless information

is mined by the other engines like Live Trans.

(2) Some terms are conventional terminologies
and cannot be translated literally. For exam-
ple, “woman pace-setter”, a proper name with
the particular Chinese characteristic, should
be translated into “— /\Z[ i ", rather than
LTI or “HE”.

(3) The proposed model is sensitive to the nota-
bility degree of OOV term. For famous per-
son name and book title, the translation per-
formance is very promising. However, for
other OOV terms with lower notability, such

s “UI/RE K> and “*2496”, the correct
translation cannot even be retrieved by
search engine.

(4) Word Sense Disambiguation (WSD) should
be added to improve the whole translation
performance. Although most of OOVs have
unique semantic definition, there are still a
few OOVs with ambiguity. For example,
“Rice” can either be a person name or a kind
of food. Another example is “44ARP”, which
also has two kinds of meaning, that is, “3& %

IBRFE Pp2e and “Hudi- g BT R0,

6 Conclusions and Future Work

In this paper, the proposed model improves the
acquirement ability for OOV translation through
Web mining and solves the translation pair eval-
uation problem in a novel way by introducing
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supervised learning in translation ranking. In ad-
dition, it is very significant to apply the key
techniques in traditional machine translation into
OOV translation, such as OOV recognition, sta-
tistical machine learning, alignment of sentence
and phoneme, and WSD. The merits of these
techniques should be integrated. All these as-
pects above will become the research focus in
our future work.
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Abstract

Automatic tools for machine translation (MT)
evaluation such as BLEU are well established,
but have the drawbacks that they do not per-
form well at the sentence level and that they
presuppose manually translated reference texts.
Assuming that the MT system to be evaluated
can deal with both directions of a language
pair, in this research we suggest to conduct
automatic MT evaluation by determining the
orthographic similarity between a back-trans-
lation and the original source text. This way
we eliminate the need for human translated
reference texts. By correlating BLEU and
back-translation scores with human judg-
ments, it could be shown that the back-
translation score gives an improved perfor-
mance at the sentence level.

1 Introduction

The manual evaluation of the results of machine
translation systems requires considerable time
and effort. For this reason fast and inexpensive
automatic methods were developed. They are
based on the comparison of a machine translation
with a reference translation produced by humans.
The comparison is done by determining the num-
ber of matching word sequences between both
translations. It could be shown that such meth-
ods, of which BLEU (Papineni et al., 2002) is the
most common, can deliver evaluation results that
show a high agreement with human judgments
(Papineni et al., 2002; Coughlin, 2003; Koehn &
Monz, 2006).

Disadvantages of BLEU and related methods
are that a human reference translation is required,
and that the results are reliable only at corpus
level, i.e. when computed over many sentence
pairs (see e.g. Callison-Burch et al., 2006). How-
ever, at the sentence level, due to data sparseness
the results tend to be unsatisfactory (Agarwal &
Lavie, 2008; Callison-Burch et al., 2008). Pap-
ineni et al. (2002) describe this as follows:
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“BLEU’s strength is that it correlates highly with
human judgments by averaging out individual
sentence judgment errors over a test corpus
rather than attempting to divine the exact human
judgment for every sentence: quantity leads to
quality.”

Although in many scenarios the above men-
tioned drawbacks may not be a major problem, it
is nevertheless desirable to overcome them. This
is what we attempt in this paper by introducing
the back-translation score. It is based on the as-
sumption that the MT system considered can
translate a language pair in both directions,
which is usually the case. Evaluating the quality
of a machine translation now involves translating
it back to the source language. The score is then
computed by comparing the back-translation to
the original source text. Although for this com-
parison BLEU could be used, our experiments
show that a modified version which we call Or-
thoBLEU is better suited for this purpose as it
can deal with compounds and inflexional vari-
ants in a more appropriate way. Its operation is
based on finding matches of character- rather
than word-sequences. It resembles algorithms
used in translation memory search for locating
orthographically similar sentences.

The results that we obtain in this work refute
to some extend the common belief that back-
translation (sometimes also called round-trip
translation) is not a suitable means for MT
evaluation (Somers, 2005; Koehn, 2005). This
belief seems to be largely based on the obvious
observation that the back-translation score is
highest for a trivial translation system that does
nothing and simply leaves all source words in
place. On the other hand, according to Somers
(2005) “until now no one as far as we know has
published results demonstrating this” (i.e. that
back-translation is not useful for MT evaluation).

We would like to add that so far the inappro-
priateness of back-translation has only been
shown by comparisons with other automatic met-
rics (Somers 2005; Koehn, 2005), which are also
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flawed. Somers (2005) therefore states: “To be
really sure of our results, we should like to repli-
cate the experiments evaluating the translations
using a more old-fashioned method involving
human ratings of intelligibility.” That is, appar-
ently nobody has ever seriously compared back-
translation scores to human judgments, so the
belief about their inutility seems not sufficiently
backed by facts. This is a serious deficit which
we try to overcome in this work.

2 Procedure

As our test corpus we use the first 100 English
and German sentences of the News Corpus
which was kindly provided by the organizers of
the Third Workshop on Statistical Machine
Translation (Callison-Burch et al., 2008). This
corpus comprises human translations of articles
from various news websites. In the case of the
100 sentences used here, the source language
was Hungarian and the translations to English
and German were produced from the Hungarian
original. As MT evaluation is often based on
multilingual corpora, the use of indirect transla-
tions appears to be a realistic scenario.

The 100 English sentences were translated to
German using the online MT-system Babel Fish
(http://de.babelfish.yahoo.com/) which
is based on Systran technology. Subsequently,
the translations were back-translated to English.
Table 1 shows a sample sentence and its trans-
lations.

English The skyward zoom in food prices is the
(source) dominant force behind the speed up in
eurozone inflation.
German Hauptgrund fiir den in der Eurozone ge-
(human messenen Anstieg der Inflation seien die
translation) | rasant steigenden Lebensmittelpreise.
German Die gen Himmel Lebensmittelpreise laut
(Babel summen innen ist die dominierende Kraft
Fish) hinter beschleunigen in der Euro-
zoneinflation.
English Towards skies the food prices loud hum
(back- inside are dominating Kraft behind accel-
translation) | erate in the euro zone inflation.

Table 1: Sample sentence, its human translation, and
its Babel Fish forward and backward translations.

The Babel Fish translations to German were
judged by the author according to the standard
criteria of fluency and adequacy. Hereby the
scale provided by Koehn & Monz (2006) was
used which assigns values between 1 and 5. We
then for each sentence computed the mean of its
fluency and adequacy values. This somewhat
arbitrary measure serves the purposes of desig-
nating each sentence a single value, which makes
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the subsequent comparisons with automatic eval-
uations easier.

Having completed the human judgments, we
next computed automatic judgments using the
standard BLEU score. For this purpose we used
the latest version (v12) of the NIST tool, which
can be freely downloaded from the website
http://www.nist.gov/speech/tests/mt/.
This tool not only computes the BLEU score, but
also a slightly modified variant, the so-called
NIST score. Whereas the BLEU score assigns
equal weights to all word sequences, the NIST
score tries to take a sequence’s information con-
tent into account by giving less frequent word
sequences higher weights. In addition, the so-
called brevity penalty, which tries to penalize too
short translations, is computed somewhat differ-
ently, with the effect that small length differ-
ences have less impact on the overall score.

Using the NIST tool, the BLEU and NIST
scores for all 100 translated sentences where
computed. Hereby, the human translations were
taken as reference. In addition, the BLEU and
NIST scores were also computed for the back-
translations, thereby using the source sentences
as reference.

By doing so we must emphasize that, as de-
scribed in the previous section, the BLEU score
was not designed to deliver satisfactory results at
the sentence level (Papineni et al., 2002), and
this also applies to the closely related NIST
score. On the other hand, there are no simple
automatic evaluation tools that are suitable at the
sentence level. Only the METEOR-System
(Agarwal & Lavie, 2008) is a step in this direc-
tion. It takes into account inflexional variants and
synonyms. However, it is considerably more so-
phisticated and is highly dependent on the under-
lying large scale linguistic resources.

We also think that — irrespectively of their de-
sign goals — the performance of the established
BLEU and NIST scores at the sentence level is
of some interest, especially as to our knowledge
no other quantitative figures have been published
so far. For the current work, as improved evalu-
ation at the sentence level is one of the goals, this
appears to be the only possibility to at all provide
some baseline for a comparison using a well es-
tablished automatic system.

In an attempt to reduce the concerns that arise
from applying BLEU at the sentence level, we
introduce OrthoBLEU. Like BLEU OrthoBLEU
also compares a machine translation to a refer-
ence translation. However, instead of word se-
quences sequences of characters are considered,
as proposed by Denoual & Lepage (2005). The
OrthoBLEU score between two strings is com-



puted as the (relative) number of their matching
triplets of characters (trigrams). Figure 1 illustra-
tes this using the words pineapple and apple pie.
As 6 out of 11 trigrams match, the resulting Or-
thoBLEU score is 54.5%.

The procedure illustrated in Figure 1 is not
only applicable to words, but likewise to sen-
tences, as punctuation marks, blanks, and special
symbols can be treated like any other character.
It is obvious that this procedure, which was
originally developed for the purpose of fuzzy
information retrieval, shows some tolerance with
regard to inflexional variants, compounding, and
derivations, which should be advantageous in the
current setting. The source code of OrthoBLEU
was written in C and can be freely downloaded
from the following URL: http://www.fask.
uni-mainz.de/user/rapp/comtrans/.

Using the OrthoBLEU algorithm, the evalu-
ations previously conducted with the NIST tool
were repeated. That is, both the Babel Fish trans-
lations as well as their back-translations were
evaluated, whereby in the first case the human
translations and in the second case the source
sentences served as references.

sop N
sPI o AP
PIN APP
INE PPL
NEA PLE
EAP LE=
APP EepP
PPL oPT
PLE PIE
LE= IEe
Eoo—Eoo

Figure 1: Computation of the OrthoBLEU score.

3 Results

Table 2 gives the average results of the evalua-
tions described in the previous section. In col-
umns 1 and 2 we find the human evaluation
scores for fluency and adequacy, and column 3
combines them to a single score by computing
their arithmetic mean. Columns 4 and 5 show the
NIST and BLEU scores as computed using the
NIST tool. They are based on the Babel Fish
translations from English to German, whereby
the human translations served as the reference.
Column 6 shows the corresponding score based
on OrthoBLEU, which delivers values in a range
between 0% and 100%. Columns 7 to 9 show

analogous scores for the back-translations. In this
case the English source sentences served as the
reference. As can be seen from the table, the val-
ues are higher for the back-translations. How-
ever, it would be premature to interpret this ob-
servation such that the back-translations are bet-
ter suited for evaluation purposes. As these are
very different tasks with different statistical pro-
perties, it would be methodologically incorrect to
simply compare the absolute values. Instead we
need to compute correlations between automatic
and human scores.

This we did by correlating all NIST-, BLEU-,
and OrthoBLEU scores for all 100 sentences
with the corresponding (mean fluency/adequacy)
scores from the human evaluation. We computed
the Pearson product-moment correlation coeffi-
cient for all pairs, with the results being shown in
Table 3. Hereby a coefficient of +1 indicates a
direct linear relation, a coefficient of -1 indicates
an inverse linear relation, and a coefficient of 0
indicates no linear relation.

When looking at the “translation” section of
Table 3, as to be expected we obtain very low
correlation coefficients for the BLEU and the
NIST scores. This confirms their unsuitability for
application at the sentence level as expected (see
section 1). For the OrthoBLEU score we also get
a very low correlation coefficient of 0.075,
which means that OrthoBLEU is also unsuitable
for evaluation of direct translations at the sen-
tence level.

However, when we look at the back-
translation section of Table 3, the situation is
somewhat different. The correlation coefficient
for the NIST score is still slightly negative, indi-
cating that trying to take a word sequence’s in-
formation content into account is hopeless at the
sentence level. However, the correlation coeffi-
cient for the BLEU score almost doubles from
0.078 to 0.133, which, however, is still unsatis-
factory. But a surprise comes with the Or-
thoBLEU score: It more than quadruples from
0.075 to 0.327, which at the sentence level is a
rather good value as this result comes close to
the correlation coefficient of 0.403 reported by
Agarwal & Lavie (2008) as the very best of sev-
eral values obtained for the METEOR system.
Remember that, as described in section 2, the
METEOR system requires a human-generated ref-

AUTOMATIC EVALUATION OF AUTOMATIC EVALUATION OF
HUMAN EVALUATION

FORWARD-TRANSLATION BACK-TRANSLATION
FLU- ADE- | yiean | NIST | Brey | ORTHO- NIST | Brey | ORTHO-
ENCY QUACY BLEU BLEU
2,49 3,06 2,78 1,31 0,01 39,72% 2,90 0,25 68,94%

Table 2: Average BLEU, NIST and OrthoBLEU scores for the 100 test sentences.
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Trans- Human evaluat%on —NIST -0,169
lation Human evaluation — BLEU 0,078

Human evaluation — OrthoBLEU | 0,075
Back- | Human evaluation — NIST -0,102
trans- | Human evaluation —- BLEU 0,133
lation | Human evaluation — OrthoBLEU | 0,327

Table 3: Correlation coefficients between human and
various automatic judgments based on 100 test sen-
tences.

erence translation, large linguistic resources and
comparatively sophisticated processing, and that
all of this is unnecessary for the back-translation
score.

4 Discussion and prospects

The motivation for this paper resulted from ob-
serving a contradiction: On one hand, practi-
tioners sometimes recommend that (if one does
not understand the target language) a back-
translation can give some idea of the translation
quality. Our impression has always been that this
is obviously true for standard commercial sys-
tems. On the other hand, serious scientific publi-
cations (Somers, 2005; Koehn, 2005) come to
the conclusion that back-translation is com-
pletely unsuitable for MT evaluation.

The outcome of the current work is in favor of
the first point of view, but we should emphasize
that we have no doubt about the correctness of
the results presented in the publications. The dis-
crepancy is likely to result from the following:

e The previous publications did not compare
back-translation scores to human judgments
but to BLEU scores only.

e The introduction of OrthoBLEU improved
back-translation scores significantly.

What remains is the fact that evaluation based on
back-translations can be easily fooled, e.g. by a
system that does nothing, or that is capable of
reversing errors. These obvious deficits have
probably motivated reservations against such
systems, and we agree that for such reasons they
may be unsuitable for use at MT competitions.'
However, there are numerous other applications
where such considerations are of less import-

! Although there might be a solution to this: It may
not always be necessary that forward and backward
translations are generated by the same MT system.
For example, in an MT competition back-translations
could be generated by all competing systems, and the
resulting scores could be averaged.
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ance. Also, it might be possible to introduce a
penalty for trivial forms of translation, e.g. by
counting the number of word sequences (e.g. of
length 1 to 4) in a translation that are not found
in a corpus of the target language.”
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Abstract

Tree-based statistical machine translation
models have made significant progress in re-
cent years, especially when replacing 1-best
trees with packed forests. However, as the
parsing accuracy usually goes down dramati-
cally with the increase of sentence length,
translating long sentences often takes long
time and only produces degenerate transla-
tions. We propose a new method named sub-
sentence division that reduces the decoding
time and improves the translation quality for
tree-based translation. Our approach divides
long sentences into several sub-sentences by
exploiting tree structures. Large-scale ex-
periments on the NIST 2008 Chinese-to-
English test set show that our approach
achieves an absolute improvement of 1.1
BLEU points over the baseline system in
50% less time.

1 Introduction

Tree-based statistical machine translation
models in days have witness promising progress
in recent years, such as tree-to-string models (Liu
et al., 2006; Huang et al., 2006), tree-to-tree
models (Quirk et al.,2005;Zhang et al., 2008).
Especially, when incorporated with forest, the
correspondent forest-based tree-to-string models
(Mi et al., 2008; Zhang et al., 2009), tree-to-tree
models (Liu et al., 2009) have achieved a prom-
ising improvements over correspondent tree-
based systems. However, when we translate long
sentences, we argue that two major issues will be
raised. On one hand, parsing accuracy will be
lower as the length of sentence grows. It will in-
evitably hurt the translation quality (Quirk and
Corston-Oliver, 2006; Mi and Huang, 2008). On
the other hand, decoding on long sentences will
be time consuming, especially for forest ap-
proaches. So splitting long sentences into sub-
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Figure 1. Main framework of our method

sentences becomes a natural way in MT litera-
ture.

A simple way is to split long sentences by
punctuations. However, without concerning
about the original whole tree structures, this ap-
proach will result in ill-formed sub-trees which
don’t respect to original structures. In this paper,
we present a new approach, which pays more
attention to parse trees on the long sentences. We
firstly parse the long sentences into trees, and
then divide them accordingly into sub-sentences,
which will be translated independently (Section
3). Finally, we combine sub translations into a
full translation (Section 4). Large-scale experi-
ments (Section 5) show that the BLEU score
achieved by our approach is 1.1 higher than di-
rect decoding and 0.3 higher than always split-
ting on commas on the 2008 NIST MT Chinese-
English test set. Moreover, our approach has re-
duced decoding time significantly.

2 Framework

Our approach works in following steps.

(1) Split a long sentence into sub-sentences.

(2) Translate all the sub-sentences respectively.
(3) Combine the sub-translations.

Figure 1 illustrates the main idea of our ap-
proach. The crucial issues of our method are how
to divide long sentences and how to combine the
sub-translations.

3 Sub Sentence Division

Long sentences could be very complicated in
grammar and sentence structure, thereby creating
an obstacle for translation. Consequently, we
need to break them into shorter and easier
clauses. To divide sentences by punctuation is

Proceedings of the ACL-IJCNLP 2009 Conference Short Papers, pages 137-140,
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Figure 3. A dividable parse tree

one of the most commonly used methods. How-
ever, simply applying this method might damage
the accuracy of parsing. As a result, the strategy
we proposed is to operate division while con-
cerning the structure of parse tree.

As sentence division should not influence the
accuracy of parsing, we have to be very cautious
about sentences whose division might decrease
the accuracy of parsing. Figure 2(a) shows an
example of the parse tree of an undividable sen-
tence.

As can be seen in Figure 2, when we divide
the sentence by comma, it would break the struc-
ture of “VP” sub-tree and result in a ill-formed
sub-tree “VP” (right sub-tree), which don’t have
a subject and don’t respect to original tree struc-
tures.

Consequently, the key issue of sentence divi-
sion is finding the sentences that can be divided
without loosing parsing accuracy. Figure 2(b)
shows the parse tree of a sentence that can be
divided by punctuation, as sub-sentences divided
by comma are independent. The reference trans-
lation of the sentence in figure 3 is

Less than two hours earlier, a Palestinian took
on a shooting spree on passengers in the town of
Kfar Saba in northern Israel.
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Pseudocode 1 Check Sub Sentence Divi-

sion Algorithm

1: procedure CheckSubSentence(sent)

2: for each word i in sent

3: if(i isa comma)

4: left={words in left side of i};

/lwords between last comma and cur-
rent comma i

right={words in right side of i};

/lwords between i and next comma or

semicolon, period, question mark

isDividePunct[i]=true;

for each j in left
if(( LCA(], i)!=parent][i])

isDividePunct[i]=false;

10: break;

11. foreachjinright

12: if(( LCA(], i)!=parent][i])

13: isDividePunct[i]=false;

14: break;

15: function LCAC(i, j)

16: return lowest common ancestor(i, j);

a

oM

It demonstrates that this long sentence can be
divided into two sub-sentences, providing a good
support to our division.

In addition to dividable sentences and non-
dividable sentences, there are sentences contain-
ing more than one comma, some of which are
dividable and some are not. However, this does
not prove to be a problem, as we process each
comma independently. In other words, we only
split the dividable part of this kind of sentences,
leaving the non-dividable part unchanged.

To find the sentences that can be divided, we
present a new method and provide its pseudo
code. Firstly, we divide a sentence by its commas.
For each word in the sub-sentence on the left
side of a comma, we compute its lowest common
ancestor (LCA) with the comma. And we process
the words in the sub-sentence on the right side of
the comma in the same way. Finally, we check if
all the LCA we have computed are comma’s par-
ent node. If all the LCA are the comma’s parent
node, the sub-sentences are independent.

As shown in figure 3, the LCA (AD A3 ,
PU , ), is “IP” ,which is the parent node of
“PU , ”; and the LCA (NR LLta %], PU, ) is
also “IP”. Till we have checked all the LCA of
each word and comma, we finally find that all
the LCA are “IP”. As a result, this sentence can
be divided without loosing parsing accuracy.
LCA can be computed by using union-set (Tar-
jan, 1971) in lineal time. Concerning the



sub-sentence 1: R L35 H

Translation 1: Johndroe said Al
Translation 2: Johndroe pointed out A2
Translation 3: Qiang Zhuo said A3
comma 1:,

Translation: punctuation translation (white
space, that ... )
sub-sentence 2: P47 S ZE 0T HE H 235 1)
5 E—pg 5 i A 5 PR s
Translation 1: the two presidents also wel-
comed the US-South Korea free trade
agreement that was signed yesterday Bl
Translation 2: the two presidents also ex-
pressed welcome to the US — South Korea
free trade agreement signed yesterday B2
comma 2:,
Translation: punctuation translation (white
space, that ... )
sub-sentence 3: 1K S0 O iy [ 15 23 4tk
{RE— WL
Translation 1: and would work to ensure
that the congresses of both countries ap-
prove this agreement. C1
Translation 2: and will make efforts to en-
sure the Congress to approve this agreement
of the two countries. C2

Table 1. Sub translation example

implementation complexity, we have reduced the
problem to range minimum query problem
(Bender et al., 2005) with a time complexity of
o(1) for querying.

Above all, our approach for sub sentence
works as follows:

(1)Split a sentence by semi-colon if there is
one.

(2)Parse a sentence if it contains a comma,
generating k-best parses (Huang Chiang, 2005)
with k=10.

(3)Use the algorithm in pseudocode 1 to
check the sentence and divide it if there are
more than 5 parse trees indicates that the sen-
tence is dividable.

4 Sub Translation Combining

For sub translation combining, we mainly use the
best-first expansion idea from cube pruning
(Huang and Chiang, 2007) to combine sub-
translations and generate the whole k-best trans-
lations. We first select the best translation from
sub translation sets, and then use an interpolation
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Test Set 02 05 08

No Sent Division| 34.56 | 31.26 | 24.53
Splitby Comma | 3459 | 31.23 | 25.39
Our Approach 34.86 | 31.23 25.69

Table 2. BLEU results (case sensitive)

Test Set 02 05 08
No Sent Division| 28 h 36 h 52 h
Split by Comma | 18h 23h 29h
Our Approach 18 h 22 h 26 h

Table 3. Decoding time of our experiments
(h means hours)

language model for rescoring (Huang and Chiang,
2007).

For example, we split the following sentence “ #
LI HE, 78 G XS B 38219 55 [ — i # ] H#7
55 1 IR XK, TG 0 18P L[] < A
—rX. " into three sub-sentences and generate
some translations, and the results are displayed in
Table 1.

As seen in Table 1, for each sub-sentence,
there are one or more versions of translation. For
convenience, we label the three translation ver-
sions of sub-sentence 1 as Al, A2, and A3, re-
spectively. Similarly, B1, B2, C1, C2 are also
labels of translation. We push the Al, white
space, B1, white space, C1 into the cube, and
then generate the final translation.

According to cube pruning algorithm, we will
generate other translations until we get the best
list we need. Finally, we rescore the k-best list
using interpolation language model and find the
best translation which is Al that B1 white space
Cl.

5 Experiments

5.1 Data preparation

We conduct our experiments on Chinese-English
translation, and use the Chinese parser of Xiong
et al. (2005) to parse the source sentences. And
our decoder is based on forest-based tree-to-
string translation model (Mi et al. 2008).

Our training corpus consists of 2.56 million
sentence pairs. Forest-based rule extractor (Mi
and Huang 2008) is used with a pruning thresh-
old p=3. And we use SRI Language Modeling
Toolkit (Stolcke, 2002) to train two 5-gram lan-
guage models with Kneser-Ney smoothing on the
English side of the training corpus and the Xin-
hua portion of Gigaword corpora respectively.



We use 2006 NIST MT Evaluation test set as
development set, and 2002, 2005 and 2008 NIST
MT Evaluation test sets as test sets. We also use
minimum error-rate training (Och, 2003) to tune
our feature weights. We evaluate our results with
case-sensitive BLEU-4 metric (Papineni et al.,
2002). The pruning threshold p for parse forest in
decoding time is 12.

5.2 Results

The final BLEU results are shown in Table 2, our
approach has achieved a BLEU score that is 1.1
higher than direct decoding and 0.3 higher than
always splitting on commas.

The decoding time results are presented in Ta-
ble 3. The search space of our experiment is ex-
tremely large due to the large pruning threshold
(p=12), thus resulting in a long decoding time.
However, our approach has reduced the decoding
time by 50% over direct decoding, and 10% over
always splitting on commas.

6 Conclusion & Future Work

We have presented a new sub-sentence division
method and achieved some good results. In the
future, we will extend our work from decoding to
training time, where we divide the bilingual sen-
tences accordingly.
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Abstract

Binarization of n-ary rules is critical for the effi-
ciency of syntactic machine translation decoding.
Because the target side of a rule will generally
reorder the source side, it is complex (and some-
times impossible) to find synchronous rule bina-
rizations. However, we show that synchronous
binarizations are not necessary in a two-stage de-
coder. Instead, the grammar can be binarized one
way for the parsing stage, then rebinarized in a
different way for the reranking stage. Each indi-
vidual binarization considers only one monolin-
gual projection of the grammar, entirely avoid-
ing the constraints of synchronous binarization
and allowing binarizations that are separately op-
timized for each stage. Compared to n-ary for-
est reranking, even simple target-side binariza-
tion schemes improve overall decoding accuracy.

1 Introduction

Syntactic machine translation decoders search
over a space of synchronous derivations, scoring
them according to both a weighted synchronous
grammar and an n-gram language model. The
rewrites of the synchronous translation gram-
mar are typically flat, n-ary rules. Past work
has synchronously binarized such rules for effi-
ciency (Zhang et al., 2006; Huang et al., 2008).
Unfortunately, because source and target orders
differ, synchronous binarizations can be highly
constrained and sometimes impossible to find.
Recent work has explored rwo-stage decoding,
which explicitly decouples decoding into a source
parsing stage and a target language model inte-
gration stage (Huang and Chiang, 2007). Be-
cause translation grammars continue to increase
in size and complexity, both decoding stages re-
quire efficient approaches (DeNero et al., 2009).
In this paper, we show how two-stage decoding
enables independent binarizations for each stage.
The source-side binarization guarantees cubic-
time construction of a derivation forest, while an
entirely different target-side binarization leads to
efficient forest reranking with a language model.
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Binarizing a synchronous grammar twice inde-
pendently has two principal advantages over syn-
chronous binarization. First, each binarization can
be fully tailored to its decoding stage, optimiz-
ing the efficiency of both parsing and language
model reranking. Second, the ITG constraint on
non-terminal reordering patterns is circumvented,
allowing the efficient application of synchronous
rules that do not have a synchronous binarization.
The primary contribution of this paper is to es-
tablish that binarization of synchronous grammars
need not be constrained by cross-lingual reorder-
ing patterns. We also demonstrate that even sim-
ple target-side binarization schemes improve the
search accuracy of forest reranking with a lan-
guage model, relative to n-ary forest reranking.

2 Asynchronous Binarization

Two-stage decoding consists of parsing and lan-
guage model integration. The parsing stage builds
a pruned forest of derivations scored by the trans-
lation grammar only. In the second stage, this for-
est is reranked by an n-gram language model. We
rerank derivations with cube growing, a lazy beam
search algorithm (Huang and Chiang, 2007).

In this paper, we focus on syntactic translation
with tree-transducer rules (Galley et al., 2006).
These synchronous rules allow multiple adjacent
non-terminals and place no restrictions on rule size
or lexicalization. Two example unlexicalized rules
appear in Figure 1, along with aligned and parsed
training sentences that would have licensed them.

2.1 Constructing Translation Forests

The parsing stage builds a forest of derivations by
parsing with the source-side projection of the syn-
chronous grammar. Each forest node P;; com-
pactly encodes all parse derivations rooted by
grammar symbol P and spanning the source sen-
tence from positions 7 to j. Each derivation of P;;
is rooted by a rule with non-terminals that each

Proceedings of the ACL-IJCNLP 2009 Conference Short Papers, pages 141-144,
Suntec, Singapore, 4 August 2009. ©2009 ACL and AFNLP



S PRP;1 VBD3; PPs NN» S PRPi VBD; NN, PPs
- PRP; NN; VBD; PP4 - PRP;1 NN VBDs3 PPs
S S
PRP VBD PP NN PRP VBD NN PP
I I I | I I P

I

\

yo ayer comi

ate athome yesterday I  ate yesterday athome

€n casa Yo ayer comi en casa

Figure 1: Two unlexicalized transducer rules (top) and
aligned, parsed training sentences from which they could be
extracted (bottom). The internal structure of English parses
has been omitted, as it is irrelevant to our decoding problem.

anchor to some child node C,itﬁ), where the symbol

C® is the tth child in the source side of the rule,
andi < k << 5.

We build this forest with a CKY-style algorithm.
For each span (7, j) from small to large, and each
symbol P, we iterate over all ways of building a
node P;;, first considering all grammar rules with
parent symbol P and then, for each rule, consider-
ing all ways of anchoring its non-terminals to ex-
isting forest nodes. Because we do not incorporate
a language model in this stage, we need only oper-
ate over the source-side projection of the grammar.

Of course, the number of possible anchorings
for a rule is exponential in the number of non-
terminals it contains. The purpose of binarization
during the parsing pass is to make this exponential
algorithm polynomial by reducing rule branching
to at most two non-terminals. Binarization reduces
algorithmic complexity by eliminating redundant
work: the shared substructures of n-ary rules are
scored only once, cached, and reused. Caching is
also commonplace in Early-style parsers that im-
plicitly binarize when applying n-ary rules.

While any binarization of the source side will
give a cubic-time algorithm, the particulars of a
grammar transformation can affect parsing speed
substantially. For instance, DeNero et al. (2009)
describe normal forms particularly suited to trans-
ducer grammars, demonstrating that well-chosen
binarizations admit cubic-time parsing algorithms
while introducing very few intermediate grammar
symbols. Binarization choice can also improve
monolingual parsing efficiency (Song et al., 2008).

The parsing stage of our decoder proceeds
by first converting the source-side projection of
the translation grammar into lexical normal form
(DeNero et al., 2009), which allows each rule to
be applied to any span in linear time, then build-
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ing a binary-branching translation forest, as shown
in Figure 2(a). The intermediate nodes introduced
during this transformation do not have a target-
side projection or interpretation. They only exist
for the sake of source-side parsing efficiency.

2.2 Collapsing Binarization

To facilitate a change in binarization, we transform
the translation forest into n-ary form. In the n-ary
forest, each hyperedge corresponds to an original
grammar rule, and all nodes correspond to original
grammar symbols, rather than those introduced
during binarizaiton. Transforming the entire for-
est to n-ary form is intractable, however, because
the number of hyperedges would be exponential in
n. Instead, we include only the top k n-ary back-
traces for each forest node. These backtraces can
be enumerated efficiently from the binary forest.
Figure 2(b) illustrates the result.

For efficiency, we follow DeNero et al. (2009)
in pruning low-scoring nodes in the n-ary for-
est under the weighted translation grammar. We
use a max-marginal threshold to prune unlikely
nodes, which can be computed through a max-
sum semiring variant of inside-outside (Goodman,
1996; Petrov and Klein, 2007).

Forest reranking with a language model can be
performed over this n-ary forest using the cube
growing algorithm of Huang and Chiang (2007).
Cube growing lazily builds k-best lists of deriva-
tions at each node in the forest by filling a node-
specific priority queue upon request from the par-
ent. [V-ary forest reranking serves as our baseline.

2.3 Reranking with Target-Side Binarization

Zhang et al. (2006) demonstrate that reranking
over binarized derivations improves search accu-
racy by better exploring the space of translations
within the strict confines of beam search. Binariz-
ing the forest during reranking permits pairs of ad-
jacent non-terminals in the target-side projection
of rules to be rescored at intermediate forest nodes.
This target-side binarization can be performed on-
the-fly: when a node P;; is queried for its k-best
list, we binarize its n-ary backtraces.

Suppose P;; can be constructed from a rule r
with target-side projection

P—lyCityCyly ...CL L,

where C1,...,C), are non-terminal symbols that
are each anchored to a node Cgl) in the forest, and

¢; are (possibly empty) sequences of lexical items.
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(a) Parsing stage binarization

(b) Collapsed n-ary forest

(c) Reranking stage binarization

Figure 2: A translation forest as it evolves during two-stage decoding, along with two m-ary rules in the forest that are rebi-
narized. (a) A source-binarized forest constructed while parsing the source sentence with the translation grammar. (b) A flat
n-ary forest constructed by collapsing out the source-side binarization. (c) A target-binarized forest containing two derivations
of the root symbol—the second is dashed for clarity. Both derivations share the node PRP+VBD, which will contain a single
k-best list of translations during language model reranking. One such translation of PRP+VBD is shown: “I ate”.

We apply a simple left-branching binarization to
r, though in principle any binarization is possible.
We construct a new symbol B and two new rules:

r o B—>€001£102£2
o : P—)BCgfgCnEn

These rules are also anchored to forest nodes. Any
C; remains anchored to the same node as it was in
the n-ary forest. For the new symbol B, we intro-
duce a new forest node B that does not correspond
to any particular span of the source sentence. We
likewise transform the resulting 72 until all rules
have at most two non-terminal items. The original
rule r from the n-ary forest is replaced by binary
rules. Figure 2(c) illustrates the rebinarized forest.

Language model reranking treats the newly in-
troduced forest node B as any other node: building
a k-best derivation list by combining derivations
from C™) and C®) using rule r;. These deriva-
tions are made available to the parent of B, which
may be another introduced node (if more binariza-
tion were required) or the original root P;;.

Crucially, the ordering of non-terminals in the
source-side projection of r does not play a role
in this binarization process. The intermediate
nodes B may comprise translations of discontigu-
ous parts of the source sentence, as long as those
parts are contained within the span (i, 7).
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2.4 Reusing Intermediate Nodes

The binarization we describe transforms the for-
est on a rule-by-rule basis. We must consider in-
dividual rules because they may contain different
lexical items and non-terminal orderings. How-
ever, two different rules that can build a node often
share some substructures. For instance, the two
rules in Figure 2 both begin with PRP followed by
VBD. In addition, these symbols are anchored to
the same source-side spans. Thus, binarizing both
rules yields the same intermediate forest node B.

In the case where two intermediate nodes share
the same intermediate rule anchored to the same
forest nodes, they can be shared. That is, we need
only generate one k-best list of derivations, then
use it in derivations rooted by both rules. Sharing
derivation lists in this way provides an additional
advantage of binarization over n-ary forest rerank-
ing. Not only do we assess language model penal-
ties over smaller partial derivations, but repeated
language model evaluations are cached and reused
across rules with common substructure.

3 Experiments

The utility of binarization for parsing is well
known, and plays an important role in the effi-
ciency of the parsing stage of decoding (DeNero et
al., 2009). The benefit of binarization for language



Forest Reranked BLEU | Model Score
N-ary baseline 58.2 41,543
Left-branching binary 58.5 41,556

Table 1: Reranking a binarized forest improves BLEU by 0.3
and model score by 13 relative to an n-ary forest baseline by
reducing search errors during forest rescoring.

model reranking has also been established, both
for synchronous binarization (Zhang et al., 2006)
and for target-only binarization (Huang, 2007). In
our experiment, we evaluate the benefit of target-
side forest re-binarization in the two-stage decoder
of DeNero et al. (2009), relative to reranking n-ary
forests directly.

We translated 300 NIST 2005 Arabic sentences
to English with a large grammar learned from a
220 million word bitext, using rules with up to 6
non-terminals. We used a trigram language model
trained on the English side of this bitext. Model
parameters were tuned with MERT. Beam size was
limited to 200 derivations per forest node.

Table 1 shows a modest increase in model
and BLEU score from left-branching binarization
during language model reranking. We used the
same pruned n-ary forest from an identical parsing
stage in both conditions. Binarization did increase
reranking time by 25% because more k-best lists
are constructed. However, reusing intermediate
edges during reranking binarization reduced bina-
rized reranking time by 37%. We found that on
average, intermediate nodes introduced in the for-
est are used in 4.5 different rules, which accounts
for the speed increase.

4 Discussion

Asynchronous binarization in two-stage decoding
allows us to select an appropriate grammar trans-
formation for each language. The source trans-
formation can optimize specifically for the parsing
stage of translation, while the target-side binariza-
tion can optimize for the reranking stage.
Synchronous binarization is of course a way to
get the benefits of binarizing both grammar pro-
jections; it is a special case of asynchronous bi-
narization. However, synchronous binarization is
constrained by the non-terminal reordering, lim-
iting the possible binarization options. For in-
stance, none of the binarization choices used in
Figure 2 on either side would be possible in a
synchronous binarization. There are rules, though
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rare, that cannot be binarized synchronously at all
(Wu, 1997), but can be incorporated in two-stage
decoding with asynchronous binarization.

On the source side, these limited binarization
options may, for example, prevent a binarization
that minimizes intermediate symbols (DeNero et
al., 2009). On the target side, the speed of for-
est reranking depends upon the degree of reuse
of intermediate k-best lists, which in turn depends
upon the manner in which the target-side grammar
projection is binarized. Limiting options may pre-
vent a binarization that allows intermediate nodes
to be maximally reused. In future work, we look
forward to evaluating the wide array of forest bi-
narization strategies that are enabled by our asyn-
chronous approach.
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Abstract

We would like to draw attention to Hid-
den Markov Tree Models (HMTM), which
are to our knowledge still unexploited in
the field of Computational Linguistics, in
spite of highly successful Hidden Markov
(Chain) Models. In dependency trees,
the independence assumptions made by
HMTM correspond to the intuition of lin-
guistic dependency. Therefore we suggest
to use HMTM and tree-modified Viterbi
algorithm for tasks interpretable as label-
ing nodes of dependency trees. In par-
ticular, we show that the transfer phase
in a Machine Translation system based
on tectogrammatical dependency trees can
be seen as a task suitable for HMTM.
When using the HMTM approach for
the English-Czech translation, we reach a
moderate improvement over the baseline.

1 Introduction

Hidden Markov Tree Models (HMTM) were intro-
duced in (Crouse et al., 1998) and used in appli-
cations such as image segmentation, signal classi-
fication, denoising, and image document catego-
rization, see (Durand et al., 2004) for references.
Although Hidden Markov Models belong to the
most successful techniques in Computational Lin-
guistics (CL), the HMTM modification remains to
the best of our knowledge unknown in the field.
The first novel claim made in this paper is that
the independence assumptions made by Markov
Tree Models can be useful for modeling syntactic
trees. Especially, they fit dependency trees well,
because these models assume conditional depen-
dence (in the probabilistic sense) only along tree
* The work on this projgct was supported by the grants
MSM 0021620838, GAAV CR 1ET101120503, and MSMT

CR LC536. We thank Jan Haji¢ and three anonymous review-
ers for many useful comments.
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edges, which corresponds to intuition behind de-
pendency relations (in the linguistic sense) in de-
pendency trees. Moreover, analogously to applica-
tions of HMM on sequence labeling, HMTM can
be used for labeling nodes of a dependency tree,
interpreted as revealing the hidden states' in the
tree nodes, given another (observable) labeling of
the nodes of the same tree.

The second novel claim is that HMTMs are
suitable for modeling the transfer phase in Ma-
chine Translation systems based on deep-syntactic
dependency trees. Emission probabilities rep-
resent the translation model, whereas transition
(edge) probabilities represent the target-language
tree model. This decomposition can be seen as
a tree-shaped analogy to the popular n-gram ap-
proaches to Statistical Machine Translation (e.g.
(Koehn et al., 2003)), in which translation and lan-
guage models are trainable separately too. More-
over, given the input dependency tree and HMTM
parameters, there is a computationally efficient
HMTM-modified Viterbi algorithm for finding the
globally optimal target dependency tree.

It should be noted that when using HMTM, the
source-language and target-language trees are re-
quired to be isomorphic. Obviously, this is an un-
realistic assumption in real translation. However,
we argue that tectogrammatical deep-syntactic de-
pendency trees (as introduced in the Functional
Generative Description framework, (Sgall, 1967))
are relatively close to this requirement, which
makes the HMTM approach practically testable.

As for the related work, one can found a num-
ber of experiments with dependency-based MT
in the literature, e.g., (Boguslavsky et al., 2004),
(Menezes and Richardson, 2001), (Bojar, 2008).
However, to our knowledge none of the published
systems searches for the optimal target representa-

"HMTM looses the HMM’s time and finite automaton in-
terpretability, as the observations are not organized linearly.
However, the terms “state” and “transition” are still used.
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Figure 1: Tectogrammatical transfer as a task for HMTM.

tion in a way similar to HMTM.

2 Hidden Markov Tree Models

HMTM are described very briefly in this section.
More detailed information can be found in (Du-
rand et al., 2004) and in (Diligenti et al., 2003).

Suppose that V' = {v1,...,vy|} is the set of
tree nodes, r is the root node and p is a function
from V\r to V storing the parent node of each
non-root node. Suppose two sequences of ran-
dom variables, X = (X(v1),...,X(v)y)) and
Y = (Y(v1),...,Y(vy)), which label all nodes
from V. Let X (v) be understood as a hidden state
of the node v, taking a value from a finite state
space S = {s1,...,sK}. Let Y (v) be understood
as a symbol observable on the node v, taking
a value from an alphabet K = {ki,..., ko}.
Analogously to (first-order) HMMs, (first-order)
HMTMs make two independence assumptions:
(1) given X (p(v)), X (v) is conditionally inde-
pendent of any other nodes, and (2) given X (v),
Y (v) is conditionally independent of any other
nodes. Given these independence assumptions,
the following factorization formula holds:?

P(Y,X) = P(Y(r)|X(r)P(X(r)) -
[I PY(@)IX(0)P(X ()X (p(v)))
veV\r

We see that HMTM (analogously to HMM,
again) is defined by the following parameters:

(1)

2In this work we limit ourselves to fully stationary
HMTMs. This means that the transition and emission prob-
abilities are independent of v. This “node invariance” is an
analogy to HMM’s time invariance.
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e P(X(v)|X(p(v))) — transition probabilities
between the hidden states of two tree-
adjacent nodes,’

e P(Y(v)| X (v))— emission probabilities.

Naturally the question appears how to restore
the most probable hidden tree labeling given the
observed tree labeling (and given the tree topol-
ogy, of course). As shown in (Durand et al., 2004),
a modification of the HMM Viterbi algorithm can
be found for HMTM. Briefly, the algorithm starts
at leaf nodes and continues upwards, storing in
each node for each state and each its child the op-
timal downward pointer to the child’s hidden state.
When the root is reached, the optimal state tree is
retrieved by downward recursion along the point-
ers from the optimal root state.

3 Tree Transfer as a Task for HMTM

HMTM Assumptions from the MT Viewpoint.
We suggest to use HMTM in the conventional
tree-based analysis-transfer-synthesis translation
scheme: (1) First we analyze an input sentence to
a certain level of abstraction on which the sentence
representation is tree-shaped. (2) Then we use
HMTM-modified Viterbi algorithm for creating
the target-language tree from the source-language
tree. Labels on the source-language nodes are
treated as emitted (observable) symbols, while la-
bels on the target-language nodes are understood
as hidden states which are being searched for

3The need for parametrizing also P(X (r)) (prior proba-

bilites of hidden states in the root node) can be avoided by
adding an artificial root whose state is fixed.



(Figure 1). (3) Finally, we synthesize the target-
language sentence from the target-language tree.

In the HMTM transfer step, the HMTM emis-
sion probabilities can be interpreted as probabil-
ities from the “backward” (source given target)
node-to-node translation model. HMTM transi-
tion probabilities can be interpreted as probabil-
ities from the target-language tree model. This is
an important feature from the M T viewpoint, since
the decomposition into translation model and lan-
guage model proved to be extremely useful in sta-
tistical MT since (Brown et al., 1993). It allows
to compensate the lack of parallel resources by the
relative abundance of monolingual resources.

Another advantage of the HMTM approach is
that it allows us to disregard the ordering of de-
cisions made with the individual nodes (which
would be otherwise nontrivial, as for a given node
there might be constraints and preferences coming
both from its parent and from its children). Like in
HMM, it is the notion of hidden states that facil-
itates “summarizing” distributed information and
finding the global optimum.

On the other hand, there are several limitations
implied by HMTMs which we have to consider be-
fore applying it to MT: (1) There can be only one
labeling function on the source-language nodes,
and one labeling function on the target-language
nodes. (2) The set of hidden states and the al-
phabet of emitted symbols must be finite. (3) The
source-language tree and the target-language tree
are required to be isomorphic. In other words, only
node labeling can be changed in the transfer step.

The first two assumption are easy to fulfill, but
the third assumption concerning the tree isomor-
phism is problematic. There is no known linguistic
theory guaranteeing identically shaped tree repre-
sentations of a sentence and its translation. How-
ever, we would like to show in the following that
the tectogrammatical layer of language description
is close enough to this ideal to make the HMTM
approach practically applicable.

Why Tectogrammatical Trees? Tectogram-
matical layer of language description was
introduced within the Functional Generative
Description framework, (Sgall, 1967) and has
been further elaborated in the Prague Dependency
Treebank project, (Haji¢ and others, 2006).

On the tectogrammatical layer, each sentence is
represented as a tectogrammatical tree (t-tree for
short; abbreviations t-node and t-layer are used in
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the further text too). The main features of t-trees
(from the viewpoint of our experiments) are fol-
lowing. Each sentence is represented as a depen-
dency tree, whose nodes correspond to autoseman-
tic (meaningful) words and whose edges corre-
spond to syntactic-semantic relations (dependen-
cies). The nodes are labeled with the lemmas of
the autosemantic words. Functional words (such
as prepositions, auxiliary verbs, and subordinat-
ing conjunctions) do not have nodes of their own.
Information conveyed by word inflection or func-
tional words in the surface sentence shape is repre-
sented by specialized semantic attributes attached
to t-nodes (such as number or tense).

T-trees are still language specific (e.g. be-
cause of lemmas), but they largely abstract from
language-specific means of expressing non-lexical
meanings (such as inflection, agglutination, func-
tional words). Next reason for using t-trees as the
transfer medium is that they allow for a natural
transfer factorization. One can separate the trans-
fer into three relatively independent channels:* (1)
transfer of lexicalization (stored in t-node’s lemma
attribute), (2) transfer of syntactizations (stored
in t-node’s formeme attribute),”> and (3) transfer
of semantically indispensable grammatical cate-
gories® such as number with nouns and tense with
verbs (stored in specialized t-node’s attributes).

Another motivation for using t-trees is that
we believe that local tree contexts in t-trees
carry more information relevant for correct lexical
choice, compared to linear contexts in the surface
sentence shapes, mainly because of long-distance
dependencies and coordination structures.

Observed Symbols, Hidden States, and HMTM
Parameters. The most difficult part of the
tectogrammatical transfer step lies in transfer-

“Full independence assumption about the three channels
would be inadequate, but it can be at least used for smoothing
the translation probabilities.

SUnder the term syntactization (the second channel) we
understand morphosyntactic form — how the given lemma is
“shaped” on the surface. We use the t-node attribute formeme
(which is not a genuine element of the semantically ori-
ented t-layer, but rather only a technical means that facili-
tates modeling the transition between t-trees and surface sen-
tence shapes) to capture syntactization of the given t-node,
with values such as n:subj — semantic noun (s.n.) in sub-
ject position, n:for+X — s.n. with preposition for, N:poss —
possessive form of s.n., vibecause-+fin — semantic verb as a
subordinating finite clause introduced by because), adj:attr —
semantic adjective in attributive position.

SCategories only imposed by grammatical constraints
(e.g. grammatical number with verbs imposed by subject-
verb agreement in Czech) are disregarded on the t-layer.



ring lexicalization and syntactization (attributes
lemma and formeme), while the other attributes
(node ordering, grammatical number, gender,
tense, person, negation, degree of comparison
etc.) can be transferred by much less complex
methods. As there can be only one input labeling
function, we treat the following ordered pair as
the observed symbol: Y (v) = (L*"(v), F'*"“(v))
where L*"(v) is the source-language lemma of
the node v and F*"(v) is its source-language
formeme. Analogously, hidden state of node v is
the ordered couple X (v) = (L!9(v), F'"9(v)),
where L'9(v) is the target-language lemma of
the node v and F'9(v) is its target-language

formeme. Parameters of such HMTM are then
following:
P(X(v)|X(p(v))) = P(L9(v), F*"9(v)|L*9 (p(v)), F*"9 (p(v)))

— probability of a node labeling given its parent
labeling; it can be estimated from a parsed
target-language monolingual corpus, and
P(Y(0)|X(v)) = P(L*™(v), F*™(v)| L™ (v), F*"9 (v))
— backward translation probability; it can be esti-
mated from a parsed and aligned parallel corpus.
To summarize: the task of tectogrammatical
transfer can be formulated as revealing the values
of node labeling functions L'"9 and F''"9 given the
tree topology and given the values of node label-
ing functions L°"¢ and F*"¢. Given the HMTM
parameters specified above, the task can be solved
using HMTM-modified Viterbi algorithm by inter-
preting the first pair as the hidden state and the
second pair as the observation.

4 Experiment

To check the real applicability of HMTM transfer,
we performed the following preliminary MT ex-
periment. First, we used the tectogrammar-based
MT system described in (Zabokrtsky et al., 2008)
as a baseline.” Then we substituted its transfer
phase by the HMTM variant, with parameters esti-
mated from 800 million word Czech corpus and 60
million word parallel corpus. As shown in Table 1,
the HMTM approach outperforms the baseline so-
lution both in terms of BLEU and NIST metrics.

5 Conclusion

HMTM is a new approach in the field of CL. In our
opinion, it has a big potential for modeling syntac-
"For evaluation purposes we used 2700 sentences from

the evaluation section of WMT 2009 Shared Translation
Task. http://www.statmt.org/wmt09/
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System BLEU  NIST
baseline system 0.0898  4.5672
HMTM modification 0.1043  4.8445

Table 1: Evaluation of English-Czech translation.

tic trees. To show how it can be used, we applied
HMTM in an experiment on English-Czech tree-
based Machine Translation and reached an im-
provement over the solution without HMTM.
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Abstract

In this paper, emotion analysis on blog texts
has been carried out for a less privileged lan-
guage like Bengali. Ekman’s six basic emotion
types have been selected for reliable and semi
automatic word level annotation. An automatic
classifier has been applied for recognizing six
basic emotion types for different words in a
sentence. Application of different scoring
strategies to identify sentence level emotion
tag based on the acquired word level emotion
constituents have produced satisfactory per-
formance.

1 Introduction

Emotion is a private state that is not open to ob-
jective observation or verification. So, the identi-
fication of the emotional state of natural lan-
guage texts is really a challenging issue. Most of
the related work has been conducted for English.

The approach in this paper is to assign emo-
tion tags on the Bengali blog sentences with one
of the Ekman’s (1993) six basic emotion types
such as happiness, sadness, anger, fear, surprise
and disgust. The system consists of two phases,
machine learning based word level emotion clas-
sification followed by assignment of sentence
level emotion tags based on the word level con-
stituents using sense based scoring mechanism.
The classifier accuracy has been measured
through confusion matrix. Corpus based and
sense based tag weights have been calculated for
each of the six emotion tags and then these emo-
tion tag weights have been used to identify sen-
tence level emotion tag. The tuned reference
ranges selected from the development set have
proved effective on the test set.

The rest of the paper is organized as follows.
Section 2 describes the related work. Section 3
briefly describes the resource preparation. Ma-
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chine learning based word level emotion tagging
system framework and its evaluation results have
been discussed in section 4. Section 5 describes
the calculation of tag weights, sentence level
emotion detection process based on the tfag
weights, evaluation strategies and results. Finally
section 6 concludes the paper.

2 Related Work

(Mishne et al., 2006) used several supervised and
unsupervised machine learning techniques on
blog data for comparative evaluation. Importance
of verbs and adjectives in identifying emotion
has been explained in (Chesley et al., 2006).
(Yang et al., 2007) has used Yahoo! Kimo Blog
corpora containing emoticons associated with
textual keywords to build emotion lexicons.
(Chen et al., 2007) has experimented the emotion
classification task on web blog corpora using
Support Vector Machine (SVM) and Conditional
Random Field (CRF) and the observed results
have shown that the CRF classifiers outperform
SVM classifiers in case of document level emo-
tion detection.

3 Resource Preparation

Bengali is a less computerized language and
there is no existing emotion word list or Senti-
WordNet in Bengali. The English WordNet Af-
fect lists, (Strapparava et al., 2004) based on Ek-
man’s six basic emotion types have been updated
with the synsets retrieved from the English Sen-
tiWordNet to have adequate number of emotion
word entries.

These lists have been converted to Bengali us-
ing English to Bengali bilingual dictionary'.
These six lists have been termed as Emotion lists.
A Bengali SentiWordNet is being developed by
replacing each word entry in the synonymous set
of the English SentiWordNet (Esuli et al., 2006)

! http://home.uchicago.edu/~cbs2/banglainstruction.html
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by its equivalent Bengali meaning using the same
English to Bengali bilingual dictionary.

A knowledge base for the emoticons has been
prepared by experts after minutely analyzing the
Bengali blog data. Each image link of the emoti-
con in the raw corpus has been mapped into its
corresponding textual entity in the tagged corpus
with the proper emotion tags using the knowl-
edge base. The Bengali blog data have been col-
lected from the web blog archive
(www.amarblog.com) containing 1300 sentences
on 14 different topics and their corresponding
user comments have been retrieved.

4 Word Level Emotion Classification

Primarily, the word level annotation has been
semi-automatically carried out using Ekman’s six
basic emotion tags. The assignment of emotion
tag to a word has been done based on the type of
the Emotion Word lists in which that word is pre-
sent. Other non-emotional words have been
tagged with neutral type. 1000 sentences have
been considered for training of the CRF based
word level emotion classification module. Rest
200 and 100 sentences, verified by language ex-
perts to perform evaluation have been considered
as development and test data respectively.

4.1 Feature Selection and Training

The Conditional Random Field (CRF)
(McCallum, 2001) framework has been used for
training as well as for the classification of each
word of a sentence into the above-mentioned six
emotion tags and one neutral tag. By manually
reviewing the Bengali blog data and different
language specific characteristics, 10 active fea-
tures have been selected heuristically for our
classification task. Each feature value is boolean
in nature, with discrete value for intensity feature
at the word level.

o POS information: We are interested with
the verb, noun, adjective and adverb words
as these are emotion informative constitu-
ents. For this feature, total 1300 sentences
has been passed through a Bengali part of
speech tagger (Ekbal et al. 2008) based on
Support Vector Machine (SVM) tech-
nique. The POS tagger was developed
with a tagset of 26 POS tagsz, defined for
the Indian languages. The POS tagger has
demonstrated an overall accuracy of ap-
proximately 90%.

2http:// shiva.iiit.ac.in/SPSAL2007/iiit_tagset guidelines.pdf
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First sentence in a topic: It has been ob-
served that first sentence of the topic gen-
erally contains emotion (Roth et.al., 2005).

o  SentiWordNet emotion word. A word
appearing in the SentiWordNet (Bengali)
contains an emotion.

e  Reduplication: The reduplicated words
(e.g., bhallo bhallo [good good], khokhono
khokhono [when when] etc.) in Bengali are
most likely emotion words.

e  Question words: It has been observed
that the question words generally contrib-
ute to the emotion in a sentence.

o Colloquial / Foreign words: The collo-
quial words (e.g., kshyama [pardon] etc.)
and foreign words (e.g. Thanks, gossya
[anger] etc.) are highly rich with their
emotional contents.

o Special punctuation symbols: The sym-
bols (e.g. !, ?, @ etc ) appearing at the
word / sentence level convey emotions.

e Quoted sentence: The sentences espe-
cially remarks or direct speech always
contain emotion.

e  Negative word: Negative words such as
na (no), noy (not) etc. reverse the meaning
of the emotion in a sentence. Such words
are appropriately tagged.

e  Emoticons: The emoticons and their con-
secutive occurrences generally contribute
as much as real sentiment to the words or
sentences that precede or follow it.

Features Training  Testing
Parts of Speech 432 221
First Sentence 96 13
Word in SentiWordNet 684 157
Reduplication 18 7
Question Words 23 11
Coll. / Foreign Words 35 9
Special Symbols 16 4
Quoted Sentence 22 8
Negative Words 67 27
Emoticons 87 33

Table 1: Frequencies of different features

Different unigram and bi-gram context fea-
tures (word level as well as POS tag level) and
their combination has been generated from the
training corpus. The following sentence contains
four features (Colloquial word (khyama), special




symbol (!), quoted sentence and emotion word
(e [happy])) together and all these four fea-
tures are important to identify the emotion of this
sentence.

e we!l ‘gt s @R

(khyama) (dao)! “(tumi) (bhalo) (lok)”

(Forgive)! “(you) (good) (person)”

4.2 Evaluation Results of the Word-level
Emotion Classification

Evaluation results of the development set have
demonstrated an accuracy of 56.45%. Error
analysis has been conducted with the help of
confusion matrix as shown in Table 2. A close
investigation of the evaluation results suggests
that the errors are mostly due to the uneven dis-
tribution between emotion and non-emotion tags.

Tags | happy sad ang dis fear sur ntrl
happy 0.01 0.05 0.0 0.0 0.0 0.03
sad 0.006 0.02 0.03 0.0 0.0 0.02
ang 0.0 0.03 0.0 0.02 0.0 0.01
dis 0.0 0.0 0.01 0.01 0.0 0.01
fear 0.0 0.0 0.0 0.0 0.0 0.01
sur 0.02 0.0070.0 0.0 0.0 0.01
ntrl 0.0 0.0 0.0 00 0.0 0.0

Table 2: Confusion matrix for development set

The number of non-emotional or neutral type
tags is comparatively higher than other emotional
tags in a sentence. So, one solution to this unbal-
anced class distribution is to split the ‘non-
emotion’ (emo_ntrl) class into several subclasses.
That is, given a POS tagset POS, we generate
new emotion classes, ‘emo_ntrl-C’|Ce POS. We
have 26 sub-classes, which correspond, to non-
emotion tags such as ‘emo ntrl-NN’ (common
noun), ‘emo ntrl-VFM’ (verb finite main) etc.
Evaluation results of the system with the inclu-
sion of this class splitting technique have shown
the accuracies of 64.65% and 66.74% on the de-
velopment and test data respectively.

S Sentence Level Emotion Tagging

This module has been developed to identify sen-
tence level emotion tags based on the word level
emotion tags.

5.1 Calculation of Emotion Tag weights

Sense_Tag Weight (STW): The tag weight has
been calculated using SentiWordNet. We have
selected the basic six words “happy”, “sad”,
“anger”, “disgust”, “fear” “surprise” as the seed

words corresponding to each emotion type. The
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positive and negative scores in the English Sen-
tiWordNet for each synset in which each of these
seed words appear have been retrieved and the
average of the scores has been fixed as the
Sense_Tag Weight of that particular emotion tag.

Corpus_Tag Weight (CTW): This tag weight
for each emotion tag has been calculated based
on the frequency of occurrence of an emotion tag
with respect to the total number of occurrences
of all six types of emotion tags in the annotated
corpus.

Tag Types cTw STW
emo_happy 0.5112 0.0125
emo_sad 0.2327 (-)0.1022
emo_ang 0.0959 (-)05
emo_dis 0.1032 (-)0.075
emo_fear 0.0465 0.0131
emo_sur 0.0371 0.0625
emo_ntrl 0.0 0.0

Table 3: CTW and STW for each of six emotion
tags with neutral tag

5.2 Scoring Techniques

The following two scoring techniques depending
on two calculated tag weights (in section 5.1)
have been adopted for selecting the best possible
sentence level emotion tags.

(1) Sense Weight Score (SWS): Each sen-
tence is assigned a Sense Weight Score (SWS)
for each emotion tag which is calculated by di-
viding the total Sense_Tag Weight (STW)of all
occurrences of an emotion tag in the sentence by
the total Sense Tag Weight (STW) of all types
of emotion tags present in that sentence. The
Sense_Weight Score is calculated as
SWSi = (STWi * Ni) / (3 j=1t0 7 STWj * Nj) |i € j
where SWSi is the Sentence level
Sense_Weight Score for the emotion tag i in the
sentence and /Vi is the number of occurrences of
that emotion tag in the sentence. STWi: and STW;
are the Sense_Tag Weights for the emotion tags i
and j respectively. Each sentence has been as-
signed with the sentence level emotion tag SET:
for which SWSi is highest, i.e.,

SETi=[max i=1 to 6(SWSi)].

(2) Corpus Weight Score (CWS): This meas-
ure is calculated in a similar manner by using the
CTW of each emotion tag. The corresponding
Bengali sentence is assigned with the emotion
tag for which the sentence level CWS is highest.
The scoring mechanism has been considered for
verifying any domain related biasness of emotion
and their influence in emotion detection process.



5.3 Evaluation Results of Sentence Level
Emotion Tagging

Each sentence in the development and test sets
have been annotated with positive or negative or
neutral valence and with any of the six emotion
tags. The SWS has been used in identifying va-
lence scores as there is no valence information
carried by CWS. The sentences for which the
total SWS produced positive, negative and zero
(0) values have been tagged as positive, negative
and neutral type. Any domain biasness through
CWS has been re-evaluated through SWS also.
We have taken the Bengali corpus from comic
related background. So, during analysis on the
development set, the CWS outperforms the SWS
significantly in identifying happy, disgust, fear
and surprise sentence level emotion tags. The
other SETs have been identified through SWS as
the CWS for these SETs are significantly less
than their corresponding SWS as shown in Table
5. The knowledge and information of the refer-
ence ranges (shown in Table 4) of SWS and
CWS for assigning valence and six other emotion
tags, acquired after tuning of development set,
have been applied on the test set. The valence
and emotion tag assignment process has been
evaluated using accuracy measure on test data.
The difference in the accuracies for the develop-
ment and test sets is negligible. It signifies that
the best possible reference range for valence and
other emotion tags have been selected. Results in
Table 5 show that the system has performed sat-
isfactorily for valence identification as well as
for sentence level emotion tagging.

Category Reference Range

Valence (SWS) | 0to 2.35 (+ve), 0 to -0.56
(-ve) and 0.0 neutral)

happy 0.31to 1 (CWS)

sad -0.15to -1.6 (SWS)

angry -0.5to -1.9 (SWS)

disgust 0.18to 1 (CWS)

fear 0.14to 1.9 (CWS)

surprise 0.15to0 1.76 (CWS)

Table 4: Reference ranges

6 Conclusion

The hierarchical ordering of the word level to
sentence level and from sentence level to docu-
ment level can be considered as the well favored
route to track the document level emotional ori-
entation. The handling of negative words and
metaphors and their impact in detecting sentence
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level emotion along with document level analysis
are the future areas to be explored.

Development Test
Category Before After
CWS SWS

Valence -- 49.56 65.43 66.54
happy 54.15 10.33 63.88 64.28
sad 7.66 4293 6456 6642
angry 1547 53.44 61.48 60.28
disgust 60.13 17.18 70.19 72.18
fear 55.57 11.54 66.04 67.14
surprise 50.25 12.39 6545 66.45

Table 5: Accuracies (in %) of valence and six
emotion tags in development set before and after
applying the reference range and in test set
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Abstract

This paper proposes how to automatically
identify Korean comparative sentences from
text documents. This paper first investigates
many comparative sentences referring to pre-
vious studies and then defines a set of compar-
ative keywords from them. A sentence which
contains one or more elements of the keyword
set is called a comparative-sentence candidate.
Finally, we use machine learning techniques to
eliminate non-comparative sentences from the
candidates. As a result, we achieved signifi-
cant performance, an F1-score of 88.54%, in
our experiments using various web documents.

1 Introduction

Comparing one entity with other entities is one
of the most convincing ways of evaluation (Jin-
dal and Liu, 2006). A comparative sentence for-
mulates an ordering relation between two entities
and that relation is very useful for many applica-
tion areas. One key area is for the customers. For
example, a customer can make a decision on
his/her final choice about a digital camera after
reading other customers' product reviews, e.g.,
“Digital Camera X is much cheaper than Y
though it functions as good as Y!” Another one
is for manufacturers. All the manufacturers have
an interest in the articles saying how their prod-
ucts are compared with competitors’ ones.
Comparative sentences often contain some
comparative keywords. A sentence may express
some comparison if it contains any comparative

keywords such as ‘&ZLf ([bo-da]: than)’, ‘7f&f
([ga-jang]: most)’, ‘Lf= ([da-reu]: different)’,
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‘Z' ([gat]: same)’. But many sentences also ex-

press comparison without those keywords. Simi-
larly, although some sentences contain some
keywords, they cannot be comparative sentences.
By these reasons, extracting comparative sen-
tences is not a simple or easy problem. It needs
more complicated and challenging processes
than only searching out some keywords for ex-
tracting comparative sentences.

Jindal and Liu (2006) previously studied to
identify English comparative sentences. But the
mechanism of Korean as an agglutinative lan-
guage and that of English as an inflecting lan-
guage have seriously different aspects. One of
the greatest differences related to our work is that
there are Part-of-Speech (POS) Tags for compar-
ative and superlative in English®, whereas, unfor-
tunately, the POS tagger of Korean does not pro-
vide any comparative and superlative tags be-
cause the analysis of Korean comparative is
much more difficult than that of English. The
major challenge of our work is therefore to iden-
tify comparative sentences without comparative
and superlative POS Tags.

We first survey previous studies about the Ko-
rean comparative syntax and collect the corpus
of Korean comparative sentences from the Web.
As we refer to previous studies and investigate
real comparative sentences form the collected
corpus, we can construct the set of comparative
keywords and extract comparative-sentence can-
didates; the sentences which contain one or more
element of the keyword set are called compara-
tive-sentence candidates. Then we use some ma-
chine learning techniques to eliminate non-
comparative sentences from those candidates.
The final experimental results in 5-fold cross

1 JIR: adjective and comparative, JJS: adjective and superla-
tive, RBR: adverb and comparative, and RBS: adverb and
superlative
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validation show the overall precision of 88.68%
and the overall recall of 88.40%.

The remainder of the paper is organized as fol-
lows. Section 2 describes the related work. In
section 3, we explain comparative keywords and
comparative-sentence candidates. In section 4,
we describe how to eliminate non-comparative
sentences from the candidates extracted in pre-
ceding section. Section 5 presents the experimen-
tal results. Finally, we discuss conclusions and
future work in section 6

2 Related Work

We have not found any direct work on automati-
cally extracting Korean comparative sentences.
There is only one study by Jindal and Liu (2006)
that is related to English. They used comparative
and superlative POS tags and additional some
keywords to search English comparative sen-
tences. Then they used Class Sequential Rules
and Naive Bayesian learning method. Their ex-
periment showed a precision of 79% and recall
of 81%.

Our research is closely related to linguistics.
Ha (1999) described Korean comparative con-
structions with a linguistic view. Oh (2003) dis-
cussed the gradability of comparatives. Jeong
(2000) classified the adjective superlative by the
type of measures.

Opinion mining is also related to our work.
Many comparative sentences also contain the
speaker’s opinions and especially comparison is
one of the most powerful tools for evaluation.
We have surveyed many studies about opinion
mining (Lee et al., 2008; Kim and Hovy, 2006;
Wilson and Wiebe, 2003; Riloff and Wiebe,
2003; Esuli and Sebastiani, 2006).

Maximum Entropy Model is used in our tech-
nique. Berger et al. (1996) described Maximum
Entropy approach to National Language
Processing. In our experiments, we used Zhang’s
Maximum Entropy Model Toolkit (2004). Naive
Bayesian classifier is used to prove the perfor-
mance of MEM (McCallum and Nigam (1998)).

3 Extracting
Candidates

Comparative-sentence

In this section, we define comparative keywords
and extract comparative-sentence candidates by
using those keywords.
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3.1 Comparative keyword

First of all, we classify comparative sentences
into six types and then we extract single compar-
ative keywords from each type as follows:

Table 1. The six types of comparative sentences

Type Single-keyword Examples

1| Equality | <z ([gat]: same)’
2 | Similarity | « /=287 ([bi-seut-ha]: similar)’
3 | Difference | < 7= ([da-reu]: different)’
4 | Greater or ‘ &/ ([bo-da]: than)’

lesser

Superlative | < 7z x¢ ([ga-jang]: most)’
6 | Predicative | No single-keywords

We can easily find such keywords from the vari-
ous sentences in first five types, while we cannot
find any single keyword in the sentences of type
6.

Ex1) “X Zo/ AMEE ZLME X210, Y ZE2
KAX/Z0/CL”  ([X-gum-eui won-jae-ryo-neun
cho-san-vi-nil-su-ji-in-de,  Y-gum-eun cheon-
yeon-chi-kl-i-da]: Raw material of gum X is po-
lyvinyl acetate, but that of Y is natural chicle.)?

And we can find many non-comparative sen-
tences which contain some keywords. The fol-
lowing example (Ex2) shows non-comparative

though it contains “ Z* ([gat]: It means 'same’, but
it sometimes means 'think’)’.

Ex2) “Lf 4221 tf & b7 2 XA gofr.” ([Nae
sang-gak-en nae-il bi-ga ol geot gat-a-yo]: |
think it will rain tomorrow.)

Thus all the sentences can be divided into four
categories as follows:

Table 2. The four categories of the sentences

Single-keyword Contain | Not contain
Comparative S1 S2

Sentences

Non-comparative S3 S4 (unconcerned
Sentences group)

2 In fact, type 6 can be sorted as non-comparative from lin-
guistic view. But the speaker is probably saying that Y is
better than X. This is very important comparative data as an
opinion. Therefore, we also regard the sentences containing
implicit comparison as comparative sentences




Our final goal is to find an effective method to
extract S1 and S2, but single-keyword searching
just outputs S1 and S3. In order to capture S2, we
added long-distance-words sequences to the set
of single-keywords. For example, we could ex-
tract ‘<= [neun], 2/4/ [in-de], 2 [eun], O/L} [i-
da]>’ as a long-distance-words sequence from
Ex1-sentence. It means that the sentence is
formed as < S V but S V> in English (S: subject
phrase, V: verb phrase). Thus we defined com-
parative keyword in this paper as follows:

Definition (comparative keyword): A compara-
tive keyword is formed as a word or a phrase or
a long-distance-words sequence. When a com-
parative keyword is contained in any sentence,
the sentence is most likely to be a comparative
sentence. (We will use an abbreviation ‘CK’.)

3.2 Comparative-sentence Candidates

We finally set up a total of 177 CKs by human
efforts. In the previous work, Jindal and Liu
(2006) defined 83 keywords and key phrases in-
cluding comparative or superlative POS tags in
English; they did not use any long-distance-
words sequence.

Keyword searching process can detect most of
comparative sentences (S1, S2 and S3)° from
original text documents. That is, the recall is high
but the precision is low. We here defined a com-
parative-sentence candidate as a sentence which
contains one or more elements of the set of CKs.
Now we need to eliminate the incorrect sen-
tences (S3) from those captured sentences. First,
we divided the set of CKs into two subsets de-
noted by CKL1 and CKL2 according to the pre-
cision of each keyword; we used 90% of the pre-
cision as a threshold value. The average preci-
sion of comparative-sentence candidates with a
CKL1 keyword is 97.44% and they do not re-
quire any additional process. But that of compar-
ative-sentence candidates with a CKL2 keyword
is 29.34% and we decide to eliminate non-
comparative sentences only from comparative
sentence candidates with a CKL2 keyword.

4  Eliminating Non-comparative Sen-
tences from the Candidates

% As you can see in the experiment section, keyword search-
ing captures 95.96% comparative sentences.
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To effectively eliminate non-comparative sen-
tences from comparative sentence candidates
with a CKL2 keyword, we employ machine
learning techniques (MEM and Naive Bayes).
For feature extraction from each comparative-
sentence candidate, we use continuous words
sequence within the radius of 3 (the window size
of 7) of each keyword in the sentence; we expe-
rimented with radius options of 2, 3, and 4 and
we achieved the best performance in the radius
of 3. After determining the radius, we replace
each word with its POS tag; in order to reflect
various expressions of each sentence, POS tags
are more proper than lexical information of ac-
tual words. However, since CKs play the most
important role to discriminate comparative sen-
tences, they are represented as a combination of
their actual keyword and POS tag. Thus our fea-
ture is formed as “X =2 y”. (‘X means a se-
guence and ‘y’ means a class; y; denotes com-
parative and y, denotes non-comparative). For
instance, ‘<pv etm nbn Z/pa ep ef sf >* 3 y,” is
one of the features from the sentence of Ex2 in
section 3.1.

5 Experimental Results

Three trained human annotators compiled a cor-
pus of 277 online documents from various do-
mains. They discussed their disagreements and
they finally annotated 7,384 sentences. Table 3
shows the number of comparative sentences and
non-comparative sentences in our corpus.

Table 3. The numbers of annotated sentences

Total Comparative Non-comparative

7,384 2,383 (32%) 5,001 (68%)

Before evaluating our proposed method, we
conducted some experiments by machine learn-
ing techniques with all the unigrams of total ac-
tual words as baseline systems; they do not use
any CKs. The precision, recall and F1-score of
the baseline systems are shown at Table 4.

Table 4. The results of baseline systems (%)

Baseline Precision Recall F1-score
System
NB 35.98 91.62 51.66
MEM 78.17 63.34 69.94

The final overall results using the 5-fold cross
validation are shown in Table 5 and Figure 1.

* The labels such as ‘pv’, ‘etm’, ‘nbn’, etc. are Korean POS
Tags




Table 5. The results of our proposed method (%)

Method Preci- Recall F1-score
sion
CKs only 68.39 95.96 79.87
CKs + NB 85.42 88.59 86.67
CKs + MEM 88.68 88.40 88.54
O precision  Recall ™ F1-score
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Fig. 1 The results of our proposed method (%)

As shown in Table 5 and Figure 1, both of MEM
and NB is shown good performance but the F1-
score of MEM is little higher than that of NB. By
applying machine learning technique to our me-
thod, we can achieve high precision while we
can preserve high recall.

6 Conclusions and Future Work

In this paper, we have presented how to extract
comparative sentences from Korean text docu-
ments by keyword searching process and ma-
chine learning techniques. Our experimental re-
sults showed that our proposed method can be
effectively used to identify comparative sen-
tences. Since the research of comparison mining
is currently in the beginning step in the world,
our proposed techniques can contribute much to
text mining and opinion mining research.

In our future work, we plan to classify com-
parative types and to extract comparative rela-
tions from identified comparative sentences.
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Abstract

The importance of the new textual genres such
as blogs or forum entries is growing in parallel
with the evolution of the Social Web. This pa-
per presents two corpora of blog posts in Eng-
lish and in Spanish, annotated according to the
EmotiBlog annotation scheme. Furthermore,
we created 20 factual and opinionated ques-
tions for each language and also the Gold
Standard for their answers in the corpus. The
purpose of our work is to study the challenges
involved in a mixed fact and opinion question
answering setting by comparing the perform-
ance of two Question Answering (QA) sys-
tems as far as mixed opinion and factual set-
ting is concerned. The first one is open do-
main, while the second one is opinion-
oriented. We evaluate separately the two sys-
tems in both languages and propose possible
solutions to improve QA systems that have to
process mixed questions.

Introduction and motivation

In the last few years, the number of blogs has
grown exponentially. Thus, the Web contains
more and more subjective texts. A research from
the Pew Institute shows that 75.000 blogs are
created daily (Pang and Lee, 2008). They ap-
proach a great variety of topics (computer sci-
ence, sociology, political science or economics)
and are written by different types of people, thus
are a relevant resource for large community be-
havior analysis. Due to the high volume of data
contained in blogs, new Natural Language Proc-
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essing (NLP) resources, tools and methods are
needed in order to manage their language under-
standing. Our fist contribution consists in carry-
ing out a multilingual research, for English and
Spanish. Secondly, many sources are present in
blogs, as people introduce quotes from newspa-
per articles or other information to support their
arguments and make references to previous posts
in the discussion thread. Thus, when performing
a task such as Question Answering (QA), many
new aspects have to be taken into consideration.
Previous studies in the field (Stoyanov, Cardie
and Wiebe, 2005) showed that certain types of
queries, which are factual in nature, require the
use of Opinion Mining (OM) resources and tech-
niques to retrieve the correct answers. A further
contribution this paper brings is the analysis and
definition of the criteria for the discrimination
among types of factual versus opinionated ques-
tions. Previous researchers mainly concentrated
on newspaper collections. We formulated and
annotated of a set of questions and answers over
a multilingual blog collection. A further contri-
bution is the evaluation and comparison of two
different approaches to QA a fact-oriented one
and another designed for opinion QA scenarios.

Related work

Research in building factoid QA systems has a
long history. However, it is only recently that
studies have started to focus also on the creation
and development of QA systems for opinions.
Recent years have seen the growth of interest in
this field, both by the research performed and the
publishing of various studies on the requirements
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and peculiarities of opinion QA systems (Stoy-
anov, Cardie and Wiebe, 2005), (Pustejovsky
and Wiebe, 2006), as well as the organization of
international conferences that promote the crea-
tion of effective QA systems both for general and
subjective texts, as, for example, the Text Analy-
sis Conference (TAC)'. Last year’s TAC 2008
Opinion QA track proposed a mixed setting of
factoid (“rigid list”) and opinion questions
(“squishy list”), to which the traditional systems
had to be adapted. The Alyssa system (Shen et
al., 2007), classified the polarity of the question
and of the extracted answer snippet, using a Sup-
port Vector Machines classifier trained on the
MPQA corpus (Wiebe, Wilson and Cardie,
2005), English NTCIR? data and rules based on
the subjectivity lexicon (Wilson, Wiebe and
Hoffman, 2005). The PolyU (Wenjie et al.,
2008) system determines the sentiment orienta-
tion with two estimated language models for the
positive  versus negative categories. The
QUANTA (Li, 2008) system detects the opinion
holder, the object and the polarity of the opinion
using a semantic labeler based on PropBank® and
some manually defined patterns.

Evaluation

In order to carry out our evaluation, we em-
ployed a corpus of blog posts presented in
(Boldrini et al., 2009). It is a collection of blog
entries in English, Spanish and Italian. However,
for this research we used the first two languages.
We annotated it using EmotiBlog (Balahur et al.,
2009) and we also created a list of 20 questions
for each language. Finally, we produced the Gold
Standard, by labeling the corpus with the correct
answers corresponding to the questions.

1.1  Questions

What are the reasons for the success of the Kyoto
Protocol?

(Qué personaje importante esti a favor de la
colaboracion del estado en la lucha contra el
calentamiento global?

What arguments do people bring for their criticism of
media as far as the Kyoto Protocol is concerned?

¢A qué politicos americanos culpa la gente por la
grave situacion en la que se encuentra el planeta?

Why do people criticize Richard Branson?
(A quién reprocha la gente el fracaso del Protocolo de
Kyoto?

What president is criticized worldwide for his reaction
to the Kyoto Protocol?

¢Quién acusa a China por provocar el mayor daiio al
medio ambiente?

What American politician is thought to have developed
bad environmental policies?
(Como ven los expertos el futuro?

What American politician has a positive opinion on the
Kyoto protocol?
Cémo se considera el atentado del 11 de septiembre?

What negative opinions do people have on Hilary
Benn?
¢Cudl es la opinion sobre EEUU?

Why do Americans praise Al Gore’s attitude towards
the Kyoto protocol and other environmental issues?
(¢De donde viene la riqgueza de EEUU?

What country disregards the importance of the Kyoto
Protocol?
¢ Por qué la guerra es negativa?

What country is thought to have rejected the Kyoto
Protocol due to corruption?
¢ Por qué Bush se retird del Protocolo de Kyoto?

What alternative environmental friendly resources do
people suggest to use instead of gas en the future?

(6] ¢Cudl fue la posicion de EEUU sobre el Protocolo de
Kyoto?

Is Arnold Schwarzenegger pro or against the reduction
of CO2 emissions?
o ¢ Qué piensa Bush sobre el cambio climdtico?

What American politician supports the reduction of
CO2 emissions?
(Qué impresion da Bush?

What improvements are proposed to the Kyoto Proto-
18 F/ | O | col?
(0] ¢ Qué piensa China del calentamiento global?

What is Bush accused of as far as political measures
are concerned?

(6] ¢Cudl es la opinion de Rusia sobre el Protocolo de
Kyoto?

What initiative of an international body is thought to be
20 F/ | O | agood continuation for the Kyoto Protocol?
(@] (,Qué cree que es necesario hacer Yvo Boer?

No | TYPE QUESTION

What international organization do people criticize for
its policy on carbon emissions?

¢Cudl fie uno de los primeros paises que se preocupo
por el problema medioambiental?

1 F F

What motivates people’s negative opinions on the
Kyoto Protocol?

¢Cudl es el pais con mayor responsabilidad de la
contaminacion mundial segiin la opinion publica?

What country do people praise for not signing the
Kyoto Protocol?

¢ Quién piensa que la reduccion de la contaminacion se
deberia apoyar en los consejos de los cientificos?

What is the nation that brings most criticism to the
Kyoto Protocol?

¢ Qué administracion actiia totalmente en contra de la
lucha contra el cambio climdtico?

! http://www.nist.gov/tac/
2 http://research.nii.ac.jp/ntcir/

3 http://verbs.colorado.edu/~mpalmer/projects/ace.html

158

Table 1: List of question in English and Spanish

As it can be seen in the table above, we created
factoid (F) and opinion (O) queries for English
and for Spanish; however, there are some that
could be defined between factoid and opinion
(F/O) and the system can retrieve multiple an-
swers after having selected, for example, the po-
larity of the sentences in the corpus.

1.2  Performance of the two systems

We evaluated and compared the generic QA sys-
tem of the University of Alicante (Moreda et al.,
2008) and the opinion QA system presented in
(Balahur et al., 2008), in which Named Entity
Recognition with LingPipe®* and FreeLing® was

* http://alias-i.com/lingpipe/
3 http://garraf.epsevg.upc.es/freeling/




added, in order to boost the scores of answers
containing NEs of the question Expected Answer
Type (EAT). Table 2 presents the results ob-
tained for English and Table 3 for Spanish. We
indicate the id of the question (Q), the question
type (T) and the number of answer of the Gold
Standard (A). We present the number of the re-
trieved questions by the traditional system
(TQA) and by the opinion one (OQA). We take
into account the first 1, 5, 10 and 50 answers.

Q T A Number of found answers
@1 @5 @10 @ 50
TQA 0QA TQA OQA TQA 0QA TQA OQA
1 F 5 0 0 0 2 0 3 4 4
2 [6) 5 0 0 0 1 0 1 0 3
3 F 2 1 1 2 1 2 1 2 1
4 F 10 | 1 1 2 1 6 2 10 | 4
5 [6) 1110 0 0 0 0 0 0 0
6 (6] 2 0 0 0 0 0 1 0 2
7 [6) 5 0 0 0 0 0 1 0 3
8 F 5 1 0 3 1 3 1 5 1
9 F 5 0 1 0 2 0 2 1 3
10 F 2 1 0 1 0 1 1 2 1
11 [6) 2 0 1 0 1 0 1 0 1
12 [6) 3 0 0 0 1 0 1 0 1
13 F 1 0 0 0 0 0 0 0 1
14 F 7 1 0 1 1 1 2 1 2
15 F/O | 1 0 0 0 0 0 1 0 1
16 F/O | 6 0 1 0 4 0 4 0 4
17 F 10| 0 1 0 1 4 1 0 2
18 F/O | 1 0 0 0 0 0 0 0 0
19 F/O [ 270 1 0 5 0 6 0 18
20 F/O | 4 0 0 0 0 0 0 0 0
Table 2: Results for English
Q T| A Number of found answers
@1 @5 @10 @ 50
TQA 0QA TQA 0QA TQA 0QA TQA 0QA
1 F| 9 1 0 0 1 1 1 1 3
2 F| B |0 1 2 3 0 6 11 7
3 F| 2 0 1 0 2 0 2 2 2
4 F| 1 0 0 0 0 0 0 1 0
5 F| 3 0 0 0 0 0 0 1 0
6 F| 2 0 0 0 1 0 1 2 1
7 F| 4 0 0 0 0 1 0 4 0
8 F| 1 0 0 0 0 0 0 1 0
9 O| 5 0 1 0 2 0 2 0 4
10 | Of 2 0 0 0 0 0 0 0 0
11 0| 5 0 0 0 1 0 2 0 3
12 | O] 2 0 0 0 1 0 1 0 1
13 0| 8 0 1 0 2 0 2 0 4
14 10[2 |0 1 0 2 0 4 0 8
15 Ol 36 |0 1 0 2 0 6 0 15
16 |02 |0 0 0 0 0 0 0 0
17 1 O 50 |0 1 0 5 0 6 0 10
18 ol 10 |0 1 0 1 0 2 0 2
19 | O 4 0 1 0 1 0 1 0 1
20 | Of 4 0 1 0 1 0 1 0 1

Table 3: Results for Spanish
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1.3 Results and discussion

There are many problems involved when trying
to perform mixed fact and opinion QA. The first
can be the ambiguity of the questions e.g. ;De
donde viene la riqueza de EEUU?. The answer
can be explicitly stated in one of the blog sen-
tences, or a system might have to infer them
from assumptions made by the bloggers and their
comments. Moreover, most of the opinion ques-
tions have longer answers, not just a phrase snip-
pet, but up to 2 or 3 sentences. As we can ob-
serve in Table 2, the questions for which the
TQA system performed better were the pure fac-
tual ones (1, 3, 4, 8, 10 and 14), although in some
cases (question number 14) the OQA system re-
trieved more correct answers. At the same time,
opinion queries, although revolving around NEs,
were not answered by the traditional QA system,
but were satisfactorily answered by the opinion
QA system (2, 5, 6, 7, 11, 12). Questions 18 and
20 were not correctly answered by any of the two
systems. We believe the reason is that question
18 was ambiguous as far as polarity of the opin-
ions expressed in the answer snippets (“im-
provement” does not translate to either “positive”
or “negative”) and question 20 referred to the
title of a project proposal that was not annotated
by any of the tools used. Thus, as part of the fu-
ture work in our OQA system, we must add a
component for the identification of quotes and
titles, as well as explore a wider range of polar-
ity/opinion scales. Furthermore, questions 15, 16,
18, 19 and 20 contain both factual as well as
opinion aspects and the OQA system performed
better than the TQA, although in some cases,
answers were lost due to the artificial boosting of
the queries containing NEs of the EAT (Ex-
pected Answer Type). Therefore, it is obvious
that an extra method for answer ranking should
be used, as Answer Validation techniques using
Textual Entailment. In Table 3, the OQA missed
some of the answers due to erroneous sentence
splitting, either separating text into two sentences
where it was not the case or concatenating two
consecutive sentences; thus missing out on one
of two consecutively annotated answers. Exam-
ples are questions number 16 and 17, where
many blog entries enumerated the different ar-
guments in consecutive sentences. Another
source of problems was the fact that we gave a
high weight to the presence of the NE of the
sought type within the retrieved snippet and in
some cases the name was misspelled in the blog
entries, whereas in other NER performed by



FreeLing either attributed the wrong category to
an entity, failed to annotate it or wrongfully an-
notated words as being NEs. Not of less impor-
tance is the question duality aspect in question
17. Bush is commented in more than 600 sen-
tences; therefore, when polarity is not specified,
it is difficult to correctly rank the answers. Fi-
nally, also the problems of temporal expressions
and the coreference need to be taken into ac-
count.

Conclusions and future work

In this article, we created a collection of both
factual and opinion queries in Spanish and Eng-
lish. We labeled the Gold Standard of the an-
swers in the corpora and subsequently we em-
ployed two QA systems, one open domain, one
for opinion questions. Our main objective was to
compare the performances of these two systems
and analyze their errors, proposing solutions to
creating an effective QA system for both factoid
an opinionated queries. We saw that, even using
specialized resources, the task of QA is still chal-
lenging. Opinion QA can benefit from a snippet
retrieval at a paragraph level, since in many
cases the answers were not simple parts of sen-
tences, but consisted in two or more consecutive
sentences. On the other hand, we have seen cases
in which each of three different consecutive sen-
tences was a separate answer to a question. Our
future work contemplates the study of the impact
anaphora resolution and temporality on opinion
QA, as well as the possibility to use Answer
Validation techniques for answer re-ranking.
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Automatic Satire Detection: Are You Having a Laugh?
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Abstract

We introduce the novel task of determin-
ing whether a newswire article is “true”
or satirical. We experiment with SVMs,
feature scaling, and a number of lexical
and semantic feature types, and achieve
promising results over the task.

1 Introduction

This paper describes a method for filtering satirical
news articles from true newswire documents. We
define a satirical article as one which deliberately
exposes real-world individuals, organisations and
events to ridicule.

Satirical news articles tend to mimic true
newswire articles, incorporating irony and non se-
quitur in an attempt to provide humorous insight.
An example excerpt is:

Bank Of England Governor Mervyn King is a
Queen, Says Fed Chairman Ben Bernanke

During last night’s appearance on the Amer-
ican David Letterman Show, Fed Chairman
Ben Bernanke let slip that Bank of England
(BOE) Governor, Mervyn King, enjoys wearing
women’s clothing.

Contrast this with a snippet of a true newswire ar-
ticle:

Delegates prepare for Cairo conference amid
tight security

Delegates from 156 countries began preparatory
talks here Saturday ahead of the official opening
of the UN World Population Conference amid
tight security.

The basis for our claim that the first document is
satirical is surprisingly subtle in nature, and relates
to the absurdity of the suggestion that a prominent
figure would expose another prominent figure as
a cross dresser, the implausibility of this story ap-
pearing in a reputable news source, and the pun on
the name (King being a Queen).
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Satire classification is a novel task to compu-
tational linguistics. It is somewhat similar to the
more widely-researched text classification tasks of
spam filtering (Androutsopoulos et al., 2000) and
sentiment classification (Pang and Lee, 2008), in
that: (a) it is a binary classification task, and (b)
it is an intrinsically semantic task, i.e. satire news
articles are recognisable as such through interpre-
tation and cross-comparison to world knowledge
about the entities involved. Similarly to spam fil-
tering and sentiment classification, a key ques-
tion asked in this research is whether it is possi-
ble to perform the task on the basis of simple lex-
ical features of various types. That is, is it pos-
sible to automatically detect satire without access
to the complex inferencing and real-world knowl-
edge that humans make use of.

The primary contributions of this research are as
follows: (1) we introduce a novel task to the arena
of computational linguistics and machine learning,
and make available a standardised dataset for re-
search on satire detection; and (2) we develop a
method which is adept at identifying satire based
on simple bag-of-words features, and further ex-
tend it to include richer features.

2 Corpus

Our satire corpus consists of a total of 4000
newswire documents and 233 satire news articles,
split into fixed training and test sets as detailed in
Table 1. The newswire documents were randomly
sampled from the English Gigaword Corpus. The
satire documents were selected to relate closely
to at least one of the newswire documents by:
(1) randomly selecting a newswire document; (2)
hand-picking a key individual, institution or event
from the selected document, and using it to for-
mulate a phrasal query (e.g. Bill Clinton); (3) us-
ing the query to issue a site-restricted query to the

Proceedings of the ACL-IJCNLP 2009 Conference Short Papers, pages 161-164,
Suntec, Singapore, 4 August 2009. ©2009 ACL and AFNLP



Training  Test Total
TRUE 2505 1495 4000
SATIRE 133 100 233

Table 1: Corpus statistics

Google search engine;! and (4) manually filtering
out “non-newsy”, irrelevant and overly-offensive
documents from the top-10 returned documents
(i.e. documents not containing satire news articles,
or containing satire articles which were not rel-
evant to the original query). All newswire and
satire documents were then converted to plain text
of consistent format using 1ynx, and all content
other than the title and body of the article was
manually removed (including web page menus,
and header and footer data). Finally, all documents
were manually post-edited to remove references to
the source (e.g. AP or Onion), formatting quirks
specific to a particular source (e.g. all caps in the
title), and any textual metadata which was indica-
tive of the document source (e.g. editorial notes,
dates and locations). This was all in an effort to
prevent classifiers from accessing superficial fea-
tures which are reliable indicators of the document
source and hence trivialise the satire detection pro-
cess.

It is important to note that the number of satiri-
cal news articles in the corpus is significantly less
than the number of true newswire articles. This
reflects an impressionistic view of the web: there
is far more true news content than satirical news
content.

The corpus is novel to this research,
and is publicly available for download at
http://www.csse.unimelb.edu.au/
research/lt/resources/satire/.

3 Method

3.1 Standard text classification approach

We take our starting point from topic-based text
classification (Dumais et al., 1998; Joachims,
1998) and sentiment classification (Turney, 2002;
Pang and Lee, 2008). State-of-the-art results in
both fields have been achieved using support vec-

"The sites
theonion.com,
com, brokennewz.com,
bbspot.com, neowhig.org,
satiricalmuslim.com,
newsbiscuit.com.

queried were satirewire.com,
newsgroper.com, thespoof.
thetoque.com,
humorfeed.com,
yunews . com,
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tor machines (SVMs) and bag-of-words features.
We supplement the bag-of-words model with fea-
ture weighting, using the two methods described
below.

Binary feature weights: Under this scheme
all features are given the same weight, regard-
less of how many times they appear in each arti-
cle. The topic and sentiment classification exam-
ples cited found binary features gave better perfor-
mance than other alternatives.

Bi-normal separation feature scaling: BNS
(Forman, 2008) has been shown to outperform
other established feature representation schemes
on a wide range of text classification tasks. This
superiority is especially pronounced for collec-
tions with a low proportion of positive class in-
stances. Under BNS, features are allocated a
weight according to the formula:

[F=!(tpr) — F~*(fpr)|

where F~! is the inverse normal cumulative dis-
tribution function, ¢pr is the true positive rate
(P(feature|positive class)) and fpr is the false pos-
itive rate (P(feature|negative class)).

BNS produces the highest weights for features
that are strongly correlated with either the nega-
tive or positive class. Features that occur evenly
across the training instances are given the lowest
weight. This behaviour is particularly helpful for
features that correlate with the negative class in
a negatively-skewed classification task, so in our
case BNS should assist the classifier in making use
of features that identify true articles.

SVM classification is performed with SVM!9/?
(Joachims, 1999) using a linear kernel and the de-
fault parameter settings. Tokens are case folded;
currency amounts (e.g. $2.50), abbreviations (e.g.
U.S.A.), and punctuation sequences (e.g. a
comma, or a closing quote mark followed by a pe-
riod) are treated as separate features.

3.2 Targeted lexical features

This section describe three types of features in-
tended to embody characteristics of satire news
documents.

Headline features: Most of the articles in the
corpus have a headline as their first line. To a hu-
man reader, the vast majority of the satire docu-
ments in our corpus are immediately recognisable
as such from the headline alone, suggesting that
our classifiers may get something out of having the



headline contents explicitly identified in the fea-
ture vector. To this end, we add an additional fea-
ture for each unigram appearing on the first line
of an article. In this way the heading tokens are
represented twice: once in the overall set of uni-
grams in the article, and once in the set of heading
unigrams.

Profanity: true news articles very occasionally
include a verbal quote which contains offensive
language, but in practically all other cases it is in-
cumbent on journalists and editors to keep their
language “clean”. A review of the corpus shows
that this is not the case with satirical news, which
occasionally uses profanity as a humorous device.

Let P be a binary feature indicating whether
or not an article contains profanity, as determined
by the Regexp: :Common: :profanity Perl
module.?

Slang: As with profanity, it is intuitively true
that true news articles tend to avoid slang. An im-
pressionistic review of the corpus suggests that in-
formal language is much more common to satirical
articles. We measure the informality of an article
as:

where T’ is the set of unigram tokens in the article
and s is a function taking the value 1 if the token
has a dictionary definition marked as slang and 0
if it does not.

It is important to note that this measure of “in-
formality” is approximate at best. We do not at-
tempt, e.g., to disambiguate the sense of individ-
ual word terms to tell whether the slang sense of
a word is the one intended. Rather, we simply
check to see if each word has a slang usage in Wik-
tionary.?

A continuous feature is set to the value of ¢ for
each article. Discrete features highi and lowi are
set as:

1 i+ 20;
highi def { v > 1+ 20;
0
. def 1 v<i—20;
lowi =

{ 0
where i and o are, respectively, the mean and stan-
dard deviation of 7 across all articles.

2

http://search.cpan.org/perldoc?

Regexp: :Common: :profanity
*http://www.wiktionary.org
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3.3 Semantic validity

Lexical approaches are clearly inadequate if we
assume that good satirical news articles tend to
emulate real news in tone, style, and content.
What is needed is an approach that captures the
document semantics.

One common device in satire news articles is
absurdity, in terms of describing well-known indi-
viduals in unfamiliar settings which parody their
viewpoints or public profile. We attempt to cap-
ture this via validity, in the form of the relative fre-
quency of the particular combination of key partic-
ipants reported in the story. Our method identifies
the named entities in a given document and queries
the web for the conjunction of those entities. Our
expectation is that true news stories will have been
reported in various forums, and hence the number
of web documents which include the same com-
bination of entities will be higher than with satire
documents.

To implement this method, we first use the
Stanford Named Entity Recognizer* (Finkel et al.,
2005) to identify the set of person and organisation
entities, F/, from each article in the corpus.

From this, we estimate the validity of the com-
bination of entities in the article as:

where g is the set of matching documents returned
by Google using a conjunctive query. We antici-
pate that v will have two potentially useful prop-
erties: (1) it will be relatively lower when E in-
cludes made-up entity names such as Hitler Com-
memoration Institute, found in one satirical corpus
article; and (2) it will be relatively lower when F
contains unusual combinations of entities such as,
for example, those in the satirical article beginning
Missing Brazilian balloonist Padre spotted strad-
dling Pink Floyd flying pig.

We include both a continuous representation of
v for each article, in the form of log(v(FE)), and
discrete variants of the feature, based on the same
methodology as for highi and lowi.

4 Results

The results for our classifiers over the satire cor-
pus are shown in Table 2. The baseline is a naive
classifier that assigns all instances to the positive

*http://nlp.stanford.edu/software/
CRF-NER.shtml



(“article=-SATIRE?”) P R F

all-positive baseline  0.063 1.000 0.118
BIN 0.943 0.500 0.654
BIN+lex 0.945 0.520 0.671
BIN-+val 0.943 0.500 0.654
BIN-+all 0.945 0.520 0.671
BNS 0.944 0.670 0.784
BNS+lex 0.957 0.660 0.781
BNS+val 0.945 0.690 0.798
BNS+all 0.958 0.680 0.795

Table 2: Results for satire detection (P = preci-
sion, R = recall, and F = F-score) for binary un-
igram features (BIN) and BNS unigram features
(BNS), optionally using lexical (lex), validity (val)
or combined lexical and validity (all) features

class (i.e. SATIRE). An SVM classifier with simple
binary unigram word features provides a standard
text classification benchmark.

All of the classifiers easily outperform the base-
line. This is to be expected given the low pro-
portion of positive instances in the corpus. The
benchmark classifier has very good precision, but
recall of only 0.500. Adding the heading, slang,
and profanity features provides a small improve-
ment in both precision and recall.

Moving to BNS feature scaling keeps the very
high precision and increases the recall to 0.670.
Adding in the heading, slang and profanity lexical
features (“+lex”) actually decreases the F-score
slightly, but adding the validity features (“+val”)
provides a near 2 point F-score increase, resulting
in the best overall F-score of 0.798.

All of the BNS scores achieve statistically
significant improvements over the benchmark in
terms of F-score (using approximate randomisa-
tion, p < 0.05). The 1-2% gains given by adding
in the various feature types are not statistically sig-
nificant due to the small number of satire instances
concerned.

All of the classifiers achieve very high precision
and considerably lower recall. Error analysis sug-
gests that the reason for the lower recall is subtler
satire articles, which require detailed knowledge
of the individuals to be fully appreciated as satire.
While they are not perfect, however, the classi-
fiers achieve remarkably high performance given
the superficiality of the features used.
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5 Conclusions and future work

This paper has introduced a novel task to computa-
tional linguistics and machine learning: determin-
ing whether a newswire article is “true” or satiri-
cal. We found that the combination of SVMs with
BNS feature scaling achieves high precision and
lower recall, and that the inclusion of the notion of
“validity” achieves the best overall F-score.
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Hierarchical Multi-Class Text Categorization
with Global Margin Maximization
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Abstract

Text categorization is a crucial and well-
proven method for organizing the collec-
tion of large scale documents. In this pa-
per, we propose a hierarchical multi-class
text categorization method with global
margin maximization. We not only max-
imize the margins among leaf categories,
but also maximize the margins among
their ancestors. Experiments show that the
performance of our algorithm is competi-
tive with the recently proposed hierarchi-
cal multi-class classification algorithms.

1 Introduction

In the past serval years, hierarchical text catego-
rization has become an active research topic in
database area (Koller and Sahami, 1997; Weigend
et al., 1999) and machine learning area (Rousu et
al., 2006; Cai and Hofmann, 2007).

Hierarchical categorization methods can be di-
vided in two types: local and global approaches
(Wang et al., 1999; Sun and Lim, 2001). A lo-
cal approach usually proceeds in a top-down fash-
ion, which firstly picks the most relevant cate-
gories of the top level and then recursively making
the choice among the low-level categories. The
global approach builds only one classifier to dis-
criminate all categories in a hierarchy. Due that the
global hierarchical categorization can avoid the
drawbacks about those high-level irrecoverable er-
ror, it is more popular in the machine learning do-
main.

The essential idea behind global approach is
that the close classes(nodes) have some common
underlying factors. Especially, the descendant
classes can share the characteristics of the ances-
tor classes, which is similar with multi-task learn-
ing(Caruana, 1997). A key problem for global hi-
erarchical categorization is how to combine these
underlying factors.
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In this paper, we propose an method for hierar-
chical multi-class text categorization with global
margin maximization. We emphasize that it is im-
portant to separate all the nodes of the correct path
in the class hierarchy from their sibling node, then
we incorporate such information into the formula-
tion of hierarchical support vector machine.

The rest of the paper is organized as follows.
Section 2 describes the basic model of multi-class
hierarchical categorization with maximizing mar-
gin. Then we propose our improved versions in
section 3. Section 4 gives the experimental analy-
sis. Section 5 concludes the paper.

2 Hierarchical Multi-Class Text
Categorization

Multiclass SVM can be generalized to the problem
of hierarchical categorization (Cai and Hofmann,
2007), which has more than two categories in most
of the case. Denote Y; as the multilabels of x; and
Y, the multilabels set not in Y;. The separation
margin of w, with respect to x;, can be approxi-
mated as:

)]

min
YEY;,JEY;

<(D(Xi7 y) - (I)(Xia y)7 W>

¥i(w)

The loss function can be accommodated to
multi-class SVM to scale the penalties for margin
violations proportional to the loss. This is moti-
vated by the fact that margin violations involving
an incorrect class with high loss should be penal-
ized more severely. So the cost-sensitive hierar-
chical multiclass formulation takes takes the fol-
lowing form:

1 "
I‘r’lvlggHWHQ‘FCZfi )
’ i=1

S.L(w,0®;(y,y))>1
& > 0(Vi)
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where 0®;(y,y) o(xi,y) — (xi,5),
l(y,y) > 0 and ®(x,y) is the joint feature of in-
put x and output y, which can be represented as:

o(x,y) = Aly) ® ¢(x) 3)

where ® is the tensor product. A(y) is the feature
representation of y.

Thus, we can classify a document x to label y*:

y* = arg max F(w,®(x,y)) 4)

where F'(-) is a map function.

There are different kinds of loss functions
Uy,y)

One is thezero-one loss, [y /1 (y,u) = [y # u].

Another is specially designed for the hierarchy
is tree loss(Dekel et al., 2004). Tree loss is defined
as the length of the path between two multilabels
with positive microlabels,

ler = |path(i:y; =1,j :u; =1)] )

(Rousu et al., 2006) proposed a simplified ver-
sion of Iy, namely [ 7:

g = cilyy # wikypa(§) = tpagp)],  (6)
j

that penalizes a mistake in a child only if the label
of the parent was correct. There are some different
choices for setting c¢;. One naive idea is to use
a uniform weighting (c; = 1). Another possible
choice is to divide the loss among the sibling:

Croot = 1, ¢ = CParent(j)/(|Sib(j)| + 1) (7

Another possible choice is to scale the loss by the
proportion of the hierarchy that is in the subtree
T'(j) rooted by j:

¢j = |TG)I/IT(root)| (8)
Using these scaling weights, the derived losses are

referred as [ ; ..l -, and [ -, respectively.

3 Hierarchical Multi-Class Text
Categorization with Global Margin

Maximization

In previous literature (Cai and Hofmann, 2004;
Tsochantaridis et al., 2005), they focused on sep-
arating the correct path from those incorrect path.
Inspired by the example in Figure 1, we emphasize
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it is also important to separate the ancestor node in
the correct path from their sibling node.

The vector w can be decomposed in to the set

of w; for each node (category) in the hierarchy. In
Figure 1, the example hierarchy has 7 nodes and 4
of them are leaf nodes. The category is encode
as an integer, 1,...,7. Suppose that the train-
ing pattern x belongs to category 4. Both w in
the Figure 1a and Figure 1b can successfully clas-
sify x into category 4, since F(w,®(x,y4))
1,24 (Wi, x) is the maximal among all the possi-
ble discriminate functions. So both learned param-
eter w is acceptable in current hierarchical support
vector machine.
Here we claim the w in Figure 1b is better than the
w in Figure la. Since we notice in Figure 1a, the
discriminate function (wg,x) is smaller than the
discriminate function (w3, x). The discriminate
function (w;,x) measures the similarity of x to
category ¢. The larger the discriminate function is,
the more similar x is to category ¢. Since category
2 is in the path from the root to the correct cate-
gory and category 3 is not, intuitively, x should be
closer to category 2 than category 3. But the dis-
criminate function in Figure 1a is contradictive to
this assumption. But such information is reflected
correctly in Figure 1b. So we conclude w in Fig.
1b is superior to w in la.

Here we propose a novel formulation to incor-
porate such information. Denote A; as the mul-
tilabel in Y; that corresponds to the nonleaf cate-
gories and Sib(z) denotes the sibling nodes of z,
that is the set of nodes that have the same parent
with z, except z itself. Implementing the above
idea, we can get the following formulation:

1
min _fwl® + C1) &+C2y G )
_ & L yeyY;
s.t.{w,09,(y,y > 1—— (Vi," =
< -y 1y, y) ( y €Y
_ Gi .z € A(i)
q)i ) 2 1-— —\ ) — .
(w, 0®i(2,2)) l(z,2) (ve S Szb(z))
& = 0(Vi)
G > 0(Vi)
It arrives at the following Lagrangian:
L(W7§17'“7£n7§17"'7cn)
— Wl + i Y6+ €2 3
. (v 7)) — &
- ZZ: ); alyy(<w75¢l(Y7y)> 1+ l(y,y))



Figure 1: Two different discriminant function in a hierarchy

Gi
l(z, Z)

—Z Z Bizz({(w,09;(z,2)) — 1

zEA;
zeSib(z)

=D = > diG

)

10)

The dual QP becomes

max O(a
o

ZZaznyrZ > Bz

i YEY; z€A;
yey; zESzb(z)
1 !
_*Z Z Z 0,4,y 9,0, (11)
1,j YEY; rey;
yEY’L K‘GY
_72 Z Z ,jzzkk’
1,  ZEA; keA;
z€Szb(z) kGSzb(k)
S.Lgyy = 0, (12)
Bizz > 0, (13)
> <G (14)
= yY)
yEY;
WZZ
> < Gy (15)
= Uz2)
zeSib(z)
1
where ) Q’Jyy” 2
Qiyy Qjre (0P (y,¥), 0@, (r,T)) and szzkk =

ﬁiziﬁjkf( <6(I)1(Z7 2)7 5(1)] (kv E)>
3.1 Optimization Algorithm

The derived QP can be very large, since the num-
ber of o and (3 variables is up to O(n *2V), where
n is number of training pattern and NV is the num-
ber of nodes in the hierarchy. But two properties
of the dual problem can be exploited to design a
much more efficient optimization.

First, the constraints in the dual problem Eq. 11
- Eq. 15 factorize over the instance index for both
a-variables and (3-variables. The constraints in
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Eq. 14 do not couple a-variables and (3-variables
together. Further, dual variables a;yy and o;y/o
belonging to different training instances ¢ and j do
not join in a same constraints. This inspired an
optimization procedure which iteratively performs
subspace optimization over all dual variables oy
belonging to the same training instance. This will
in general reduced to a much smaller QP, since
it freezes all ajyy with j # i and (-variables at
their current values. This strategy can be applied
in solving (3-variables.

Secondly, the number of active constraints at the
solution is expected to be relatively small, since
only a small fraction of categories y € Y; ( or
y € Sib(y) when y € A;) will typically fail to
achieve the required margin. The expected sparse-
ness of the variable for the dual problem can be
exploited by employing a variable selection strat-
egy. Equivalently, this corresponds to a cutting
plane algorithm for the primal QP. Intuitively, we
will identify the most violated margin constraint
with index (7,y,y) and then add the correspond-
ing variable to the optimization problem. This
means that we start with extremely sparse prob-
lems and only successively increase the number of
variables in the active set. This general approach
to deal with large linear or quadratic optimization
problems is also known as column selection. In
practice, it is often not necessary to optimize until
final convergence, which adds to the attractiveness
of this approach.

We have used the LOQO optimization package
(Vanderbei, 1999) in our experiments.

4 Experiment

We evaluate our proposed model on the section D
in the WIPO-alpha collection', which consists of
the 1372 training and 358 testing document. The

"World Intellectual Property Organization (WIPO)



Table 1: Prediction losses (%) obtained on WIPO.
The values per column is calculated with the dif-
ferent loss function.

. Rl T N S I A I
HSVM 48.6 188.8 94.4 97.2 54 7.5
lo/1 HSVM-S 48.3 186.6 933 96.6 5.2 7.4
HSVM 49.7 187.7 93.9 99.4 5.0 7.1
17N HSVM-S 47.8 165.3 | 89.7 90.5 4.8 6.9
HM3 70.9 167.0 - 89.1 5.0 7.0
HSVM 49.4 186.0 93.0 98.9 5.0 7.5
lir HSVM-S 48.9 181.4 90.2 97.8 4.9 71
HSVM 472 181.0 90.5 94.4 5.0 7.0
l,., [A5VHM=5 | 469 | 1793 | 88.7 | 910 | 49 | 69
HM3 70.1 172.1 - 88.8 52 7.4
HSVM 494 184.9 92.5 98.9 4.8 7.4
l.;, [ HSVM—S | 489 | 1702 916 | 908 | 47 | 74
HM3 64.8 172.9 - 92.7 4.8 7.1
HSVM 50.6 189.9 95.0 101.1 52 7.5
l.., | ASvi—s | 472 | 1694 | 852 | 894 | 43 | 66
HM3 65.0 170.9 - 91.9 4.8 7.2

number of nodes in the hierarchy is 188, with max-
imum depth 3.

We compared the performance of our proposed
method HSVM-S with two algorithms: HSVM(Cai
and Hofmann, 2007) and HM3(Rousu et al., 2006).

4.1 Effect of Different Loss Function

We compare the methods based on different loss
functions, 50/1’ IAs Uiry Lanss Lsip and gyp. The per-
formances for three algorithms can be seen in Ta-
ble 1. Those empty cells, denoted by “-”, are not
available in (Rousu et al., 2006).

As expected, ly/q is inferior to other hierarchi-
cal losses by getting poorest performance in all the
testing losses, since it can not take into account the
hierarchical information between categories. The
results suggests that training with a hierarchical
losses function, like l3;, or lg,;, would lead to a
better reduced ly/; on the test set as well as in
terms of the hierarchical loss. In Table 1, we can
also point out that when training with the same
hierarchical loss, the performance of HSVM-S is
better than HSVM under the measure of most hier-
archical losses, since HSVM-S includes more hier-
archical information,the relationship between the
sibling categories, than HSVM which only separate
the leave categories.

5 Conclusion

In this paper we present a hierarchical multi-class
document categorization, which focus on maxi-
mize the margin of the classes at the different
levels in the class hierarchy. In future work, we
plan to extend the proposed hierarchical learning
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method to the case where the hierarchy is a DAG
instead of tree and scale up the method further.
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Abstract

We propose categories of finer-grained polari-
ty for a more effective aspect-based sentiment
summary, and describe linguistic and ontolog-
ical clues that may affect such fine-grained po-
larity. We argue that relevance for satisfaction,
contrastive weight clues, and certain adver-
bials work to affect the polarity, as evidenced
by the statistical analysis.

1 Introduction

Sentiment analysis have been widely conducted
in several domains such as movie reviews, prod-
uct reviews, news and blog reviews (Pang et al.,
2002; Turney, 2002). The unit of the sentiment
varies from a document level to a sentence level
to a phrase-level, where a more fine-grained ap-
proach has been receiving more attention for its
accuracy. Sentiment analysis on product reviews
identifies or summarizes sentiment from reviews
by extracting relevant opinions about certain
attributes of products such as their parts, or prop-
erties (Hu and Liu, 2004; Popescu and Etzioni,
2005). Aspect-based sentiment analysis summa-
rizes sentiments with diverse attributes, so that
customers may have to look more closely into
analyzed sentiments (Titov and McDonald,
2008). However, there are additional problems.
First, it is rather hard to choose the right level
of detail. If concepts corresponding to attributes
are too general, the level of detail may not be so
much finer than the ones on a document level.
On the other hand, if concepts are too specific,
there may be some attributes that are hardly men-
tioned in the reviews, resulting in the data
sparseness problem. Second, there are cases
when some crucial information is lost. For ex-
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ample, suppose that two product attributes are
mentioned in a sentence with a coordinated or
subordinated structure. In this case, the informa-
tion about their relation may not be shown in the
summary if they are classified into different up-
per-level attributes. Consider (1).

(1) a X2 SEAwhgryl kg, Alge] Y-

o] 5$] 2. osun macciman, sayksangi nemwu
etwuweyo. ‘It fits me okay, but the color is too
dark.” (size: barely positive, color: negative)
b. AZrtE £ gEAul, <rell WA =
AUzt g WE&-27 Fol Q. sayngkakpota
com vyalpciman, aney patchye ipnun kenikka
nalum kwaynchanhunke kathayo. ‘It’s a bit
thinner than | thought, but it is good enough
for layering.” (thickness: negative but accepta-
ble, overall: positive)

Example (1) shows sample customer reviews
about clothes, each first in Korean, followed by a
Yale Romanized form, and an English translation.
Note that the weight of the polarity in the senti-
ment about size e.g. in (1a) is overcome by the
one about color. However, if the overall senti-
ment is computed by considering only the num-
ber of semantically identical phrases in the re-
views, it misses the big picture.

In particular, when opinions regarding
attributes are described with respect to expres-
sions whose polarities are dependent on the spe-
cific contexts such as the weather or user prefe-
rence, an overestimated or underestimated
weight of the sentiment for each attribute may be
assigned. In our example, 8FU}/yalpta/‘thin’ has
an ambiguous polarity, i.e., either positive or
negative, whose real value depends on the ex-
pected utility of the clothes. In this case, the neg-
ative polarity is the intended one, as shown in
(1b). In order to reflect this possibility, we need
to adjust the weight of each polarity accordingly.

In this paper, we propose to look into the kind
of linguistic and ontological clues that may in-
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fluence the use of polarities, or the relevance for
‘satisfaction of purchase’ inspired by Kano’s
theory of quality element classification (Huisko-
nen and Pirttila, 1998), the conceptual granulari-
ties, and such syntactic and lexical clues as con-
junction items and adverbs. They may play sig-
nificant roles in putting together the identified
polarity information, so as to assess correctly
what the customers consider most important. We
conducted several one-way Analysis of Variance
(ANOVA) tests to identify the effects of each
clue on deriving categories of polarity and quan-
tification method 2 to see whether these clues
can distinguish fine-grained polarities correctly.

Section 2 introduces categories of polarity.
Section 3 analyzes ontological and linguistic
clues for identifying the proper category. Section
4 describes our method to extract such clues for a
statistical analysis. Section 5 discusses the results
of the analysis and implications of the results.
Section 6 concludes the paper.

2 Categories of polarity

We suggest two more fine-grained categories of
polarity, or ‘barely positive’ (BP) and ‘accepta-
bly negative’ (AN), in addition to positive (P),
negative (N) and neutral (NEU). We distinguish
‘barely positive’ from normal positive and dis-
tinguish ‘acceptably negative’ from normal nega-
tive in order to derive finer-grained sentiments.
Wilson and colleagues (2006) identified the
strength of news articles in the MPQA corpus,
where they separated intensity (low, medium,
high) from categories (private states). For the
purpose of identifying each attribute’s contribu-
tion to the satisfaction after purchase, we believe
that it is not necessary to have so many degrees
of intensity. We argue that the polarity of ‘barely
positive’ may hold attributes that must be satis-
fied and that ‘acceptably negative’ may hold
those that are somewhat optional.

3 Linguistic and Ontological Analyses

In this section, we discuss linguistic and ontolog-
ical clues that influence the process of identify-
ing finer-grained polarity. For the purpose of ex-
position, we build hierarchical and aspect-based
review structure as shown in Figure 1. Major
aspects include Price, Delivery, Service, and
Product. If we go down another level, Product is
divided into Quality and Comfortableness. In
defining relevant attributes, we consider all the
lower-level concepts of major aspects, which
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contain the characteristics of the product with a
description of the associated sentiment.

Delivery

Service Product

I—I—l
Quality IComforta
bleness

Comple’teness Luxury‘tlook Aesthetic Managémenl Function Desfgn Size Color Matérial

Price

Figure 1. Review structure

Relevance for Satisfaction: We consider re-
levant attributes that affect the quality and satis-
faction of the products as one of the important
clues. Quality elements classified by Kano as
shown in Table 1 can be base indicators of rele-
vant attributes for satisfaction in real review text.
For example, while completeness of the product
may become crucial if the product has a defect, it
is usually not the case that it would contribute
much to the overall satisfaction of the customer.

Quality Elements Example features

Must-be Quality (MQ) Durability, Completeness

1-dimension Quality (1DQ) |Design, Color, Material

Attractive Quality (AQ) Luxurious look

Table 1. Kano's Quality Elements

Conceptual Granularity: The concepts cor-
responding to attributes have a different level of
detail. If the customer wants to comment on
some attributes in detail, she could use a fine-
grained concept (e.g., the width of the thigh part
of the pants) rather than a coarse-grained one
(e.g., just the size of the pants). To deal properly
with the changing granularity of such concepts,
we constructed a domain specific semi-
hierarchical network for clothes of the Clothing-
Type structure, in addition to the Review struc-
ture, by utilizing hierarchical category informa-
tion in online shopping malls. Figure 2 shows an
example for “pants”.

ClothingType

Hip Waist Thigh Calf
Material+
Length+ —
Color —
Design:
Line+ |
Design:
Style* |
Design:
Pattern* |
Design: __ |

Detail*
Size —!

Figure 2. ClothingType structure for pants

Syntactic and Lexical Clues: Descriptions of
each attribute in the reviews are often expressed



in a phrase or clause, so that conjunctions, or
endings of a word with a conjunctive marker in
Korean, play a significant role in connecting one
attribute to another. They also convey a subtle
meaning of the sentiment about relations be-
tween two or more connected attributes. We
classified such syntactic clues into 4 groups of
likeness (L), contrary (C), cause-effect (CE), and
contrary with contrastive markers (CC).

Wilson and colleagues (2006) selected some
syntactic clues as features for intensity classifica-
tion. The selected features are shown to improve
the accuracy, but the set of clues may vary to the
nature of the given corpus, so that some other-
wise useful clues that reflect a particular focused
structure may not be selected. We argue that
some syntactic clues such as the use of certain
conjunctions can be identified manually to make
up for the limitation of feature selection.

Adverbs modifying adjectives or verbs such as
too, and very also strengthen the polarity of a
given sentiment, so such clues work to differen-
tiate normal positive or negative from ‘barely
positive’ and ‘acceptably negative’. Table 2
summarizes linguistic clues in the present analy-
sis.

Clues Examples
CONJ/ L -1 -ko “and’
END C -A| 2t —ciman ‘but’,
Z13 1} kulena ‘however’
CE -0 A -gse ‘so’, L) A
kulayse ‘therefore’
CcC -Z1 =X 7k -kin -ciman ‘It’s
..., ‘but’, “though’
ADV Strong | v}~ maywu ‘very’,
Y5 nemwu ‘too’
Mild < com “a little’

Table 2. Syntactic and Lexical Clues

All these three types of clue that appear in the
review text may interact with one another. For
example, attributes with “barely positive’ tend to
be described with a concept on a coarse level,
and may belong to Must-be Quality (e,g., size in
(1a)). However, if such attributes are negative,
customers may explain them with a very fine-
grained concept (e.g., the width of thigh is okay,
but the calf part is too wide; interaction between
relevance for satisfaction and conceptual granu-
larity). They may also use adverbs such as ‘too’
to emphasize such unexpected polarity informa-
tion. For emphasis, a contrastive structure can be
used to indicate which attribute has a more
weight (e.g., “A but B’; interaction between syn-
tactic clues and relevance for satisfaction). In
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addition, an unfocused attribute A may be the
attribute with ‘acceptably negative’ if the polari-
ty of the attribute B is positive. We believe that
the interaction between lexical and syntactic
clues and relevance for satisfaction are the most
important and that this correlation information
may be utilized with such fine-grained polarity
as ‘barely positive’ or “acceptably negative’.

4 Clue Acquisition

We acquired data semi-automatically for each
clue from the extracted attributes and their de-
scriptions from 500 product reviews of several
types of pants and annotated polarities manually.
We obtained raw text reviews from one of the
major online shopping malls in Korea' and per-
formed a morphology analysis and POS-tagging.
After POS-tagging, we collected all the noun
phrases as candidates of attributes. We regarded
some of them as attributes with the following
guidelines and filtered out the rest: 1) NP with
frequent adjectives 2) NP with frequent non-
functional and intransitive verbs. In the case of
subject omission, we converted adjectives or
verbs into their corresponding nouns, such as
‘thin’ into “thickness’. Hu and Liu (2004) identi-
fied attributes of IT products based on frequent
noun phrases and Popescu and Etzioni (2005)
utilized PMI values between product class (ho-
tels and scanners) and some phrases including
product. In our case, we used attributes that be-
long only to the Product concept in the Review
structure, because most attributes we consider
are sub-types or sub-attribute of Product. The
total number of <attribute, polarity> pairs is 474.

For relevance for satisfaction, we converted
extracted attributes into one of the types of Ka-
no’s quality elements by the mapping table we
built. For conceptual granularity we regarded all
the attributes with a depth less than 2 as ‘coarse’
and those more than 2 as ‘fine’. Syntactic and
lexical clues are identified from the context in-
formation around extracted adjective or verbs by
the patterns based on POS information.

5 Statistical Analysis and Discussion

We conducted one-way Analysis of Variance
(ANOVA) tests using relevance for satisfaction
(ReV), conceptual granularity (Granul), and two
linguistic clues, ADV and CONJ/END, in order
to assess the effects of each clue on identifying
categories of polarity. The ANOVA suggests
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reliable effects of ReV (F(2,474) = 22.2; p
=.000), ADV (F(2, 474) = 41.3; p = .000), and
CONJ/END (F(3, 474) = 6.1; p = .000). We also
performed post-hoc tests to test significant dif-
ferences. For ReV, there are significant differ-
ences between ‘MQ’ and ‘1DQ’ (p=.000), and
between ‘MQ’ and *‘AQ’ (p =.032). AQ is related
to “‘positive’ and MQ to “‘acceptably negative’ by
the result. For ADV, there are significant differ-
ences between all pairs (p <.05). For CONJ/END,
there are significant differences between ‘like-
ness’ and ‘contrary’ (p = .015), and between
‘likeness’ and ‘contrary with contrastive mark-
ers’ (p = .025). The ‘contrary’ and ‘contrary
with contrastive markers’ types of conjunctions
are related to ‘acceptably negative’.

We also conducted Quantification method 2 to
see if these clues can discriminate between BP
and P and discriminate between AN and N. The
regression equation for distinguishing AN from
N is statistically significant at the 5% level
(F(7,177) = 12,2; R?*=0.335; Std. error of the es-
timate = 0.821; error rate for discriminant =
0.21). The coefficients for ‘mild’ (t*=30.8), ‘con-
trary’ (t*=17.8) and ‘contrary with contrastive
markers’ (t*=14.1) are significant.

The results lead us to conclude that we can
identify ‘acceptably negative’ from the clothes
reviews by extracting the particular lexical clue,
adverbs of ‘mild’ category and syntactic clue,
such as conjunctions of ‘contrary’, and ‘contrary
with contrastive markers’, or contrastive weight.
This clue may convey the customer’s argumenta-
tive intention toward the product, or argumenta-
tive orientation, for instance, A and B in ‘A but B.
C’ have different influence on the following dis-
course C (Elhadad and McKeown, 1990).

Although ‘contrary with contrastive markers’
plays an important role in identifying ‘acceptably
negative’, it could also be used to identify anoth-
er type of ‘positive’ as shown in example (2).

@ F FATe Utk adx
wE=3171 32, com twukkeptanun sayng-
kaki tupnita. kulayto ttattushakin haneyyo. ‘It
is a bit thick, but it keeps me warm.’

It is a positive feature, but neither fully positive
nor barely positive. It seems to be somewhere in-
between. The order of appearance in reviews
may also affect the strength of polarity. In addi-
tion, particular cue phrases such as ~Z4h
wj 31/kesman ppayko/‘except that ...” can also
convey ‘acceptably negative’, too.

In the future, we need to assess the importance
of each proposed clue relative to others and to
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the existing ones. We also need to investigate the
nature of interactions among linguistic, ontologi-
cal and relevance for satisfaction clues, which
may influence the actual performance for identi-
fying finer-grained polarity.

6 Conclusion and Future Work

We proposed further categories of polarity in
order to make aspect-based sentiment summary
more effective. Our linguistic and ontological
analyses suggest that there are clues, such as ‘re-
levance for satisfaction’, ‘contrastive weight’ and
certain adverbials, that work to affect polarity in
a more subtle but crucial manner, as evidenced
also by the statistical analysis. We plan to find
out product attributes that contribute most to
modeling the interaction among the proposed
clues in effective sentiment summarization.
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Finding Hedges by Chasing Weasels. Hedge Detection Using
Wikipedia Tags and Shallow Linguistic Features
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Abstract as a readily annotated corpus. Based on this data,
we have built a system to detect sentences that

We investigate the automatic detection of contain |inguistic hedges_ We compare a base-
sentences containing linguistic hedges us-  |ine relying on word frequency measures with one
ing corpus statistics and syntactic pat-  combining word frequency with shallow linguistic
terns. We take Wikipedia as an already  features.
annotated corpus using its tagged weasel
words which mark sentences and phrases 2 Related Work

as non-factual. We evaluate the quality of

tion, as well as shallow linguistic features. ~ cused almost exclusively on the biomedical do-
main. Light et al. (2004) present a study on an-
1 Introduction notating hedges in biomedical documents. They

) ] show that the phenomenon can be annotated ten-
While most research in natural language proces%étively reliably by non-domain experts when us-

ing is dealing with identifying, extracting and clas- g 5 (wo-way distinction. They also perform first
sifying facts, recent years have seen a surge in res, seriments on automatic classification.

search on sentiment aqd subjectivity (see Pang & Medlock & Briscoe (2007) develop a weakly
!_ee (5008) fotr) arkl)ovke r\clllew)l.OH?wever, svenﬁOp'n'supervised system for hedge classification in a
lons have to be backed up by facts to be e eCtIV?/ery narrow subdomain in the life sciences. They

as.arguments. Dlstlngwsh!ng fact_s from fiction €-start with a small set of seed examples known
quires to detect subtle variations in the use of lin-

istic devi h as linquistic hed hich i to indicate hedging. Then they iterate and ac-
guistic devices such as linguistic hedges whic In'quire more training seeds without much manual

dipate that speakers do not back up their Opinionﬁﬂervention (step 2 in their seed generation pro-
with facts (Lakoff, 1|973_; Hyland,|1998). it f cedure indicates that there is some manual inter-
Many NLP applications could benefit from vention). Their best system results in a 0.76 pre-

ident.ifying Iinguistig hedges, e.g. q%‘eS“O” aN-cision/recall break-even-point (BEP). While Med-
swering systems (Riloff et al., 2003), information . ¢ Briscoe use words as features, Szarvas
extraction from biomedical documents (Medlock(zoos) extends their work to n-grams. He also ap-

& Briscoe, 2007; Szarvas, 2008), and d(:“(:(:"'Otionmies his method to (slightly) out of domain data

detecpon (Bachenko etal., 2008)_‘ ) ] .. and observes a considerable drop in performance.
While NLP research on classifying linguistic

hedges has been restricted' to analysing. biomed \Weasal Words

cal documents, the above (incomplete) list of ap-

plications suggests that domain- and languageWikipedia editors are advised to avoideasel
independent approaches for hedge detection neadprds because they “offer an opinion without re-
to be developed. We investigate Wikipedia as aally backing it up, and ...are really used to ex-
source of training data for hedge classification. Wepress a non-neutral point of view.” Examples
adopt Wikipedia’s notion ofveasel wordswhich ~ for weasel words as given by the style guide-
we argue to be closely related to hedges and pr——+— _ o
M Wikipedia articles contain a spey, http:/fen. wi ki pedi a. or g/wi ki /
Vfaj[e states. Many Wikip e ) ) PEw ki pedi a: Guide_to_writing_better_
cific weasel tagso that Wikipedia can be viewed articl es
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lines? are: “Some people say ...", “I think ...", 'S M C

“Clearly ...”, “...is widely regarded as ...”, K|045 071 0.6
“It has been said/suggested/noticed ...", “It may S 0.78 0.6
be that ...” We argue that this notion is sim- M 0.8

ilar to linguistic hedging, which is defined by
Hyland (1998) as “...any linguistic means used
to indicate either a) a lack of complete com-
mitment to the truth value of an accompany- .

ing proposition, or b) a desire not to express:ags' Again, we created a balanced set of 500 sen-
that commitment categorically.” The Wikipedia ences. )

style guidelines instruct editors to, if they notice As.the number of weasel tags IS Very IO_W_ con-
weasel words, insert B{weasel - i nl i ne}} or sidering the number of sentences in the Wikipedia
a{{weasel - \;vor d}} tag (both of which we wil dumps, we still expected there to be a much higher
hereafter refer to as weasel tag) to mark sentencé«g"mber of potential weasel words which had not

Table 1: Pairwise inter-annotator agreement

or phrases for improvement, e.g. yet been tagged leading to false positives. There-
fore, we also annotated a small sample manu-

(1) G hers argue {{weasel-inline}} that ally. One of the authors, two linguists and one
the news nedia are sinply catering computer scientist annotated 100 sentences each,

to public demand. .

50 of which were the same for all annotators to
(2) ...therefore Anerica is viewed by enable measuring agreement. The annotators la-
some {{weasel -inline}} technol ogy beled the data independently and following anno-

pl anners as falling further behind

Eur ope . . . tation guidelines which were mainly adopted from

the Wikipedia style guide with only small adjust-
4 Dataand Annotation ments to match our pre-processed data. We then
usedCohen’s Kappa(x) to determine the level
Weasel tags indicate that an article needs to be inef agreement (Carletta, 1996). Table 4 shows the
proved, i.e., they are intended to be removed afteagreement between each possible pair of annota-
the objectionable sentence has been edited. Thisrs. The overall inter-annotator agreement was
implies that weasel tags are short lived, very sparse = 0.65, which is similar to what Light et al.
and that — because weasels may not have bedB004) report but worse than Medlock & Briscoe’s
discovered yet — not all occurrences of linguistic(2007) results. As Gold standard we merged all
hedges are tagged. Therefore we collected not orfeur annotations sets. From the 50 overlapping in-
but several Wikipedia dump#$rom the years 2006 stances, we removed those where less than three
to 2008. We extracted only those articles that conannotators had agreed on one category, resulting
tained the strind {weasel . Out of these articles, in a set of 246 sentences for evaluation.
we extracted 168,923 unique sentences containing
437 weasel tags. 5 Method
We use the dump completed on July 14, 2008 ,
as development test data. Since weasel tags arer Words Preceding Weasel Tags

very sparse, any measure of precision would hav@e investigate the five words occurring right be-
been overwhelmed by false positives. Thus weore each weasel tag in the corpus (but within the
created a balanced test set. We chose one randogame sentence), assuming that weasel phrases con-
non-tagged sentence per tagged sentence, resutkin at most five words and weasel tags are mostly
ing (after removing corrupt data) in a set of 500insertedbehindweasel words or phrases.
sentences. We removed formatting, comments and Each word within these 5-grams receives an in-
links to references from all dumps. As testing datagjvidual score, based a) on the relative frequency
we use the dump completed on March 6, 2009¢f this word in weasel contexts and the corpus in
It Comprises 70,437 sentences taken from artiCIegeneraj and b) on the average distance the word
containing the string {weasel with 328 weasel has to a weasel tag, if found in a weasel context.
e . o We assume that a word is an indicator for a weasel
http://en.w ki pedi a. org/ wi ki/ - .
W ki pedi a: Avoi d_weasel _wor ds if it occurs close before a weasel tag. The final
Sht t p: / / downl oad. wi ki pedi a. or g/ scoring function for each word in the training set
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is thus: 2. Passive constructionSt(is believed”, “It is

considered)
Score(w) = RelF(w) + AvgDist(w) (1)
3. Adverbs {Often”, “Probably” )

with W (w) We POS-tagged the test data with the TnT tagger

= m (2) (Brants, 2000) and developed finite state automata

0g2{AW to detect such constellations. We combine these
and syntactic patterns with the word-scoring function
from above. If a pattern is found, only the head

O of the pattern (i.e., adverbs, main verbs for passive
>j=0 dist(w, weaseltag;) patterns, nouns and quantifiers for numerically un-

3) derspecified subjects) is assigned a score. The

W (w) denotes the number of times wotdoc-  scoring functionadding syntactic patterns (asp)
curred in the context of a weasel tag, whereasgr each sentence is:

C(w) denotes the total number of times oc-

curred in the corpus. The basic idea of thel F’ headss

score is to give those words a high score, which oc- asp(S) =tanh Y Score(w;) (6)

cur frequently in the context of a weasel tag. How- =0

ever, due to the sparseness of tagged instancedlere headss = the number of pattern heads

words that occur with a very high frequency in thefound in sentencé’.

corpus automatically receive a Iower score tharé3 Results and Discussion

low-frequent words. We use the logarithmic func-

tion to diminish this effect. Both, the classifier based owords preceding
In equation 3, for each weasel context weasel (wpwand the one based @uded syntac-

dist(w, weaseltag;) denotes the distance of word tic patterns (aspperform comparably well on the

w to the weasel tag ifi. A word that always ap- development test datavpwreaches a 0.69 preci-

pears directly before the weasel tag will receivesion/recall break-even-point (BEP) with a thresh-

an AvgDist value of 1, a word that always ap- old of o = 0.99, whileaspreaches a 0.70 BEP with

pears five words before the weasel tag will receivea threshold ot = 0.76.

an AvgDist value of%. The score for each word  Applied to the test data these thresholds yield an

is stored in a list, based on which we derive theF-Score of 0.70 fowpw (prec. = 0.55/rec. = 0.98)

classifier ords preceding weasel (wpw)Each and an F-score of 0.68 (prec. = 0.69/rec. = 0.68)

RelF (w)

AvgDist(w) =

sentenceés is classified by for asp(Table 2 shows results at a few fixed thresh-
olds allowing for a better comparison). This indi-
S — weasel if wpw(S) > o (4) cates that the syntactic patterns do not contribute

to the regeneration of weasel tags. Word frequency
whereo is an arbitrary threshold used to control and distance to the weasel tag are sufficient.

the precision/recall balance andpw(S) is the The decreasing precision of both approaches
sum of scores over all words ifi, normalized by  when trained on more tagged sentences (i.e., com-
the hyperbolic tangent: puted with a higher threshold) might be caused by

the great number of unannotated weasel words. In-
deed, an investigation of the sentences scored with
the added syntactic patterns showed that many
high-ranked sentences were weasels which had
with |S| = the number of words in the sentence. not been tagged. A disadvantage of the weasel
tag is its short life span. The weasel tag marks a

IS
wpw(S) = tanh Z Score(w;) (5)
i=0

5.2 Adding shallow linguistic features phrase that needs to be edited, thus, once a weasel
A great number of the weasel words in Wikipediaword has been detected and tagged, it is likely to
can be divided into three categories: get removed soon. The number of tagged sen-

tences is much smaller than the actual number of
1. Numerically underspecified subjects¢me weasel words. This leads to a great number of
people”, “Experts”, “Many”) false positives.
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S 60 .70 .76 .80 .90 .98 Wikipedia. For a narrow domain, we suggest to
wpw | 68 .68 .68 .69 .69 .70 start with our approach for deriving a seed set of
asp 67 68 .68 .68 .61 .59 hedging indicators and then to use a weakly super-

ma”“"’\‘/'v S\C‘V”Ot- s . .. & vised approach.
asp 68 69 69 69 .70 .65 Though our classifiers were trained on data

. from multiple Wikipedia dumps, there were only
Table 2: F-scores at different thresholds (bold af few hundred training instances available. The
the precision/recall break-even-points determine¢ansient nature of the weasel tag suggests to
on the development data) use the Wikipedia edit history for future work,
since the edits faithfully record all occurrences of

The difference betweewpw andaspbecomes weasel tags.

more distinct when the manually annotated dat&AcknowIedgments. This work has been par-

form the test set. Heraspoutperformswpwby  tia|ly funded by the European Union under the
a large margin, though this is also due to the fachygject Judicial Management by Digital Libraries
that wpw performs rather poorlyaspreaches an gemantics (JUMAS FP7-214306) and by the

F-score of 0.69 (prec. = 0.61/rec. = 0.78), whilek|ays Tschira Foundation, Heidelberg, Germany.
wpwreaches only an F-Score of 0.59 (prec. =0.42/

rec. = 1). This suggests that the added syntactiReferences
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Abstract

This paper proposes a method to ex-
tract product features from user reviews
and generate a review summary. This
method only relies on product specifica-
tions, which usually are easy to obtain.
Other resources like segmenter, POS tag-
ger or parser are not required. At fea-
ture extraction stage, multiple specifica-
tions are clustered to extend the vocabu-
lary of product features. Hierarchy struc-
ture information and unit of measurement
information are mined from the specifi-
cation to improve the accuracy of feature
extraction. At summary generation stage,
hierarchy information in specifications is
used to provide a natural conceptual view
of product features.

1 Introduction

Review mining and summarization aims to extract
users’ opinions towards specific products from
reviews and provide an easy-to-understand sum-
mary of those opinions for potential buyers or
manufacture companies. The task of mining re-
views usually comprises two subtasks: product
features extraction and summary generation.

Hu and Liu (2004a) use association mining
methods to find frequent product features and use
opinion words to predict infrequent product fea-
tures. A.M. Popescu and O. Etzioni (2005) pro-
poses OPINE, an unsupervised information ex-
traction system, which is built on top of the Kon-
wltAll Web information-extraction system. In or-
der to reduce the features redundancy and pro-
vide a conceptual view of extracted features, G.
Carenini et al. (2006a) enhances the earlier work
of Hu and Liu (2004a) by mapping the extracted
features into a hierarchy of features which de-
scribes the entity of interest. M. Gamon et al.

Houfeng Wang
Key Laboratory of
Computational Linguistics
(Peking University)
Ministry of Education, China
wanghf@pku.edu.cn

(2005) clusters sentences in reviews, then label
each cluster with a keyword and finally provide
a tree map visualization for each product model.
Qi Su et al. (2008) describes a system that clus-
ters product features and opinion words simulta-
neously and iteratively.

2 Our Approach

To generate an accurate review summary for a
specific product, product features must be iden-
tified accurately. Since product features are of-
ten domain-dependent, it is desirable that the fea-
tures extraction system is as flexible as possible.
Our approach are unsupervised and relies only on
product specifications.

2.1 Specification Mining

Product specifications can usually be fetched from
web sites like Amazon automatically. Those mate-
rials have several characteristics that are very help-
ful to review mining:

1. Nicely structured, provide a natural concep-
tual view of products;

2. Include only relevant information of the
product and contain few noise words;

3. Except for the product feature itself, usually
also provide a unit to measure this feature.

A typical mobile phone specification is partially
given below:

e Physical features

— Form: Mono block with full keyboard
— Dimensions: 4.49 x 2.24 x 0.39 inch
— Weight: 4.47 oz

e Display and 3D

— Size: 2.36 inch
— Resolution: 320 x 240 pixels (QVGA)

Proceedings of the ACL-IJCNLP 2009 Conference Short Papers, pages 177-180,
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2.2 Architecture

The architecture of our approach. is depicted in
Figure 1. We first retrieve multiple specifications
from various sources like websites, user manu-
als etc. Then we run clustering algorithms on
the specifications and generate a specification tree.
And then we use this specification tree to extract
features from product reviews. Finally the ex-
tracted features are presented in a tree form.

|| Specifications

1 Clustering

Reviews

Appearance

2 Feature
Extraction

L

Size
Price
Thickness

3 Summary
Generation

Size: small
Thickness: thin
price: low

Figure 1: Architecture Overview

2.3 Specification Clustering

Usually, each product specification describes a
particular product model. Some features are
present in every product specification. But there
are cases that some features are not available in all
specifications. For instance, “WiFi” features are
only available in a few mobile phones specifica-
tions. Also, different specifications might express
the same features with different words or terms.
So it is necessary to combine multiple specifica-
tions to include all possible features. Clustering
algorithm can be used to combine specifications.
We propose an approach that takes following in-
herent information of specifications into account:

e Hierarchy structure: Positions of features
in hierarchy reflect relationships between fea-
tures. For example, “length”, “width” feature
are often placed under “size” feature.
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e Unit of measurement: Similar features are
usually measured in similar units. Though
different specification might refer the same
feature with different terms, the units of mea-
surement used to describe those terms are
usually the same. For example, “dimension”
and “‘size” are different terms, but they share
the same unit “mm” or “inch”.

Naturally, a product can be viewed as a tree of
features. The root is the product itself. Each node
in the tree represents a feature in the product. A
complex feature might be conceptually split into
several simple features. In this case, the complex
feature is represented as a parent and the simple
features are represented as its children.

To construct such a product feature tree, we
adopt the following algorithm:

e Parse specifications: We first build a dic-
tionary for common units of measurement.
Then for every specification, we use regular
expression and unit dictionary to parse it to a
tree of (feature, unit) pairs.

Cluster specification trees: Given multiple
specification trees, we cluster them into a sin-
gle tree. Similarities between features are a
combination of their lexical similarity, unit
similarity and positions in hierarchy:

Sim(f1, f2) =Sime,(f1, £2)

+ a % Simparent(fL f2)

+ (1 - Oé) * Simchildren(fl) f2)

The parameter « is set to 0.7 empirically. If
Sim(f1, f2) is larger than 5, we merge fea-
tures f1 and f2 together.

After clustering, we can get a specification tree
resembles the one in subsection 2.1. However,
this specification tree contains much more features
than any single specification.

2.4 Features Extraction

Features described in reviews can be classified into
two categories: explicit features and implicit fea-
tures (Hu and Liu, 2004a). In the following sec-
tions, we describe methods to extract features in
Chinese product reviews. However, these meth-
ods are designed to be flexible so that they can be
easily adapted to other languages.



2.4.1 Explicit Feature Extraction

We generate bi-grams in character level for every
feature in the specification tree, and then match
them to every sentence in the reviews. There might
be cases that some bi-grams would overlap or con-
catenated. In these cases, we join those bi-grams
together to form a longer expression.

2.4.2 Implicit Feature Extraction

Some features are not mentioned directly but can
be inferred from the text. Qi Su et al. (2008) in-
vestigates the problem of extracting those kinds
of features. There approach utilizes the associa-
tion between features and opinion words to find
implicit features when opinion words are present
in the text. Our methods consider another kind of
association: the association between features and
units of measurement. For example, in the sen-
tence “A mobile phone with 8 mega-pixel, not very
common in the market.” feature name is absent in
the sentence, but the unit of measurement “mega
pixel” indicates that this sentence is describing the
feature “camera resolution”.

We use regular expression and dictionary of unit
to extract those features.

2.5 Summary Generation

There are many ways to provide a summary. Hu
and Liu (2004b) count the number of positive and
negative review items towards individual feature
and present these statistics to users. G. Carenini
et al. (2006b) and M. Gamon et al. (2005) both
adopt a tree map visualization to display features
and sentiments associated with features.

We adopt a relatively simple method to generate
a summary. We do not predict the polarities of the
user’s overall attitudes towards product features.
Predicting polarities might entail the construction
of a sentiment dictionary, which is domain depen-
dent. Also, we believe that text descriptions of fea-
tures are more helpful to users. For example, for
feature “size”, descriptions like “small” and “thin”
are more readable than “positive”.

Usually, the words used to describe a product
feature are short. For each product feature, we re-
port several most frequently occurring uni-grams
and bi-grams as the summary of this feature. In
Figure 2, we present a snippet of a sample sum-
mary output.

« mobile phone: not bad, expensive

o appearance: cool
= color: white
= size: smadl, thin

o camerafunctionality: so-so, acceptable
= picture quality: good
= picture resolution: not high

o entertainment functionality: powerful
= game: fun, simple

Figure 2: A Summary Snippet

3 Experiments

In this paper, we mainly focus on Chinese prod-
uct reviews. The experimental data are retrieved
from ZOL websites (www.zol.com.cn). We
collected user reviews on 2 mobile phones, 1 digi-
tal camera and 2 notebook computers. To evaluate
performance of our algorithm on real-world data,
we do not perform noise word filtering on these
data. Then we have a human tagger to tag features
in the user reviews. Both explicit features and im-
plicit features are tagged.

No. of Clustering | Mobile | Digital | Notebook
Specifications Phone | Camera | Computer

1 153 101 102

5 436 312 211

10 520 508 312

Table 1: No. of Features in Specification Trees.

The specifications for all 3 kinds of products
are retrieved from ZOL, PConline and IT168 web-
sites. We run the clustering algorithm on the spec-
ifications and generate a specification tree for each
kind of product. Table 1 shows that our clustering
method is effective in collecting product features.
The number of features increases rapidly with the
number of specifications input into clustering al-
gorithm. When we use 10 specifications as input,
the clustering methods can collect several hundred
features.

Then we run our algorithm on the data and eval-
uate the precision and recall. We also run the al-
gorithms described in Hu and Liu (2004a) on the
same data as the baseline.

From Table 2, we can see the precision of base-
line system is much lower than its recall. Examin-
ing the features extracted by baseline system, we
find that many mistakenly recognized features are
high-frequency words. Some of those words ap-
pear many times in text. They are related to prod-



No. of Hu and Liu’s Approach the Proposed Approach
Product Model Features | Precision | Recall | F-measure | Precision | Recall | F-measure
Mobile Phone 1 507 0.58 0.74 0.65 0.69 0.78 0.73
Mobile Phone 2 477 0.59 0.65 0.62 0.71 0.77 0.74
Digital camera 86 0.56 0.68 0.61 0.69 0.78 0.73
Notebook Computer 1 139 0.41 0.63 0.50 0.70 0.74 0.72
Notebook Computer 2 95 0.71 0.88 0.79 0.76 0.88 0.82

Table 2: Precision and Recall of Product Extraction.

uct but are not considered to be features. Some
examples of these words are “advantages”, “dis-
advantages” and “good points” etc. And many
other high-frequency words are completely irrel-
evant to product reviews. Those words include
“user”, “review” and “comment” etc. In contrast,
our approach recognizes features by matching bi-
grams to the specification tree. Because those
high-frequency words usually are not present in
specifications. They are ignored by our approach.
Thus from Table 2, we can conclude that our ap-
proach could achieve a relatively high precision
while keep a high recall.

Product Model Precision
Mobile Phone 1 0.78
Mobile Phone 2 0.72
Digital camera 0.81
Notebook Computer 1 0.73
Notebook Computer 2 0.74

Table 3: Precision of Summary.

After the summary is given, for each word in
summary, we ask one person to decide whether
this word correctly describe the feature. Table 3
gives the summary precision for each product
model. In general, on-line reviews have several
characteristics in common. The sentences are usu-
ally short. Also, words describing features usu-
ally co-occur with features in the same sentence.
Thus, when the features in a sentence are correctly
recognized, Words describing those features are
likely to be identified by our methods.

4 Conclusion

In this paper, we describe a simple but effective
way to extract product features from user reviews
and provide an easy-to-understand summary. The
proposed approach is based only on product spec-
ifications. The experimental results indicate that
our approach is promising.
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In future works, we will try to introduce other
resources and tools into our system. We will also
explore different ways of presenting and visualiz-
ing the summary to improve user experience.
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Abstract

Automatic key phrase extraction is funda-
mental to the success of many recent digital
library applications and semantic information
retrieval techniques and a difficult and essen-
tial problem in Vietnamese natural language
processing (NLP). In this work, we propose a
novel method for key phrase extracting of
Vietnamese text that exploits the Vietnamese
Wikipedia as an ontology and exploits spe-
cific characteristics of the Vietnamese lan-
guage for the key phrase selection stage. We
also explore NLP techniques that we propose
for the analysis of Vietnamese texts, focusing
on the advanced candidate phrases recogni-
tion phase as well as part-of-speech (POS)
tagging. Finally, we review the results of sev-
eral experiments that have examined the im-
pacts of strategies chosen for Vietnamese key
phrase extracting.

1 Introduction

Key phrases, which can be single keywords or
multiword key terms, are linguistic descriptors of
documents. They are often sufficiently informa-
tive to allow human readers get a feel for the es-
sential topics and main content included in the
source documents. Key phrases have also been
used as features in many text-related applications
such as text clustering, document similarity
analysis, and document summarization. Manu-
ally extracting key phrases from a number of
documents is quite expensive. Automatic key
phrase extraction is a maturing technology that
can serve as an efficient and practical alternative.
In this paper, we present an ontology-based ap-
proach to building a Vietnamese key phrase ex-
traction system for Vietnamese text. The rest of
the paper is organized as follows: Section 2
states the problem as well as describes its scope,
Section 3 introduces resources of information in
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Wikipedia that are essential for our method, Sec-
tion 4 describes extraction of titles and its cate-
gories from Wikipedia to build a dictionary, Sec-
tion 5 proposes a methodology for the Vietnam-
ese key phrase extraction model, Section 6
evaluates our approach on many Vietnamese
query sentences with different styles of texts, and
finally the conclusion is presented in Section 7.

2 Background

The objective of our research is to build a system
that can extract key phrases in Vietnamese que-
ries in order to meet the demands associated with
information searching and information retriev-
ing, especially to support search engines and
automatic answer systems on the Internet. For
this purpose, we provide the following defini-
tion:

Key phrases in a sentence are phrases that
express meaning completely and also express the
purpose of the sentence to which they are as-
signed.

For an example, we have a query sentence as
follows: “Laptop Dell E1405 c6 gid bao nhiéu?”.
That means “How much does a Dell E1405 lap-
top cost?”.

Key phrases are “Laptop Dell E1405, “gid”, and
“bao nhiéu”. In this case, the interrogative word
“bao nhiéu” is used to add a meaning for the two
rest noun phrases, making the query of users
clear, wanting to know the numeral aspect about
the “price” of a “Laptop Dell E1405”.

3  Wikipedia

Wikipedia is a multilingual, web-based, freely
available encyclopedia, constructed as a collabo-
rative effort of voluntary contributors on the
web. Wikipedia grows rapidly, and with ap-
proximately 7.5 million articles in more than 253
languages, it has arguably become the world's
largest collection of freely available knowledge.

Proceedings of the ACL-IJCNLP 2009 Conference Short Papers, pages 181-184,
Suntec, Singapore, 4 August 2009. ©2009 ACL and AFNLP



Wikipedia contains a rich body of lexical seman-
tic information, the aspects of which are compre-
hensively described in (Zesch et al., 2007). Addi-
tionally, the redirect system of Wikipedia articles
can be used as a dictionary for synonyms, spell-
ing variations and abbreviations.

A PAGE. A basic entry in Wikipedia is a page
that represents either a normal Wikipedia article,
a redirect to an article, or a disambiguation page.
Each page object provides access to the article
text (with markup information or as plain text),
the assigned categories, the ingoing and outgoing
article links as well as all redirects that link to the
article.

A LINK. Each page consists of many links
which function not only to point from the page to
others, but also to guide readers to pages that
provide additional information about the entries
mentioned. Each link is associated with an an-
chor text that denotes an ambiguous name or is
an alternative name, instead of a canonical name.

CATEGORY. Category objects represent
Wikipedia categories and allow access to the ar-
ticles within each category. As categories in
Wikipedia form a thesaurus, a category object
also provides means to retrieve parent and child
categories as well as siblings and all recursively
collected descendants.

REDIRECT PAGE. A redirect page typically
contains only a reference to an entry or a concept
page. The title of the redirect page is an alterna-
tive name for that entity or concept.

DISAMBIGUATION PAGE. A disambiguation
page is created for an ambiguous name that de-
notes two or more entities in Wikipedia. It con-
sists of links to pages that define different enti-
ties with the same name.

4 Building a dictionary

Based on the aforementioned resources of infor-
mation, we follow the method presented in
(Bunescu and Pasca, 2006) to build a dictionary
called ViDic. Since our research focuses on Key
phrases, we first consider which pages in
Wikipedia define concepts or objects to which
key phrases refer. The key phrases are extracted
from the title of the page. We consider a page
has key phrases if it satisfies one of the following
steps:

1. Ifits title is a word or a phrase then the title

is key phrase.
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2. If its title is a sentence then we follow the
method presented in (Chau and Tuoi, 2007)
to extract key phrases of the sentence.

Following this method, the ViDic is constructed
so that the set of entries in the ViDic consists of
all strings that denote a concept. In particular, if
c is a concept, its key phrases, its title name, its
redirect name and its category are all added as
entries in the ViDic. Then each entry string in the
ViDic is mapped to a set of entries that the string
may denote in Wikipedia. As a result, a concept
c is included in the set if, and only if, the string
has key phrases which is extracted from the title
name, redirect name, or disambiguation name of
c.
Although we utilize information from Wikipedia
to build the ViDic, our method can be adapted
for an ontology or knowledge base in general.

S Proposed method

We consider the employment of a set of NLP
techniques adequate for dealing with the Viet-
namese key phrase extraction problem. We pro-
pose the following general Vietnamese key
phrase extraction model (see Figure 1).

Vietnamese texts

5

Pre-processing ¢
Segmentation i
Ly Ca}ndldflt‘e phrases N
identification

POS Tagging
Key phrases i‘

Figure 1. The general Vietnamese key phrase
extraction model.

Ontology
ViO &ViDic

Key phrases
extraction

5.1 Pre-processing

The input of pre-processing is user’s queries and

the output is a list of words and their POS labels.

Because of the effectiveness and convenience

associated with integrating two stages of word

segmentation and POS tagging, we proposed two
modules for the pre-processing stage. The pur-
poses of two modules are as follows:

e Word Segmentation: The main function of
this segmentation module is to identify and
separate the tokens present in the text in such a
way that every individual word, as well as
every punctuation mark, will be a different to-
ken. The segmentation module considers
words, numbers with decimals or dates in nu-



merical format in order not to separate the dot,
the comma or the slash (respectively) from the
preceding and/or following elements.

e POS tagging: The output of the segmentation
module is taken as input by the POS tagging
module. Almost any kind of POS tagging
could be applied. In our system, we have pro-
posed a hybrid model for the problem of Viet-
namese POS Tagging (Chau and Tuoi, 2006).
This model combines a rule-based method and
a statistical learning method. With regard to
data, we use a lexicon with information about
possible POS tags for each word, a manually
labeled corpus, syntax and context of texts.

5.2 Candidate phrases identification

The input of the candidate phrase identification
is a list of words and their POS labels, and the
output is a list of words and their chunking la-
bels. The idea underlying this method (Chau and
Tuoi, 2007) for the Vietnamese key phrase ex-
traction is based on a number of grammatical
constructions in Vietnamese. The method con-
sists of pattern-action rules executed by the fi-
nite-state transduction mechanism. It recognizes
entities such as noun phrases. In order to accom-
plish the noun phrases recognition, we have de-
veloped over 434 patterns of noun phrase groups
that cover proper noun constructs.

5.3 Key phrases extraction

In this section, we focus on the description of a
methodology for key phrase extraction. This
method combines a pattern-based method and a
statistical learning method. Both methods will
complement each other to increase the expected
performance of the model. In particular, the
method has the following steps:

e Step 1: We propose a method that exploits
specific characteristics of Vietnamese (Chau and
Tuoi, 2007). At the heart of this method is the
idea of building a Vietnamese words set that re-
flects semantic relationships among objects. For
example, consider the sentence that follows:
“Mdy tinh nay cé dung lirong RAM [6n nhdt la
bao nhiéu ?” that means “What is the largest
RAM capacity for this computer?”

In this sentence, we have two objects “Mdy
tinh”(this computer) and “RAM” in real world.
Respectively, two noun phrases are “Mdy
tinh”(this computer) and “dung lwong RAM lon
nhat” (the largest RAM capacity). We consider
the meanings of words per the above example;
we will recognize “co”, a meaning word in our
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meaning word set, which reflects a possessive
relationship between “Mdy tinh” and “dung
lirong RAM [6n nhar”. This has identified “dung
lirong RAM [6n nhat” representing the meaning
of the sentence.
This meaning word-based approach provides a
set of semantic relationships (meaning words)
between phrases to support key phrase extrac-
tion, which does not require building a hierarchy
or semantic network of objects in the Vietnamese
language.

e Step 2: In case the sentence has no meaning

word among phrases, the key phrase extracting

process is based on the ViO ontology via concept
matching. In particular, this step has the follow-
ing phases:

1. every candidate phrase in the sentence is
matched to an entry in the VicDic dictionary
especially when new phrases are not a con-
cern or do not exist in the dictionary. Be-
cause a partial matching dilemma usually ex-
ists, we apply several strategies to improve
the matching process, including maximum
matching, minimum-matching, forward-
matching, backward-matching and bi-
directional matching.

2. if the matching process is successful, then
we retrieve categories for the entries respec-
tively via the category system in the ViO on-
tology; if the candidate phrase has the most
specific category, then the phrase is the key
phrase of the sentence indicated in Step 3.

3. if the matching process is not successful,
then we find a semantic similarity concept in
the ViO ontology as Step 4. After that, the
key phrase extracting process will go to
phase 2.

e Step 3: The idea of the most specific category
identification process based on the ViO ontology
is shown as pseudo-code, such as

Algorithm: the most specific category identification

- Input: C,, C, categories, and the ViO Ontology
- Output: C; or C, or both C; and C,

begin

if C,& C, have a synonyms relationship in ViO
then C, & C, are the most specific categories
else if C, has isa relationship of C, then C; is the
most specific category.

5. to traverse the ViO ontology from C; & C, to
find the nearest common ancestor node (C’).
Calculate the distance between C; and C’ (hy),
distance C, and C’ (hy).

if h; > h, then C, is the most specific category

7. else if h; < h, then C, is the most specific

NS
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category
8. else C; & C, are the most specific categories
9. end;

e Step 4: To find the semantic similarity concept
for each concept ¢ that is still unknown after
phase 2, we traverse the ontology hierarchy from
its root to find the best node. We choose the se-
mantic similarity that was described as in
(Banerjee and Pederson, 2003). However, we do
not use the whole formula. In particular , we use
a similar formula that is specified as follows:
Acu_Sim(w, ¢) = Sim(w, ¢) + > Sim(w, c’)
in which, w is the phrase that needs to be anno-
tated, ¢ is the candidate concept and ¢’ is the
concept that is related to c.
At the current node ¢ while traversing, the simi-
larity values between t and all children of ¢ are
calculated. If the maximum of similarity values
is less than similarity value between t and c, then
c is the best node corresponding to t. Otherwise,
continue the procedure with the current node as
the child node with the maximum similarity
value. The procedure stops when the best node is
found or it reaches a leaf node.

6 Evaluation

To evaluate the result of the proposed model, we

use recall and precision measures that are de-
fined as in (Chau & Tuoi, 2007). In order to test
the model we selected a questions set from
sources on the web as follows:

e TREC (Text REtrieval Conference)
(http://trec.nist.gov/data/): TREC-07 (con-
sisting of 446 questions); TREC-06 (consist-
ing of 492 questions); and TREC-02 (con-
sisting of 440 questions).

e The web page www.lexxe.com: consisting of
701 questions.

After that, the question set (consisting of 2079
questions) is translated into a Vietnamese ques-
tions set, we called D, dataset. All key phrases of
the D, dataset are manually extracted by two lin-
guists for the quality of the dataset. Then we
have two versions respectively, V| and V,. The
results of our system is shown as follows:

Ver R A Ra Precision | Recall
\'A 3236 | 3072 | 2293 74.6% 70.8%
V, | 3236 | 3301 | 2899 89.6 % 87.8%

Table 1. Results of Vietnamese key phrase extraction.
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7 Conclusion

We have proposed an original approach to key
phrase extraction. It is a hybrid and incremental
process for information searching for search en-
gines and automatic answer systems in Vietnam-
ese. We achieved precision of around 89.6% for
our system. The experimental results have show
that our method achieves high accuracy.
Currently, Wikipedia editions are available for
approximately 253 languages, which means that
our method can be used to build key phrase sys-
tems for a large number of languages. In spite of
the exploitation of Wikipedia as a Vietnamese
ontology, our method can be adapted for any on-
tology and knowledge base in general.
Furthermore, we had to construct all necessary
linguistic resources and define all data structures
from scratch, while enjoying some advantages
derived from the many existent methodologies
for morpho-syntactic annotation and the high
consciousness of a standardization tendency.
Specifically, we built a set with 434 noun phrase
patterns and a rules set for Vietnamese key
phrase identification. Our patterns and rules set
can be easily readjusted and extended. The re-
sults obtained lay the foundation for further re-
search in NLP for Vietnamese including text
summarization, information retrieval, informa-
tion extraction, etc.
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Abstract

Query segmentation is essential to query
processing. It aims to tokenize query
words into several semantic segments and
help the search engine to improve the
precision of retrieval. In this paper, we
present a novel unsupervised learning ap-
proach to query segmentation based on
principal eigenspace similarity of query-
word-frequency matrix derived from web
statistics. Experimental results show that
our approach could achieve superior per-
formance of 35.8% and 17.7% in F-
measure over the two baselines respec-
tively, i.e. MI (Mutual Information) ap-
proach and EM optimization approach.

1 Introduction

People submit concise word-sequences to search
engines in order to obtain satisfying feedback.
However, the word sequences are generally am-
biguous and often fail to convey the exact informa-
tion to search engine, thus severely, affecting the
performance of the system. For example, given
the query “free software testing tools download”.
A simple bag-of-words query model cannot ana-
lyze ”software testing tools” accurately. Instead, it
returns “free software” or “free download” which
are high frequency web phrases. Therefore, how
to segment a query into meaningful semantic com-
ponents for implicit description of user’s intention
is an important issue both in natural language pro-
cessing and information retrieval fields.

There are few related studies on query segmen-
tation in spite of its importance and applicability
in many query analysis tasks such as query sug-
gestion, query substitution, etc. To our knowl-
edge, three approaches have been studied in pre-
vious works: MI (Mutual Information) approach
(Jonmes et al., 2006; Risvik et al., 2003), supervised
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learning approach (Bergsma and Wang, 2007) and
EM optimization approach (Tan and Peng, 2008).
However, MI approach calculates MI value just
between two adjacent words that cannot handle
long entities. Supervised learning approach re-
quires a sufficiently large number of labeled train-
ing data, which is not conducive in real applica-
tions. EM algorithm often converges to a local
maximum that depends on the initial conditions.
There are also many relevant research on Chinese
word segmentation (Teahan et al., 2000; Peng and
Schuurmans, 2001; Xu et al., 2008). However,
they cannot be applied directly to query segmenta-
tion (Tan and Peng, 2008).

Under this scenario, we propose a novel unsu-
pervised approach for query segmentation. Dif-
fering from previous work, we first adopt the n-
gram model to estimate the query term’s frequency
matrix based on word occurrence statistics on the
web. We then devise a new strategy to select prin-
cipal eigenvectors of the matrix. Finally we cal-
culate the similarity of query words for segmen-
tation. Experimental results demonstrate the ef-
fectiveness of our approach as compared to two
baselines.

2 Methodology

In this Section, we introduce our proposed query
segmentation approach, which is based on query
word frequency matrix principal eigenspace simi-
larity. To facilitate understanding, we first present
a general ove