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Preface: General Chair

In 2005, the Human Language Technology Conference (HLT) and the Conference on Empirical
Methods in Natural Language Processing (EMNLP) were held together as a joint conference for the
first time. The conference was co-sponsored by the organization traditionally behind HLT, the Human
Language Technology Advisory Board, and the organization traditionally behind EMNLP, SIGDAT:
The Association for Computational Linguistics (ACL) Special Interest Group on linguistic data and
corpus-based approaches to natural-language processing. The joint conference was held in Vancouver,
B.C., Canada on October 6-8, co-located with the 2005 Document Understanding Conference (DUC)
and the 9th International Workshop on Parsing Technologies (IWPT).

In the HLT tradition, the conference especially encouraged submissions involving synergistic
combinations of language technologies from the sometimes disjoint areas of natural-language
processing, speech processing, and information retrieval. To encourage such cross-fertilization, each of
the major chair positions were filled by three people, one from each of these research areas.

First, | would like to thank the Program Chaithris Brew, Lee-Feng Chien andKatrin Kirchhoff ,

for handling the unexpectedly large number of submissions under a very tight schedule and putting
together an excellent program for the conference. Please see their preface for further information on
the submissions, the program committee, and the conference program.

Priscilla Rasmussendeserves our enduring gratitude for agreeing to serve as a remote Local
Arrangements Chair, and gracefully handling the multitude of responsibilities that this important
position requires.

Joyce Chaidid an excellent job as Publications Chair and managing the myriad of details required to
assemble this proceedings in the small amount of time allotted for this important step. Thanks also go
to Chen Zhang and Shaolin Qu for helping with the proceedings and dason Eisnerand Philipp

Koehn for making the publication software available and providing many good suggestions.

Donna Byron, Anand Venkataraman, andDell Zhang served as Demonstrations Chairs and carefully
reviewed 31 proposals to select 20 interesting demos that were a great addition to the conference
program.

David Elworthy andMarius Pascaserved in the important role of Sponsorship and Exhibits Chairs
and helped raise important corporate financial support for the conference. Thanks are also due to our
corporate sponsors (listed on the previous page) for their gracious support.

Srinivas Bangalore Zak Shafran, and Hsin-Min Wang served as Publicity Chairs and provided
important support in advertising the conference to the NLP, speech, and IR communities.

Anoop Sarkar andFred Popowichserved as Local Preparation and Student Volunteer Coordinators,
providing important local support in Vancouver and assembling and managing a team of student
volunteers that provided important services at the conference. The students volunteers themselves also
deserve our gratitude.

Yuk Wah Wong, Razvan Bunescuy Ruifang Ge, and Rohit Kate dedicated significant effort as
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Webmasters, putting together and constantly updating the conference web site.

Graeme Hirst provided important support and advice as Chair of the HLT Board, particularly in the
site selection and initial formation of the conference committee. The members of the HLT Board,
Karen Kukich, Donna Harman, Mary Harper , Julia Hirschberg, Sanjeev Khudanpur, Joseph
Olive, John Prange Drago Radey, andEllen Riloff, also provided important support and advice.

Ken Church also provided important support and advice as chair of SIGDAT in the initial formation
of the conference committee and continuing advice on conference organization.

Also thanks toDonna Harman for organizing the co-located DUC meeting addrry Bunt, Rob
Malouf andAlon Lavie for organizing the co-located IWPT meeting.

Finally, I would to thank all of the authors, demo presenters, and conference attendees for helping to
make the first joint HLT/EMNLP meeting a successful and engaging scientific venue!

Raymond J. Mooney
HLT/EMNLP-05 General Chair
August 24, 2005
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Preface: Program Co-chairs

It is our pleasure to welcome you to HLT/EMNLP 2005 in the beautiful city of Vancouver. For the
third time, HLT is being held in combination with a conference sponsored by an ACL organization,
thus continuing the tradition of bringing together researchers from three different communities: natural
language processing, information retrieval, and speech processing. During the last few years, these
fields have experienced a growing trend towards interaction across their traditional boundaries, as
evidenced by the exchange of approaches and methodologies, and the development of large-scale
systems integrating speech and language processing as well as information retrieval components.

We hope that this conference will further encourage this trend. In order to facilitate the interaction
between researchers from different fields, all papers have been organized into a single track rather
than two or three different tracks. We are also pleased to welcome three invited speakers whose work
spans several areas in the HLT/EMNLP field: Ellen Vorhees, Larry Hunter, and Sanjeev Khudanpur.
We would like to thank them again for accepting our invitation and for their exciting and stimulating
contributions to our program.

The joint organization of HLT and EMNLP generated an unusually large load of papers. A total
of 402 submissions were received, of which 127 were accepted, resulting in an acceptance rate of
31.6%. We would like to thank our technical chairs, who did an excellent job at selecting the program
committee and managed to handle the large number of submissions efficiently and on time. Our thanks
also go to the program committee members for their expert reviews. We are particularly grateful
to those PC members who were willing to take on additional reviews beyond their original assignments.

For the demonstrations track, thirty-one submissions were received, twenty of which were accepted.
Donna Byron, Anand Venkataramanan and Dell Zhang did a superb job at managing the demo
submissions and reviews, and we are looking forward to a very interesting session.

We are please to announce that, for the first time, a prize for the best student paper will be awarded at
this year's conference. We are especially grateful to IBM for sponsoring this award — educating future
generations of researchers in our community is of prime importance, and the public acknowledgment
of students’ research achievements is a significant contribution towards this goal.

Finally, we would like to thank our general chair, Ray Mooney, for his help and guidance, and all
organizers, PC members, technical chairs, authors, and attendees for their efforts and contributions. We
wish you a pleasant time at HLT/EMNLP 2005!

Chris Brew, Lee-Feng Chien, and Katrin Kirchhoff
Program Co-chairs
August 24, 2005
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Abstract

We propose an approach to summarization
exploiting both lexical information and
the output of an automatic anaphoric re-
solver, and using Singular Value Decom-
position GvD) to identify the main terms.
We demonstrate that adding anaphoric
information results in significant perfor-
mance improvements over a previously
developed system, in which only lexical
terms are used as the inputsep. How-
ever, we also show that how anaphoric in-
formation is used is crucial: whereas using
this information to add new terms does re-
sultin improved performance, simple sub-
stitution makes the performance worse.

Introduction

United Kingdom
osanch@ssex. ac. uk

Kennedy, 1999; Azzam et al., 1999; Bergler et al.,
2003; Stuckardt, 2003) identify these terms by run-
ning a coreference- or anaphoric resolver over the
text! We are not aware, however, of any attempt to
use both lexical and anaphoric information to iden-
tify the main terms. In addition, to our knowledge no
authors have convincingly demonstrated that feed-
ing anaphoric information to a summarizer signif-
icantly improves the performance of a summarizer
using a standard evaluation procedure (a reference
corpus and baseline, and widely accepted evaluation
measures).

In this paper we compare two sentence extraction-
based summarizers. Both use Latent Semantic
Analysis (sA) (Landauer, 1997) to identify the
main terms of a text for summarization; however,
the first system (Steinberger and Jezek, 2004), dis-
cussed in Section 2, only uses lexical information
to identify the main topics, whereas the second sys-
tem exploits both lexical and anaphoric information.

Many approaches to summarization can be ver}Nis second system uses an existing anaphora reso-

broadly characterized asERM-BASED: they at-

lution system to resolve anaphoric expressians;

erally are TERMS, and then to extract from the two different ways of using this information for

these terms (Hovy and Lin, 1997).

These aparizers were tested over thasT corpus (Orasan

proaches can be divided again very broadly in ‘lexét @l., 2003), as discussed in Section 4, and sig-
ical’ approaches, among which we would include
LSA-based approaches, and ‘coreference-based’ ap_lThe terms 'anaphora resolution’ and 'coreference resolu-

proaches . Lexical approaches to term-based surﬂf—

n’ have been variously defined (Stuckardt, 2003), but the lat-
r term is generally used to refer to the coreference task as de-

marization use lexical relations to identify cen-finedinmuc andack. We use the term’anaphora resolution’ to
tral terms (Barzilay and Elhadad, 1997; Gong anégfer to the task of identifying successive mentions of the same

Liu, 2002); coreference- (or anaphora-) based ap,

discourse entity, realized via any type of noun phrase (proper
oun, definite description, or pronoun), and whether such dis-

proaches (Baldwin and Morton, 1998; Boguraev ancburse entities 'refer’ to objects in the world or not.

1
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nificant improvements were observed over both thiences. Furthermore, as demonstrated in (Berry et
baselinecAsT system and our previoussA-based al., 1995), if a word combination pattern is salient

summarizer. and recurring in document, this pattern will be cap-
tured and represented by one of the singular vec-

2 An LSA-based Summarizer Using tors. The magnitude of the corresponding singular
Lexical Information Only value indicates the importance degree of this pattern

LSA (Landauer, 1997) is a technique for extractiné{"ithin the dpcument. Any ser_1tences cpntaining this
the ‘hidden’ dimensions of the semantic representé(‘-’(_)rd_Comlc"n""t'on pattern will be projected along
tion of terms, sentences, or documents, on the ba&gs smg_ular vector, gnd the sentence th"f‘t best repre-
of their contextual use. It is a very powerful techSents this pattern will have the largest index value

nique already used forLp applications such as in- with this vector. As each particular word combi-

formation retrieval (Berry et al., 1995) and text Seg_natlon pattern describes a certain topic in the doc-

mentation (Choi et al., 2001) and, more recentl)}fment’ each singular vector can be viewed as repre-
multi- and single-document summarization senting a salient topic of the document, and the mag-

The approach to usingsA in text summariza- nitude of its corresponding singular value represents
the degree of importance of the salient topic.

tion we followed in this paper was proposed in =
(Gong and Liu, 2002). Gong and Liu propose to The summarization method proposed by Gong

start by creating a term by sentences mattix— and Liu (2002) should now be easy to understand.
Ay, A Ay], where each column vecta; rep- The matrixVV7 describes the importance degree of

resents the weighted term-frequency vector of seﬁ-ach implicit top|c_ |n|eachh senter;ce: the §ufmma—
tencei in the document under consideration. IftheréIzatlon proce?s S|m|c;]y ¢ oolses :] € mos(,jt ';ﬁéma'
are a total ofn terms andh sentences in the docu- UV€ Sentence for e_ac term. In 9t er words, X
ment. then we will have am x 7 matrix A for the sentence chosen is the one with the largest index

. . . . . T
document. The next step is to apply Singular Valut\éaIue in theth r!ght_3|ngular vector in matriy’™.
Decomposition $vD) to matrix A. Given anm x n The summarization method proposed by Gong
matrix A. thesvp of A4 is defined as: and Liu has some disadvantages as well, the main of

which is that it is necessary to use the same number

1 A=Uxv? of dimensions as is the number of sentences we want
whereU = [u;;] is anm x n column-orthonormal to choose for a summary. However, the higher the
matrix whose columns are called left singular vechumber of dimensions of reduced space is, the less
tors, ¥ = diag(o1,09,...,0,) IS ann x n di- significant topic we take into a summary. In order
agonal matrix, whose diagonal elements are nome remedy this problem, we (Steinberger and Jezek,
negative singular values sorted in descending ord&¥Q04) proposed the following modifications to Gong
andV = [v;;] is ann x n orthonormal matrix, whose and Liu’s summarization method. After computing
columns are called right singular vectors. the svD of a term by sentences matrix, we compute

From a mathematical point of view, applyingthe length of each sentence vector in matfixThis
SvD to a matrix derives a mapping between the is to favour the index values in the matrix that
dimensional space spawned by the weighted terrserrespond to the highest singular values (the most
frequency vectors and the-dimensional singular significant topics). Formally:
vector space. FrommLP perspective, what thevD @) s = m
does is to derive thiatent semantic structuref the k i=1"ki Tir
document represented by matrik a breakdown wheres,, is the length of the vector dfth sentence
of the original document inte linearly-independent in the modified latent vector space, and its signif-
base vectors (‘topics’). Each term and sentence froibance score for summarization too. The level of
the document is jointly indexed by these ‘topics’. dimensionality reductionr is essentially learned

A unique SVD feature is that it is capable of capfrom the data. Finally, we put into the summary the
turing and modelling interrelationships among termsentences with the highest values in vectorWe
so that it can semantically cluster terms and sershowed in previous work (Steinberger and Jezek,



2004) that this modification results in a significanget included in thesvD matrix). The form of defi-

improvement over Gong and Liu’s method. nite descriptionstfie Spaniarfidoesn’t always over-
) ) lap with that of their antecedent, either, especially
3 Using Anaphora Resolution for when the antecedent was expressed with a proper
Summarization name. The form of mention which more often over-

laps to a degree with previous mentions is proper
nouns, and even then at least some way of dealing

Words are the most _baS|c type of ‘term’ that Calyith acronyms is necessary (cfEuropean Union
be used to characterize the content of a documer]tE U). The motivation for anaphora resolution is

quever, be_lng abl'e to identify the most Importanty, -+ it should tell us which entities are repeatedly
objectsmentioned in the document clearly WOUIdmentioned

I n improv nalysis of what is important in . . .
eadtoa proved analysis o atls important In this work, we tested a mixed approach to in-

a text, as shown by the following news article citeq : . R
by Boguraev and Kennedy (1999): egrate anaphoric and word information: using the
' output of the anaphoric resolveiuITAR to modify

(3)  PRIEST IS CHARGED WITH POPE ATTACK  the svD matrix used to determine the sentences to
A Spanish priestvas charged here today with attempt-€Xtract. In the rest of this section we first briefly in-
ing to murder the PopeJuan Fernandez Krohraged ({rOdUCEGUITAR, then discuss the two methods we
32, was arrested after a man armed with a bayonet a€Sted to use its output to help summarization.
proached the Pope while he was saying prayers at Fa-
tima on Wednesday night. According to the poliger- 3.2 GUITAR: A General-Purpose Anaphoric
nandeztold the investigators today thae trained for Resolver
the past six months for the assault. ... If found guilty,
the Spaniardaces a prison sentence of 15-20 years.

3.1 The case for anaphora resolution

The system we used in these experimestsiTAR
(Poesio and Kabadjov, 2004), is an anaphora resolu-
As Boguraev and Kennedy point out, the title of thaion system designed to be high precision, modular,
article is an excellent summary of the content: an erand usable as an off-the-shelf component of a NL
tity (the priest) did something to another entity (thgrocessing pipeline. The current version of the sys-
pope). Intuitively, understanding that Fernandez aném includes an implementation of the MARS pro-
the pope are the central characters is crucial to praeun resolution algorithm (Mitkov, 1998) and a par-
vide a good summary of texts like theseAmong tial implementation of the algorithm for resolving
the clues that help us to identify such ‘main characdefinite descriptions proposed by Vieira and Poe-
ters’, the fact that an entity is repeatedly mentionesdio (2000). The current version GiUITAR does not
is clearly important. include methods for resolving proper nouns.

Purely lexical methods, including thesa-based
methods discussed in the previous section, can ondy2.1  Pronoun Resolution

c_apture part of the informatipn about which enti- Mitkov (1998) developed a robust approach to
ties are frequently repeated in the text. As exanl,nqun resolution which only requires input text
ple (3)_shows, stylistic _conven'qons forbid verbatlr‘r_1[O be part-of-speech tagged and noun phrases to be
repetition, hence the six mentions of Femandez iyeified. Mitkov's algorithm operates on the ba-
:[he text ab?ve contain only one lexical repetitiong;s ot antecedent-tracking preferences (referred to
Fernandez’. The main problem are pronouns, thgjg eafter as "antecedent indicators”). The approach
tend to share the least lexical similarity with the, o s as follows: the system identifies the noun
form used to express the antecedent (and anyway i ases which precede the anaphor within a distance
usually removed by stopword lists, therefore do nofi¢ 5 sentences, checks them for gender and number
2t should be noted that for many newspaper articles, indee@dgreement with the anaphor, and then applies genre-
many non-educational texts, only a ‘entity-centered’ structurgpecific antecedent indicators to the remaining can-
can be clearly identified, as opposed to a ‘relation-centere(éiida,[eS (Mitkov 1998) The noun phrase with the

structure of the type hypothesized in Rhetorical Structures The- )
ory (Knott et al., 2001; Poesio et al., 2004). highest aggregate score is proposed as antecedent.



3.2.2 Definite Description Resolution Costello

The Vieira / Poesio algorithm (Vieira and Poesio, S3:"If wedon't doit now, Australiais going to be in

2000) attempts to classify each definite description ~ deficitand debtinto the next century.

as either direct anaphora, discourse-new, or bridg- ~ S4: AS the protesterdiad fearedCostellorevealed a

. L . ’ . T cut tothe government’dboriginal welfare commission

|ng deSCI'Iptlon The fIrSt ClaSS InC|UdeS def'nlte de' amongthe hundreds of measures imp|emented to claw

scriptions whose head is identical to that of their an- back the deficit

tecedent, as im house... the house Discourse-  ap ideal resolver would find 8 anaphoric chains:

new descriptions are definite descriptions that refer

to objects not already mentioned in the text and ndéthain 1 Australia- we- Australia

relateq t_o any Suqh QbJeCt' Bridging des_crlptlons Al8hain 2 its new conservative government (Australia’s new

all definite descriptions whose resolution depends conservative governmentjhe government

on knowledge of relations between objects, such %\sh

definite descriptions that refer to an object relate

to an entity already introduced in the discourse byh | oy Ab J g
; ; : Chain 4 violent protests by Aborigines, unions, students an

a relatlon other thgn_ identity, as the flat. .. the welfare groups anti-budget street protests

living room The Vieira / Poesio algorithm also at-

tempts to identify the antecedents of anaphoric dé&hain 5 Aborigines, unions, students and welfare groufise

L. . . protesters

scriptions and the anchors of bridging ones. The

current version o6 UITAR incorporates an algorithm Chain 6 spending cuts it - the hundreds of measures imple-

for resolving direct anaphora derived quite directly =~ mented to claw back the deficit

from Vieira / Poesio, as well as a statistical versiorthain 7 Treasurer Peter CostelloCostello

of the methods for detecting discourse new descrip- N N

tions (Poesio et al., 2005). Chain 8 deficit- the deficit

ain 3 its tough deficit-slashing budget (Australia’s tough
deficit-slashing budget)it

By replacing each element of the 8 chains above

] ) . _, __inthe text in (4) with the first element of the chain,
SVD can be used to identify the ‘implicit topics’ or we get the text in (5).

main terms of a document not only when on the basi - .
. ) S1: Australia’s new conservative governmeah
of words, but also of coreference chains, or a mix- Wednesday began sellingustralia’s tough deficit-

ture of both. We tested two ways of combining these slashing budgewhich sparkediolent protests by Abo-

; ; rigines, unions, students and welfare group&n be-
two types of information. fore Australia’s tough deficit-slashing budge@s an-

nounced.

3.3 SVD over Lexical and Anaphoric Terms

3.3.1 The Substitution Method
S2: Two days ofviolent protests by Aborigines, unions,

The simplest way of integrating anaphoric in- students and welfare groupsecededpending cutsf-
formation with the methods used in our earlier ficially unveiled byTreasurer Peter Costello
work is to use anaphora resolution simply as a pre- S3: "If Australiadoesn't dospending cutsiow, Aus-

tralia is going to be indeficitand debt into the next

processing stage of the SVD input matrix creation. )
century.

Firstly, all anaphoric relations are identified by the o ,

hori | d anaphoric chains are identi S4: As Aborigines, unions, students and welfare
a}nap oric resolver, an p - ! INs } ' i I- groupshad fearedTreasurer Peter Costelleevealed a
fied. Then a second document is produced, in which cut toAustralia’s new conservative governmeriio-
all anaphoric nominal expressions are replaced by  riginal welfare commission amorthe spending cuts
the first element of their anaphoric chain. For exanTfhis text is then used to create theb input matrix,
ple, suppose we have the text in (4). as done in the first system.

(4) S1: Australia’s new conservative governmenh .
Wednesday began selliitg tough deficit-slashing bud- 3-3-2 The Addition Method
get which sparkedviolent protests by Aborigines,  ap ajternative approach is to useD to identify
unions, students and welfare groupgen beforet was |~ . ) , , .
announced. topics’ on the basis of two types of 'terms’: termsin
S2: Two days ofanti-budget street protesweceded the lexical sense (i.e., words) and terms in the sense

spending cutfficially unveiled by Treasurer Peter Of objects, which can be represented by anaphoric



chains. In other words, our representation of serinked sentences, which are not significant enough
tences would specify not only if they contain a certo be marked as important/essential, but which have
tain word, but also if they contain a mention of ato be considered as they contain information essen-
discourse entity (See Figure 1.) This matrix wouldial for the understanding of the content of other sen-

then be used as input 8vD. tences marked as essential/important.
Four annotators were used for the annotation,
o] g7 = == three graduate students and one postgraduate. Three
P of the annotators were native English speakers, and
the fourth had advanced knowledge of English. Un-
term2 _ fortunately, not all of the documents were annotated
terms3 Jei et by all of the annotators. To maximize the reliability
knowledge . .
. of the summaries used for evaluation, we chose the
. documents annotated by the greatest number of the
' annotators; in total, our evaluation corpus contained
chain 37 documents.
chain2 For acquiring manual summaries at specified
chaird anapharic lengths and getting the sentence scores (for relative
. knawledge utility evaluation) we assigned a score 3 to the sen-
= tences marked as essential, a score 2 to important
- sentences and a score 1 to linked sentences. The
sentences with highest scores are then selected for
Figure 1: Addition method. ideal summary (at specified lenght).

4.2 Evaluation Measures

¢ .Thtehchaln terms tf tc_Jgetrr]we’r ser:;etr;]cest that CorEvaluating summarization is a notoriously hard
ain the same anaphoric chain. € terms arSrobIem, for which standard measures like Preci-

Iexcllctz;\]IIy dthfe? _sa;rr]n € b(d'TeCt anaph.ors § “kl:EﬂC'tﬁ, sion and Recall are not very appropriate. The main
an " eHe iciy % asic sdurLT)maglzerO\l/\iﬁr tsthsub"é)roblem with P&R is that human judges often dis-
clently. However, Long and Litl showed that the eégree what are the top n% most important sentences

weighting scheme is boolean (i.e., all terms have t a document. Using P&R creates the possibility

same weight); our own previous results confirme . .

: . . at two equally good extracts are judged very dif-
this. :[I'hgt af"a'.“a%? Ef the ‘_"Idh(:'t':m metri:od IS thFerentIy. Suppose that a manual summary contains
opportunity to give higher weights 1o anaphors. - qantences [1 2] from a document. Suppose also that

4 Evaluation f[wo systems, A and B, produce summarigs consist-
ing of sentences [1 2] and [1 3], respectively. Us-
4.1 The CAST Corpus ing P&R, system A will be ranked much higher than

To evaluate our system, we used the corpus &ystem B. Itis quite possible that sentences 2 and 3
manually produced summaries created bydhet are equally important, in which case the two systems
projec (Orasan et al., 2003). TheasT cor- Should get the same score.

pus contains news articles taken from the Reuters To address the problem with precision and recall
Corpus and a few popular science texts from th&e used a combination of evaluation measures. The
British National Corpus. It contains informationfirst of these, relative utility (RU) (Radev et al.,
about the importance of the sentences (Hasler 8000) allows model summaries to consist of sen-
al., 2003). Sentences are markeaasentialorim- ~ tences with variable ranking. With RU, the model

portant. The corpus also contains annotations fosummary represents all sentences of the input doc-

3 _ ) _ _ ument with confidence values for their inclusion in
The goal of this project was to investigate to what exten

Computer-Aided Summarization can help humans to producf(-be summary. For exc";lmple, a document with five
high quality summaries with less effort. sentences [1 2 3 4 5] is represented as [1/5 2/4 3/4



Table 1: Evaluation of the manual annotation improvement - summarization raéa. 1

Evaluation Lexical LSA Manual Manual
Method Substitution | Additition
Relative Utility 0.595 0.573 0.662
F-score 0.420 0.410 0.489
Cosine Similarity 0.774 0.806 0.823
Main Topic Similarity 0.686 0.682 0.747

Evaluation Lexical LSA Manual Manual
Method Substitution | Addition
Relative Utility 0.645 0.662 0.688
F-score 0.557 0.549 0.583
Cosine Similarity 0.863 0.878 0.886
Main Topic Similarity 0.836 0.829 0.866

Table 2: Evaluation of the manual annotation improvement - summarization rafie. 3

4/1 5/2]. The second number in each pair indicateshere X and Y are representations of a system sum-
the degree to which the given sentence should lmeary and its reference summary based on the vector
part of the summary according to a human judgespace model. The third measure is Main Topic Sim-
This number is called the utility of the sentenceilarity. This is a content-based evaluation method
Utility depends on the input document, the summarkased on measuring the cosine of the angle between
length, and the judge. In the example, the systefirst left singular vectors of a system summary’s
that selects sentences [1 2] will not get a higher scoand its reference summary’s SVDs. (For details see
than a system that chooses sentences [1 3] giv€Bteinberger and Jezek, 2004).) Finally, we mea-
that both summaries [1 2] and [1 3] carry the sameuredROUGEScores, with the same settings as in the
number of utility points (5+4). Given that no otherDocument Understanding Conferencai€) 2004.
combination of two sentences carries a higher util-

ity, both systems [1 2] and [1 3] produce optima#.3 How Much May Anaphora Resolution

extracts. To compute relative utility, a number of Help? An Upper Bound

judges,(V > 1) are asked to assign utility scores tye annotated all the anaphoric relations in the 37
all n sentences in a document. The topentences 4, ments in our evaluation corpus by hand us-

according to utility scoreare then called a sentenceing the annotation toamax (Mueller and Strube

extract of sizee. We can then define the following 2003)® Apart from measuring the performance of
system performance metric: GUITAR over the corpus, this allowed us to establish
D10 >, i the upper bound on the performance improvements
S i that could be obtained by adding an anaphoric re-
whereu;; is a utility score of sentenggfrom anno- solver to our summarizer. We tested both methods

tatori, ¢; is 1 for the tope sentences according to theof adding the anaphoric knowledge to the summa-
sum of utility scores from all judges argﬁg is equal rizer discussed above. Results for the 15% and 30%

to 1 for the tope sentences extracted by the sys'[en{_atios6 are presented in Tables 1 and 2. The baseline
For details see (Radev et al., 2000). is our own previously developedsa-based sum-

The second measure we used is Cosine Similaritfjarizer without anaphoric knowledge. The result
according to the standard formula: is that the substitution method did not lead to sig-
S ziys nificant improvement, but the addition method did:

(7)  cos(X,Y) = s

- 32, N2 -
\/Zi(zl) \/Zi(yZ) 5We annotated personal pronouns, possessive pronouns, def-
“In the case of ties, some arbitrary but consistent mechdafite descriptions and also proper nouns, who will be handled by

nism is used to decide which sentences should be included &futureGUITAR version.
the summary. ®We used the same summarization ratios asABT.

(6) RU =




Evaluation Lexical LSA | CAST GUITAR GUITAR
Method Substitution | Addition
Relative Utility 0.595 0.527 0.530 0.640
F-score 0.420 0.348 0.347 0.441
Cosine Similarity 0.774 0.726 0.804 0.805
Main Topic Similarity 0.686 0.630 0.643 0.699

Table 3: Evaluation of theUITAR improvement - summarization ratio: 15%.
Evaluation Lexical LSA | CAST GUITAR GUITAR
Method Substitution | Addittion
Relative Utility 0.645 0.618 0.626 0.678
F-score 0.557 0.522 0.524 0.573
Cosine Similarity 0.863 0.855 0.873 0.879
Main Topic Similarity 0.836 0.810 0.818 0.868

Table 4: Evaluation of theuITAR improvement - summarization ratio: 30%.

addition could lead to an improvement in Relativecould be easily used for didactical purposes. How-
Utility score from .595 to .662 for the 15% ratio, andever, our tables also show that usiBgiTAR and the
from .645 to .688 for the 30% ratio. Both of theseaddition method lead to significant improvements
improvements were significant by t-test at 95% conever our baseline sSA summarizer. The improve-
fidence. ment in Relative Utility measure was significant by
t-test at 95% confidence. Using the ROUGE mea-
4.4 Results with GUITAR sure we obtained improvement (but not significant).
To USeGUITAR, we first parsed the texts using CharOn the other hand, the substitution method did not

niak's parser (Charniak, 2000). The output of théead to significant improvements, as was to be ex-
parser was then converted into thes-xmL for- Pected given that no improvement was obtained with
mat expected byUITAR by one of the preproces- ‘Perfect’ anaphora resolution (see previous section).
sors that come with the system. (This step includes
heuristic methods for guessing agreement featureé)

Finally, GUITAR was ran to add anaphoric infor- 5.+ main result in this paper is to show that using
mation to the files. The resulting files were then,phora resolution in summarization can lead to

processed by the summarizer. significant improvements, not only when 'perfect’

GUITAR achieved a precision of 56% and a recalhnaphora information is available, but also when
of 51% over the 37 documents. For definite descripy, automatic resolver is used, provided that the

tion resolution, we found a precision of 69% andynaphoric resolver has reasonable performance. As
a recall of 53%; for possessive pronoun resolutionigy a5 we are aware, this is the first time that such
the precision was 53%, recall was 53%; for persong| resulit has been obtained using standard evaluation
pronouns, the precision was 44%, recall was 46%.measures over a reference corpus. We also showed
~ The results with the summarizer are presentegowever that the way in which anaphoric informa-
in Tables 3 and 4 (relative utility, f-score, cosineyjon is used matters: with our set of documents at
and main topic). The contribution of the differ-|east, substitution would not result in significant im-
ent anaphora resolution components is addressedgfyvements even with perfect anaphoric knowledge.
(Kabadjov et al., 2005). All versions of our summa- - Fyrther work will include, in addition to extend-
rizer (the baseline version without anaphora resoILi|ﬁg the set of documents and testing the system with

tion and those using substitution and addition) ouisther collections, evaluating the improvement to be
performed theeAST summarizer, but we have to ém-achieved by adding a proper noun resolution algo-
phasize thatAsT did not aim at producing a high- rithm to cuUITAR.

performance generic summarizer; only a system that

Conclusion and Further Research
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Information Structure (IS) is a partitioning of the

Data-driven Approachesfor Information Structure I dentification
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Abstract

This paper investigates automatic identi-
fication of Information Structure (IS) in
texts. The experiments use the Prague
Dependency Treebank which is annotated
with IS following the Praguian approach
of Topic Focus Articulation. We auto-
matically detect t(opic) and f(ocus), us-
ing node attributes from the treebank as
basic features and derived features in-
spired by the annotation guidelines. We
present the performance of decision trees
(C4.5), maximum entropy, and rule in-
duction (RIPPER) classifiers on all tec-
togrammatical nodes. We compare the re-
sults against a baseline system that always
assigns f(ocus) and against a rule-based
system. The best system achieves an ac-
curacy of 90.69%, which is a 44.73% im-
provement over the baseline (62.66%).
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to the discourse context, and other parts that ad-
vance the discourse, i.e., add or modify informa-
tion; and (i) a background/kontragdistinction be-
tween parts of the utterance which contribute to dis-
tinguishing its actual content from alternatives the
context makes available.

Information Structure is an important factor in de-
termining the felicity of a sentence in a given con-
text. Applications in which IS is crucial are text-
to-speech systems, where IS helps to improve the
quality of the speech output (Prevost and Steedman,
1994; Kruijff-Korbayomd et al., 2003; Moore et al.,
2004), and machine translation, where IS improves
target word order, especially that of free word order
languages (Stys and Zemke, 1995).

Existing theories, however, state their principles
using carefully selected illustrative examples. Be-
cause of this, they fail to adequately explain how
different linguistic dimensions cooperate to realize
Information Structure.

In this paper we describe data-driven, machine
learning approaches for automatic identification of
Information Structure; we describe what aspects of
IS we deal with and report results of the performance
of our systems and make an error analysis. For our
experiments, we use the Prague Dependency Tree-

content of a sentence according to its relation 0Nk (PDT) (Hait, 1998). PDT follows the theory

the discourse context.

There are numerous thegf

Topic-Focus Articulation (Hagiova et al., 1998)

re“‘"'"?" approaches describing IS and its semantigﬁd to date is the only corpus annotated with IS.
(Halliday, 1967; Sgall, 1967; Vallduy1990; Steed- Each node of the underlying structure of sentences

man, 2000) and the terminology used is diverse in PDT is annotated with a TFA value: t(opic), dif-

see (Kruijff-Korbayowa and Steedman, 2003) for erentiated in contrastive and non-contrastive, and

overview. However, all theories consider at Ieastor}?ocus) Our system identifies these two TFA val-
of the following two distinctions: (i) a Topic/Focis ues automatically. We trained three different clas-
distinction that divides the linguistic meaning of the

sentence into parts that link the sentence cont€Rtrne notion ‘kontrast with a ‘k’ has been introduced in (Vall-

duvi and Vilkuna, 1998) to replace what Steedman calls ‘fo-

* We use the Praguian terminology for this distinction. cus’, and to avoid confusion with other definitions of focus.
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sifiers, C4.5, RIPPER and MaxEnt using basic fea-  of which is very rich; elementary coreference
tures from the treebank and derived features inspired links are annotated for pronouns.

by the annotation guidelines. We evaluated the per-

formance of the classifiers against a baseline sy&1 Topic-FocusArticulation (TFA)

tem that simulates the preprogessing procedure thﬁ{e tectogrammatical level of the PDT was moti-
preceded the manual annotation of PDT, by alwaXI%ted by the ever increasing need for large corpora to

assigning f(ocus), and against a rule-based SYS'§Rude not only morphological and syntactic infor-

Wh'Ch_ we implemented f°”°W'”9 the annotation i<, i pyt also semantic and discourse-related phe-
structions. Our best system achieves a 90.6

0, - .
hich i o i r?/Ob""c‘ﬁtbmena. Thus, the tectogrammatical trees have been
racy, which is a 44.73% improvement over the baseg, jeheq with features indicating the information

[ 9 S )
I'neé62'66 /0)_' _ ¢ th _ oll structure of sentences which is a means of showing
S Tt_e 02rg§n|za_tt|)on toh tPe papelg IS aj’ 0 °V1‘_’5their contextual potential.

ection escribes the Frague bependency 115, e Praguian approach to IS, the content of the
bank and the Praguian approach of Topic-Focus At- CT ; i N

. . . .sentence is divided into two parts: the Topic is “what
ticulation, from two perspectives: of the theoreti-

. . . the sentence is about” and the Focus represents the
cal definition and of the annotation guidelines that P

. Information asserted about the Topic. A prototypical
have been followed to annotate the PDT. Section . P P yp
. : eclarative sentence asserts that its Focus holds (or
presents our experiments, the data settings, results . . :

. . oes not hold) about its Topic: Focus(Topic) or not-
and error analysis. The paper closes with concly-

: . . Focus(Topic).
sions and issues for future research (Section 4). The(TFi éefinition uses the distinction between

2 Prague Dependency Treebank Context-Bound (CB) and Non-Bound (NB) parts of
~the sentence. To distinguish which items are CB and
The Prague Dependency Treebank (PDT) consists\ghich are NB, the question test is applied, (i.e., the

newspaper articles from the Czech National Corpl&Uestion for which a given sentence is the appropri-
(Cermk, 1997) and includes three layers of annotage answer is considered). In this framework, weak
tion: and zero pronouns and those items in the answer
1. The morphological layer gives a full mor-which reproduce expressions present in the question
phemic analysis in which 13 categories aréor associated to those present) are CB. Other items
marked for all sentence tokens (including puncare NB.
tuation marks). In example (1), (b) is the sentence under investi-
2. The analytical layer, on which the “surface’gation, in which CB and NB items are marked. Sen-
syntax (Hajc, 1998) is annotated, contains antence (a) is the context in which the sentence (b) is
alytical tree structures, in which every tokertittered, and sentence (c) is the question for which
from the surface shape of the sentence hasthke sentence (b) is an appropriate answer:
corresponding node labeled with main syntac-

tic functions like /83, PRED, OBJ, ADV. (1)  (a) Tom and Mary both came to John's party.
(b) Johry s invitedc g onlyn g herv s.

3. The tectogrammatical layer renders the deep (c) Whom did John invite?

(underlying) structure of the sentence (Sgall et

al., 1986; Hajcova et al., 1998). Tectogram- |t should be noted that the CB/NB distinction is
matical tree structures (TGTSs) contain nodegot equivalent to the given/new distinction, as the
corresponding only to the autosemantic wordgronoun “her” is NB although the cognitive entity,
of the sentence (e.g., no preposition nodes) amgiary, has already been mentioned in the discourse
to deletions on the surface level; the condittherefore is given).

tion of projectivity is obeyed, i.e., N0 Cross- The following rules determine which lexical items
ing edges are allowed; each node of the tree {&B or NB) belong to the Topic or to the Focus of the

assigned a functor such ascROR, PATIENT, gentence (Hajiova et al., 1998; Hafidva and Sgalll,
ADDRESSEE ORIGIN, EFFECT, the repertoire  2001):

10



1. The main verb and any of its direct dependents
belong to the Focus if they are NB;

2. Every item that does not depend directly on the
main verb and is subordinated to a Focus el-
ement belongs to the Focus (where “subordi-
nated to” is defined as the irreflexive transitive
closure of “depend on”);

3. If the main verb and all its dependents are CB,
then those dependents of the verb which
have subordinated items,, that are NB are
called ‘proxi foci’; the itemss,, together with
all items subordinated to them belong to the Fd=igure 1. Topic-Focus partitionings of tectogram-

Topic

cus ¢, m > 1); matical trees.
4, _Every item not belonging to th'e Focus accord(Buréﬁova et al., 2000) and are summarized in Ta-
ing to 1 — 3 belongs to the Topic. ble 1. These instructions are based on the surface

Applying these rules for the sentence (b) in exanword order, the position of the sentence stress (into-
ple (1) we find the Topic and the Focus of the semation center — IC)and the canonical order of the
tence: [John invited], ;. [only herlrocys. dependents.

It is worth mentioning that although most of the The TFA attribute has three values:
time, CB items belong to the Topic and NB items
belong to the Focus (as it happens in our exam-1. t— for non-contrastive CB items;
ple too), there may be cases when the Focus con-
tains some NB items and/or the Topic contains some?:
CB items. Figure 1 shows such configurations: in . .

. 3. ¢ — for contrastive CB items.

the top-left corner the tectogrammatical representa-

_tion of _sentence (1)_ (b) _is presented together Wi% this paper, we do not distinguish between con-
its Topic-Focus partitioning. The other three Cong,qtive and non-contrastive items, considering both
figurations are other possible tectogrammatical treg% them as being just t. In the PDT annotation, the
with their Topic-Focus partitionings; the top-right, oyation t (from topic) and f (from focus) was chosen
one corresponds to the example (2), the bottom-I§f§ o ;sed because, as we mentioned earlier, in the
to (3), and bottom-right to (4). most common cases and in prototypical sentences,
t-items belong to the Topic and f-items to the Focus.
Prior the manual annotation, the PDT corpus was
preprocessed to mark all nodes with the TFA at-
tribute of f, as it is the most common value. Then
the annotators corrected the value according to the

f — for NB items;

(2) Q: Which teacher did Tom meet?
A: Tome g metep the teachefs of chemistrw .

(3) Q:What did he think about the teachers?
A: Hec i likedy s the teachess of chemistrw .

(4) Q:What did the teachers do? guidelines in Table 1.
A: The teachers of chemistrys metvs hiscs Figure 2 illustrates the tectogramatical tree struc-
pupilsy 5. ture of the following sentence:

(5) Sebeedomm votroki to ale neotaslo.
self-confidencdastardst butnot shake

2.2 TFA annotation o _
‘But it did not shake the self-confidence of those bas-
Within PDT, the TFA attribute has been annotated tards’.

for all nodes (including the restored ones) fromthe——— _ _

tectoarammatical level. Instructions for the assi n3 In the PDT the intonation center is not annotated. However,
ectog : v - uct “ 'g_ " the annotators were instructed to use their judgement where
ment of the TFA attribute have been specified in the IC would be if they uttered the sentence.
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The bearer of the IC (typically, the rightmost child of the verb)
If IC is not on the rightmost child, everything after IC

A left-side child of the verb (unless it carries IC)

The verb and the right children of the verb before the f-node (cf. 1) that are cahon-
ically ordered

Embedded attributes (unless repeated or restored)
Restored nodes

7. | Indexical expressiongql, ty you,tédnow,tadyhere), weak pronouns, pronominal
expressions with a general meanimgkdosomebodyjednouonce) (unless they
carry IC)
8. | Strong forms of pronouns not preceded by a preposition (unless they carry IC)t

— | —+| —h

e

o

e
| —hn

Table 1: Annotation guidelines; IC = Intonation Center.

Each node is labeled with the corresponding wordsame TFA value (be it t, c or f). Because in our
lemma, the TFA attribute, and the functor attributeexperiments we do not differentiate between t and c,
For exampleyotroki has lemmavotrok the TFA at- considering both as t, we computed, in the last row
tribute f, and the functoAPP (appurtenance). of the table, the agreement between the three anno-
tators after replacing the TFA value ¢ with t.

otiast

L.PRED 3 Identification of topic and focus

In this section we present data-driven, machine
learning approaches for automatic identification of

ale omi ten &Neg; ) '

£ PREC | pat t ACT  f RHEM Information Structure. For each tectogrammatical
Y node we detect the TFA value t(opic) or f(ocus) (that
votrok is CB or NB). With these values one can apply the
f APP

rules presented in Subsection 2.1 in order to find the
Figure 2: Tectogramatical tree annotated with t/f. Topic-Focus partitioning of each sentence.

In order to measure the consistency of the annotg- Experimental settings

tion, Interannotator Agreement has been measured _ _
(VeseH et al., 2004%. During the annotation pro- Our experiments use the tectogrammatical trees

cess, there were four phases in which parallel annf,0™ The Prague Dependency Treebank®2latis-

tations have been performed; a sample of data wiS Of the experimental data are shown in Table 3.

chosen and annotated in parallel by three annotators OUr goal is to automatically label the tectogram-
matical nodes with topic or focus. We built ma-

ﬁfREEMENT 1 2 3 4 AvVG chine learning models based on three different well

C 81.32| 81.89]| 76.21| 89.57 | 82.24 : - :

o 55451 8394 8418 [ 9215 6642 k_nown techniques, deC|_S|on trees (C4.5), rule md_uc-

tion (RIPPER) and maximum entropy (MaxEnt), in

Table 2: Interannotator Agreement for TFA assignerder to find out which approach is the most suitable

ment in PDT 2.0. for our task. For C4.5 and RIPPER we use the Weka
implementations (Witten and Frank, 2000) and for

The agreement for each of the four phases, as wdaxEnt we use the openNLP package.

as an average agreement,. is shown in Table 2. Tmal., 2004), the number of cases when the anno-

second row of the table displays the percentage oftators disagreed when labeling t or ¢ is reported:; this allowed

nodes for which all three annotators assigned th()eusto compute the t/f agreement, by disregarding this number.
We are grateful to the researchers at the Charles University in
4 In their paper the authors don't give Kappa values, nor the Prague for providing us the data before the PDT 2.0 official
complete information needed to compute a Kappa statistics release.
ourselves. “http://maxent. sourcef orge. net/
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PDT DATA TRAIN DEV EVAL TOTAL

10-fold cross validation, which for C4.5 gives accu-
2,536 316 316 3,168

files 80% | 10% | 10% | 100% racy of 90.62%.
#sentences 38,737 5,228 5,477 | 49,442 5

78.3% | 10.6% | 11.1% | 100% ASELINE | RULE-BASED| C4.5| RIPPER| MAXENT
#oKens 652,700| 87,988 | 92,669 | 833,356 62.66 58.92 90.69| 88.46 88.97

78.3% | 10.6% | 11.1% | 100% o
494,759 66,711 | 70,323| 631,793 Table 4. Correctly classified instances (the numbers

78.3% | 10.5% | 11.2% | 100% are given as percentages)jThe RIPPER classifier
was trained with only 40% of the training data.

#tecto-nodes

Table 3: PDT data: Statistics for the training, deve

opment and evaluation sets. _ _ _ _
The baseline value is considerably high due to the

topic/focus distribution in the test set (a similar dis-
All our models use the same set of 35 features (présibution characterizes the training set as well). The
sented in detail in Appendix A), divided in tworule-based system performs very poorly, although it
types: follows the guidelines according to which the data
was annotated. This anomaly is due to the fact that
1. Basic features, consisting of attributes of thghe intonation center of the sentence, which plays a
tectogrammatical nodes whose values Wekgery important role in the annotation, is not marked
taken directly from the treebank annotationin the corpus, thus the rule-based system doesn't
We used a total of 25 basic features, that mgyaye access to this information.
have between 2 and 61 values. The results show that all three models perform
. N ._much better than the baseline and the rule-based sys-
2. Derived features, inspired by the annotatlo? m. We used the? test to examine if the dif-

guidelines. The derived features are comput e e
. . . erence between the three classifiers is statistically
using the dependency information from the tec-.

togrammatical level of the treebank and th5|gn|f|cant. The C4.5 model significantly outper-

surface order of the words corresponding tiorms the MaxEnt model = 113.9,p < 0.001)

the node€ We also used lists of forms of and the MaxEnt model S|gq|f|cantly outperforms the
RIPPER model although with a lower level of confi-
Czech pronouns that are used as weak pr ence (2 = 9.1,p < 0.01)
nouns, indexical expressions, pronouns wit b= == .
. The top of the decision tree generated by C4.5 in

general meaning, or strong pronouns. All th

) e training phase looks like this:
derived features have boolean values. 9 pf .
core = rue

| i s_nenber = true
3.2 Results | ! PCS =
The classifiers were trained on 494,759 instances | 'ls—”eims)e;i ;h‘; ﬁLZf B
(78.3%) (cf. Table 3) (tectogrammatical nodes) from coref = false o
the training set. The performance of the classifiers I is_generated = true
| nodetype = ...

was evaluated on 70,323 instances (11.2%) from the
evaluation set. We compared our models against a

paseline system that assigns focus.to all nodes _(aﬁWs worth mentioning that the RIPPER classifier
is the most common value) and agalnstadetermlm\%-as built with only 40% of the training set (with

t?c, rule-based system, that _imp_lements the instruﬁiore data, the system crashes due to insufficient
tlonsglrom t?]e ann;)tatlon gwdellnesf. v ol memory). Interestingly and quite surprisingly, the

, Ta_ e 4 shows the percentages of correctly clasgj; o5 of 4 three classifiers are actually greater than
fied instances for our models. We also performedige jyierannotator agreement which has an average

8 In the tectogramatical level in the PDT, the order of the node®f 86.42%.

has been changed during the annotation process of the TFA\\Nhat is the cause of the classifiers’ success? How
attribute, so that all t items precede all f items. Our fea-

tures use the surface order of the words corresponding to thome that they Perform better than the annotators
nodes. themselves? Is it because they take advantage of a

I
| is_generated = fal se
| | iterativeness = ...
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_ All Only t Onlyf |Ambiguous
#contexts| 27,901 9,901 13,009 4,991
#instances 494,759 94,056 | 42,048 | 358,655

r 100% 19.01% | 8.49% 72.49%

large amount of training data? To answer this ques
tion we have computed the learning curves. The
are shown in the figure 3, which shows that, actu
ally, after using only 1% of the training data (4,947
instances), the classifiers already perform very wel
and adding more training data improves the results

only slightly. On the other hand, for RIPPER, I
adding more data causes a decrease in pen‘orman;%’ét,)lelc S shfows that tthe s_OLir(;(;lof ar?blgu![tg t(and
and as we mentioned earlier, even an impossibilitly erefore of errors) stays in 4, cor_1 exts that cor-

. o espond to nodes that have been assigned both t and
of building a classifier. i

f. Moreover these contexts yield the largest amount

09 ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘  ofinstances (72.49%). We investigated further these
ambiguous contexts and we counted how many of
them correspond to a set of nodes that are mostly as-
signed t (#t> #f), respectively f (#i #f), and how
many are highly ambiguous (half of the correspond-

ITable 5: Contexts & Instances in the training set.

E‘ il 1 ing instances are assigned t and the other half£(#t
A 1 #f)). The numbers, shown in Table 6, suggest that in
ool ] the training data there are 41,851 instances (8.45%)

(the sum of highlighted numbers in the third row of
| the Table 6) that are exceptions, meaning they have
5 ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ contexts that usually correspond to instances that are
R e ® * assigned the other TFA value. There are two ex-
planations for these exceptions: either they are part
Figure 3: Learning curves for C4.5+], Of the annotators disagreement, or they have some
RIPPERK), MaxEnt¢) and a naje predictor characteristics that our set of features fail to capture.

(D) (introduced in Section 3.3).

#t > #f #t = #f #t < #f

#ambiguous
contexts 998 833 3,155
3.3 Error Analysis t=50,722| t=602 t=35,793
. f=4,854 | f=602 | f=266,082
#instances

all=55,576 all=1,204| all=301,875

If errors don’t come from the lack of training data,
11.23% | 0.24% | 61.01%

then where do they come from? To answer this ques-

tion we performed an error analysis. For each in-tapje 6: Ambiguous contexts in the training data.
stance (tectogrammatical node), we considered its

contextas being the set of values for the features pré€ error analysis led us to the idea of implementing
sented in Appendix A. Table 5 displays in the secon@ have predictor. This predictor trains on the train-

column the number of all contexts. The last thre#d Set, and divides the contexts into five groups. Ta-
columns divide the contexts in three groups: ble 7 describes these five types of contexts and dis-

1. Only t—allinstances having these contexts arloelayS the TFA value assigned by thevepredictor

; . for each type.
assigned t; .
) i If an instance has a context of type#t#f, we
2. Only f n all instances having these contextFecide to assign f because this is the most common
are assigned f, value. Also, for the same reason, new contexts in
3. Ambiguous — some instances that have thesge test set that don’t appear in the training set are
contexts are assigned t and some other are @gsigned f.
signed f. The performance of the n& predictor on the
The last row of the table shows the number of inevaluation set is 89.88% (correctly classified in-
stances for each type of context, in the training datatances), a value which is significantly higher than
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In the training set, instances witRredicted|  Tgpjic/Focus partitioning of the whole sentence
Context Type a context of this type are: TFA value P P 9 . . C
only © allt © We also want to benefit from our experience with
Only T all'f f the Czech data in order to create an English corpus
> more t than f t annotated with Information Structure. We have al-
# = # halft, half f f dv started t loit llel Enalish-Czech
T more Fihan @ : ready started to exploit a parallel English-Czech cor-
unseen not seen f pus, in order to transfer to the English version the

) i ) o topic/focus labels identified by our systems.
Table 7: Nave Predictor: its TFA prediction for
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i i i ntsek Cermek. 1997. Czech National Corpus: A Case in Many Contexts.
téCUlaLIOﬂb In_ the Pragl’::te] Dfep(indencyi Treeb_z‘nk_ 61alnternational Journal of Corpus Linguisticé2):181-197.
zecn, Improvin e Teature set, consiaerin
y. . P . 9 . gateﬁna Vesedl, Ji1 Havelka, and Eva Hajdva. 2004. Annotators’ Agreement:
also the distinction between contrastive and Non- The case of Topic-Focus Articulation. Rroceedings of the Language Re-
contrastive t items and, most importantly, by inves- Sureesand Evaluation Conference (LREC 2004)
tigating how we can use the t/f annotation in PDTan H. Witten and Eibe Frank. 2000Practical Machine Learning Tools and
Techniques with Java Implementatiohdorgan Kaufmann, San Francisco.

(and respectively our results) in order to detect the

15



Appendix A

In this appendix we provide a full list of the feature names and the values they take (a feature for MaxEnt being a
combination of the name, value and the prediction).

[ BASIC FEATURE POSSIBLE VALUES |

nodetype complex, atom, dphr, list, gcomplex
is_generated true, false
functor ACT, LOC, DENOM, APP, PAT, DIR1, MAT, RSTR, THL, TWHEN, REG

CPHR, COMPL, MEANS, ADDR, CRIT, TFHL, BEN, ORIG, DIR3, TTILL,
TSIN, MANN, EFF, ID, CAUS, CPR, DPHR, AIM, EXT, ACMP, THO, DIR2
RESTR, TPAR, PAR, COND, CNCS, DIFF, SUBS, AUTH, INTT, VOCAT,
TOWH, ATT, RHEM, TFRWH, INTF, RESL, PREC, PRED, PARTL, HER,

MOD, CONTRD
coref true, false
afun Pred, Pnom, AuxV, Sbh, Obj, Atr, Adv, AtrAdv, AdvAtr, Coord, AtrObj, ObjAtf,

AtrAtr, AuxT, AuxR, AuxP, Apos, ExD, AuxC, Atv, AtvV, AuxO, AuxZ, Auxy,
AuxG, AuxK, NA

POS N,AR,V,D,C,P,JT,Z I NA

SUBPOS NN, AA, NA, RR, VB, Db, Vp, C=, Dg, PD, Vf, J,9P7, P4, PS, CI, TT, RV, PR,
P8, Vs, Cr, AG, Cn, PL, PZ, Vc, AU, PH, Z:, PW, AC, NX, Ca, PQ, P5, PJ, Cv,
PK, PE, P1, Vi, P9, A2, CC, P6, Cy, C?, RF, Co, Ve, Il, Cd, Ch, J*, AM, Qw,

AO, Vt, Vm
is_-member true, false
is_parenthesis true, false
sempos n.denot, n.denot.neg, n.pron.def.demon, n.pron.def.pers, n.pron.Jndef,

n.quant.def, adj.denot, adj.pron.def.demon, adj.pron.indef, adj.quant.def,
adj.quant.indef, adj.quant.grad, adv.denot.grad.nneg, adv.denot.ngrad.nneg,
adv.denot.grad.neg, adv.denot.ngrad.neg, adv.pron.def, adv.pron.indef, v, NA

number sg, pl, inher, nr, NA
gender anim, inan, fem, neut, inher, nr, NA
person 1, 2, 3, inher, NA
degcmp pos, comp, acomp, sup, nr, NA
verbmod ind, imp, cdn, nr, NA
aspect proc, cpl, nr, NA
tense sim, ant, post, nil, NA
numertype basic, set, kind, ord, frac, NA
indeftype relat, indefl, indef2, indef3, indef4, indef5, indef6, inter, negat, totall, total2,
NA
negation neg0, negl, NA
politeness polite, basic, inher, NA
deontmod deb, hrt, vol, poss, perm, fac, decl, NA
dispmod displ, dispO, nil, NA
resultative resl, resO, NA
iterativeness it1, it0, NA
| DERIVED FEATURE | POSSIBLE VALUES
is_rightmost true, false
is_rightsidefrom_verb true, false
is_leftside dependent true, false
is_.embeddedattribute true, false
hasrepeatedemma true, false
is_in_canonicalorder true, false
is_.weak pronoun true, false
is_indexicalexpression true, false

is_pronounwith_generalmeaning| true, false
is_strongpronounwith_no_prep true, false
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forms of semantic information in order to resolve
Abstract hard cases. If, for example, two nouns refer to
people who work for two different organizations,
We present a novel mechanism for im- we want our system to infer that these noun
proving reference resolution by using the  phrases cannot corefer. Further progress will likely
output of a relation tagger to rescore be aided by flexible frameworks for representing
coreference  hypotheses. Experiments and using the information provided by this kind of
show that this new framework can im-  semantic relation between noun phrases.
prove performance on two quite different This paper tries to make a small step in that di-
languages -- English and Chinese. rection. It describes a robust reference resolver that
incorporates a broad range of semantic information
) in a general news domain. Using an ontology that
1 Introduction describes relations between entities (the Auto-
mated Content Extraction progranelation ontol-

b le in buildi b for inf AIBhy) along with a training corpus annotated for
obstacle In building robust systems for Informations|-i5ns under this ontology, we first train a classi-

extraction, question answering, text summarizatio‘li”br for identifying relations. We then apply the

and a number of other natural language processiggnt of this relation tagger to the task of refer-

tasks. _ ence resolution.
Most reference resolution systems use represen-rpa rest of this paper is structured as follows.

tations built out of the lexical and syntactic amibSection 2 briefly describes the efforts made by
utes of the noun phrases (or “mentions”) for whicE

Reference resolution has proven to be a maj

. : . revious researchers to use semantic information in
reference is to be established. These attributes srence resolution. Section 3 describes our own
involve stcrllng ”.1?“0“:”.91; agreement, dsyrr]ltactlc g'%ethod for incorporating document-level semantic
tance, and positional information, and they tend 19, \iay; into coreference decisions. We propose a

rely primarily on the immed_iate context of therepresentation of semantic context that isolates a
noun phrases (with the possible exception of seg-

. ) rticularly informative structure of interaction
tence-spanning distance measures such as Ho g een semantic relations and coreference. Sec-
dlst:;nce). Thoughl gains .ha\(ekbegn made with S;f h 4 explains in detail our strategies for using
met st (Te;reaué_ZOOl, Mit hov 000; ISooln et 3rgjation information to modify coreference deci-
2?101’ N}? an C"’]}rl le IZQsz)’t ere are clearly a%Rns, and the linguistic intuitions behind these
where this sort of local information will not be su “strategies. Section 5 then presents the system archi-
ficient to resolve coreference correcily.

. tectures and algorithms we use to incorporate rela-

Coreference is by definition a_semantm}i}onal information into reference resolution.
relationship: two noun phrases corefer if they bot

refer to the same real-world entity. We should
therefore expect a successful coreference systemnt t: ace task description can be found at

exploit world knowledge, inference, and othefr: i tns o o e - e (e Ageines at
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Section 6 presents the results of experiments emividual noun phrase when making coreference
both English and Chinese test data. Section 7 pmdecisions. Ideally, this model should make it possi-
sents our conclusions and directions for futurble to pick out important features in the context

work. and to distinguish useful signals from background
_ noise. It should, for example, be able to represent
2 Prior Work such basic relational facts as whether the (possibly

. _ . identical) people referenced by two noun phrases
Much of the earlier work in anaphora resolutiony,ork in the same organization, whether they own

(from the 1970's and 1980's, in particular) reliedhe same car, etc. And it should be able to use this
heavily on deep semantic analysis and inferengerrmation to resolve references even when sur-

procedures (Charniak 1972; Wilensky 1983t .6 features such as lexical or grammatical attrib-
Carbonell and Brown 1988; Hobbs et al. 1993htes are imperfect or fail altogether.

Using these methods, researchers were able to givg, tnis paper we present a Relational Corefer-

accounts of some difficult examples, often bynce Model (abbreviated as RCM) that makes pro-
encoding quite elaborate world knowledgegress toward these goals. To represent semantic
Capturing  sufficient knowledge ~to  provideyg|aiions, we use an ontology (the ACE 2004 rela-
adequate coverage of even a limited but realistit,n ontology) that describes 7 main types of rela-
domain was very difficult. Applying thesejong petween entities and 23 subtypes (Tabfe 1).
reference resolution methods to a broad domafhese relations prove to be more reliable guides
would require a large scale knowledge-engineering; coreference than simple lexical context or even
effort. _ tests for the semantic compatibility of heads and
The focus for the last decade has been primarily,gifiers. The process of tagging relations implic-
on broad coverage systems using relatively shalloy, sejects relevant items of context and abstracts

knowledge, and in particular on corpus-trained sty |ists of modifiers into a representation that is
tistical models. Some of these systems attempt (ﬁ%eper but still relatively lightweight.

apply shallow semantic information. (Ge et al.

1998) incorporate gender, number, and animaticity Rejation Type Example
information into a statistical model for anaphor Agent-Artifact Rubin Military Design, the
resolution by gathering coreference statistics MART) makers of theK ur sk
particular nominal-pronoun pairs. (Tetreault an '_Discourse (DISC)| each of whom

Allen 2004) use a semantic parser to add semar
constraints to the syntactic and agreement cg
straints in their Left-Right Centering algorithm,

“Employment/
"Membership

Mr. Smith, a seniopro-
grammer atMicrosoft

(Soon et al. 2001) use WordNet to test the sem3
tic compatibility of individual noun phrase pairs. In

general these approaches do not explore the po
bility of exploiting the global semantic contexf
provided by the document as a whole.

Recently Bean and Riloff (2004) have sought t
acquire automatically some semantic patterns th
can be used as contextual information to impro

(EMP-ORG)

'Place-Affiliation | Salzburg Red Cros®ffi-
(GPE-AFF) cials

PPerson-Social relatives of thedead
(PER-SOC)

OPhysical atown some 50 miles sout
(PHYS) of Salzburg

°ebther-AffiIiation

Republican senators

reference resolution, using techniques adapt
from information extraction.

Their experiments

(Other-AFF)

were conducted on collections of texts in two topic Table 1. Examples of the ACE Relation Types

areas (terrorism and natural disasters). ) ) ! )
( ) Given these relations we can define a semantic

context for a candidate mention coreference pair
(Mention 1b and Mention 2b) using the structure
Our central goal is to model semantic and corefer-

ence structures in such a way that we can take a%—eehtt[)://www.ldc.upenn.edu/Proiects/ACE/docs/Eng-

vantage of a semantic context larger than th@hrDcv4-3-2.PDFor a more complete description of ACE
2004 relations.

3 Reational Moded of Semantic Context
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depicted in Figure 1. If both mentions participate Rule(3)

in relations, we examine the types and directions of Same_Relation_CorefAll CorefBMorg.ikely

their respective relations as well as whether or not

their relation partners (Mention 1a and Mention Rule (1) and (2) can be used to prune corefer-

2a) corefer. These values (which correspond to tle@ce links that simple string matching might incor-

edge labels in Figure 1) can then be factored intarectly assert; and (3) can be used to recover missed

coreference prediction. This RCM structuregnention pairs.

assimilates relation information into a coherent The accuracy of Rules (1) and (3) varies depend-

model of semantic context. ing on the type and direction of the particular rela-

Relations T »  tion shared by the two noun phrases. For example,

. he ; if Mentionla and Mention 2a both refer to the

Mention1a[Typel/Subty pdMention1b same nation, and Mentions 1b and 2b participate in
citizenship relations (GPE-AFF) with Mentions 1a

1
Contexts: Corefer !

. Candidate and 2a respectively, we should not necessarily

_ Relation? . conclude that 1b and 2b refer to the same person.
=y

Mention2a Type2/Subtyp ,Mention2b If 1a and 2a refer to the same person, however, and

----------------- +1b and 2b are nations in citizenship relations with
Figure 1. The RCM structure la and 2a, then it would indeed be the rare case in

which 1b and 2b refer to two different nations. In

4 Incorporating Relations into Reference  other words, the relation of a nation to its citizens

Resolution is one-to-many.

Our system learns broad restrictions like these

Given an instance of the RCM structure, we neas};, evaluating the accuracy of Rules (1) and (3)
to convert it into semantic knowledge that can bghen they are instantiated with each possible rela-
applied to a coreference decision. We approagiyn type and direction and used as weak classifi-
this problem by constructing a set of RCM patternsrs. For each such instantiation we use cross-

and evaluating the accuracy of each pattern galidation on our training data to calculate a reli-
positive or negative evidence for coreference. Thehjlity weight defined as:

resulting knowledge sources fall into two catego-

ries: rules that improve precision by pruning incor- | Correct decisions by rule for given instance |

rect coreference links between mentions, and rules

that improve recall by recovering missed links. | Total applicable cases for given instance |
To formalize these relation patterns, based on

Figure 1, we define the following clauses: We count the number of correct decisions for a

rule instance by taking the rule instance as the only

A: RelationTypel = RelationType2 source of information for coreference resolution
B: RelationSubTypel = RelationSubType2 and making only those decisions suggested by the
C: Two Relations have the same direction rule’s implication (interpreting CorefBMoreLikely
Same_RelationaACBLCC as an assertion that mention 1b and mention 2b do
CorefA: Mentionla and Mention2a corefer in fact corefer, and interpreting CorefBLessLikely
CorefBMoreLikely:Mention1b and Mention2b are as an assertion that they do not corefer).
more likely to corefer Every rule instance with a reliability weight of
CorefBLessLikelyMentionlb and Mention2b are  70% or greater is retained for inclusion in the final
less likely to corefer system. Rule (2) cannot be instantiated with a

single type because it requires that the two relation
“K?pes be different, and so we do not perform this
filtering for Rule (2) (Rule (2) has 97% accuracy

across all relation types).

From these clauses we can construct the follo
ing plausible inferences:

Rule (1) ; . . L
Same Relation C - CorefAll CorefBLeskikely Thls procoedure y_lelds 58. reliable (reliability
Rule (2) weight > 70%) type instantiations of Rule (1) and

~.Same Relation T CorefAr] CorefBLeskikely (3), in addition to the reliable Rule 2. We can
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recover an additional 24 reliable rules byion. We conclude that “Gaston Caperton” does not
conjoining additional boolean tests to less reliableorefer with "spokesman."
rules. Tests include equality of mention heads,
substring matching, absence of temporal key wordsamplefor Rule (3)
such as “current” and “former,” number
agreement, and high confidence for original
coreference decisions (Mentionlb and Mention2b).
For each rule below the reliability threshold, we
search for combinations of 3 or fewer of these
restrictions until we achieve reliability of 70% or
we have exhausted the search space.

We give some examples of particular rule
instances below.

In his foreign policy debut for Syria, this Sunday
Bashar Assachet Sunday with Egyptian President
Hosni Mubarak in talks on Mideast peace and the
escalating violence in the Palestinian territories.

The Syrian leadels visit came on a fourth day of
clashes that have raged in the West Bank, Gaza
Strip and Jerusalem

If we have detected a coreference link between
“Syria” and “Syrian,” as well as EMP-ORG/
o _ Employ-Executive relations between this country
Bush campaigofficials ... decided to tone down a 5ny  two noun phrases “Bashar Assad” and
Egl?rt]-gietbate rally, and were even considering CanFeader”, it is likely that the two mentions both

' refer to the same person. Without this inference, a

The Bush and Gore campaigns did not talk to eadffS0Iver might have difficulty detecting this
other directly about the possibility of postponecoreference link.

ment, but went through the debate commission's di- )

rector, Janet Brown..Eventually, BrownS Algorithms

recommended that the debate should go on, and
neither side objected, according to campaidfi-
cials

Examplefor Rule (1)

Two mentions that do not corefer share the same
nominal head (“officials”). We can prune the
coreference link by noting that both occurrences of
“officials” participate in an  Employee-
Organization (EMP-ORG) relation, while the Or-
ganization arguments of these two relation in-
stances do not corefer (because the second
occurrence refers to officials from both cam-

paigns).

Coreference

Baseline M axent
Coref Classifiers

Relation
Tagger

Relation Features

[ )

Examplefor Rule (2)

Despite the increases, college remains affordable

and a good investment, sdibllege Board Presi-
dentGaston Caperton in a statement with the sur-
veys. ...

A majority of students need grants or loans -- or
both -- but their exact numbers are unknowan,
College Board spokesmanid.

“Gaston Caperton” stands in relation EMP-
ORG/Employ-Executive with “College Board”,
while "a College Board spokesman" is in relation
EMP-ORG/Employ-Staff with the same organiza-
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In this section we will describe our algorithm for Both the English and the Chinese coreference
incorporating semantic relation information frommodels incorporate features representing agree-
the RCM into the reference resolver. In a nutshelpent of various kinds between noun phrases
the system applies a baseline statistical resolver (fmumber, gender, humanness), degree of string
generate multiple coreference hypotheses, appliesimilarity, synonymy between noun phrase heads,
relation tagger to acquire relation information, antheasures of distance between noun phrases (such
uses the relation information to rescore thas the number of intervening sentences), the pres-
coreference hypotheses. This general system archice or absence of determiners or quantifiers, and
tecture is shown in Figure 2. a wide variety of other properties.
In section 5.1 below we present our baseline
coreference system. In Section 5.2 we describeReglation tagger
system that combines the output of this baseline _ _
system with relation information to improve per-!N€ relation tagger uses a K-nearest-neighbor algo-
formance. rithm. We consider a mention pair as a possible
instance of a relation only when: (1) there is at
5.1 Basedline System most one other mention between their heads, and
(2) the coreference probability produced for the
. pair by the baseline resolver is lower than a thresh-
Baseline reference resolver old. Each training / test example consists of the
, . . V\Pair of mentions and the sequence of intervening
As the first stage in the resolution process Words. We defined a distance metric between two
apply a baseline reference resolver that uses EQampIes based on:
relation information at aII._ This baseline resolveE| whether the heads of the mentions match
goes through two successive stages. o whether the ACE types of the heads of the

F.'{.S‘t’ hlgg-preustl_on herI’IS'[IC ru(ljes .”?a"e slgn?e mentions match (for example, both are people
positive and negative reference decisions. Rules o oo organizations)

include simple string matching (e.g., names th whether the intervening words match
match exactly are resolved), agreement constrain STo tag a test example, we find the k nearest

(_e.g., a nomlnfal will never be resolved W'Fh an er{'raining examples, use the distance to weight each
tity that doesn't agree in number), and reliable Syﬂ'eighbor, and then select the most heavily

tactic cues (e.g., mentions in _appgsition_ ar\‘I?/eighted class in the weighted neighbor set.
resolved). When such a rule applies, it assigns a

confidence value of 1 or 0 to a candidate mentiofyame tagger and noun phrase chunker
antecedent pair.

The remaining pairs are assigned confiden@®@ur baseline name tagger consists of a HMM
values by a collection of maximum entropy modtagger augmented with a set of post-processing
els. Since different mention types have differenules. The HMM tagger generally follows the
coreference problems, we separate the system imnNgmble model (Bikel et al. 1997), but with a larger
different models for names, nominals, and praaumber of states (12 for Chinese, 30 for English)
nouns. Each model uses a distinct feature set, and handle name prefixes and suffixes, and, for
for each instance only one of these three modelsG$inese, transliterated foreign names separately.
used to produce a probability that the instandeor Chinese it operates on the output of a word
represents a correct resolution of the mentiogegmenter from Tsinghua University. Our nominal
When the baseline is used as a standalone systemention tagger (noun phrase chunker) is a
we apply a threshold to this probability: if somenaximum entropy tagger trained on treebanks
resolution has a confidence above the thresholdom the University of Pennsylvania.
the highest confidence resolution will be made.

Otherwise the mention is assumed to be the firS2 Rescoring stage

mention of an entity. When the baseline is used as

a component of the system depicted in figure 2, tﬁré) incorporate information from the relation tagger

confidence value is passed on to the rescorifigf® the final coreference decision, we split the
stage described in 5.2 below. maxent classification into two stages. The first
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stage simply applies the baseline maxent mode&, Evaluation Results

without any relation information, and produces a

probability of coreference. This probability

becomes a feature in the second (rescoring) stdyé Corpora

of maxent classification, together with feature

representing the relation knowledge sources. If

high reliability instantiation of one of the RCM

rules (as defined in section 4 above) applies to

given mention-antecedent pair, we include th

following features for that pair: the type of thegpg)igh

RCM rule, the reliability of the rule instantiation,

the relation type and subtype, the direction of theor English, we trained the baseline maxent

relation, and the tokens for the two mentions. coreference model on 311 newswire and
The second stage helps to increase the margiswspaper texts from the ACE 2002 and ACE

between correct and incorrect links and so effecB03 training corpora. We trained the relation

better disambiguation. See figure 3 below for tagger on 328 ACE 2004 texts. We used 126

more detailed description of the training and testewswire texts from the ACE 2004 data to train the

ing processes. English second-stage model, and 65 newswire

texts from the ACE 2004 evaluation set as a test set

for the English system.

We evaluated our system on two languages:
@hglish and Chinese. The following are the
training corpora used for the components in these
te\?lo languages.

Training _
1. Calculate reliability weights of relation knowl-Chinese

edge sources using cross-validation (for each of k Chi the basell ‘ |
divisions of training data, train relation tagger on K°" “NiNese, the baseline reierence resolver was

— 1 divisions, tag relations in remaining divisiorfrained 0_'1_767 texts from ACE 2003 and A(.:E
and compute reliability of each relation knowledgg004 training data. Both the baseline relation
source using this division). tagger and the rescoring model were trained on 646

2. Use high reliability relation knowledge sourceleXts from ACE 2004 training data. We used 100
CE texts for a final blind test.

to generate relation features for 2nd stage Maxef

training data. -

3. Apply baseline coreference resolver to 2nd staéjs'e2 Experiments

training data. We used the MUC coreference scoring metric

4. Using output of both 2 and 3 as features, tra'(l\y”ain et al 1995) to evaluat®ur systems.

2nd stage Maxent resolver. To establish an upper limit for the possible
improvement offered by our models, we first did

Test _ experiments using perfect (hand-tagged) mentions

1. Tag relations. and perfect relations as inputs. The algorithms for

2. Convert relation knowledge sources into fea-
tures for second stage Maxent models.

3. Use baseline Maxent models to get coreferente our scoring, we use the ACE keys and only score meniichich appear in
T . oth the key and system response. This therefore includesneniyons identi-
prObabllltIES fOI’ use as features in Second Sta% as being in the ACE semantic categories by bottkélyeand the system
Maxent models. response. Thus these scores cannot be directly compariedtagaeference
scores involving all noun phrases. (Ng 2005) applies anodmgation on the

4. USIng OUtpUt Of 2 and 3 as features fOI’ 2nd Stagec metric to several systems tested on the ACE datscbring all response
ntions against all key mentions. For coreferenceesysthat don't restrict
Maxent model, apply an Stage resolver to mal{t%mselves to mentions in the ACE categories (or that daoceed in so re-
final coreference decisions. stricting themselves), this scoring method could lead to smideeffects. For
example, systems that recover more correct links coulgemalized for this
) L. . greater recall because all links involving non-ACE mentiaiis be incorrect
Flgure 3. Tralnlng and Testlng Processes according to the ACE key. For the sake of comparison, heweve present
here English system results measured according to thiscm@m newswire
data, our baseline had an F of 62.8 and the rescoring method Fadf&4.2.
Ng's best F score (on newspaper data) is 69.3. The bestrd-afc the (Ng and
Cardie 2002) system (also on newspaper data) is 62.1. Onvineverata the
(Ng 2005) system had an F score of 54.7 and the (Ng and C&@2y system
had an F score of 50.1. Note that Ng trained and testeel siggtems on differ-
ent ACE data sets than those we used for our experiments.
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these experiments are identical to those describedThe improvement provided by rescoring in trials
above except for the omission of the relation taggesing mentions and relations detected by the
training. Tables 2 and 3 show the performance sf/stem is considerably less than the improvement

the system for English and Chinese.

Performancg Recall | Precision F-measure
Baseline 74.5 86.6 80.1
Rescoring 78.3 87.0 82.4

Table 2. Performance of English system
with perfect mentions and perfect relations

Performancg Recall | Precisior) F-measure
Baseline 87.5 83.2 85.3
Rescoring 88.8 84.7 86.7

Table 3. Performance of Chinese system
with perfect mentions and perfect relations

in trials using perfect mentions and relations,
particularly for Chinese. The performance of our
relation tagger is the most likely cause for this
difference. We would expect further gain after
improving the relation tagger.

A sign test applied to a 5-way split of each of the
test corpora indicated that for both languages, for
both perfect and system mentions/relations, the
system that exploited relation information signifi-
cantly outperformed the baseline (at the 95% con-
fidence level, judged by F measure).

6.3 Error Analysis

Errors made by the RCM rules reveal both the
drawbacks of using a lightweight semantic
representation and the inherent difficulty of
semantic analysis. Consider the following instance:

We can see that the relation information
provided some improvements for both languages. Card's interest in politics began when he became
Relation information increased both recall and president of the class of 1965 at Holbrook High

precision in both cases.

School...In 1993, he becam@ar esident and chief

We then performed experiments to evaluate the €xecutive othe American Automobile Manufac-

impact of coreference rescoring when used with
mentions and relations produced by the system.

Table 4 and Table 5 list the reslts.

Performancg Recall | Precisiol F-measure
Baseline 77.2 87.3 81.9
Rescoring 80.3 87.5 83.7

Table 4. Performance of English system
with system mentions and system relations

Performancg Recall | Precision F-measure
Baseline 75.0 76.3 75.6
Rescoring 76.1 76.5 76.3

Table 5. Chinese system performance with
system mentions and system relations

4 Note that, while English shows slightly less relativendadm rescoring when

using system relations and mentions, all of theseescare higher than the
perfect mention/perfect relation scores. This increasgbeaa byproduct of the
fact that the system mention tagger output containestl86 fewer scoreable
mentions than the perfect mention set (see footnoté/iB). a difference of this

magnitude, the particular mention set selected can be texpechave a sizable
impact on the final scores.
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turers Association, where he oversaw the lobbying
against tighter fuel-economy and air pollution regu
lations for automobiles...

The two occurrences of “president” should core-
fer even though they have EMP-ORG/Employ-
Executive relations with two different organiza-
tions. The relation rule (Rule 1) fails here because
it doesn't take into account the fact that relations
change over time (in this case, the same person
filling different positions at different times). In
these and other cases, a little knowledge is a dan-
gerous thing: a more complete schema might be
able to deal more thoroughly with temporal and
other essential semantic dimensions.

Nevertheless, performance improvements indi-
cate that the rewards of the RCM’s simple seman-
tic representation outweigh the risks.

7 Conclusion and Future Work

We have outlined an approach to improving refer-
ence resolution through the use of semantic rela-
tions, and have described a system which can
exploit these semantic relations effectively. Our
experiments on English and Chinese data showed



that these small inroads into semantic territory déugene Charniak. 1972. Toward a model of children's

indeed offer performance improvements. Further- story comprehension. Ph.D. thesigssachusetts Insti-

more, the method is low-cost and not domain- tute of Technology, Cambridge, MA.

specific. Niyu Ge, John Hale and Eugene Charniak. 1998. A sta
These experiments also suggest that some gaingistical approach to anaphora resolutiéroc. the

can be made through the exploration of new archi- Sixth Workshop on Very Large Corpora.

tectures for information extraction applicationsyerry Hobbs, Mark Stickel, Douglas Appelt and Paul

The ‘“resolve coreference, tag relations, resolve Martin. 1993. Interpretation as abductiofrtificial

coreference” procedure described above could beintelligence,63, pp. 69-142.

Seer} as on(?[handt a hallft'lter%tllons O; a r?S?L\ﬁ?uslan Mitkov. 2000. Towards a more consistent and
coreference then tag relatons 100p. Seen in this comprehensive evaluation of anaphora resolution al-

way, the system poses the question of whether fur-gqjthms and system®roc. 2nd Discourse Anaph-
ther gains could be made by pushing the iterative ora and Anaphora Resolution Colloquiump. 96-
approach further. Perhaps by substituting an itera- 107
tive prOCEdufre Ior the pipeline srchltetcwr%j line ranent Ng and Claire Cardie. 2002. Improving ma-
iﬁgtl{;n?neutﬂallsyac?eeérvm\/?niﬁgnnatigrlleno fothae inf;?;c hine learning approaches to coreference resolution
) ' i : ~ Proc. ACL 2002pp.104-111
tion between semantic relations and coreference )
relations. This approach could be applied mor&€€ Meng Soon, Hwee Tou Ng, and Daniel Chung
broadly, to different NLP tasks, and also more Yong Lim. 2001. A machine learning approach to
deenl| oina bevond the simple one-and-a-half- coreference resolution of noun phras€amputa-
deeply, going bey P . tional Linguistics,Volume 27, Number 4, pp. 521-
iteration procedure we present here. Ultimately, we g4,
would want this framework to boost the perform- ,
ance of each component automatically and signiff©e! R. Tetreault. 2001. A corpus-based evaluatibn
cantly centering and pronoun resolutioComputational
We also intend to extend our method both to Linguistics, Volume 27, Number 4, pp. 507-520
cross-document relation detection and to event désel R. Tetreault and James Allen. 2004. Semantics

tection. Dialogue, and Pronoun ResolutidProc. CATALOG
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Abstract

The paper proposesa Constrained Entity-
Alignment F-Measure(CEAF) for evaluating
coreferenceresolution. The metric is com-
putedby aligningreferenceandsystementities
(or coreferencehains)with the constrainthat
a system(reference)entity is aligned with at
mostone reference(system)entity. We show
thatthe bestalignmentis a maximumbipartite
matchingproblemwhich canbe solved by the
Kuhn-Munkresalgorithm. Comparatie exper
imentsare conductedo shawv thatthe widely-
known MUC F-measurehas seriousflaws in
evaluatinga coreferenceystem.The proposed
metric is also comparedwith the ACE-Value,
the official evaluationmetricin the Automatic
ContentExtraction (ACE) task, and we con-
cludethatthe proposednetric possessesome
propertiessuchas symmetryand betterinter-
pretability missingin the ACE-Value.

1 Intr oduction

A working definition of coreferenceesolutionis parti-
tioning the nounphraseave areinterestedn into equi-
alenceclasseseachof which refersto a physicalentity.
We adoptthe terminologiesusedin the Automatic Con-
tent Extraction(ACE) task (NIST, 2003a)andcall each
individual phrasea mention andequialenceclassanen-
tity. For example,in thefollowing text sggment,

(1): “The AmericanMedical Association
voted yesterdayto install the heirapparentas
its president-electrejecting a strong, upstart
challengeby a district doctorwho arguedthat
the nation’s largest physicians’ group needs
strongerethicsandnew leadershig.

mentionsare underlined,“American Medical Associa-
tion”, “its” and “group” refer to the sameorganization
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(object)andthey form anentity. Similarly, “the heir ap-
parent’and“president-electteferto thesamepersorand
they form anotherentity. It is worth pointingout thatthe
entity definition hereis differentfrom what usedin the
MessagdJnderstandingConferencMUC) task(MUC,
1995; MUC, 1998)— ACE entity is called coreference
chainor equialenceclassin MUC, and ACE mentionis
calledentityin MUC.

An importantproblemin coreferenceesolutionis how
to evaluatea systems$ performanceA goodperformance
metricshouldhave thefollowing two properties:

e Discriminatiity: This refersto the ability to differ-
entiatea good systemfrom a bad one. While this
criterionsoundgtrivial, not all performancametrics
usedin the pastpossesshis property

¢ Interpretability:A goodmetricshouldbeeasyto in-
terpret.Thatis, thereshouldbe anintuitive senseof
how gooda systemis whena metric suggestshata
certainpercentagef coreferenceesultsarecorrect.
For example,whena metric reports95% or above
correctfor a system,we would expectthat the vast
majority of mentionsarein right entitiesor corefer
encechains.

A widely-usedmetricis thelink-basedr-measurégVi-
lain etal.,1995)adoptedn theMUC task.lIt is computed
by first countingthe numberof commonlinks between
the referencgor “truth”) andthe systemoutput(or “re-
sponse”);the link precisionis the numberof common
links divided by the numberof links in the systemout-
put, andthe link recall is the numberof commonlinks
divided by the numberof links in the reference.There
are known problemsassociatedvith the link-basedF-
measure. First, it ignoressingle-mentionentitiessince
no link canbefoundin theseentities;Secondandmore
importantly it fails to distinguishsystemoutputswith
differentqualities:thelink-based~-measuréntrinsically
favors systemsroducingfewer entities,and may result

Proceedings of Human Language Technology Conference and Conference on Empirical Methods in Natural Language
Processing (HLT/EMNLP), pages 25-32, Vancouver, October 2005. (©2005 Association for Computational Linguistics



in higherF-measure$or worsesystems.We will revisit
theseissuesn Section3.

To countertheseshortcomings,Baggaand Baldwin
(1998) proposedh B-cubedmetric, which first computes
a precisionandrecall for eachindividual mention,and
then takes the weightedsum of theseindividual preci-
sionsandrecallsasthe final metric. While the B-cubed
metric fixes someof the shortcomingsof the MUC F-
measureit hasits own problems:for example,the men-
tion precision/recalis computedby comparingentities
containingthe mention and thereforean entity can be
usedmorethanonce. The implication of this dravback
will berevisitedin Section3.

In the ACE task, a value-basednetric called ACE-
value (NIST, 2003b)is used. The ACE-valueis com-
putedby countingthe numberof false-alarmthe num-
ber of miss, andthe numberof mistalen entities. Each
error is associatedvith a cost factor that dependson
things such as entity type (e.g., “LOCATION", “PER-
SON"), andmentionlevel (e.g.,"NAME,” “NOMIN AL,”
and“PRONOUN?"). Thetotal costis the sumof thethree
costswhichis thennormalizedagainsthecostof anom-
inal systemthat doesnot outputary entity. The ACE-
valueis finally computedby subtractingthe normalized
costfrom 1. A perfect coreferencesystemwill get a
100% ACE-valuewhile a systemoutputsno entitieswill
geta0 ACE-value.A systemoutputtingmary erroneous
entitiescould even get negative ACE-value. The ACE-
value is computedby aligning entities and thus avoids
the problemsof the MUC F-measureThe ACE-valueis,
however, hardto interpret:asystemwith 90% ACE-value
doesnotmearnthat90% of systementitiesor mentionsare
correct,but thatthe costof the systemyelativeto theone
outputtingno entity, is 10%.

In this paper we aim to develop an evaluationmetric
thatis ableto measureéhequality of acoreferenceystem
— thatis, anintuitively bettersystemwould geta higher
scorethanaworsesystemandis easyto interpret.To this
end,weobsenethatcoreferenceystemsreto recognize
entities and proposea metric called ConstrainecEntity-
Aligned F-Measurg CEAF). At the coreof the metricis
the optimalone-to-onemapbetweersubset®f reference
andsystenmentities:systementitiesandreferenceentities
arealignedby maximizingthe total entity similarity un-
der the constraintthat a referenceentity is alignedwith
at mostone systementity, andvice versa. Oncethe to-
tal similarity is definedi,it is straightfornardto compute
recall, precisionand F-measureThe constrainmposed
in theentity alignmentmakesit impossibleto “cheat”the
metric: a systemoutputtingtoo mary entitieswill be pe-
nalizedin precisionwhile a systemoutputtingtwo few
entitieswill be penalizedn recall. It alsohasthe prop-
erty that a perfectsystemgetsan F-measurel while a
systemoutputtingno entity or no commonmentionsgets
anF-measurd). The proposedCEAF hasa clearmean-

of mentionsthat are in the correctentities; For entity-
basedCEAF it reflectsthe percentagef correctlyrecog-
nizedentities.

Therestof the paperis organizedasfollows. In Sec-
tion 2, the ConstrainecEntity-Alignment F-Measureis
presentedn detail: the constraintentity alignmentcan
be representedby a bipartite graph and the optimal
alignment can be found by the Kuhn-Munkresalgo-
rithm (Kuhn, 1955; Munkres, 1957). We also present
two entity-pair similarity measureghat can be usedin
CEAF: oneis the absolutenumberof commonmentions
betweertwo entities,andtheotheris a“local” mentionF-
measurdetweerntwo entities. Thetwo measuregeadto
the mention-base@dnd entity-basedCEAF, respectiely.
In Section3, we comparethe proposedmetric with the
MUC link-basedmetricand ACE-valueon bothartificial
and real data, and point out the problemsof the MUC
F-measure.

2 Constrained Entity-Alignment
F-Measure

Somenotationsare neededbefore we presentthe pro-
posedmetricandthe algorithmto computethe metric.
Let referenceentitiesin adocumenti be

R(d)={R;:i=1,2,---,|R(d)|},
andsystementitiesbe

To simplify typesettingwe will omit the dependengon
d whenit is clearfrom context, andwrite R(d) asR and
S(d) asS.

Let

m = min{|R/, S|}
M = max{|R],|S|},

andletR,, C RandS,, C S beary subsetsvith m enti-
ties. Thatis, |R,,| = m and|S,,| = m. Let G(R,,, Sin)

bethesetof one-to-oneentity mapsfrom R, to S,,,, and
G, bethe setof all possibleone-to-onemapsbetween
thesize+n subset®f R andS. Or

G(Rmasm) = {g R Sm}a
Gm = U(R,H,Sm)G(RmaSm)-

The requirementof one-to-onemap meansthat for ary
g € G(Rpm,Sm), andary R € R, andR' € R,,,
we have that R # R’ impliesthatg(R) # g(R'), and
g(R) # g(R’) impliesthatR # R’. Clearly, therearem!
one-to-onemapsfrom R,,, to S,,, (or |G(Rn, S| =
m!), and|G.,.| = (M)ml.

Let#(R, S) bea“similarity” measurdetweertwo en-

ing: for mention-base®EAF it reflectsthe percentage tities R andS. ¢(R,.S) takesnon-ngative value: zero
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valuemeanghat R and S have nothingin common.For
example,¢(R, S) couldbethenumberof commonmen-
tionssharedy R andS, and¢(R, R) thenumberof men-
tionsin entity R.

Forary g € G,,, thetotal similarity ®(g) for amapg
is thesumof similaritiesbetweerthealignedentity pairs:
®(9) = > ger,, ?(R,g(R)). Givenadocumentd, and
its referenceentitiesR andsystementitiesS, we canfind
the bestalignmentmaximizingthetotal similarity:

g" = arg max (9)

= arg Ingx Z ¢(R79(R))

S
gEGm RERm

1)

Let Rx, andS;, = ¢*(R:,) denotethe referenceand
systementity subsetsvhereg* is attained,respectiely.
Thenthe maximumtotal similarity is

O(g")= > ¢(R,g"(R)).

RERX,

)

If we insistthat ¢(R,S) = 0 wheneer R or S is
empty then the non-neyativity requirementof ¢(R, S)
malkesit unnecessaro considerthe possibility of map-
ping one entity to an empty entity sincethe one-to-one
mapmaximizing®(g) mustbein G,,.

Since we can compute the entity self-similarity
¢(R,R) and¢(S,S) forary R € R andS € S (i.e.,
usingthe identity map), we arenow readyto definethe
precisionrecallandF-measurasfollows:

_ ()
P= ZIL (ZS(SZ’SZ) (3)
®(9*)
" S ok R @
_ 2pr
F= p+r ©)

The optimal alignment ¢g* involves only m =
min{|R|, |S|} referenceandsystementities,andentities
notaligneddo not getcredit. Thusthe F-measuré5) pe-
nalizesa coreferencesystenthatproposesoomary (i.e.,
lower precision)or too few entities(i.e., lower recall),
whichis adesiredproperty

In the above discussion,it is assumedhat the sim-
ilarity measurep(R, S) is computedfor all entity pair
(R,S). In practice, computationof ¢(R,S) can be
avoidedif it is clearthat R andS havenothingin common
(e.g.,if nomentionin R andS overlapsthen¢(R, S) =
0). Theseentity pairs are not linked and they will not
be consideredvhensearchindor the optimalalignment.
Consequentliythe optimal alignmentcould involve less
thanm referenceandsystementities. This canspeedup
considerablythe F-measurecomputationwhen the ma-
jority of entity pairshave zerosimilarity. Nevertheless,

27

summingover m entity pairsin the generafformulae(2)
doesnot changethe optimal total similarity betweenRR
andS andhencethe F-measure.

In formulae(3)-(5), thereis only onedocumentn the
testcorpus. Extensionto corpuswith multiple testdoc-
umentsis trivial: just accumulatestatisticson the per
documenbasisfor bothdenominatorandnumeratorsn
(3) and(4), andfind theratio of thetwo.

Sofar, we havetacitly keptabstracthesimilarity mea-
sure¢(R,S) for entity pair R and.S. We will deferthe
discussiorof this metricto Section2.2. Insteadwe first
presenthealgorithmcomputingthe F-measurég3)-(5).

2.1 Computing Optimal Alignment and F-measure

A naive implementationof (1) would enumerateall the
possibleone-to-oneanaps(or alignments)oetweensize-
m (recall that m = min{|R|,|S|}) subsetsof R and
sizesn subsetsof S, andfind the bestalignmentmax-
imizing the similarity. Since this requirescomputing
the similarities betweenm M entity pairs andthereare
|G| = (%)m' possibleone-to-onamaps,the complex-
ity of this implementationis O(Mm + (%)m!). This
is not satishctory evenfor a documentwith a moderate
numberof entities: it will have about3.6 million opera-
tionsfor M = m = 10, adocumentwith only 10 refer
enceand10 systementities.

Fortunately the entity alignmentproblem underthe
constraintthat an entity can be alignedat mostonceis
the classicalmaximum bipartite matchingproblemand
thereexists an algorithm (Kuhn, 1955; Munkres,1957)
(henceforthkKuhn-MunkresAlgorithm) that canfind the
optimal solutionin polynomialtime. Castingthe entity
alignmentproblemasthe maximumbipartitematchingis
trivial: eachentity in R andS is a vertex andthe node
pair (R, S), whereR € R, S € S, is connectediy an
edgewith the weight ¢(R, S). Thusthe problem(1) is
exactly themaximumbipartitematching.

With the Kuhn-Munkresalgorithm, the procedureto
computethe F-measurg(5) can be describedas Algo-
rithm 1.

Algorithm 1 Computingthe F-measuréb).
Input: referenceentitiesR; systementities:S
Output: optimalalignmentg*; F-measurgb).
L:nitialize: g* = 0; ®(g*) = 0.
2:Fori=1to|R|

3: Forj=1to|S]

4: Compute ¢(R;, S;).

5:[g*,®(g*)]=KM ({4(R,S) : RE R, S € S}).
6:B(R) = Y per ?(R, R); B(S) = Y ge5 9(5,9).

o 2000 2(gN). . 2pr
=S P = S =k

8return g* andF.

Theinputto thealgorithmarereferenceentitiesk and
systementitiesS. Thealgorithmreturnsthe bestone-to-



onemap g* and F-measuren equation(5). Loop from

line 2 to 4 computeghe similarity betweenall the pos-
sible referenceand systementity pairs. The complexity

of thisloop is O(Mm). Line 5 callsthe Kuhn-Munkres
algorithm, which takes as input the entity-pair scores
{¢(R, S)} and outputsthe bestmap ¢g* and the corre-
spondingtotal similarity ®(¢*). The worst case(i.e.,

whenall entriesin {¢(R, S)} arenon-zerosgompleity

of the Kuhn-Algorithmis O(Mm?log m). Line 6 com-

putes“self-similarity” ®(R) and®(S) neededn the F-

measureomputatioratLine 7.

The core of the F-measurecomputationis the Kuhn-
Munkresalgorithmat line 5. The algorithmis initially
discoreredby Kuhn(1955)andMunkres(1957)to solve
the matching(a.k.aassignmentproblemfor squarema-
trices. Sincethen, it has beenextendedto rectangu-
lar matrices(Bourgeoisand Lassalle,1971) and paral-
lelized (Balasetal.,1991).A recentreview canbefound
in (GuptaandYing, 1999), which also detailsthe tech-
niguesof fastimplementation A shortdescriptionof the
algorithmis includedin Appendixfor the sale of com-
pleteness.

2.2 Entity Similarity Metric

In this sectionwe considerthe entity similarity metric
¢(R,S) definedon an entity pair (R, S). It is desirable
thato(R, S) is largewhenR andS are“close” andsmall
when R andS arevery different. Somestraight-forvard
choicescouldbe

1, fR=S

$1(R, S) ={ 0. (;therwise ©)
1, fRNS

$2(R,S) ={ 0: | othr;rwife@ @

(6) insiststhattwo entity arethe sameif all the mentions
arethe same,while (7) goesto the otherextreme: two
entitiesare the sameif they shareat leastonecommon
mention.

(6) doesnot offer a goodgranularityof similarity: For
example,if R = {a,b,c}, and one systemresponse
is S1 = {a,b}, andthe other systemresponseS,; =
{a}, thenclearly Sy is more similar to R than Ss, yet
o(R,S1) = ¢(R,S2) = 0. For the samereason,(7)
lacksof the desireddiscriminatiity aswell.

From the above argument,it is clearthat we wantto
have a metric that canmeasureahe degreeto which two
entitiesare similar, not a binary decision. One natural
choiceis measuringhow mary commonmentionstwo
entitiesshare,andthis canbe measuredy the absolute
numberor relative number:

#3(R,S)=|RNS| (8)
_ 9RNS|
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Metric (8) simply countsthe numberof commonmen-
tions sharedby R and S, while (9) is the mentionF-

measuréetweenR and S, arelative numbermeasuring
how similar R andS are.For theabosementionedxam-

ple,

¢3(R, 51) = d3({a, b, ¢}, {a,b}) =2
$3(R, S2) = ds({a,b. ¢}, {a}) =1
?4(R,S1) = p4({a,b,c},{a,b}) =0.8
$a(R, S2) = ¢1({a, b, c},{a}) = 0.5,

thus both metrics give the desired ranking
#3(R, S1) > ¢3(R, S2), ¢4(R,S1) > dpa(R, Sz).

If ¢3(-,-) isadoptedn Algorithm 1, ®(g*) is thenum-
ber of total commonmentionscorrespondindo the best
one-to-onemapg* while thedenominatorsf (3) and(4)
are the numberof proposedmentionsand the number
of systemmentions,respectiely. The F-measuren (5)
canbeinterpretedastheratio of mentionsthatarein the
“right” entities. Similarly, if ¢4(-,-) is adoptedn Algo-
rithm 1, the denominator®f (3) and (4) arethe number
of proposedentitiesand the numberof systementities,
respectiely, andthe F-measurén (5) canbe understood
asthe ratio of correctentities. Therefore,(5) is called
mention-baseEAF and entity-basedCEAF when (8)
and(9) areused respectiely.

o3(-, ) andgy(-, -) aretwo reasonablentity similarity
measuresbut by no meansthe only choices. At men-
tion level, partial credit could be assignedo two men-
tionswith differentbut overlappingspanspr whenmen-
tion typeis available,weightsdefinedon thetype confu-
sion matrix can be incorporated. At entity level, entity
attributes, if avaiable,canbe weightedin the similarity
measureaswell. For example, ACE datadefinesthree
entity classesNAME, NOMINAL andPRONOUN. Dif-
ferentweightscanbe assignedo thethreeclasses.

No matterwhat entity similarity measures used, it
is crucial to have the constraintthat the document-lgel
similarity betweenreferenceentitiesand systementities
is calculatedover the bestone-to-onanap. We will see
examplesin Section3 that misleadingresultscould be
producedvithout the alignmentconstraint.

Another obsenation is that the same evaluation
paradigmcanbe usedin any scenaridhatneedgo mea-
surethe “closenesshetweena setof systemand refer
enceobjects,providedthata similarity betweentwo ob-
jectsis defined.For example the2004ACEtasksinclude
detectingandrecognizingrelationsin text documentsA
relationinstancecanbetreatedasanobjectandthesame
evaluationparadigmcanbeapplied.

3 Comparisonwith Other Metrics

In this section we comparehe proposed--measuravith
the MUC link-based F-measure(and its variation B-
cubeF-measurepnd the more recentACE-value. The
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Figurel: Exampleentities: (1)truth; (2)systenresponse
(a); (3)systemresponse(b); (4)systemresponse(c);
(5)systenresponséd)

proposednmetric hasfixed problemsassociatedvith the
MUC andB-cubeF-measureandhasbetterinterpretabil-
ity thanthe ACE-value.

3.1 Comparisonwith the MUC F-measurand
B-cubeMetric on Artificial Data

We use the example in Figure 1 to compare the
MUC link-basedF-measureB-cube, and the proposed
mention- and entity-basedCEAF. In Figure 1, men-
tions are representedn circles and mentionsin an en-
tity are connectedby arrows. Intuitively, if eachmen-
tion is treatedequally the systemresponsga) is bet-
ter than the systemresponsgb) since the latter mixes
two big entities,{1, 2, 3,4,5} and{8,9, A, B, C'}, while
the former mixesa small entity {6, 7} with onebig en-
tity {8,9, A, B, C'}. Systenresponséb) is clearlybetter
thansystenresponséc) sincethelatterputsall themen-
tionsinto a singleentity while (b) hascorrectlyseparated
the entity {6, 7} from therest. The systemresponsed)
is the worst: the systemdoesnot link arny mentionsand
outputsl2 single-mentiorentities.

Tablel summarizevariousF-measurefor systenre-
sponse(a) to (d): the first column containsthe indices
of the systemresponsedound in Figure 1; the second
andthird columnsarethe MUC F-measureand B-cubic
F-measureespectiely; thelasttwo columnsarethe pro-
posedCEAF F-measuresjsingthe entity similarity met-
ric ¢s(-,-) andgqy(-, -), respectiely.

As shown in Table1, the MUC link-basedF-measure
failsto distinguishthesystenresponsé€a) andthesystem
responségb) asthetwo areassignedhe sameF-measure.
The systemresponse€c) represents trivial output: all
mentionsareputin the sameentity. YettheMUC metric
will leadto a 100% recall (9 out of 9 referencdinks are
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System CEAF

response| MUC | B-cube| ¢s(-,-) | da(-,-)
[€)) 0.947| 0.865 | 0.833 | 0.733
(b) 0.947| 0.737 | 0.583 | 0.667
(©) 0.900| 0.545 | 0.417 | 0.294
(d) - 0.400 | 0.250 | 0.178

Tablel: Comparisorof coreferencevaluationmetrics

correct)anda 81.2% precision(9 outof 11 systemlinks
arecorrect),which givesriseto a 90% F-measurelt is
striking that a “bad” systemresponsegetssucha high
F-measure.Another problemwith the MUC link-based
metricis thatit is not ableto handlesingle-mentiorenti-
ties,asthereis nolink for asinglementionentity. Thatis
why theentryfor systenresponséd) in Tablel is empty

B-cube F-measureranks the four systemresponses
in Table 1 as desired. This is becauseB-cube met-
ric (Baggaand Baldwin, 1998) is computedbasedon
mentions(as opposedo links in the MUC F-measure).
But B-cube usesthe same entity “intersecting” pro-
cedurefound in computingthe MUC F-measure(Vi-
lain et al., 1995), and it sometimescan give counter
intuitive results. To seethis, let us take a look at re-
call and precisionfor systemresponseg(c) and (d) for
B-cube metric. Notice that all the referenceentities
are found after intersectingwith the systemresponsce
(c): {{1,2,3,4,5},{6,7},{8,9, A, B,C}}. Therefore,
B-cuberecall is 100% (the correspondingprecisionis
&% (10 x 2 + 2% 2) = 0.375). This is counter
intuitive becausé¢he setof referenceentitiesis nota sub-
set of the proposedentities, thus the systemresponse
shouldnot have gottena 100% recall. The sameprob-
lem exists for the systemresponsgd): it getsa 100%
B-cube precision (the correspondingB-cube recall is
S(Bx14+2%1+5x1) = 0.25), but clearly not all
the entitiesin the systemresponséd) arecorrect! These
numebraresummarizedn Table2, wherecolumnswith
R and P representecallandprecisionrespectiely.

System B-cube CEAF

response|[ R P #3-R &3P | g2 R gaP
(c) 1.0 0.375| 0.417 0.417 | 0.196 0.588
(d) 0.25 1.0 0.250 0.250 | 0.444 0.111

Table 2: Exampleof counterintuitive B-cuberecall or
precision:systemrepsonséc) gets100% recall (column
R) while systemrepsonsdd) gets100% precision(col-
umnP). The problemis fixedin both CEAF metrics.

The counterintuitive resultsassociatedavith the MUC
and B-cube F-measuresre rootedin the procedureof
“intersecting”thereferenceandsystementities,whichal-
lows an entity to be usedmorethanonce! We will come
backto this afterdiscussinghe CEAF numbers.

From Table 1, we seethat both mention-based col-



umn under ¢3(-,-)) CEAF and entity-based(¢4(-, -))
CEAF are ableto rank the four systemsproperly: sys-
tem (a) to (d) are increasinglyworse. To seehow the
CEAF numbersarecomputed)et us take the systemre-
sponse(a) asan example: first, the bestone-oneentity
map is determined. In this case,the bestmapis: the
referenceentity {1,2,3,4,5} is alignedto the system
entity {1, 2, 3,4, 5}, thereferenceentity {8,9, A, B,C}
is aligned to the system{6,7,8,9, A, B,C} and the
referenceentity {6,7} is unaligned. The number
of common mentions is therefore 10 which results
in a mention-based(¢s(-,-)) recall % and precision
5. Since ¢4({1,2,3,4,5},{1,2,3,4,5}) = 1, and
¢4({8,9,4,B,C},{6.7,8,9, 4, B,C}) = 13, ®(¢") =
1+ % (c.f. equation(4) and(3)), andthe entity-based--
measurgc.f. equation(9)) is therefore
2x(1+13) 11

=— =0.733.
3+2 15

CEAFfor othersystenresponsearecomputedsimilarly.

CEAF recall and precisionbreakdaevn for system(c)
and(d) arelistedin column4 through? of Tablel. Ascan
be seen,neither mention-basechor entity-basedCEAF
hasthe aborementionegroblemassociatedvith the B-
cube metric, and the recall and precisionnumbersare
moreor lesscompatiblewith our intuition: for instance,
for system(c), basedon ¢3-CEAF number we cansay
that about41.7% mentionsare in the right entity, and
basedonthe ¢,-CEAF recallandprecisionwe canstate
thatabout19.6% of “true” entitiesarerecovered(recall)
andabout58.8% of the proposedentitiesarecorrect.

A comparisonof the proceduresof computingthe
MUC F-measure/B-cuband CEAF revealsthatthe cru-
cial differenceis that the MUC and B-cube F-measure
allow anentity to beusedmultiple timeswhile CEAF in-
siststhatentitymapbeone-to-oneSoanentitywill never
getdoublecredit. Take the systenrepsonséc) asan ex-
ample,intersectinghreereferenceentity in turn with the
referenceentitiesproducegshesamesetof referenceenti-
ties,which leadsto 100% recall. In theintersectiorstep,
the systementity is effectively usedthreetimes. In con-
trast, the systementity is alignedto only onereference
entity whencomputingCEAF

3.2 ComparisonsOn Real Data
3.2.1 MUC F-measureand CEAF

We have seenthe differentbehaviors of the MUC F-
measure B-cube F-measureand CEAF on the artificial
data.We now comparethe MUC F-measureCEAF, and
ACE-valuemetricson real data(compasiorbetweenthe
MUC and B-cube F-measurecan be found in (Bagga
andBaldwin, 1998)). Comparsiorbetweenthe MUC F-
measur@andCEAF is doneontheMUCG6 coreferenceest
set,while comparisorbetweerthe CEAF andACE-value
is doneonthe 2004ACE data.The setupreflectsthefact
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thatthe official MUC scorerand ACE scorerrun on their
own dataformatandare not easily portableto the other
dataset. All the experimentsn this sectionaredoneon
truementions.

Penalty | #sys-ent| MUC-F | ¢3-CEAF
-0.6 561 .851 0.750
-0.8 538 .854 0.756
-0.9 529 .853 0.753
-1 515 .853 0.753
-1.1 506 .856 0.764
-1.2 483 .857 0.768
-1.4 448 .863 0.761
-15 425 .862 0.749
-1.6 411 .864 0.740
-1.7 403 .865 0.741
-10 113 .902 0.445

Table3: MUC F-measureand mention-baseEAF on

the official MUCSG testset. Thefirst columncontainsthe
penaltyvaluein decreasingrder The secondcolumn
containsthe numberof system-proposeéntities. The
columnunderMUC-F is the MUC F-measuravhile ¢s-
CEAFisthemention-base€CEAF.

The coreferencesystemis similar to the one used
in (Luo et al., 2004). Resultsin Table 3 are produced
by asystentrainedonthe MUCS trainingdataandtested
on the 30 official MUC6 test documents. The test set
contains460 referenceentities. The coreferencesystem
usesa penaltyparameteto balancemissandfalsealarm
errors: the smallerthe parameterthe fewer entitieswill
be generatedWe vary the parametefrom —0.6 to —10,
listedin thefirst columnof Table3, andcomparehesys-
tem performancemeasuredy the MUC F-measurend
theproposednention-base€CEAF

As canbe seenthe mention-base€EAF hasa clear
maximumwhenthe numberof proposecentitiesis close
to the truth: at the penlatyvalue —1.2, the systempro-
duces4&3 entities,very closeto 460, andthe ¢3-CEAF
achiezesthe maximum0.768. In contrastthe MUC F-
measurencreasesalmost monotonicallyas the system
propose$ewerandfewerentities.In fact,thebestsystem
accordingto the MUC F-measurés the one proposing
only 113 entities. This demonstratea fundamentaflaw
of the MUC F-measure:the metric intrinsically favors
a systemproducingfewer entitiesandthereforelacks of
discriminatvity.

3.2.2 ACE-Valueand CEAF

Now let usturn to ACE-value. Resultsin Table4 are
producedy a systemtrainedon the ACE 2002and2004
trainingdataandtestedon a separatéestset,which con-
tains 853 referenceentities. Both ACE-value and the
mention-base@EAF penalizessystemsover-producing
or underproducing entities: ACE-value is maximum



Penalty | #sys-ent| ACE-value(%)| ¢3-CEAF
0.6 1221 88.5 0.726
0.4 1172 89.1 0.749
0.2 1145 89.4 0.755
0 1105 89.7 0.766
-0.2 1050 89.7 0.775
-0.4 1015 89.7 0.780
-0.6 990 89.5 0.782
-0.8 930 88.6 0.794
-1 891 86.9 0.780
-1.2 865 86.7 0.778
-1.4 834 85.6 0.769
-1.6 790 83.8 0.761

Table4: Comparisonof ACE-value and mention-based
CEAE Thefirst columncontainghe penaltyvaluein de-
creasingorder The secondcolumncontainsthe number
of system-proposedntities. ACE-valuesarein percent-
age.Thenumberof referenceentitiesis 853.

whenthe penaltyvalueis —0.2 and CEAF is maximum
whenthe penaltyvalueis —0.8. However, the optimal
CEAF systemproduces930 entities while the optimal
ACE-valuesystemproducesl 050 entities. Judgingfrom
thenumberof entities theoptimal CEAF systemis closer
to the“truth” thanthe counterparof ACE-value. Thisis
notvery surprisingsinceACE-valueis aweightedmetric
while CEAF treatseachmentionandentity equally As
such,thetwo metricshave very weakcorrelation.

While we can make a statemensuchas “the system
with penalty —0.8 puts about79.4% mentionsin right
entities”,it is hardto interpretthe ACE-valuenumbers.

Another differenceis that CEAF is symmetri¢, but
ACE-Valueis not. Symmetryis a desirableproperty For
example,when comparinginter-annotatoragreementa
symmetricmetricis independentf the orderof two sets
of input documentswhile anasymmetrianetric suchas
ACE-Valueneeddo statethe input orderalongwith the
metricvalue.

4 Conclusions

A coreferencgerformancenmetric— CEAF—is proposed
in this paper The CEAF metricis computedbasednthe
bestone-to-onanapbetweenreferenceentitiesandsys-
tem entities. Finding the bestone-to-onemapis a maxi-
mumbipartitematchingproblemandcanbesolvedby the
Kuhn-Munkresalgorithm. Two exampleentity-pairsim-
ilarity measuregi.e., ¢3(-,+) and¢4(-,-)) areproposed,
resultingonemention-base@€EAF andoneentity-based
CEAF, respectiely. It hasbeenshavn that the pro-
posedCEAF metric hasfixed problemsassociatedvith
the MUC link-basedF-measureand B-cube F-measure.

1This waspointedout by Nandakambhatla.
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The proposedmetric alsohasbetterinterpretabilitythan
ACE-value.
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Appendix: Kuhn-Munkr esAlgorithm

Let i index the referenceentitiesR andj index the sys-
tementitiesS, and ¢(i, j) be the similarity betweenthe
it" referenceentity and the j!* systementity. Alge-
braically, the maximumbipartite matchingcanbe stated
asanintegerprogrammingproblem:

g%¢@ﬁ%j (10)

subjectto: ZT” <1,Vi (11)
J

inj <1,Vj (12)

% e {0,1}, Vi, . (13)

If 2;; = 1, thei’" referenceentity andthe j*" system
entity arealigned.Constraint{11) (or (12)) impliesthata
referencgor system)entity cannotbe alignedmorethan
oncewith a system(or referencekntity.

Obsene thatthe coeficientsof (11) and(12) areuni-
modular Thus,Constraint(13) canbereplacedoy

Thedual(cf. pp. 219 of (Fletcher 1987))to the opti-

mizationproblem(10)with constraintg11),(12)and(14)
is:

min u; + v, 15

{m@ﬂgz %:J 49

st ug+v; > (i, 5),Vi, 5 (16)

u; > 0,Yi a7

v; > 0,Vj. (18)

The dualhasthe sameoptimal objective valueasthe pri-
mal.

It canbeshawn thatthe optimalconditionsfor thedual
problem(andhencethe maximumsimilarity match)are:

u; +v; = ¢(i, 7),if (4,7) is aligned (29)
u; = 0,if 7 isfree(i.e.,notaligned) (20)
v; = 0,if j isfree. (21)

The Kuhn-Munkresalgorithm startswith an empty
matchandan initial feasiblesetof {u;} and{v;}, and
iteratively increaseghe cardinality of the matchwhile
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satisfyingthe optimal conditions(19)-(21). Notice that
conceptually a matching problem with a rectangular
matrix [¢(7, j)] can always reduceto a squareone by
paddingzeros(this is not necessaryn practice,see,for
instance(Bourgeoisand Lassalle,1971)). For this rea-
son, we statethe Kuhn-Munkresalgorithm for the case
where|R| = |S| (or M = m) in Algorithm 2. The proof
of correctnesss omitteddueto spacdimit.

Notethat P,,4(¢, ) online 9 standsfor the augment-
ing (i.e., a free nodefollowed by an alignednode, fol-
lowed by a free node,...) pathfrom i to j in the corre-
spondingbipartitegraph. A @ Pg.4(%, j) is understoocs
edge“exclusive-or:” if anedge(k,!) isin A andonthe
path Pay (7, 7), it will beremovedfrom A4; if theedgeis
in eitherA or P,.4(4, 7), it will beadded.

Algorithm 2 Kuhn-MunkresAlgorithm

Input : similarity matrix: [¢(4, j)]

Output: bestmatchA = {(4, j)} andsimilarity ®.
L:Initialize: Vi, u; = max; ¢(i, j); V4, v; = 0; A = 0.
2Fori=1to M

3: If ¢is notfree,Continue;EndIF.

4: X = {i},Y = 0;

5: While true

6: NX)={l:3ke X,st.p(k,l)=up+v}
7: Y C N(X)

8: pickj € N(X)\Y

9: If jisfree

10: A= A® Puyy(i,j); break

11: Else

12: Findi’ suchthat (', j) € A.

138 X =XU{{},Y =Y U{j}L

14: Gotoline 6.

15: Endif

16: ElseY == N(X)

170 6 =mingex ey {ue + v — ¢k, 1)}

18: (i,7) = argmingc x jcp{ur +vi — ¢(k, 1)}
19: up =u — o0 fork € X.

20: vy=uv +oforleY.

21: j = j. Gotoline 9.

22: Endif

23: EndWhile

24:EndFor

25 =3 ;. nea ¢k D).
26:Return4d and®.
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Abstract

In this paper, we use the information re-
dundancy in multilingual input to correct
errors in machine translation and thus im-
prove the quality of multilingual sum-
maries. We consider the case of multi-
document summarization, where the input
documents are in Arabic, and the output
summary is in English. Typically, infor-
mation that makes it to a summary appears
in many different lexical-syntactic forms
in the input documents. Further, the use of
multiple machine translation systems pro-
vides yet more redundancy, yielding dif-
ferent ways to realize that information in
English. We demonstrate how errors in the
machine translations of the input Arabic
documents can be corrected by identify-
ing and generating from such redundancy,
focusing on noun phrases.

1 Introduction

Multilingual summarization is a relatively nascent
research area which has, to date, been addressed
through adaptation of existing extractive English
document summarizers. Some systems (e.g. SUM-
MARIST (Hovy and Lin, 1999)) extract sentences
from documents in a variety of languages, and trans-
late the resulting summary. Other systems (e.g.
Newsblaster (Blair-Goldensohn et al., 2004)) per-
form translation before sentence extraction. Read-
ability is a major issue for these extractive systems.
The output of machine translation software is usu-
ally errorful, especially so for language pairs such
as Chinese or Arabic and English. The ungrammati-
cality and inappropriate word choices resulting from
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the use of MT systems leads to machine summaries
that are difficult to read.

Multi-document summarization, however, has in-
formation available that was not available during the
translation process and which can be used to im-
prove summary quality. A multi-document summa-
rizer is given a set of documents on the same event
or topic. This set provides redundancy; for example,
each document may refer to the same entity, some-
times in different ways. It is possible that by ex-
amining many translations of references to the same
entity, a system can gather enough accurate informa-
tion to improve the translated reference in the sum-
mary. Further, as a summary is short and serves as
a surrogate for a large set of documents, it is worth
investing more resources in its translation; readable
summaries can help end users decide which docu-
ments they want to spend time deciphering.

Current extractive approaches to summarization
are limited in the extent to which they address qual-
ity issues when the input is noisy. Some new sys-
tems attempt substituting sentences or clauses in
the summary with similar text from extraneous but
topic related English documents (Blair-Goldensohn
et al., 2004). This improves readability, but can only
be used in limited circumstances, in order to avoid
substituting an English sentence that is not faith-
ful to the original. Evans and McKeown (2005)
consider the task of summarizing a mixed data set
that contains both English and Arabic news reports.
Their approach is to separately summarize informa-
tion that is contained in only English reports, only
Arabic reports, and in both. While the only-English
and in-both information can be summarized by se-
lecting text from English reports, the summaries of
only-Arabic suffer from the same readability issues.

In this paper, we use principles from information

Proceedings of Human Language Technology Conference and Conference on Empirical Methods in Natural Language
Processing (HLT/EMNLP), pages 33-40, Vancouver, October 2005. (©2005 Association for Computational Linguistics



theory (Shannon, 1948) to address the issue of read-
ability in multilingual summarization. We take as
input, multiple machine translations into English of
a cluster of news reports in Arabic. This input is
characterized by high levels of linguistic noise and
by high levels of information redundancy (multiple
documents on the same or related topics and mul-
tiple translations into English). Our aim is to use
automatically acquired knowledge about the English
language in conjunction with the information redun-
dancy to perform error correction on the MT. The
main benefit of our approach is to make machine
summaries of errorful input easier to read and com-
prehend for end-users.

We focus on noun phrases in this paper. The
amount of error correction possible depends on the
amount of redundancy in the input and the depth of
knowledge about English that we can utilize. We
begin by tackling the problem of generating refer-
ences to people in English summaries of Arabic texts
(§2). This special case involves large amounts of re-
dundancy and allows for relatively deep English lan-
guage modeling, resulting in good error correction.
We extend our approach to arbitrary NPs in §3.

The evaluation emphasis in multi-document sum-
marization has been on evaluating content (not read-
ability), using manual (Nenkova and Passonneau,
2004) as well as automatic (Lin and Hovy, 2003)
methods. We evaluate readability of the generated
noun phrases by computing precision, recall and f-
measure of the generated version compared to mul-
tiple human models of the same reference, comput-
ing these metrics on n-grams. Our results show that
our system performs significantly better on precision
over two baselines (most frequent initial reference
and randomly chosen initial reference). Precision is
the most important of these measures as it is impor-
tant to have a correct reference, even if we don’t re-
tain all of the words used in the human models.

2 References to people

2.1 Data

We used data from the DUC 2004 Multilingual
summarization task. The Document Understanding
Conference (http://duc.nist.gov) has been run annu-
ally since 2001 and is the biggest summarization
evaluation effort, with participants from all over the
world. In 2004, for the first time, there was a multi-
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lingual multi-document summarization task. There
were 25 sets to be summarized. For each set con-
sisting of 10 Arabic news reports, the participants
were provided with 2 different machine translations
into English (using translation software from ISI
and IBM). The data provided under DUC includes
4 human summaries for each set for evaluation pur-
poses; the human summarizers were provided a hu-
man translation into English of each of the Arabic
New reports, and did not have to read the MT output
that the machine summarizers took as input.

2.2 Task definition

An analysis of premodification in initial references
to people in DUC human summaries for the mono-
lingual task from 2001-2004 showed that 71% of
premodifying words were either title or role words
(eg. Prime Minister, Physicist or Dr.) or temporal
role modifying adjectives such as former or desig-
nate. Country, state, location or organization names
constituted 22% of premodifying words. All other
kinds of premodifying words, such as moderate or
loyal constitute only 7%. Thus, assuming the same
pattern in human summaries for the multilingual
task (cf. section 2.6 on evaluation), our task for each
person referred to in a document set is to:

1. Collect all references to the person in both translations of
each document in the set.

2. Identify the correct roles (including temporal modifica-
tion) and affiliations for that person, filtering any noise.

3. Generate a reference using the above attributes and the
person’s name.

2.3 Automatic semantic tagging
As the task definition above suggests, our approach
is to identify particular semantic attributes for a per-
son, and generate a reference formally from this se-
mantic input. Our analysis of human summaries tells
us that the semantic attributes we need to identify
are role, organization, country, state,
location and temporal modifier. In addi-
tion, we also need to identify the person name.
We used BBN’s IDENTIFINDER (Bikel et al., 1999)
to mark up person names, organizations and lo-
cations. We marked up countries and (American)
states using a list obtained from the CIA factsheet!.
nttp:/twww.cia.gov/cia/publications/factbook provides a
list of countries and states, abbreviations and adjectival forms,

for example United Kingdom/U.K./British/Briton and Califor-
nia/Ca./Californian.



To mark up roles, we used a list derived from Word-
Net (Miller et al., 1993) hyponyms of the person
synset. Our list has 2371 entries including multi-
word expressions such as chancellor of the exche-
quer, brother in law, senior vice president etc. The
list is quite comprehensive and includes roles from
the fields of sports, politics, religion, military, busi-
ness and many others. We also used WordNet to ob-
tain a list of 58 temporal adjectives. WordNet classi-
fies these as pre- (eg. occasional, former, incoming
etc.) or post-nominal (eg. elect, designate, emeritus
etc.). This information is used during generation.
Further, we identified elementary noun phrases us-
ing the LT TTT noun chunker (Grover et al., 2000),
and combined NP of NP sequences into one com-
plex noun phrase. An example of the output of our
semantic tagging module on a portion of machine
translated text follows:

..<NP> <ROLE> representative </ROLE> of
<COUNTRY> Iraqg </COUNTRY> of the <ORG>
United Nations </ORG> <PERSON> Nizar Hamdoon
</PERSON> < /NP> that <NP> thousands of people
< /NP> killed or wounded in <NP> the <TIME> next
</TIME> few days four of the aerial bombardment of
<COUNTRY > Iraq </COUNTRY > < /NP> ...

Our principle data structure for this experiment is
the attribute value matrix (AVM). For example, we
create the following AVM for the reference to Nizar
Hamdoon in the tagged example above:

name Nizar Hamdoon
role representative
country Iraq (argl)

organization United Nations (arg2)

Note that we store the relative positions (arg [
and arg 2) of the country and organization attributes.
This information is used both for error reduction and
for generation as detailed below. We also replace
adjectival country attributes with the country name,
using the correspondence in the CIA factsheet.

2.4 Identifying redundancy and filtering noise
We perform coreference by comparing AVMs. Be-
cause of the noise present in MT (For example,
words might be missing, or proper names might be
spelled differently by different MT systems), simple
name comparison is not sufficient. We form a coref-
erence link between two AVMs if:
1. The last name and (if present) the first name match.

2. OR, if the role, country, organization and time attributes
are the same.
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The assumption is that in a document set to be
summarized (which consists of related news re-
ports), references to people with the same affiliation
and role are likely to be references to the same per-
son, even if the names do not match due to spelling
errors. Thus we form one AVM for each person, by
combining AVMs. For Nizar Hamdoon, to whom
there is only one reference in the set (and thus two
MT versions), we obtain the AVM:

name Nizar Hamdoon(2)

role representative(2)
country Iraq(2) (argl)
organization United Nations(2) (arg2)

where the numbers in brackets represents the
counts of this value across all references. The arg
values now represent the most frequent ordering of
these organizations and countries in the input refer-
ences. As an example of a combined AVM for a
person with a lot of references, consider:

name Zeroual(24), Liamine Zeroual(20)

role president(23), leader(2)

country Algeria(18) (argl)

organization Renovation Party(2) (argl),
AFP(1) (argl)

time former(1)

This example displays common problems when
generating a reference. Zeroual has two affiliations -
Leader of the Renovation Party, and Algerian Presi-
dent. There is additional noise - the values AFP and
former are most likely errors. As none of the organi-
zation or country values occur in the same reference,
all are marked arg/; no relative ordering statistics
are derivable from the input. For an example demon-
strating noise in spelling, consider:

[ name Muammar Qaddafi(10), 1
Muammar Gaddafi(10),
Qaddafi(4), Gaddafi(4)
role leader colonel(12), colonel(4)
leader(3), minister(2), justice(1)
country Libya(7) (argl)
organization Peace Country(2) (arg2),
| Country Peace(1) (argl) |

Our approach to removing noise is to:

1. Select the most frequent name with more than one word
(this is the most likely full name).

2. Select the most frequent role.

3. Prune the AVM of values that occur with a frequency be-
low an empirically determined threshold.

Thus we obtain the following AVMs for the three
examples above:



name Nizar Hamdoon
role representative
country Iraq (argl)
organization United Nations (arg2)
name Liamine Zeroual
role president
country Algeria (argl)
name Muammar Qaddafi
role leader colonel
country Libya (argl)

This is the input semantics for our generation mod-
ule described in the next section.

2.5 Generating references from AVMs

In order to generate a reference from the words in an
AVM, we need knowledge about syntax. The syn-
tactic frame of a reference to a person is determined
by the role. Our approach is to automatically acquire
these frames from a corpus of English text. We used
the Reuters News corpus for extracting frames. We
performed the semantic analysis of the corpus, as in
§2.3; syntactic frames were extracted by identifying
sequences involving locations, organizations, coun-
tries, roles and prepositions. An example of auto-
matically acquired frames with their maximum like-
lihood probabilities for the role ambassador is:

ROLE=ambassador

(p=-35) COUNTRY ambassador PERSON
(.18) ambassador PERSON
(.12) COUNTRY ORG ambassador PERSON
(.12) COUNTRY ambassador to COUNTRY PERSON
(.06) ORG ambassador PERSON
(.06) COUNTRY ambassador to LOCATION PERSON
(.06) COUNTRY ambassador to ORG PERSON
(.03) COUNTRY ambassador in LOCATION PERSON
(.03) ambassador to COUNTRY PERSON

These frames provide us with the required syn-
tactic information to generate from, including word
order and choice of preposition. We select the most
probable frame that matches the semantic attributes
in the AVM. We also use a default set of frames
shown below for instances where no automatically
acquired frames exist:

ROLE=<Default>

COUNTRY ROLE PERSON
ORG ROLE PERSON
COUNTRY ORG ROLE PERSON
ROLE PERSON

If no frame matches, organizations, countries and
locations are dropped one by one in decreasing or-
der of argument number, until a matching frame is
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found. After a frame is selected, any prenominal
temporal adjectives in the AVM are inserted to the
left of the frame, and any postnominal temporal ad-
jectives are inserted to the immediate right of the
role in the frame. Country names that are not ob-
jects of a preposition are replaced by their adjectival
forms (using the correspondences in the CIA fact-
sheet). For the AVMs above, our generation module
produces the following referring expressions:

e Iraqi United Nations representative Nizar Hamdoon

e Algerian President Liamine Zeroual

e Libyan Leader Colonel Muammar Qaddafi

2.6 Evaluation

To evaluate the referring expressions generated by
our program, we used the manual translation of each
document provided by DUC. The drawback of us-
ing a summarization corpus is that only one human
translation is provided for each document, while
multiple model references are required for automatic
evaluation. We created multiple model references
by using the initial references to a person in the
manual translation of each input document in the
set in which that person was referenced. We cal-
culated unigram, bigram, trigram and fourgram pre-
cision, recall and f-measure for our generated ref-
erences evaluated against multiple models from the
manual translations. To illustrate the scoring, con-
sider evaluating a generated phrase “a b d” against
three model references “a b cd”, “a b c¢” and “b c
d”. The bigram precision is 1/2 = 0.5 (one out of
two bigrams in generated phrase occurs in the model
set), bigram recall is 2/7 = 0.286 (two out of 7 bi-
grams in the models occurs in the generated phrase)
and f-measure (f = 2p x r/(p + r)) is 0.364. For
fourgrams, P, R and F are zero, as there is a fourgram
in the models, but none in the generated NP.

We used 6 document sets from DUC’04 for devel-
opment purposes and present the average P, R and F
for the remaining 18 sets in Table 1. There were 210
generated references in the 18 testing sets. The table
also shows the popular BLEU (Papineni et al., 2002)
and NIST?> MT metrics. We also provide two base-
lines - most frequent initial reference to the person
in the input (Basel) and a randomly selected initial
reference to the person (Base2). As Table 1 shows,
Basel performs better than random selection. This

Zhttp://www.nist.gov/speech/tests/mt/resources/scoring.htm



UNIGRAMS P, Ry Fao
Generated 0.847*@ | 0.786 0.799* @
Basel 0.753* 0.805 0.746* 2
Base2 0.681 0.767 0.688 g
BIGRAMS P, R Fyy 2
Generated 0.684*@ | 0.591 0.615* *
Basel 0.598* 0.612 0.562%*
Base2 0.492 0.550 0.475
TRIGRAMS Poy Rav Foo
Generated 0.514*@ | 0.417 0.443*
Basel 0.424* 0.432 0.393*
Base2 0.338 0.359 0.315
FOURGRAMS | P,, Ry Fyy
Generated 0411*@ | 0.336 0.351%* °
Basel 0.320 0.360* 0.302 3
Base2 0.252 0.280 0.235 é
@ Significantly better than Basel d
* Significantly better than Base2
(Significance tested using unpaired t-test at 95% confidence)
MT Metrics | Generated | Basel | Base2
BLEU 0.898 0.499 | 0.400
NIST 8.802 6.423 | 5.658

Table 1: Evaluation of generated reference

is intuitive as it also uses redundancy to correct er-
rors, at the level of phrases rather than words. The
generation module outperforms both baselines, par-
ticularly on precision - which for unigrams gives an
indication of the correctness of lexical choice, and
for higher ngrams gives an indication of grammati-
cality. The unigram recall of 0.786 indicates that we
are not losing too much information at the noise fil-
tering stage. Note that we expect a low R, for our
approach, as we only generate particular attributes
that are important for a summary. The important
measure is P,,, on which we do well. This is also
reflected in the high scores on BLEU and NIST.

It is instructive to see how these numbers vary as
the amount of redundancy increases. Information
theory tells us that information should be more re-
coverable with greater redundancy. Figure 1 plots
f-measure against the minimum amount of redun-
dancy. In other words, the value at X=3 gives the
f-measure averaged over all people who were men-
tioned at least thrice in the input. Thus X=1 includes
all examples and is the same as Table 1.

As the graphs show, the quality of the generated
reference improves appreciably when there are at
least 5 references to the person in the input. This is a
convenient result for summarization because people
who are mentioned more frequently in the input are
more likely to be mentioned in the summary.
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Figure 1: Improvement in F-measure for n-grams in
output with increased redundancy in input.

Base2 |

2.7 Advantages over using extraneous sources

Our approach performs noise reduction and gener-
ates a reference from information extracted from the
machine translations. Information about a person
can be obtained in other ways; for example, from a
database, or by collecting references to the person
from extraneous English-language reports. There
are two drawbacks to using extraneous sources:

1. People usually have multiple possible roles and affilia-
tions, so descriptions obtained from an external source
might not be appropriate in the current context.

2. Selecting descriptions from external sources can change
perspective — one country’s terrorist is another country’s
freedom fighter.

In contrast, our approach generates references

that are appropriate and reflect the perspectives ex-
pressed in the source.

3 Arbitrary noun phrases

In the previous section, we showed how accurate ref-
erences to people can be generated using an infor-
mation theoretic approach. While this is an impor-
tant result in itself for multilingual summarization,
the same approach can be extended to correct errors
in noun phrases that do not refer to people. This ex-
tension is trickier to implement, however, because:

1. Collecting redundancy: Common noun coreference is a
hard problem, even within a single clean English text, and
harder still across multiple MT texts.



2. Generating: The semantics for an arbitrary noun phrase
cannot be defined sufficiently for formal generation;
hence our approach is to select the most plausible of the
coreferring NPs according to an inferred language model.
When sufficient redundancy exists, it is likely that there
is at least one option that is superior to most.

Interestingly, the nature of multi-document sum-
marization allows us to perform these two hard
tasks. We follow the same theoretical framework
(identify redundancy, and then generate from this),
but the techniques we use are necessarily different.

3.1 Alignment of NPs across translations

We used the BLAST algorithm (Altschul et al., 1997)
for aligning noun phrases between two translations
of the same Arabic sentence. We obtained the best
results when each translation was analyzed for noun
chunks, and the alignment operation was performed
over sequences of words and <NP> and </NP>
tags. BLAST is an efficient alignment algorithm that
assumes that words in the two sentences are roughly
in the same order from a global perspective. As nei-
ther of the MT systems used performs much clause
or phrase reorganization, this assumption is not a
problem for our task. An example of two aligned
sentences is shown in figure 2. We then extract core-
ferring noun phrases by selecting the text between
aligned <NP> and </NP> tags; for example:

1. the Special Commission in charge of disarmament of
Iraq’s weapons of mass destruction

2. the Special Commission responsible disarmament Iraqi
weapons of mass destruction

3.2 Alignment of NPs across documents

This task integrates well with the clustering ap-
proach to multi-document summarization (Barzilay,
2003), where sentences in the input documents are
first clustered according to their similarity, and then
one sentence is generated from each cluster. This
clustering approach basically does at the level of
sentences what we are attempting at the level of
noun phrases. After clustering, all sentences within
a cluster should represent similar information. Thus,
similar noun phrases in sentences within a cluster
are likely to refer to the same entities. We do noun
phrase coreference by identifying lexically similar
noun phrases within a cluster. We use SimFinder
(Hatzivassiloglou et al., 1999) for sentence cluster-
ing and the f-measure for word overlap to compare
noun phrases. We set a threshold for deciding coref-
erence by experimenting on the 6 development sets
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(cf. §2.6)- the most accurate coreference occurred
with a threshold of f=0.6 and a constraint that the
two noun phrases must have at least 2 words in com-
mon that were neither determiners nor prepositions.
For the reference to the UN Special Commission in
figure 2, we obtained the following choices from
alignments and coreference across translations and
documents within a sentence cluster:

1. the United nations Special Commission in charge of dis-

armament of Iraq’s weapons of mass destruction

2. the the United Nations Special Commission responsible
disarmament Iraqi weapons of mass destruction

3. the Special Commission in charge of disarmament of
Iraq’s weapons of mass destruction

4. the Special Commission responsible disarmament Iraqi
weapons of mass destruction

5. the United nations Special Commission in charge of dis-
armament of Iraq’s weapons of mass destruction

6. the Special Commission of the United Nations responsi-
ble disarmament Iraqi weapons of mass destruction

Larger sentence clusters represent information
that is repeated more often across input documents;
hence the size of a cluster is indicative of the impor-
tance of that information, and the summary is com-
posed by considering each sentence cluster in de-
creasing order of size and generating one sentence
from it. From our perspective of fixing errors in
noun phrases, there is likely to be more redundancy
in a large cluster; hence this approach is likely to
work better within clusters that are important for
generating the summary.

3.3 Generation of noun phrases

As mentioned earlier, formal generation from a set
of coreferring noun phrases is impractical due to the
unrestricted nature of the underlying semantics. We
thus focus on selecting the best of the possible op-
tions — the option with the least garbled word order;
for example, selecting 1) from the following:

1. the malicious campaigns in some Western media

2. the campaigns tendentious in some of the media Western
European

The basic insight that we utilize is — when two
words in a NP occur together in the original docu-
ments more often than they should by chance, it is
likely they really should occur together in the gen-
erated NP. Our approach therefore consists of iden-
tifying collocations of length two. Let the number
of words in the input documents be N. For each



<S1> <NP> Ivanov </NP> stressed

<82> <NP> Ivanov </NP> stressed however <NP> it </NP> should

<NP> the Special Commission in charge of

<NP> the Special Commission </NP> <NP> responsible disarmament Iragi

<NP> it </NP> should be to <NP> Baghdad </NP> to resume

disarmament of Iraq’s weapons of mass destruction </NP> .

<NP> work </NP> with

to <NP> Baghdad </NP> reconvening <NP> work </NP> with

</S1>

weapons of mass destruction </NP> . </S2>

Figure 2: Two noun chunked MT sentences (S1 and S2) with the words aligned using BLAST.

pair of words a and b, we use maximum likelihood
to estimate the probabilities of observing the strings
“ab”, “a” and “b”. The observed frequency of these
strings in the corpus divided by the corpus size N
gives the maximum likelihood probabilities of these
events p(a, b), p(a) and p(b). The natural way to de-
termine how dependent the distributions of @ and b
are is to calculate their mutual information (Church
and Hanks, 1991):

p(a,b)

10000 =108 ) (e

If the occurrences of a and b were completely
independent of each other, we would expect the
maximum likelihood probability p(a, b) of the string
“a b” to be p(a) x p(b). Thus mutual information
is zero when a and b are independent, and positive
otherwise. The greater the value of I(a, b), the more
likely that “a b” is a collocation. Returning to our
problem of selecting the best NP from a set of core-
ferring NPs, we compute a score for each NP (con-
sisting of the string of words wy...wy,) by averaging
the mutual information for each bigram:

t=n—1
Score(wy...wp) = Lizt (i wi1)
n—1

We then select the NP with the highest score. This
model successfully selects the malicious campaigns
in some Western media in the example above and
the United nations Special Commission in charge of
disarmament of Iraq’s weapons of mass destruction
in the example in §3.2.

3.4 Automatic Evaluation

Our approach to evaluation is similar to that for
evaluating references to people. For each collection
of coreferring NPs, we identified the corresponding
model NPs from the manual translations of the input
documents by using the BLAST algorithm for word
alignment between the MT sentences and the cor-
responding manually translated sentence. Table 2
below gives the average unigram, bigram, trigram
and fourgram precision, recall and f-measure for the
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UNIGRAMS Py Ry Foy
Mutual information | 0.615*@ | 0.658 0.607*
Basel 0.584 0.662 0.592
Base2 0.583 0.652 0.586
BIGRAMS P,y Ry Fyy
Mutual information | 0.388*@ | 0.425%* 0.374*@
Basel 0.340 0.402 0.339
Base2 0.339 0.387 0.330
TRIGRAMS P, Ry Fyy
Mutual information | 0.221*@ | 0.204* 0.196*@
Basel 0.177 0.184 0.166
Base2 0.181 0.171 0.160
FOURGRAMS P,, Ry, F,.
Mutual information | 0.092%* 0.090* 0.085%*
Basel 0.078 0.080 0.072
Base2 0.065 0.066 0.061

@ Significantly better than Basel
* Significantly better than Base2
(Significance tested using unpaired t-test at 95% confidence)

MT Metrics | Mutual information | Basel | Base2
BLEU 0.276 0.206 | 0.184
NIST 5.886 4,979 | 4.680

Table 2: Evaluation of noun phrase selection

selected NPs, evaluated against the models. We ex-
cluded references to people as these were treated for-
mally in §2. This left us with 961 noun phrases from
the 18 test sets to evaluate. Table 2 also provides the
BLEU and NIST MT evaluation scores.

We again provide two baselines - most frequent
NP in the set (Basel) and a randomly selected NP
from the set (Base2). The numbers in Table 2 are
lower than those in Table 1. This is because generat-
ing references to people is a more restricted problem
— there is less error in MT output, and a formal gen-
eration module is employed for error reduction. In
the case of arbitrary NPs, we only select between the
available options. However, the information theo-
retic approach gives significant improvement for the
arbitrary NP case as well, particularly for precision,
which is an indicator of grammaticality.

3.5 Manual Evaluation

To evaluate how much impact the rewrites have on
summaries, we ran our summarizer on the 18 test
sets, and manually evaluated the selected sentences



and their rewritten versions for accuracy and flu-
ency. There were 118 sentences, out of which 94
had at least one modification after the rewrite pro-
cess. We selected 50 of these 94 sentences at ran-
dom and asked 2 human judges to rate each sen-
tence and its rewritten form on a scale of 1-5 for
accuracy and fluency®. We used 4 human judges,
each judging 25 sentence pairs. The original and
rewritten sentences were presented in random order,
so judges did not know which sentences were rewrit-
ten. Fluency judgments were made before seeing the
human translated sentence, and accuracy judgments
were made by comparing with the human transla-
tion. The average scores before and after rewrite
were 2.08 and 2.26 respectively for fluency and 3.00
and 3.19 respectively for accuracy. Thus the rewrite
operations increases both scores by around 0.2.

4 Conclusions and future work

We have demonstrated how the information redun-
dancy in the multilingual multi-document summa-
rization task can be used to reduce MT errors. We
do not use any related English news reports for sub-
stituting text; hence our approach is not likely to
change the perspectives expressed in the original
Arabic news to those expressed in English news re-
ports. Further, our approach does not perform any
corrections specific to any particular MT system.
Thus the techniques described in this paper will re-
main relevant even with future improvements in MT
technology, and will be redundant only when MT is
perfect. We have used the Arabic-English data from
DUC’04 for this paper, but our approach is equally
applicable to other language pairs. Further, our tech-
niques integrate easily with the sentence clustering
approach to multi-document summarization — sen-
tence clustering allows us to reliably identify noun
phrases that corefer across documents.

In this paper we have considered the case of noun
phrases. In the future, we plan to consider other
types of constituents, such as correcting errors in
verb groups, and in the argument structure of verbs.
This will result in a more generative and less ex-

3We followed the DARPA/LDC guidelines from http://
Idc.upenn.edu/Projects/TIDES/Translation/TranAssessSpec.pdf.
For fluency, the scale was 5:Flawless, 4:Good, 3:Non-native,
2:Disfluent, 1:Incomprehensible.  The accuracy scale for
information covered (comparing with human translation) was
5:All, 4:Most, 3:Much, 2:Little, 1:None.
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tractive approach to summarization - indeed the case
for generative approaches to summarization is more
convincing when the input is noisy.
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Abstract

Recognition errors hinder the prolifera-
tion of speech recognition (SR) systems.
Based on the observation that recogni-
tion errors may result in ungrammatical
sentences, especially in dictation appli-
cation where an acceptable level of ac-
curacy of generated documents is indis-
pensable, we propose to incorporate two
kinds of linguistic features into error de-
tection: lexical features of words, and syn-
tactic features from a robust lexicalized
parser. Transformation-based learning is
chosen to predict recognition errors by in-
tegrating word confidence scores with lin-
guistic features. The experimental results
on a dictation data corpus show that lin-
guistic features alone are not as useful as
word confidence scores in detecting er-
rors. However, linguistic features provide
complementary information when com-
bined with word confidence scores, which
collectively reduce the classification error
rate by 12.30% and improve the F measure
by 53.62%.

1 Introduction

The proliferation of speech recognition (SR) sys-
tems is hampered by the ever-presence of recogni-
tion errors and the significant amount of effort in-
volved in error correction. A user study (Sears et al.,
2001) showed that users spent one-third of their time
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finding and locating errors and another one-third of
the time correcting errors in a hand-free dictation
task. Successfully detecting SR errors can speed up
the entire process of error correction. Therefore, we
focus on error detection in this study.

A common approach to detecting SR errors is an-
notating confidence at the word level. The major-
ity of confidence annotation methods are based on
feature combination, which follows two steps: (i)
extract useful features characteristics of the correct-
ness of words either from the inner components of
an SR system (SR-dependent features) or from the
recognition output (SR-independent features); and
(ii) develop a binary classifier to separate words into
two groups: correct recognitions and errors.

Various features extracted from different compo-
nents of an SR system, such as the acoustic model,
the language model, and the decoder, have been
proven useful to detecting recognition errors (Chase,
1997; Pao et al., 1998; San-Segundo et al., 2001).
Nonetheless, merely using these features is inade-
quate, because the information conveyed by these
features has already been considered when SR sys-
tems generate the output. A common observation is
that the combination of SR-dependent features can
only marginally improve the performance achieved
by using only the best single feature (Zhang and
Rudnicky, 2001; Sarikaya et al., 2003). Hence in-
formation sources beyond the SR system are desired
in error detection.

High-level linguistic knowledge is a good candi-
date for additional information sources. It can be
extracted from the SR output via natural language
processing, which compensates for the lack of high-

Proceedings of Human Language Technology Conference and Conference on Empirical Methods in Natural Language
Processing (HLT/EMNLP), pages 41-48, Vancouver, October 2005. (©2005 Association for Computational Linguistics



level linguistic knowledge in a typical SR system.
A user study (Brill et al., 1998) showed that hu-
mans can utilize linguistic knowledge at various lev-
els to improve the SR output by selecting the best
utterance hypotheses from N-best lists. Linguistic
features from syntactic, semantic, and dialogue dis-
course analyses have proven their values in error de-
tection in domain specific spoken dialogue systems,
e.g. (Rayner et al., 1994; Carpenter et al., 2001;
Sarikaya et al., 2003). However, few studies have in-
vestigated the merit of linguistic knowledge for error
detection in dictation, a domain-independent appli-
cation.

Transformation-based learning (TBL) is a rule-
based learning method. It has been used in error
correction (Mangu and Padmanabhan, 2001) and er-
ror detection (Skantze and Edlund, 2004). The rules
learned by TBL show good interpretability as well
as good performance. Although statistical learning
methods have been widely used in confidence an-
notation (Carpenter et al., 2001; Pao et al., 1998;
Chase, 1997), their results are difficult to interpret.
Therefore, we select TBL to derive error patterns
from the SR output in this study.

The rest of the paper is organized as follows. In
Section 2, we review the extant work on utilizing lin-
guistic features in error detection. In Section 3, we
introduce linguistic features used in this study. In
Section 4, we describe transformation-based learn-
ing and define the transformations, followed with
reporting the experimental results in Section 5. Fi-
nally, we summarize the findings of this study and
suggest directions for further research in Section 6.

2 Related Work

When the output of an SR system is processed, the
entire utterance is available and thus utterance-level
contextual information can be utilized. Features
generated from high-level language processing such
as syntactic and semantic analyses may complement
the low-level language knowledge (usually n-gram)
used in the SR systems.

Most of the previous work on utilizing linguis-
tic features in error detection focused on utterance-
level confidence measures. Most of features were
extracted from the output of syntactic or semantic
parsers, including full/robust/no parse, number of
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words parsed, gap number, slot number, grammar
rule used, and so on (Rayner et al., 1994; Pao et
al., 1998; Carpenter et al., 2001; San-Segundo et al.,
2001). Some discourse-level features were also em-
ployed in spoken dialogue systems such as number
of turns, and dialog state (Carpenter et al., 2001).

Several studies incorporated linguistic features
into word-level confidence measures. Zhang and
Rudnicky (2001) selected two features, i.e., pars-
ing mode and slot backoff mode, extracted from the
parsing result of Phoenix, a semantic parser. The
above two features were combined with several SR-
dependent features using SVM, which achieved a
7.6% relative classification error rate reduction over
SR-dependent features on the data from CMU Com-
municator system.

Sarikaya et al. (2003) explored two sets of seman-
tic features: one set from a statistical classer/parser,
and the other set from a maximum entropy based
semantic-structured language model. When com-
bined with the posterior probability using the deci-
sion tree, both sets achieved about 13-14% absolute
improvement on correct acceptance at 5% false ac-
ceptance over the baseline posterior probability on
the data from IBM Communicator system.

Skantze and Edlund (2004) focused on lexical
features (e.g., part-of-speech, syllables, and con-
tent words) and dialogue discourse features (e.g.,
previous dialogue act, and mentioned word), but
did not consider parser-based features. They em-
ployed transformation-based learning and instance-
based learning as classifiers. When combined with
confidence scores, the linguistic features achieved
7.8% absolute improvement in classification accu-
racy over confidence scores on one of their dialogue
corpora.

It is shown from the related work that linguis-
tic features have merit in judging the correctness
of words and/or utterances. However, such features
have only been discussed in the context of conver-
sational dialogue in specific domains such as ATIS
(Rayner et al., 1994), JUPITER (Pao et al., 1998),
and Communicator (Carpenter et al., 2001; San-
Segundo et al., 2001; Zhang and Rudnicky, 2001;
Sarikaya et al., 2003).

In an early study, we investigated the usefulness
of linguistic features in detecting word errors in dic-
tation recognition (Zhou et al., 2005). The linguis-



tic features were extracted from the parsing result
of the link grammar. The combination of linguis-
tic features with various confidence score based fea-
tures using SVM can improve F measure for error
detection from 42.2% to 55.3%, and classification
accuracy from 80.91% to 83.53%. However, parser-
based features used were limited to the number of
links that a word has.

3 Linguistic Features

For each output word, two sets of linguistic features
are extracted: lexical features and syntactic features.

3.1 Lexical Features

For each word w, the following lexical features are
extracted:

e word: w itself

e pos: part-of-speech tag from Brill’s tagger
(Brill, 1995)

e syllables: number of syllables in w, estimated
based on the distribution patterns of vowels and
consonants

e position: the position of w in the sentence: be-
ginning, end, and middle

3.2 Syntactic Features

Speech recognition errors may result in ungrammat-
ical sentences under the assumption that the speaker
follows grammar rules while speaking. Such an as-
sumption holds true especially for dictation appli-
cation because the general purpose of dictation is
to create understandable documents for communi-
cation.

Syntactic parsers are considered as the closest ap-
proximation to this intuition since there is still a lack
of semantic parsers for the general domain. More-
over, robust parsers are preferred so that an error
in a recognized sentence does not lead to failure in
parsing the entire sentence. Furthermore, lexicalized
parsers are desired to support error detection at the
word level. As a result, we select Link Grammar' to
generate syntactic features.

! Available via http://www.link.cs.cmu.edu/link/
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3.2.1 Link Grammar

Link Grammar is a context-free lexicalized gram-
mar without explicit constituents (Sleator and Tem-
perley, 1993). In link grammar, rules are expressed
as link requirements associated with words. A link
requirement is a set of disjuncts, each of which rep-
resents a possible usage of the word. A sequence of
words belongs to the grammar if the result linkage is
a planar, connected graph in which at most one link
is between each word pair and no cross link exists.
Link grammar supports robust parsing by incorpo-
rating null links (Grinberg et al., 1995).

3.2.2 Features from Link Grammar

We hypothesize that a word without any link in
a linkage of the sentence is a good indicator of
the occurrence of errors. Either the word itself
or words around it are likely to be erroneous. It
has been shown that null links can successfully ig-
nore false starts and connect grammatical phrases in
ungrammatical utterances, which are randomly se-
lected from the Switchboard corpus (Grinberg et al.,
1995).

A word with links may still be an error, and
its correctness may affect the correctness of words
linked to it, especially those words connected with
the shortest links that indicate the closest connec-
tions.

Accordingly, for each word w, the following fea-
tures are extracted from the parsing result:

e haslink: whether w has left links, right links, or
no link

e llinkto/rlinkto: the word to which w links via
the shortest left/right link

An example of parsing results is illustrated in Fig-
ure 1. Links are represented with dotted lines which
are annotated with labels (e.g., Wd, Xp) represent-
ing link types. In Figure 1, word “since” has no
link, and word “around” has one left link and one
right link. The word that has the shortest left link to
“world” is “the”.



______________________________________

LEFT-WALL [since] people.p will.v

come.v from around

Figure 1: An Example of Parsing Results of Link Grammar

4 Error Detection based on
Transformation-Based Learning

4.1 Transformation-Based Learning

Transformation-Based Learning is a rule-based ap-
proach, in which rules are automatically learned
from the data corpus. It has been successfully used
in many natural language applications such as part-
of-speech tagging (Brill, 1995). Three prerequisites
for using TBL are: an initial state annotator, a set of
possible transformations, and an objective function
for choosing the best transformations.

Before learning, the initial state annotator adds la-
bels to the training data. The learning goes through
the following steps iteratively until no improvement
can be achieved: (i) try each possible transformation
on the training data, (ii) score each transformation
with the objective function and choose the one with
the highest score, and (iii) apply the selected trans-
formation to update the training data and append it
to the learned transformation list.

4.2 Error Detection Based on TBL

Pre-defined transformation templates are the rules
allowed to be used, which play a vital role in TBL.
The transformation templates are defined in the fol-
lowing format:

Change the word label of a word w from X to Y, if
condition (' is satisfied

where, X and Y take binary values: 1 (correct
recognition) and -1 (error). Each condition C' is the
conjunction of sub-conditions in form of f op v,
where f represents a feature, v is a possible cate-
gorical value of f, and op is the possible operations
such as <, > and =.

In addition to the linguistic features introduced in
Section 3, two other features are used:

e word confidence score (CS): an SR dependent
feature generated by an SR system.
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e word label (label): the target of the transfor-
mation rules. Using it as a feature enables the
propagation of the effect of preceding rules.

As shown in Table 1, conditions are classified into
three categories based on the incrementally enlarged
context from which features are extracted: word
alone, local context, and sentence context. The three
categories are further split into seven groups accord-
ing to the features they used.

e L: the correctness of w depends solely on itself.
Conditions only include lexical features of w.

e Local: the correctness of w depends not only
on itself but also on its surrounding words.
Conditions incorporate lexical features of sur-
rounding words as well as those of w. Fur-
thermore, word labels of surrounding words are
also employed as a feature to capture the effect
of the correctness of surrounding words of w.

e Long: the scope of conditions for the correct-
ness of w is expanded to include syntactic fea-
tures. Syntactic features of w and its surround-
ing words as well as the features in Local are
incorporated into conditions. In addition, the
lexical features and word labels of words that
have the shortest links to w are also incorpo-
rated.

e CS: the group in which conditions only include
confidence scores of w.

e LCS, CSLocal, CSLong: these three groups
are generated by combining the features from
L, Local, and Long with the confidence scores
of w as an additional feature respectively.

lrHaslink and [linkLabel are combinations of
basic features. [rHaslink represents whether the
preceding word and the following word have links,



Category | Group Example
Word CS es(w;) < ¢
Alone L position(w;) = t; & syllables(w;) = s;
LCS cs(w;) < ¢; & pos(w;) = p;
Local Local position(w;) = t; & label(w;—1) = l;—1 & word(w;) = d;
Context | CSLocal | cs(w;) < ¢ & position(w;) = t; & label(w;—1) = ;-1 & label(w;y1) =
lia
Sentence | Long position(w;) = t; & lr Haslink(w;) = h; & haslink(w;) = hl;
Context | CSLong | cs(w;) < ¢; & position(w;) = t; & llinkLabel(w;) = ll; & pos(w;) = p;

Table 1: Condition Categories and Examples

and llink Label represents the label of the word to
which w has the shortest left link. ¢;, t;, s;, pi, l;, d;,
hi, hl;, and [l; are possible values of the correspond-
ing features.

The initial state annotator initializes all the words
as correct words. A Prolog based TBL tool, u-
TBL (Lager, 1999) 2 is used in this study. Classi-
fication accuracy is adopted as the objective func-
tion. For each transformation, its positive effect
(PE) is the number of words whose labels are cor-
rectly updated by applying it, and its negative ef-
fect (NE) is the number of words wrongly updated.
Two cut-off thresholds are used to select transfor-
mations with strong positive effects: net positive ef-
fect (PE — NFE), and the ratio of positive effect
(PE/(PE + NE)).

S Experimental Results and Discussion

Experiments were conducted at several levels. Start-
ing with transformation rules with word alone con-
ditions, additional rules with local context and sen-
tence context conditions were incorporated incre-
mentally by enlarging the scope of the context. As
such, the results help us not only identify the ad-
ditional contribution of each condition group to the
task of error detection but also reveal the importance
of enriching contextual information to error detec-
tion.

5.1 Data Corpus

The data corpus was collected from a user study
on a composition dictation task (Feng et al., 2003).
A total of 12 participants were native speakers and

2 Available via http://www.ling.gu.se/lager/mutbl.html
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none of them used their voice for professional pur-
poses. Participants spoke to IBM ViaVoice (Millen-
nium edition), which contains a general vocabulary
of 64,000 words. The dictation task was completed
in a quiet lab environment with high quality micro-
phones.

During the study, participants were given one pre-
designed topic and instructed to compose a docu-
ment of around 400 words on that topic. Before
starting the dictation, they completed enrollments to
build personal profiles and received training on fin-
ishing the task with a different topic. They were
asked to make corrections only after they finished
composing a certain length of text. The data cor-
pus consists of the recognition output of their dicta-
tions excluding corrections. Word recognition errors
were first marked by the participants themselves and
then validated by researchers via cross-referencing
the recorded audios. The data corpus contains 4,804
words.

5.2 Evaluation Metrics

To evaluate the overall performance of the error de-
tection, classification error rate (CER) (Equation 1),
commonly used metric to evaluate classifiers, is
used. CER is the percentage of words that are
wrongly classified.

CER — # of wrongly classified words 0
total# of words

The baseline CER is derived by assuming all the
words are correct, and it has the value as the ratio of
the total number of insertion and substitution errors
to the total number of output words.

Precision (PRE) and recall (REC) on errors are
used to measure the performance of identifying er-




rors. PRE is the percentage of words classified as er-
rors that are in fact recognition errors. REC denotes
the proportion of actual recognition errors that are
categorized as errors by the classifier. In addition,
F measure (Equation 2), a single-valued metric re-
flecting the trade-off between PRE and REC, is also
used. The baselines of PRE, REC, and F for error
are zeros, for all of the output words are assumed
correct.

_2*PRE*REC'

PRE + REC @

5.3 Results

3-fold cross-validation was used to test the system.
When dividing the data corpus, sentence is treated
as an atomic unit. The 3-fold cross-validation was
run 9 times, and the average performance is reported
in Table 2. The labels of rule combinations are de-
fined by the connections of several symbols defined
in Section 4.2. For each rule combination, the types
of rules can be included are decided by all the possi-
ble combinations of those symbols which are in Ta-
ble 1. For example, L-CS-Local-Long includes rules
with conditions L, CS, Local, Long, LCS, CSLocal
and CSLong.

The threshold of net positive effect is set to 5 to
ensure that enough evidence has been observed, and
that of the ratio of the positive effect is set to 0.5 to
ensure that selected transformations have the posi-
tive effects.

For the combinations without CS, L-Local-Long
achieves the best performance in terms of both CER
and F measure. A relative improvement of 4.85% is
achieved over the baseline CER, which is relatively
small. One possible explanation concerns the large
vocabulary size in the data set. Although the par-
ticipants were asked to compose the documents on
the same topic, the word usage was greatly diversi-
fied. An analysis of the data corpus shows that the
vocabulary size is 993.

Despite its best performance in linguistic feature
groups, L-Local-Long produces worse performance
than CS in both CER and F measure. Therefore, lin-
guistic features by themselves are not as useful as
confidence scores.

When linguistic features are combined with
CS, they provide additional improvement. L-CS
achieves a 4.58% relative improvement on CER and
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a 31.37% relative improvement on F measure over
CS. L-CS-Local only achieves marginal improve-
ment on CER and a 7.54% relative improvement on
F measure over L-CS.

The best performance is generated by L-CS-
Local-Long. In particular, it boosts CER by a rel-
ative improvement of 12.30% over CS and a relative
improvement of 7.02% over L-CS-Local. In addi-
tion, it improves F measure by 53.62% and 8.74%
in comparison with CS and L-CS-Local respectively.
Therefore, enlarging the scope of context can lead to
improved performance on error detection.

It is revealed from Table 2 that the improvement
on F measure is due to the improvement on re-
call without hurting the precision. After combining
linguistic features with CS, L-CS and L-CS-Local-
Long achieve 43.77% and 75.57% relative improve-
ments on recall over CS separately. Hence, the
linguistic features can improve the system’s ability
in finding more errors. Additionally, L-CS-Local-
Long achieves a 7.32% relative improvement on pre-
cision over CS.

The average numbers of learned rules are shown
in Table 2. With the increased number of possible
used pre-defined rules, the number of learned rules
increases moderately. L-CS-Local-Long and L-CS-
Local have the largest number of rules, 14, which is
rather a small set of rules. As discussed above, these
rules are straightforward and easy to understand.

Figure 2 shows CERs when the learned rules are
incrementally applied in one run for L-CS-Local-
Long. Three lines represent each of the three folds
separately, and the number of learned rules differs
among folds.

CER(%)

T T T T T T T T T T T T
0 1 2 3 4 5 6 7 § 9 10 11 12 13 14

Number of Rules

Figure 2: Relations of CERs with Number of Rules



Combination Mean | Std. Mean Mean | Mean | Mean #

CER (%) | Dev | PRE (%) | REC (%) | F (%) | of rules
Baseline 15.66 | 0.06 - - - -
L 15.55 | 0.11 61.85 2.04 | 3.88 3
L-Local 1558 | 0.14 60.88 2.19 | 4.17 4
L-Local-Long 14.90 | 0.10 61.67 13.83 | 22.37 8
CS 14.64 | 0.09 61.03 21.98 | 31.50 1
L-CS 13.97 | 0.15 61.48 31.60 | 41.38 8
L-CS-Local 13.81 | 0.18 61.28 35.52 | 44.50 14
L-CS-Local-Long 12.84 | 0.21 65.50 38.59 | 48.39 14

Table 2: Performance of Transformation Rule Combinations

After the first several rules are applied, CERs drop
significantly. Then the changes in CERs become
marginal as additional rules are applied. The fold
1 and 3 reach the lowest CER after the last rule is
applied, and fold 2 reaches the lowest CERs in the
middle. Thus, the top ranked rules are mostly useful.

One advantage of TBL is that the learning result
can be easily interpreted. The following is the top
six rules learned in fold 3 in Figure 2.

Mark a word as an error, if :

e its confidence score is less than 0; it is in the
middle of a sentence; and it is a null-link word.

e its confidence score is less than -5; it is in the
middle of a sentence; and it has links to preced-
ing words.

e its confidence score is less than O; it is the first
word of a sentence; and it is a null-link word.

e its confidence score is less than 2; it is in the
middle of a sentence; it has 1 syllable; and the
word following it also has 1 syllable and is an
error.

e its confidence score is less than -1; and both its
preceding and following words are errors.

Mark a word as a correct word, if :

e its confidence score is greater than -1; and both
its preceding and following words are correct
words.

All of the above six rules include word confidence
score as a feature. Rule 1 and rule 3 suggest that
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null-link words are good indicators of errors, which
confirms our hypothesis. Rule 2 shows that a word
with low confidence score may also be an error even
if it is part of the linkage of the sentence. Rule 4
shows continuous short words are possible errors.
Rule 5 indicates that a word with low confidence
score may be an error if its surrounding words are er-
rors. Rule 6 is a rule to compensate for the wrongly
labeled words by previous rules.

6 Conclusion and Future Works

We introduced an error detection method based on
feature combinations. Transformation-based learn-
ing was used as the classifier to combine linguistic
features with word confidence scores. Two kinds
of linguistic features were selected: lexical fea-
tures extracted from words themselves, and syntac-
tic features from the parsing result of link grammar.
Transformation templates were defined by varying
scope of the context. Experimental results on a dic-
tation corpus showed that although linguistic fea-
tures alone were not as useful as word confidence
scores to error detection, they provided complemen-
tary information when combined with word confi-
dence score. Moreover, the performance of error de-
tection was improved incrementally as the scope of
context was enlarged, and the best performance was
achieved when sentence context was considered. In
particular, enlarging the context modeled by linguis-
tic features improved the capability of error detec-
tion by finding more errors without deteriorating and
even improving the precision.

The proposed method has been tested using a dic-
tation corpus on a topic related to office environ-



ment. We are working on evaluating the method
on spontaneous dictation utterances from the CSR-II
corpus, and other monologue corpora such as Broad-
cast News. The method can be extended by incorpo-
rating lexical semantic features from the semantic
analysis of recognition output to detect semantic er-
rors that are likely overlooked by syntactic analysis.
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Abstract

Browsing through large volumes of spoken
audio is known to be a challenging task for
end users. One way to alleviate this prob-
lem is to allow users to gist a spoken audio
document by glancing over a transcript
generated through Automatic Speech Rec-
ognition. Unfortunately, such transcripts
typically contain many recognition errors
which are highly distracting and make gist-
ing more difficult. In this paper we present
an approach that detects recognition errors
by identifying words which are semantic
outliers with respect to other words in the
transcript. We describe several variants of
this approach. We investigate a wide range
of evaluation measures and we show that
we can significantly reduce the number of
errors in content words, with the trade-off
of losing some good content words.

1 Introduction

Spoken audio documents are becoming more and
more common place due to the rising popularity of
technologies such as: video and audio conferenc-
ing, video web-casting and digital cameras for the
consumer market. Unfortunately, speech docu-
ments are inherently hard to browse because of
their transient nature. For example, imagine trying
to locate the audio segment in the recording of a
60-minute meeting, where John talked about pro-
ject X. Typically, this would require fast forward-
ing through the audio by some amount, then
listening and trying to remember if the current seg-
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ment was spoken before or after the desired seg-
ment, then fast-forwarding or backtracking by a
small amount, and so on.

One way to make audio browsing of audio docu-
ments more efficient is to allow the user to navi-
gate through a textual transcript that is cross-
referenced with corresponding time points into the
original audio (Nakatani et al. 1998; Hirschberg et
al. 1999). Such transcripts can easily be produced
with Automatic Speech Recognition (ASR) sys-
tems today. Unfortunately, such transcripts typi-
cally contain recognition errors that make them
hard to browse and understand. Although Word
Error Rates (WER) of the order of 20% can be
achieved for broadcast quality audio, the WER for
more common situations (ex: less-than-broadcast
quality recordings of meetings) is typically in the
order of 50% or more.

The work we present in this paper aims at auto-
matically identifying recognition errors and remov-
ing them from the transcript, in order to make
gisting and browsing of the corresponding audio
more efficient. For example, consider the follow-
ing portion of a transcript that was produced with
the Dragon NaturallySpeaking speech recognition
system from the audio of a meeting:

“Weenie to decide quickly whether local for large
expensive plasma screen aura for a bunch of
smaller and cheaper ones and Holland together”

Now consider the following filtered transcript
where recognition errors were automatically blot-
ted out using our proposed algorithm:

“ ... to decide quickly whether ... large expensive
plasma screen ... for a bunch of smaller and
cheaper ones and ... together”

We believe that transcripts like this second one
may be more efficient for gisting and browsing the
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content of the original audio whose correct tran-
script is:
“We need to decide quickly whether we will go for
a large expensive plasma screen or for a bunch of
smaller and cheaper ones and tile them together.”
Our approach to filtering recognition errors is to
identify semantic outliers. By this, we mean
words that do not cohere well semantically with
other words in the transcript. More often than not,
such outliers turn out to be mistranscribed words.
We present several variants of an algorithm for
identifying semantic outliers, and evaluate them in
terms of how well they are able to filter out recog-
nition errors.

2 Related Work

Hirschberg et al. (1999), and Nakatani et al. (1998)
proposed the idea of using automatic transcripts for
gisting and navigating audio documents. Text-
based summarization techniques on automatic
speech transcription have also been used. For ex-
ample, the method of Désilets et al. (2001) was
found to produce accurate keyphrases for transcrip-
tions with Word Error Rates (WER) in the order of
25%, but performance was less than ideal for tran-
scripts with WER in the order of 60%. With such
transcripts, a large proportion of the extracted key-
phrases included serious transcription errors. Ink-
pen and Désilets (2004) presented an experiment
that filters out errors in keywords extracted from
speech, by identifying the keywords that are not
semantically close to the rest of the keywords.

Semantic similarity measures were used for
many tasks. Two examples are: real-word error
correction (Budanitsky and Hirst, 2000) and an-
swering synonym questions (Turney, 2001),
(Jarmasz and Szpakowicz, 2003).

There is a lot of research on confidence meas-
ures for identifying errors in speech recognition
output. Most papers on this topic use information
that is internal to the ASR system, generated by the
decoder during the recognition process. Examples
are likelihood ratios derived by a Viterbi decoder
(Gillick et al., 1997), measures of competing
words at a word boundary (Cox and Rose, 1996),
word score densities in N-best lists, and various
acoustic and phonetic features. Machine learning
techniques were used to identify the best combina-
tions of features for classification (Chase, 1997)
(Schaaf and Kemp, 1997) (Ma et al., 2001)
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(Skantze and Edlund, 2004) (Zhou and Meng,
2004) (Zhou et al., 2005). Some of these methods
achieve good performance, although they use dif-
ferent test sets and report different evaluation
measures from the set we enumerate in Section 6.

In our work, we use information that is external
to the ASR system, because new knowledge seems
likely to help in the detection of semantic outliers.
In this respect, the work of Cox and Dasmahapatra
(2000) is closest to ours. They compared the accu-
racy of a measure based on Latent Semantic
Analysis (LSA) (Landauer and Dumais, 1997) to
an ASR-based confidence measure, and found that
the ASR-based measure (using N-best lists) outper-
formed the LSA approach. While the N-best lists
approach was better at the high-Recall end of the
spectrum, the LSA was better at the high-Precision
end. They also showed that a hybrid combination
of the two approaches worked best. Our work is
similar to the LSA-based part of Cox and Dasma-
hapatra, except that we use Point-wise Mutual
Information (PMI) instead of LSA. Because PMI
scales up to very large corpora, it has been shown
to work better than LSA for assessing the semantic
similarity of words (Turney, 2001). Another dis-
tinguishing feature is that Cox and Dasmahapatra
only looked at transcripts with moderate WER,
whereas we additionally evaluate the technique for
the purpose of doing error filtering on transcripts
with high WER, which are more typical of non-
broadcast conversational audio.

3 The Data

We evaluated our algorithms on a randomly se-
lected subset of 100 stories from the TDT2 English
Audio corpus. We conducted experiments with two
types of automatically-generated speech tran-
scripts. The first ones were generated by the
NIST/BBN time-adaptive speech recognizer and
have a moderate WER (27.6%), which is represen-
tative of what can be obtained with a speaker-
independent ASR system tuned for the Broadcast
News domain. In the rest of this paper, we refer to
these moderate accuracy transcripts as the BBN
dataset. The second set of transcripts was obtained
using the Dragon NaturallySpeaking speaker-
dependent recognizer. Their WER (62.3%) was
much higher because the voice model was not
trained for speaker-independent broadcast quality
audio. These transcripts approximate the type of



high WER seen in more casual less-than-broadcast
quality audio. We refer to these transcripts as the
Dragon dataset.

4  The method

Our algorithm tries to detect recognition errors by
identifying and filtering semantic outliers in the
transcripts. In other words, it declares as recogni-
tion errors all the words with low semantic similar-
ity to other words in the transcript. The algorithm
focuses on content words, i.e., words that do not
appear in a list of 779 stopwords (including closed-
class words, such as prepositions, articles, etc.).
The reason to ignore stopwords is that they tend to
co-occur with most words, and are therefore se-
mantically coherent with most words. The basic
algorithm for determining if a word w is a recogni-
tion error is as follows.

1. Compute the neighborhood N(w) of w as the
set of content words that occur before and after w
in a context window (including w itself).

2. Compute pair-wise semantic similarity scores
S(wi, wj) between all pairs of words w; # w; (in-
cluding w) in the neighborhood N(w), using a se-
mantic similarity measure. Scale up those S(wi, wj)
by a constant so that they are all non-negative, and
the smallest one is 0.

3. For each w; in the neighborhood N(w) (includ-
ing w), compute its semantic coherence SC(w;).
by “aggregating” the pair-wise semantic similari-
ties S(w;, wj) of w; with all its neighbors (w; # w;)
into a single number.

4. Let SC,,, be the average of SC(w;) over all w; in
the neighborhood N(w).

5. Label w as a recognition error if SC(w) <
K-SC,y,, where K is a parameter that allows us to
control the amount of error filtering (K% of the
average semantic coherence score). Low values of
K mean little error filtering and high values of K
mean a lot of error filtering.

We tested a number of variants of Steps 1-3. For
Step 1, we experimented with two ways of com-
puting the neighborhood N(w). The first approach
was to set N(w) to be all the words in the transcript
(the All variant). The second neighborhood ap-
proach was to set N(w) to be the set of 10 content
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words before and after w in the transcript (the
Window variant).

For Step 2 we experimented with two different
measures for evaluating the pair-wise semantic
similarities S(wi, wj). The first measure used a
hand-crafted dictionary (the Roget variant)
whereas the second one used a statistical measure
based on a large corpus (the PMI variant).

For Step 3 we experimented with different
schemes for “aggregating” the pair-wise semantic
similarities S(wi, w;j) into a single semantic coher-
ence number SC(w;) for a given word w;. The first
aggregation scheme was simply to average the
SC(w;) values (the AVG variant). Note that with
this scheme, we filter words that do not cohere
well with all the words in the neighborhood N(w).
This might be too aggressive in the case of the All
variant, especially for longer or multi-topic audio
documents. Therefore, we investigated other ag-
gregation schemes that only required words to co-
here well with a subset of the words in N(w). The
second aggregation scheme was to set SC(w;) to
the value of the most similar neighbor in N(w) (the
MAX variant). The third aggregation scheme was
to set SC(w;) to the average of the 3 most similar
neighbors in N(w) (the 3MAX variant).

Thus, there are altogether 2x2x3 = 12 possible
configurations of the algorithm. In the rest of this
paper, we will refer to specific configurations us-
ing the following naming scheme: SteplVariant-
Step2Variant-Step3Variant. For example, All-
PMI-AVG means the configuration that uses the
All variant of Step 1, the PMI variant of Step 2,
and the AVG variant of step 3.

It is worth noting that all configurations of this
algorithm are computationally intensive, mainly
because of Step 2. However, since our aim is to
provide transcripts for browsing audio recordings,
we do not have to correct errors in real time.

5 Choosing a semantic similarity measure

Semantic similarity refers to the degree with which
two words (two concepts) are related. For example,
most human judges would agree that paper and
pencil are more closely related than car and
toothbrush. We use the term semantic similarity in
this paper in a more general sense of semantic re-
latedness (two concepts can be related by their
context of use without necessarily being similar).



There are three types of semantic similarity
measures: dictionary-based (lexical taxonomy
structure), corpus-based, and hybrid. Most of the
dictionary-based measures use path length in
WordNet — for example (Leacock and Chodorow,
1998), (Hirst and St-Onge, 1998). The corpus-
based measures use some form of vector similarity.
The cosine measure uses frequency counts in its
vectors and cosine to compute similarity; the sim-
pler methods use binary vectors and compute coef-
ficients such as: Matching, Dice, Jaccard, and
Overlap. Examples of hybrid measures, based on
WordNet and small corpora, are: Resnik (1995),
Jiang and Conrath (1997), Lin (1998). All diction-
ary-based measures have the disadvantage of lim-
ited coverage: they cannot deal with many proper
names and new words that are not in the diction-
ary. For WordNet-based approaches, there is the
additional issue that they tend to work well only
for nouns because the noun hierarchy in WordNet
is the most developed. Also, most of the WordNet-
based measures do not work for words with differ-
ent part-of-speech, with small exceptions such as
the extended Lesk measure (Banerjee and Peder-
sen, 2003).

We did a pre-screening of the various semantic
similarity measures in order to choose the one
measure of each type (dictionary-based and cor-
pus-based) that seemed most promising for our
task of detecting semantic outliers in automatic
speech transcripts. The dictionary-based ap-
proaches that we evaluated were: the WordNet-
based measure by Leacock and Chodorow (1987),
and one other dictionary-based measure that uses
the Roget thesaurus. The Roget measure (Jarmasz
and Szpakowicz, 2003) has the advantage that it
works across part-of-speech. The corpus-based
measures we evaluated were: (a) the cosine meas-
ure based on word co-occurrence vectors (Lesk,
1969), (b) a new method that computes the Pearson
correlation coefficient of the co-occurrence vectors
instead of the cosine, and (c) a measure based on
point-wise mutual information. We computed the
first two measures on the 100-million-words Brit-
ish National Corpus (BNC)', and the third one on a
much larger-corpus of Web data (one terabyte)
accessed through the Waterloo Multitext system
(Clarke and Terra, 2003). The reason for using
corpora of different sizes is that PMI is the only

! http://www.natcorp.ox.ac.uk/index.html
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one of the three corpus-based approaches that
scales up to a terabyte corpus.

We describe here in detail the PMI corpus-based
measure, because it is the most important for this
paper. The semantic similarity score between two
words w; and w; is defined as the probability of
seeing the two words together divided by the prob-
ability of each word separately: PMI(w;,w,) = log
[P(W],Wz) / (P(W])P(Wz))] = log [C(W],Wz)'N /
(C(w1)-C(w2))], where C(wy,w2), C(w1), C(w,) are
frequency counts, and N is the total number of
words in the corpus. Such counts can easily and
efficiently be retrieved for a terabyte corpus using
the Waterloo Multitext system.

In order to assess how well the semantic similar-
ity measures correlate with human perception, we
use the set of 30 word pairs of Miller and Charles
(1991), and the 65 pairs of Rubenstein and Goode-
nough (1965). Both used humans to judge the simi-
larity. The Miller and Charles pairs were a subset
of the Rubenstein and Goodenough pairs. Note that
both of those sets were limited to nouns that ap-
peared in the Roget thesaurus, and they are there-
fore favorably biased towards dictionary-based
approaches. Table 1 shows the correlation of 5
similarity measures for the Rubenstein and Goode-
nough (R&G) and Miller and Charles (M&C) data-
set. Note that although there are many WordNet-
based semantic similarity measures, we only show
correlations for Leacock and Chodorow (L&C)
because it was previously shown to be better corre-
lated (Jarmasz and Szpakowicz, 2003). We do not
show figures for hybrid measures either because
the same study showed L&C to be better.

Table 1: Correlation between human assigned and various
machine assigned semantic similarity scores.

Dictionary-based Corpus-based

L&C Roget Cos. | Corr. | PMI
M&C | 0.821 0.878 | 0.406 | 0.438 | 0.759
R&G 0.852 0.818 0.472 | 0.517 | 0.746

We see that the WordNet-based L&C measure
based (Leacock and Chodorow, 1998 and the Ro-
get measure (Jarmasz and Szpakowicz, 2003) both
achieve high correlations but the two vector cor-
pus-based measures (Cosine and Pearson Correla-
tion) achieve much lower correlation. The only
corpus-based measure that does well is PMI,
probably because of the much larger corpus.



We decided to experiment with two of the meas-
ures (one corpus-based and one thesaurus based)
for computing the semantic similarity of word
pairs in Step 2 of the algorithm described in Sec-
tion 3. The two measures are: PMI computed on
the Waterloo terabyte corpus and the Roget-based
measure. These two seem the most promising
given the nature of our task and the correlation fig-
ures reported above.

6 Evaluation Measures

We use several evaluation measures to determine
how well our algorithm works for identifying se-
mantic outliers. As summarized in Table 2, the task
of detecting recognition errors can be viewed as a
classification task. For each word, the algorithm
must predict whether or not that word was tran-
scribed correctly.

Table 2: Recognition error detection can be seen as a classifi-
cation task.

Correctly NOT Correctly
transcribed transcribed
(actual) (actual)
Correctly True Positive False Positive
transcribed (TP) (FP)
(predicted)
NOT Correctly | False Negative True Negative
transcribed (FN) (TN)
(predicted)

Note that we decide if a word is actually cor-
rectly transcribed or not by using the alignment of
an automatic transcript with the manual transcript.
A standard evaluation tool (sclite”) computes WER
by counting the number of substitutions, deletions,
and insertions needed to align a reference tran-
script with a hypothesis file. It also marks the
words that are correct in automatic transcript (the
hypothesis file). The rest of the words are the ac-
tual recognition errors (the insertions or substitu-
tions). The deletions — words that are absent from
the automatic transcript — cannot be tagged by the
confidence measure.

We define the following performance measures
in order to evaluate the improvement of the filtered
transcripts compared to the initial transcripts:

1. Word error rate in the initial transcript and in
the filtered transcript. These measures can be com-
puted with and without stopwords (for which our

2 http://www.nist.gov/speech/tools/
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algorithm does not apply). Note that WER without
stopwords could be slightly lower than traditional
WER mostly because content words tend to be rec-
ognized more accurately than stopwords (Désilets
et al. 2001). When filtering out semantic outliers,
there will be gaps in the filtered transcript, there-
fore the general WER might not improve because
it penalizes heavily the deletions.

2. Content word error rate ((WER). This is the
error rate in an automatic transcript (initial or fil-
tered) from the point of view of the confidence
measure, for the content words only. It penalizes
the words in the automatic transcripts that should
not be there, but not any missing words (no dele-
tions are penalized). In the case of a transcript fil-
tered by our algorithm, it excludes not only the
stopwords, but also the filtered words. We com-
puted cWER with sclite without penalizing for the
gaps created by the filtered words.

3. The percentage of lost good content words
(%Lost). This is the percentage of correctly rec-
ognized content words which are lost in the proc-
ess of filtering out recognition errors, defined as:
%Lost = 100 * FN / (TP + FN). We could also
compute the percent of discarded words, without
regard if they should have been filtered out or not.
D = (TN +FN) /(TP + FP + TN + FN).

4. Precision (P), Recall (R) and F-measure. Pre-
cision is the proportion of truly correct words con-
tained in the list of content words which the
algorithm labeled as correct. Recall is the propor-
tion of truly correct content words that the algo-
rithm was able to retain. F-measure is the
geometric mean of P and R and expresses a trade-
off between those two measures. P = TP / (TP +
FP); R =TP /(TP + FN); F = 2PR / (P+R).

7 Results

We ran various configurations of the algorithm
described in Section 4 on the 100 story sample
from the TDT2 corpus. This section discusses the
results of those experiments. We studied the Preci-
sion-Recall (P-R) curves for various configurations
of our algorithm over the 100 stories, for the two
types of transcripts: the BBN and Dragon datasets.
Figures 1 and 2 show an example for each dataset.
Each point on a P-R curve shows the Precision and
Recall for one value of K in {0, 20, 40, 60, 80,



100, 120, 140, 160, 180, 200}. Points on the left
correspond to aggressive filtering (high values of
K), whereas points on the right correspond to leni-
ent filtering (low values of K).

First, we looked at the relative merits of the two
semantic similarity measures (PMI and Roget) for
Step 2. Figures 1 and 2 plot the P-R curves for the
All-PMI-AVG and All-Roget-AVG configurations.
The graphs clearly indicate that PMI performs bet-
ter, especially for the high WER Dragon dataset.
So PMI was used in the rest of the experiments.

Next, we looked at the variants for setting up the
neighborhood N(w) in Step 1 (All vs. Window).
The three P-R curves for All-PMI-X and Window-
PMI-X for all aggregation approaches X in {AVG,
MAX, 3MAX} are not shown here because they
were similar to the P-PMI curves from Figures 1
and 2, for the BBN dataset and for the Dragon
dataset, respectively. The Window variant was
marginally better for X=MAX on both datasets, as
well as for X=3MAX on the BBN dataset. In all
other cases, the Window and All variants per-
formed approximately the same.

Next, we looked at the different schemes for ag-
gregating the pair-wise similarity scores in Step 3
(AVG, MAX, 3MAX). By plotting the P-R curves
for All-PMI-AVG, All-PMI-MAX, and All-PMI-
3MAX for both datasets we obtained again curves
similar to the P-PMI curves from Figures 1 and 2.
It seemed that AVG performs slightly better for
high Recall, the difference being more marked
when there is no windowing or when we are work-
ing on the Dragon dataset. The 3MAX and MAX
variants seemed to be slightly better at high Preci-
sion with acceptable Recall values, with 3MAX
being always equal or very slightly better than
MAX. In an audio gisting and browsing context
Precision is more important than Recall, therefore
we can choose 3MAX.

Having established Window-PMI-3MAX as one
of the better configurations, we now look more
closely at its performance.

Figures 3 and 4 show how the content word er-
ror rate (c(WER), the percentage of lost good words
(%Lost), and the F-measure vary as we apply more
and more aggressive error filtering (by increasing
K) to both datasets. We see that our semantic out-
lier filtering approach is able to significantly re-
duce the number of transcription errors, while
losing some correct words. For example, with the
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Fig 1: P-R curves of PMI vs. Roget (with All and AVG) on
the BBN dataset. Each P-R point corresponds to a different
value of the threshold K (high Recall for low values of K, high
Precision for high values of K).
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Fig 2: P-R curves of PMI vs. Roget (with All and AVG) on
the Dragon dataset

L100

= 80 *ﬂ\i\_\‘\ //" —=— CWER-BBN
o

< 60 = —+—%Lost-BBN
= 40

& 20 e ~*—. ||+ F-measure
2

= 0 SR

0 20 40 60 80 100120 140 160 180 200

K (threshold)

Fig.3. Content Words Error Rate (c(WER), %Lost good key-
words (%Lost) and F-measure as a function of the filtering
level K for the Window-PMI-3MAXconfiguration on the BBN
dataset.
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Fig.4. Content Words Error Rate (c(WER), %Lost good key-
words (%Lost) and F-measure as a function of the filtering
level K for the Window-PMI-3MAX configuration on the
Dragon dataset.



moderately accurate BBN dataset, we can reduce
cWER by 50%, while losing 45% of the good con-
tent words (K=100). For the low accuracy Dragon
dataset, we can reduce cWER by 50%, while los-
ing 50% of the good content words (K=120). We
can choose lower thresholds, for smaller reduction
in cWER but smaller percent of lost good content
words. Even small reductions in cWER are impor-
tant, especially for less-than-broadcast conditions
where WER is initially very high.

In general, we were not able to show an im-
provement in WER computed in a standard way
(item 1 in Section 6), because of the high penalty
due to deletions for both filtered semantic outliers
and lost good content words. The percent of lost
good words is admittedly too high, but this seems
to be the case for speech error confidence measures
(which do not remove the words tagged as incor-
rect). Also, for the purpose of audio browsing and
gisting, we believe that fewer errors even with loss
of content are preferable for intelligibility.

Comparing our results to those reported by Cox
and Dasmahapatra (2000) our PMI-based measure
seems to performs better than their LSA-based
measure, judging by the shape of the Precision-
Recall curves. (For example, at Precision=90%,
they obtained Recall=12%, whereas we obtain
20%. At Precision=80%, they obtain Recall=50%,
whereas we get Recall=100%.) Note however that
their results and ours are not completely compara-
ble since the experiments used different audio cor-
pora (WSJCAMO vs. TDT2), but those two
corpora seem to exhibit similar initial WERs (the
WER appears to be around 30% for WSJICAMO;
the WER is 27.6% for our BBN dataset). Also, it is
worth noting the LSA measure was computed
based on a corpus that was very similar to the au-
dio corpus used to evaluate the performance of the
measure (both were Wall Street Journal corpora).
If one was to evaluate this measure on audio from
a completely different domain (ex: news in the sci-
entific or technical domain), one would expect the
performance to drop significantly. In contrast, our
PMI measure was computed based on a general
sample of the World Wide Web, which was not
tailored to the audio corpus used to evaluate its
performance. Therefore, our numbers are probably
more representative of what would be experienced
with audio corpora outside of the Wall Street Jour-
nal domain.
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8 Conclusion and Future Work

We presented a basic method for filtering recogni-
tion errors of content words from automatic speech
transcripts, by identifying semantic outliers. We
described and evaluated several variants of the ba-
sic algorithm.

In future work, we plan to run our experiments
on other datasets when they become available to
us. In particular, we want to experiment with
multi-topic audio documents where we expect
more marked advantages for windowing and alter-
native aggregation schemes like MAX and 3MAX.
We plan to explore ways to scale up other corpus-
based semantic similarity measures to large tera-
byte corpora. We plan to explore more approaches
to detecting semantic outliers, for example cluster-
ing or lexical chains (Hirst and St-Onge, 1997).

The most promising direction is to combine our
method with confidence measures that use internal
information from the ASR system (although the
internal information is hard to obtain when using
an ASR as a black box, and it could be recognizer-
specific). A combination is likely to improve the
performance, with the PMI-based measure contrib-
uting at the high-Precision end and the internal
ASR measure contributing to the high-Recall end
of the spectrum. To increase Recall we can also
identify named entities and not filter them out.
Some named entities could have high semantic
similarity with the text if they are frequently men-
tioned in the same contexts in the Web corpus, but
some names could be common to many contexts.

Another future direction will be to actually cor-
rect the errors instead of just filtering them out. For
example, we might look at the top N speech recog-
nizer hypotheses (for a fairly large N like 1000)
and choose the one that maximizes semantic cohe-
sion. A final direction for research is to conduct
experiments with human subjects, to evaluate the
degree to which filtered transcripts are better than
unfiltered ones for tasks like browsing, gisting and
searching audio clips.
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Abstract

The accuracy of event extraction is lim-
ited by a number of complicating factors,
with errors compounded at all sages in-
side the Information Extraction pipeline.
In this paper, we present methods for re-
covering automatically from errors com-
mitted in the pipeline processing. Recov-
ery is achieved via post-processing facts
aggregated over a large collection of doc-
uments, and suggesting corrections based
on evidence external to the document. A
further improvement is derived from prop-
agating multiple, locally non-best slot fills
through the pipeline. Evaluation shows
that the global analysis is over 10 times
more likely to suggest valid corrections to
the local-only analysis than it is to suggest
erroneous ones. This yields a substantial
overall gain, with no supervised training.

1 Introduction

Information Extraction (IE) is a technology for find-
ing facts in plain text, and coding them in a logical
representation, such as, e.g., a relational database.
IE is typically viewed and implemented as a se-
quence of stages—a “pipeline”:

1. Layout, tokenization, lexical analysis
2. Name recognition and classification

3. Shallow (commonly,) syntactic parsing
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4. Resolution of co-reference among entities
5. Pattern-based event matching and role mapping
6. Normalization and output generation

While accuracy at the lowest levels can reach high
90’s, as the stages advance, complexity increases
and performance degrades considerably.

The problem of IE as a whole, as well each of
the listed subproblems, has been studied intensively
for well over a decade, in many flavors and varieties.
Key observations about much state-of-the-art IE are:

a. IE is typically performed by a pipeline process;

b. Only one hypothesis is propagated through the
pipeline for each fact—the “best guess” the
system can make for each slot fill;

c. IE is performed in a document-by-document
fashion, applying a priori knowledge locally to
each document.

The a priori knowledge may be encoded in a set of
rules, an automatically trained model, or a hybrid
thereof. Information extracted from documents—
which may be termed a posteriori knowledge—
is usually not reused across document boundaries,
because the extracted facts are imprecise, and are
therefore not a reliable basis for future extraction.

Furthermore, locally non-best slot fills are not
propagated through the pipeline, and are conse-
quently not available downstream, nor for any global
analysis.

In most systems, these stages are performed in se-
quence. The locally-best slot fills are passed from
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the “lower-" to the “higher-level” modules, with-
out feedback. Improvements are usually sought
(e.g., the ACE research programme, (ACE, 2004))
by boosting performance at the lower levels, to reap
benefits in the subsequent stages, where fewer errors
are propagated.

The point of departure for this paper is: the
IE process is noisy and imprecise at the single-
document level; this has been the case for some time,
and though there is much active research in the area,
the situation is not likely to change radically in the
immediate future—rather, we can expect slow, in-
cremental improvements over some years.

In our experiments, we approach the performance
problem from the opposite end: start with the ex-
tracted results and see if the totality of a posteri-
ori knowledge about the domain—knowledge gen-
erated by the same noisy process we are trying to
improve—can help recover from errors that stem
from locally insufficient a priori knowledge.

The aim of the research presented in this paper
is to improve performance by aggregating related
facts, which were extracted from a large document
collection, and to examine to what extent the cor-
rectly extracted facts can help correct those that were
extracted erroneously.

The rest of the paper is organized as follows. Sec-
tion 2 contains a brief review of relevant prior work.
Section 3 presents the experimental setup: the text
corpus, the IE process, the extracted facts, and what
aspects of the the extracted facts we try to improve
in this paper. Section 4 presents the methods for im-
proving the quality of the data using global analysis,
starting with a naive, baseline method, and proceed-
ing with several extensions. Each method is then
evaluated, and the results are examined in section 5.
In section 6, we present further extensions currently
under research, followed by the conclusion.

2 Prior Work

As we stated in the introduction, typical IE sys-
tems consist of modules arranged in a cascade, or
a pipeline. The modules themselves are be based
on heuristic rules or automatically trained, there is
an abundance of approaches in both camps (and ev-
erywhere in between,) to each of the pipeline stages
listed in the introduction.
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It is our view that to improve performance we
ought to depart from the traditional linear, pipeline-
style design. This view is shared by others in the
research community; the potential benefits have pre-
viously been recognized in several contexts.

In (Nahm and Mooney, 2000a; Nahm and
Mooney, 2000b), it was shown that learning rules
from a fact base, extracted from a corpus of job post-
ings for computer programmers, improves future ex-
traction, even though the originally extracted facts
themselves are far from error-free. The idea is to
mine the data base for association rules, and then to
integrate these rules into the extraction process.

The baseline system is obtained by supervised
learning from a few hundred manually annotated ex-
amples. Then the IE system is applied to succes-
sively larger sets of unlabeled examples, and associ-
ation rules are mined from the extracted facts. The
resulting combined system (trained model plus as-
sociation rules) showed an improvement in perfor-
mance on a test set, which correlated with the size
of the unlabeled corpus.

Inwork on improving (Chinese) named entity tag-
ging, (Ji and Grishman, 2004; Ji and Grishman,
2005), show benefits to this component from in-
tegrating decisions made in later stages, viz. co-
reference, and relation extraction.t

Tighter coupling and integration between IE and
KDD components for mutual benefit is advocated by
(McCallum and Jensen, 2003), which present mod-
els based on CRFs and supervised training.

This work is related in spirit to the work pre-
sented in this paper, in its focus on leveraging cross-
document information that information—though it
is inherently noisy—to improve local decisions. We
expect that the approach could be quite powerful
when these ideas are used in combination, and our
experiments seem to confirm this expectation.

3 Experimental Setup

In this section we describe the text corpus, the un-
derlying IE process, the form of the extracted facts,
and the specific problem under study—i.e., which
aspects of these facts we first try to improve.

Performance on English named entity tasks reaches mid to
high 90’s in many domains.



3.1 Corpus

We conducted experiments with redundancy-based
auto-correction over a large database of facts ex-
tracted from the texts in ProMED-Mail, a mailing
list which carries reports about outbreaks of infec-
tious epidemics around the world and the efforts
to contain them. This domain has been explored
earlier; see, e.g., (Grishman et al., 2003) for an
overview.

Our underlying IE system is described in (Yan-
garber et al., 2005). The system is a hybrid
automatically- and manually-built pattern base for
finding facts, an HMM-based name tagger, auto-
matically compiled and manually verified domain-
specific ontology, based in part on MeSH, (MeS,
2004), and a rule-based co-reference module, that
uses the ontology.

The database is live on-line, and is continuously
updated with new incoming reports; it can be ac-
cessed at doreni . ¢s. hel sinki.fi/plus/.

Text reports have been collected by ProMED-
Mail for over 10 years. The quality of reporting (and
editing) has been rising over time, which is easy to
observe in the text data. The distribution of the data,
aggregated by month is shown in Figure 1, where
one can see a steady increase in volume over time.?

3.2 Extracted Facts

We now describe the makeup of the data extracted
from text by the IE process, with basic terminology.

Each document in the corpus, contains a single re-
port, which may contain one or more stories. Story
breaks are indicated by layout features, and are ex-
tracted by heuristic rules, tuned for this domain and
corpus. When processing a multi-story report, the
IE system treats each story as a separate document;
no information is shared among stories, except that
the text of the main headline of a multi-story report
is available to each story. 3

Since outbreaks may be described in complex
ways, it is not obvious how to represent a single fact
in this context. To break down this problem, we use
the notion of an incident. Each story may contain

2This is beneficial to the IE process, which operates better
with formulaic, well-edited text.

3The format of the documents in the archive can be exam-
ined by browsing the source site www. pr onedmai | . or g.
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Figure 1: Distribution of data in ProMED-Mail

multiple outbreak-related incidents/facts.*

We analyze an outbreak as a series of incidents.
The incidents may give “redundant” information
about an outbreak, e.g., by covering overlapping
time intervals or geographic areas. For example, a
report may first state the number of cases within the
last month, and then give the total for the entire year.
We treat each of these statements as a separate inci-
dent; the containment relations among them are be-
yond the scope of our current goals.®

Thus each incident corresponds to a partial de-
scription of an outbreak, over a period of time and
geographic area. This makes it easy to represent
each incident/fact as a separate row in the table.

The key fields of the incident table are:

e Disease Name

e Location

e Date (start and end)

Where possible, the system also extracts informa-
tion about the victims affected in the incident—their
count, severity (affected or dead), and a descriptor
(people, animals, etc.). The system also extracts
bookkeeping information about each incident: loca-
tions of mentions of the key fields in the text, etc.

The system’s performance is currently at 71.16 F-
measure: 67% recall, 74% precision. This score is
obtained by a MUC scorer (Douthat, 1998) on a 50-
document test corpus, which was manually tagged
with correct incidents with these slots. We have

“In this paper, we use the terms fact, incident, and event

interchangeably.
SThis problem is addressed in, e.g., (Huttunen et al., 2002).



no blind-test corpus at present, but prior experience
suggests that we ought to expect about a 10% reduc-
tion in F-measure on unseen data; this is approxi-
mately borne out by our informal evaluations.
Further, the system attempts to “normalize” the
key fields. An alias for a disease name (e.g., “bird
flu”) is mapped to a canonical name (“avian in-
fluenza.”)® Date expressions are normalized to a
standard format yyyy. mm dd-yyyy. nm dd.”
Note that the system may not be able to normalize
some entities, which then remain un-normalized.
Such normalization is clearly helpful for search-
ing, but it is not only a user-interface issue. Normal-
izing reduces sparseness of data; and since our intent
is to aggregate related facts across a large fact base,
excessive variation in the database fields would re-
duce the effectiveness of the proposed methods.

3.3 Experimental Focus: Location
Normalization

A more complex problem arises out of the need to
normalize location names. For each record, we nor-
malize the location field—which may be a name of
a small village or a larger area—Dby relating it to the
name of the containing country; we also decided to
map locations in the United States to the name of the
containing state, (rather than the name of the coun-
try, “USA”).8 This mapping will be henceforth re-
ferred to as “location—state,” for short. The ideas
presented in the introduction are explored in the re-
mainder of this paper in the context of correcting the
location—state mapping.

Section 6 will touch upon our current work on ex-
tending the methodology to slots other than state.
(Please see Section 5 for further justification of this
choice for our initial experiments.)

To make the experiments interesting and fair, we
kept the size of the gazetteer small. The a priori geo-
graphic knowledge base contains names of countries
of the world (270), with aliases for several of them; a
list of capitals and other selected major cities (300);
a list of states in the USA and acronyms (50); major

5This is done by means of a set of scenario-specific patterns
and a dictionary of about 2500 disease names with aliases.

"Some date intervals may not have a starting date, e.g., if the
text states “As of last Tuesday, the victim count is N...”

8This decision was made because otherwise records with
state = USA strongly skew the data, and complicate learning.
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US cities (100); names of the (sub)continents (10),
and oceans. In our current implementation, conti-
nents are treated semantically as “states” as well.®
The IE system operates in a local, document-by-
document fashion. Upon encountering a location
name that is not in its dictionaries, the system has
two ways to map it to the state name. One way is
by matching patterns over the immediate local con-
text, (“Milan, Italy”). Failing that, it tries to find
the corresponding state by positing an “underspeci-
fied” state name (as if referred to by a kind of spe-
cial “pronoun”) and mapping the location name to
that. The reference resolution module then finds the
most likely antecedent entity, of the semantic type
“state/country,” where likelihood is determined by
its proximity to the mention of the location name.
Note that the IE system outputs only a single, best
hypothesis for the state fill for each record.

3.4 The Data

The database currently contains about 46,317 in-
dividual facts/incidents, extracted from 30,015 sto-
ries, from 22, 560 reports (cf. Fig. 1). Each incident
has a location and a state filler. We say a location
name is “ambiguous” if it appears in the location slot
of at least two records, which have different names
in the state slot. The number of distinct “ambigu-
ous” location names is 1, 020.

Note, this terminology is a bit sloppy: the fillers
to which we refer as “ambiguous location names”,
may not be valid location names at all; they may
simply be errors in the IE process. E.g., at the name
classification stage, a disease name (especially if not
in the disease dictionary) may be misclassified, and
used as a filler for the location slot.

We further group together the location fills by
stripping lower-case words that are not part of the
proper name, from the front and the end of the fill.
E.g., we group together “southern Mumbai” and
“the Mumbai area,” as referring to the same name.

After grouping and trimming insignificant words,
the number of distinct names appearing in location
fills is 600, which covers a total of 6583 records,
or 14.2% of all extracted facts. As an estimate of
the potential for erroneous mapping from locations
to states, this is quite high, about 1 in 7 records.®

®By the same token, both Connecticut and USA are “states.”
90f course, it can be higher as well, if the 1E system con-



4 Experiments and Results

We now present the methods of correcting possible
errors in the location—state relation. A method M
tries to suggest a new value for the state fill for every
incident I that contains an ambiguous location fill:

NewState(I) = arg max Scorep(s,I) (1)

where Sy (T) is a set of all candidate states consid-
ered by M for I; Scoreps(s,I) is the scoring func-
tion specific to M. The method chooses the candi-
date state which maximizes the score.

For each method below, we discuss how S;s and
Scoreys are constructed.

4.1 Baseline: Raw Majority

We begin with a simple recovery approach. We sim-
ply assume that the correct state for an ambiguous
location name is the state most frequently associated
with it in the database. We denote by D the set of all
incidents in the database. For an incident I € D, we
write [, s C I when location [, state s, etc., “belong”
to I, i.e., are extracted as fills in I. In the baseline
method, B, for each incident I where [ C I is one of
the 600 ambiguous location names, we define:

Sg(I)={s:TeD|(l,s) T}
Scorep(s', I)={I' e D | (I,s") CT'}]|

i.e., s’ is a candidate if it is a state fill in some in-
cident whose location fill is also [; the score is the
number of times the pair (,s’) appear together in
some incident in D. The majority winner is then
suggested as the “correct” state, for every record
containing . By “majority” winner we mean the
candidate with the maximal count, rather than a state
with more than half of the votes. When the candi-
dates tie for first place, no suggestions are made—
although it is quite likely that some of the records
carrying [ will have incorrect state fills.

A manual evaluation of the performance of this
method is shown in Table 1, the Baseline column.

The first row shows for how many records this
method suggested a change from the original, IE-
filled state. The baseline changed 858 incidents.
sistently always maps some location name to the same wrong

state; these cases are below the radar of our scheme, in which
the starting point is the “ambiguous” locations.
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This constitutes about 13% out of the maximum
number of changeable records, 6583.

Thus, this number represents the volume of the
potential gain or loss from the global analysis: the
proportion of records that actually get modified.

The remaining records were unchanged, either be-
cause the majority winner coincides with the origi-
nal IE-extracted state, or because there was a tie for
the top score, so no decision could be made.

We manually verified a substantial sample of the
modified records. When verifying the changes, we
referred back to the text of the incident, and, when
necessary, consulted further geographical sources to
determine exactly whether the change was correct in
each case.

For the baseline we had manually verified 27.7%
of the changes. Of these, 68.5% were a clear gain:
an incorrect state was changed to a correct state.
6.3% were a clear loss, a correct state lost to an in-
correct one. This produces quite a high baseline, sur-
prisingly difficult to beat.

The next two rows represent the “grey” areas.
These are records which were difficult to judge,
for one of two technical reasons. A: the “loca-
tion” name was itself erroneous, in which case these
redundancy-based approaches are not meaningful;
or, B: the suggestion replaces an area by its sub-
region or super-region, e.g., changing “Connecticut”
to “USA”, or “Europe” to “France.”1!

Although it is not strictly meaningful to judge
whether these changes constitute a gain or a loss,
we nonetheless tried to assess whether changing the
state hurt the accuracy of the incident, since the in-
cident may have a correct state even though its loca-
tion is erroneous (case A); likewise, it may be cor-
rect to say that a given location is indeed a part of
Connecticut, in which case changing it to USA loses
information, and is a kind of loss.

That is the interpretation of the grey gain and loss
instances. The final row, no loss, indicates the pro-
portion of cases where an originally incorrect state
name was changed to a new one, also incorrect.

Note, that for some locations, which are not within any one
state’s boundary, a continent is a “correct state”, for example,
“the Amazon Region,” or “Serengeti.”



| Records | Baseline | DB-filtered | Confidence | Multi-candidate ||
Changed | 13.0% 858/6583 | 8.7% 577/6583 | 9.7% 642/6583 | 16.2% 1072/6583
Verified | 27.7%  238/858 | 38.6%  223/577 | 37.1%  238/642 | 26.5%  284/1072
Gain | 68.5% 163/238 71.3% 159/223 80.3% 191/238 76.4% 217/284
Loss 6.3% 15/238 2.2% 5/223 1.3% 3/238 3.5% 10/284
Grey gain | 10.9%  26/238 | 12.6%  28/223 | 11.8%  28/238 | 13.7% 39/284
Grey loss 6.7% 16/238 5.4% 12/223 0.0% 0/238 2.1% 6/284
No loss 7.6% 18/238 8.5% 19/223 6.7% 16/238 4.2% 12/284

Table 1: Performance of Correction Methods

4.2 Database Filtering

Next we examined a variant of baseline raw major-
ity vote, noting that simply choosing the state most
frequently associated with a location name is a bit
naive: the location-state relation is not functional—
i.e., some location names map to more than one state
in reality. There are many locations which share the
same name.1?
To approach this more intelligently, we define:

Sr(I) = Sp(I) N StatesInStory(I)

Scorep(s',I) = Scorep(s',1)

The baseline vote counting across the data base (DB)
produced a ranked list of candidate states s’ for the
location [ C— I. We then filtered this list through
StatesInStory(I), the list of states mentioned in
the story containing the incident I. The filtered ma-
jority winner was selected as the suggested change.
For example, the name “Athens” may refer to the
city in Greece, or to the city in Georgia (USA).
Suppose that Greece is the raw majority winner.
The baseline method will always tag all instances
of Athens as being in Greece. However, in a story
about Georgia, Greece will likely not be mentioned
atall, so it is safe to rule it out. This helps a minority
winner, when the majority is not present in the story.
Surprisingly, this method did not yield a substan-
tial improvement over the baseline, (though it was
more careful by changing fewer records). This may
indicate that NWP is not an important source of er-
rors here: though many truly ambiguous locations
2\\e refer to this as the “New-World phenomenon” (NWP),
due to its prevalence in the Americas: “Santa Cruz” occurs in
several Latin American countries; locations named after saints
are common. In the USA, city and county names often appear

in multiple states—Winnebago County, Springfield; many cities
are named after older European cities.
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do exist, they do not account for many instances in
this DB.

4.3 Confidence-Based Ranking

A more clear improvement over the baseline is ob-
tained by taking the local confidence of the state—
location association into account. For each record,
we extend the IE analysis to produce a confidence
value for the state. Confidence is computed by sim-
ple, document-local heuristics, as follows:

If the location and state are both within the span
of text covered by the incident—text which was ac-
tually matched by a rule in the IE system,—or if the
state is the unique state mentioned in the story, it gets
a score of 2—the incident has high confidence in the
state. Otherwise, if the state is outside the incident’s
span, but is inside the same sentence as the incident,
and is also the unique state mentioned in that sen-
tence, it gets a score of 1. Otherwise it receives a
score of zero.

Given the confidence score for each (location I,
state s) pair, the majority counting is based on the
cumulative confidence, confsiate (I,s) in the DB,
rather than on the cumulative count of occurrences
of this pair in the DB:

Sc(I) = Sr(I)

Scorec(s',1) = con fstate(I')

>

I'eD|(l,s")CT

Filtering through the story is also applied, as in
the previous method. The resulting method favors
more correct decisions, and fewer erroneous ones.

We should note here, that the notion of confidence
of a fill (here, the state fill) is naturally extended to
the notion of confidence of a record: For each of



the three key fills—location, date, disease name—
compute a confidence based on the same heuristics.
Then we say that a record I has high confidence, if it
has non-zero confidence in all three of the key fills.
The notion of record confidence is used in Section 6.

4.4 Multi-Candidate Propagation

Finally, we tried propagating multiple candidate
state hypotheses for each instance of an ambiguous
location name [:

S+(I) = U StatesInStory(I')
IeD|icl
Score(s',1) = Z prox(s',T')
I'eD|iCY

where the proximity is inversely proportional to the
distance of s’ from incident I', in the story of I":

ifsCI
prox(s,I) =

0 otherwise

For an incident I mentioning location 7, the IE sys-
tem outputs the list of all states {s} mentioned in
the same story; we then rank each s according to
the inverse of distance A: the number of sentences
between I and s. Z(I) is a normalization factor.

The proximity for each pair (I, s), is between 0
and 1. Rather than giving a full point to a single,
locally-best guess among the s’s, this point is shared
proportionately among all competing s’s. For exam-
ple, if states sg, s1,s5 are in the same sentence as
I, one, and five sentences away, respectively, then
Z(I):1+%+%:§,andpr0m(so) =1-2=2
proz(si) = ;5 % = %,and prox(ss) = é% = %.

The score for each state s for the given [ is then
the sum of proximities of s to [ across all stories.

The resulting performance is substantially bet-
ter than the baseline, while the number of changed
records is substantially higher than in the competing
methods. This is due to the fact that this method al-
lows for a much larger pool of candidates than the
others, and assigns to them much smoother weights,
virtually eliminating ties in the ranking among hy-
potheses.
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5 Discussion

Among the four competing approaches presented
above, the baseline performs surprisingly well. We
should note that this research is not aimed specifi-
cally at improving geographic Named Entity resolu-
tion. It is the first in a series of experiments aiming
to leverage redundancy across a large fact base ex-
tracted from text, to improve the quality of extracted
data. We chose to experiment with this relation first
because of its simplicity, and because the state field
is a key field in our application.

For this reason, the a priori geographic knowl-
edge base was intentionally not as extensive as it
might have been, had we tried in earnest to match
locations with corresponding states (e.g., by incor-
porating the CIA Factbook, or other gazetteer).

The intent here is to investigate how a relation
can be improved by leveraging redundancy across
a large body of records. The support we used for ge-
ographic name resolution was therefore deliberately
modest, cf. Section 3.3.

It is quite feasible to enumerate the countries and
the larger regions, since they number in the low hun-
dreds, whereas there are many tens of thousands of
cities, towns, villages, regions, districts, etc.

6 Current Work

Three parallel lines of current research are:

1. combining evidence from multiple features

2. applying redundancy-based correction to other
fields in the database

3. back-propagation of corrected results, to repair
components that induced incorrect information.

The results so far presented show that even a
naive, intuitive approach can help correct local er-
rors via global analysis. We are currently working
on more complex extensions of these methods.

Each method exploits one main feature of the un-
derlying data: the distance from candidate state to
the mention of the location name. In the multi-
candidate hypothesis method, this distance is ex-
ploited explicitly in the scoring function. In the
other methods, it is used inside the co-reference
module of the IE pipeline, to find the (single)
locally-best state.

However, other textual features of the state can-
didate should contribute to establishing the relations



to a location mention, besides the raw distance. For
example, at a given distance, it is very important
whether the state is mentioned before the location
(more likely to be related) vs. after the location (less
likely). Another important feature: is the state men-
tioned in the main story/report headline? If so, its
score should be raised. It is quite common for doc-
uments to declaim the focal state only once in the
headline, and never mention it again, instead men-
tioning other states, neighboring, or otherwise rele-
vant to the story. The distance measure used alone
may be insufficient in such cases.

How are these features to be combined? One path
is to use some combination of features, such as a
weighted sum, with parameters trained on a man-
ually tagged data set. As we already have a rea-
sonably sized set tagged for evaluation, we can split
it into two, train the parameter on a larger portion,
evaluate on a smaller one, and cross-validate.

We will be using this approach as a baseline.
However, we aim to use a much larger set of data to
train the parameters, without manually tagging large
training sets.

The idea is to treat the set of incidents with high
record confidence, Sec. 4.3, rather than manually
tagged data, as ground truth. Again, there “con-
fident” truth will not be completely error-free, but
because error rates are lower among the confident
records, we may be able to leverage global analy-
sis to produce the desired effect: training parame-
ters for more complex models—involving multiple
features—for global re-ranking of decisions.

Conclusion

Our approach rests on the idea that evidence aggre-
gated across documents should help resolve difficult
problems at the level of a given document.

Our experiments confirm that aggregating global
information about related facts, and propagating lo-
cally non-best analyses through the pipeline, provide
powerful sources of additional evidence, which are
able to reverse incorrect decisions, based only on lo-
cal and a priori information.

The proposed approach requires no supervision or
training of any kind. It does, however require a sub-
stantial collection of evidence across a large body
of extracted records; this approach needs a “critical
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mass” of data to be effective. Although large volume
of facts is usually not reported in classic IE experi-
ments, obtaining high volume should be natural in
principle.
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Abstract

This paper presents a novel approach to
combining different word alignments. We
view word alignment as a pattern classifi-
cation problem, where alignment combi-
nation is treated as a classifier ensemble,
and alignment links are adorned with lin-
guistic features. A neural network model
is used to learn word alignments from the
individual alignment systems. We show
that our alignment combination approach
yields a significant 20-34% relative er-
ror reduction over the best-known align-
ment combination technique on English-
Spanish and English-Chinese data.
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free translations, and a high percentage of function
words (about 50% of the tokens in most texts).

This paper presents a novel approach to align-
ment combinationNeurAlign that treats each align-
ment system as a black box and merges their outputs.
We view word alignment as a pattern classification
problem and treat alignment combination a$essi-
fier ensembléHansen and Salamon, 1990; Wolpert,
1992). The ensemble-based approach was devel-
oped to select the best features of different learning
algorithms, including those that may not produce a
globally optimal solution (Minsky, 1991).

We use neural networks to implement the
classifier-ensemble approach, as these have previ-
ously been shown to be effective for combining clas-

sifiers (Hansen and Salamon, 1990). Neural nets
with 2 or more layers and non-linear activation func-
tions are capable of learning any function of the
_ feature space with arbitrarily small error. Neural
Parallel texts are a valuable resource in natural lan-,. 1ove been shown to be effective with (1) high-

guage processing and essential for projecting knO\Néﬂmensional input vectors, (2) relatively sparse data,

edge from one language onto another. Word-level,y 3y sy data with high within-class variability,
alignment is a critical component of a wide range o Il of which apply to the word alignment problem.
NLP applications, such as construction of bilingua

lexicons (Melamed, 2000), word sense disambigua- The rest of the paper is organized as follows: In
tion (Diab and Resnik, 2002), projection of languag&ection 2, we describe previous work on improv-
resources (Yarowsky et al., 2001), and statistical mang word alignments and use of classifier ensembles
chine translation. Although word-level aligners tendn NLP. Section 3 gives a brief overview of neu-
to perform well when there sufficientraining data, ral networks. In Section 4, we present a new ap-
the quality decreases as the size of training data deroach,NeurAlign that learns how to combine indi-
creases. Even with large amounts of training datajdual word alignment systems. Section 5 describes
statistical aligners have been shown to be susceptiur experimental design and the results on English-
ble to mis-aligning phrasal constructions (Dorr et al.Spanish and English-Chinese. We demonstrate that
2002) due to many-to-many correspondences, maxeurAlign yields significant improvements over the
phological language distinctions, paraphrased arigest-known alignment combination technique.

1 Introduction
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of one input layer, one or more hidden layers, and
one output layer. The external input is presented to
the input layer, propagated forward through the hid-
den layers and creates the output vector in the output
layer. Each unit in the network computes its output
with respect to its net inputet; = 3_; w;;a;, where
j represents all units in the previous layer that are
connected to the unit The output of unit is com-
puted by passing the net input through a non-linear
Figure 1: Multilayer Perceptron Overview ~ activation functionf, i.e.a; = f(net;).

The most commonly used non-linear activation
2 Related Work functions are the log sigmoid functiofi(z) =
1 or hyperbolic tangent sigmoid function

. . . . , I+e=®
Previous algorithms for improving word alignments (z) = 1—e2®

have attempted to incorporate additional knowledgore suitable for binary classification problems.

into their modeling. For example, Liu (2005) uses The critical question is the computation of
a log-linear combination of linguistic features. Ad'weights associated with the links connecting the
ditional linguistic knowledge can be in the form of o ,rons. In this paper, we use the resilient back-
part-of-speech tags. (Toutanova et al., 2002) or dgzohagation (RPROP) algorithm (Riedmiller and
pendency relations (Cherry and Lin, 2003). Othepan '1993), which is based on the gradient descent

approaches to improving alignment have combinegethqd, hut converges faster and generalizes better.
alignment models, e.g., using a log-linear combina-

tion (Och and Ney, 2003) or mutually independent NeurAlign Approach

association clues (Tiedemann, 2003). .
A simpler approach was developed by Ayan ewe propose a new approadiieurAlign that learns
how to combine individual word alignment sys-

al. (2004), where word alignment outputs are com- We treat h ali ¢ svst lassi
bined using a linear combination of feature weight ems. We treal each alighment system as a classi-
ler and transform the combination problem into a

assigned to the individual aligners. Our method i assifier ensemble problem. Before describing the

more general in that it uses a neural network mod eurAlian approach. we first introduce some termi
that is capable of learning nonlinear functions. gn app T
nology used in the description below.

Classifier ensembles are used in several NLP ap- Lot E — e e, andF — f £. be two
= €1,...,6¢ = J1y---5Js

plications. Some NLP applications for classifier en- : . :
. . . ~.sentences in two different languages. An alignment

sembles are POS tagging (Brill and Wu, 1998; Ab:. . . .
nk (i, j) corresponds to a translational equivalence

ney etal., 1999), PP attachment (Abney et al., 1999, .
. . . : etween wordse; and f;. Let A, be an align-
word sense disambiguation (Florian and Yarowsky:
. . ment between sentencésand F', where each el-
2002), and parsing (Henderson and Brill, 2000). . . S
L ) : .ementa € A is an alignment link(z,j). Let
The work reported in this paper is the first appli- )
: b . A = {A;,..., A} be a set of alignments between
cation of classifier ensembles to the word-alignme .
. andF'. We refer to the true alignment &5 where
problem. We use a different methodology to COM= - cha € Tis of the form(i, j). A neighborhood
bine classifiers that is based atacked general- J)- 9

ization (Wolpert, 1992), i.e., learning an additionalOf an alignment link(i, j)—denoted byN (i, j)—
S . consists of 8 possible alignment links i & 3 win-
model on the outputs of individual classifiers.

dow with (4, 7) in the center of the window. Each
element of N (7, j) is called aneighboring linkof
(i.5).

A multi-layer perceptron (MLP) is a feed-forward Our goal is to combine the information in
neural network that consists of several units (neud,,..., A; such that the resulting alignment is
rons) that are connected to each other by weightedioser toT". A straightforward solution is to take the
links. As illustrated in Figure 1, an MLP consistsintersection or union of the individual alignments, or

The latter has been shown to be

3 Neural Networks
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perform a majority voting for each possible align- Itis also possible to use variants, or combinations,

ment link (¢, 7). Here, we use an additional modelof these features to reduce feature space.

to learn how to combine outputs df, ..., A;. Figure 2 shows an example of how we transform
We decompose the task of combining word alignthe outputs of 2 alignment systemé,; and A,, for

ments into two steps: (1) Extract features; and (2)n alignment link(¢, j) into data with some of the

Learn a classifier from the transformed data. We ddeatures above. We use -1 and 1 to represent the

scribe each of these two steps in turn. absence and existence of a link, respectively. The

neighboring links are presented in row-by-row order.
4.1 Extracting Features

Given sentence& and F', we create a (potential) fo f fiu Featuresfor thealignment link (i ,j)
alignment instancéi, j) for all possible word com- & pos(@) . pos(fy Noun, Prep
binations. A crucial component of building a classia, ¢ [x | x e Modifier
. . ) outputs of aligners 1 (for Ay, -1 (for A,)
fier is the selection of features to represent the da e, X _

. . . neighbors (A,) -1,-1,-1,1,-1,-1,-1, 1
The simplest approach is to treat each alignmer t1 f f1 [ neighbors(ay TR
system output as a separate feature upon which o ———1 [\dgmos(a0A) (1L 111111
build a classifier. However, when only a few align‘A X | [tota neignvors 2 (for Ay), 3 (for Ay)
ment systems are combined, this feature space is |2 o fertility(e) 2(for Ay, 1 (for A,)
sufficient to distinguish between instances. One i ] X fertility(f;) 1 (for A,), O (for A)
the strategies in the classification literature is to sup- . .
ply the input data to the set of features as well. ~ Figure 2: An Example of Transforming Alignments

While combining word alignments, we use twolnto Classification Data

types of features to describe each instafcg): For each sentence pait = ei,...,e; andF =
(1) linguistic features and (2) alignment featuresfi,..., fs, we generatg x ¢ instances to represent

Linguistic features include POS tags of both wordghe sentence pair in the classification data.

(e; and f;) and a dependency relation for one of Supervised learning requires the correct output,

the words ¢;). We generate POS tags using thavhich here is the true alignmefft If an alignment

MXPOST tagger (Ratnaparkhi, 1996) for EnglisHink (z, j) is an element of’, then we set the correct

and Chinese, and Connexor for Spanish. Depeputput to 1, and te-1, otherwise.

dency relations are produced using a version of the i i

Collins parser (Collins, 1997) that has been adapteé}:i2 Learning A Classifier

for building dependencies. Once we transform the alignments into a set of in-
Alignment features consist of features that are exstances with several features, the remaining task is to

tracted from the outputs of individual alignment syslearn a classifier from this data. In the case of word

tems. For each alignment, € A, the following are alignment combination, there are important issues to

some of the alignment features that can be used &@nsider for choosing an appropriate classifier. First,
describe an instande, ;): there is a very limited amount of manually annotated

data. This may give rise to poor generalizations be-
cause it is very likely that unseen data include lots
of cases that are not observed in the training data.
Second, the distribution of the data according to
the classes is skewed. In a preliminary study on an
English-Spanish data set, we found out that only 4%
of the all word pairs are aligned to each other by hu-
mans, among a possible 158K word pairs. More-
over, only 60% of those aligned word pairs were

1. Whether(i, j) is an element ofi;, or not

2. Translation probability p(f;le;) computed
over A;t

3. Fertility of (i.e., number of words ift’ that are
aligned to)e; in A;,

4. Fertility of (i.e., number of words ift’ that are
aligned to)f; in Ay,

5. For each neighbotr,y) € N(i,j), whether

(z,y) € Ay or not (8 features in total) -
; . _ The translation probabilities can be borrowed from the ex-
6. For each nelghbo(r:c,y) < N(Z’j)’ transla isting systems, if available. Otherwise, they can be generated

tion probabilityp(f,|e.) computed overly (8  from the outputs of individual alignment systems using likeli-
features in total) hood estimates.
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o ° Adj [ Adv | Comp | Det | Noun | Prep| Verb
CToun ) Ad | 18] - - 82| 40| 96| 66
/ Adv - 8 - - 50 67 75

Comp - - 12 - 46 37 96

E
N
—— G
Feature Classification Neural Net|| | [Det - - - 10 60 100 -
Extraction Data Leaning || | [Noun | 42| 77| 100| 94 23| 98| 84
! S [ Prep - - 93 70 22| 100
oupu H [Verb 42 - - 100 66 78 43
Orpus .
P Table 1. Error Rates according to POS Tags for

GIZA++ (E-t0-S) (in percentages
Figure 3: NeurAlign—Alignment Combination ( )(inp ges)

Using All Data At Once
also aligned by the individual alignment systems 4
that were tested.

Finally, given the distribution of the data, it is dif- Data l NN
: 4 ) o NN, .
ficult to find the right features to distinguish betweer Partitioning Comblnaion
instances. Thus, itis prudent to use as many featur \
as possible and let the learning algorithm filter ou Output
the redundant features.

Below, we describe how neural nets are use
different levels to build a good classifier.

d gﬂ'gure 4: NeurAlign—Alignment Combination
with Partitioning

4.2.1 NeurAlign;: Learning All At Once distribution of errors according to POS tags in both
Figure 3 illustrates how we combine align-languages. We examined the cases in which the in-
ments using all the training data at the same timdividual alignment and the manual annotation were
(NeurAlign,). First, the outputs of individual align- different—a total of 3,348 instances, where 1,320 of
ments systems and the original corpus (enrichdéiose are misclassified by GIZA+¥(to-5).2 We
with additional linguistic features) are passed to thgse a standard measure of error, i.e., the percentage
feature extraction module. This module transformef misclassified instances out of the total number of
the alignment problem into a classification probleninstances. Table 1 shows error rates (by percentage)
by generating a training instance for every pair oiccording to POS tags for GIZA+#to-S).3
words between the sentences in the original corpus. Table 1 shows that the error rate is relatively low
Each instance is represented by a set of features (de-cases where both words have the same POS tag.
scribed in Section 4.1). The new training data i€xcept for verbs, the lowest error rate is obtained
passed to a neural net learner, which outputs wheth@hen both words have the same POS tag (the er-
an alignment link exists for each training instance. ror rates on the diagonal). On the other hand, the
) , error rates are high in several other cases, as much
4.2.2 NeurAlign,: Multiple Neural Networks as 100%, e.g., when the Spanish word is a deter-
The use of multiple neural networks (NeurAlign miner or a prepositiof.. This suggests that dividing
enables the decomposition of a complex problerhe training data according to POS tag, and training
into smaller problems.Local expertsare learned neural networks on each subset separately might be
for each smaller problem and these are then mergasktter than training on the entire data at once.
Following Tumer and Ghosh (1996), we apply spa- Figyre 4 illustrates the combination approach

tial partitioning of training instances using proxim-yith neural nets after partitioning the data into dis-
ity of patterns in the input space to reduce the com-

plexity of the tasks assigned to individual classifiers. ?For this analysis, we ignored the cases where both systems

We conducted a preliminary analvsis on 100 ranQroduced an output of -1 (i.e., the words are n_ot aligned).
P y y 30nly POS pairs that occurred at least 10 times are shown.

domly selected English-_Spanish sentence pairs from “The same analysis was done for the other direction and re-
a mixed corpus (UN + Bible + FBIS) to observe thesulted in similar distribution of error rates.
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joint subsets (NeurAligs). Similar to NeurAlign, 2. A set of 491 English-Chinese sentence pairs
the outputs of individual alignment systems, as well  (nearly 13K words on each side) from 2002
as the original corpus, are passed to the feature ex- NIST MT evaluation test set.

traction module. Then the training data is split into

disjoint subsets using a subset of the available fedVe computed precision, recall and error rate on the
tures for partitioning. We learn different neural netentire set of sentence pairs for each data set.

for each partition, and then merge the outputs of the To evaluate NeurAlign, we used GIZA++ in both
individual nets. The advantage of this is that it redirections (-to-F' and F-to-E, where F is either
sults in different generalizations for each partitiorChinese () or Spanish §)) as input and aefined
and that it uses different subsets of the feature spagignmentapproach (Och and Ney, 2000) that uses
for each net. a heuristic combination method callggow-diag-
final (Koehn et al.,, 2003) for comparison. (We
henceforth refer to the refined-alignment approach
This section describes our experimental design, i&s “RA.")

cluding evaluation metrics, data, and settings. For the English-Spanish experiments, GIZA++
was trained on 48K sentence pairs from a mixed
corpus (UN + Bible + FBIS), with nearly 1.2M of
Let A be the set of alignment links for a set of senwords on each side, using 10 iterations of Model 1,
tences. We také' to be the set of sure alignments jterations of HMM, and 5 iterations of Model 4.
links and P be the set of probable alignment linksFor the English-Chinese experiments, we used 107K
(in the gold standard) for the same set of sentencasentence pairs from FBIS corpus (nearly 4.1M En-
Precision fr), recall (Rc) and alignment error rate glish and 3.3M Chinese words) to train GIZA++, us-

5 Experiments and Results

5.1 Evaluation Metrics

(AER) are defined as follows: ing 5 iterations of Model 1, 5 iterations of HMM, 3
|AN P AN S| iterations of Model 3, and 3 iterations of Model 4.
Pr = Re =
A 15 5.3 Neural Network Settings
A ANP :
ABR—1- ANSIFIAOR | |
Al +15] In our experiments, we used a multi-layer percep-

A manually aligned corpus is used as our gold stafon (MLP) consisting of 1 input layer, 1 hidden
dard. For English-Spanish data, the manual annotiyer, and 1 output layer. The hidden layer consists
tion is done by a bilingual English-Spanish speakePf 10 units, and the output layer consists of 1 unit.
Every link in the English-Spanish gold standard i@ll units in the hidden layer are fully connected to
considered a sure alignment link (i.&.,= S). the units in the input layer, and the output unit is

For English-Chinese, we used 2002 NIST mTfully connected to all the units in the hidden layer.
evaluation test set. Each sentence pair was align¥¥e used hyperbolic tangent sigmoid function as the
by two native Chinese speakers, who are fluent ictivation function for both layers.

English. Each alignment link appearing in both an- One of the potential pitfalls is overfitting as the
notations was considered a sure link, and links agpumber of iterations increases. To address this, we
pearing in only one set were judged as probable. Thesed theearly stopping with validation sehethod.
annotators were not aware of the specifics of our apa our experiments, we held out (randomly selected)
proach. 1/4 of the training set as the validation set.

Neural nets are sensitive to the initial weights. To
overcome this, we performed 5 runs of learning for
We evaluated NeurAlignand NeurAlign, using 5- each training set. The final output for each training
fold cross validation on two data sets: is obtained by a majority voting over 5 runs.

1. A set of 199 English-Spanish sentence pairs— _ _ _
The number of alignment links varies over each fold.

(nearly 5K WOI’QS on each side) from a mlXedTherefore, we chose to evaluate all data at once instead of eval-
corpus (UN + Bible + FBIS). uating on each fold and then averaging.

5.2 Evaluation Data and Settings
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5.4 Results Alignments | Pr Rc | AER

E-to-S 87.0| 67.0| 243
This section describes the experiments on English- S-to-E 880|675 236
Spanish and English-Chinese data for testing the 'S;’iséiec“on gg-é gi-g ggg
effects of feature selection, training on the en- RA 838 744 210

tire data (NeurAlign) or on the partitioned data
(NeurAlign,), using two input alignments: GIZA++
(E-to-F) and GIZA++ (F-to-E). We used the fol-
lowing additional features, as well as the outputs
individual aligners, for an instandg, j) (set of fea-
tures 2—7 below are generated separately for ea
input alignmentAy,):

Table 2: Results for GIZA++ Alignments and Their
Simple Combinations

0ttne neighboring links as the feature set gave slightly
E(’not significantly) better results than RA. Using POS
(Jfgs, dependency relations, and neighboring links
also resulted in better performance than RA but the
1. posk;,posF;,relE;: POS tags and depen-difference was not statistically significant.

dency relation foe; and f;. When we used fertilities along with the POS tags
2. neigh(i,j): 8 features indicating whether aand dependency relations, the AER was 20.0%—a

neighboring link exists imMy. significant relative error reduction of 5.7% over RA.
3. fertE;, fertF;: 2 features indicating the fer- Adding the neighboring links to the previous feature

tility of e; and f; in A. set resulted in an AER of 17.6%—a significant rela-
4. NC(i,j): Total number of existing links in tive error reduction of 17% over RA.

N(i,j)in Ag. Interestingly, when we removed POS tags and de-
5. TP(i,7): Translation probabilityp(fjle;) in  pendency relations from this feature set, there was

Ag. no significant change in the AER, which indicates

6. NghTP(i,j): 8 features indicating the trans-that the improvement is mainly due to the neighbor-
lation probabilityp( f,|e,) for each(z,y) € ing links. This supports our initial claim about the

N(i,7)in Ag. clustering of alignment links, i.e., when there is an
7. AvTP(i,j). Average translation probability alignment link, usually there is another link in its
of the neighbors ofi, j) in Ag. neighborhood. Finally, we tested the effects of using

We performed statistical significance tests usinganslation probabilities as part of the feature set, and
two-tailed paired t-tests. Unless otherwise indifound out that using translation probabilities did no
cated, the differences between NeurAlign and othdtelter than the case where they were not used. We
alignment systems, as well as the differences amomg!ieve this happens because the translation proba-
NeurAlign variations themselves, were statisticallPllity p(fjlei) has a unique value for each pairef

significant within the 95% confidence interval. ~ and fj; therefore it is not useful to distinguish be-
tween alignment links with the same words.
5.4.1 Results for English-Spanish

Table 2 summarizes the precision, recall angeature Selection for Training on Partitioned
alignment error rate values for each of our tw ata: NeurAI_igng In order to train on_partitioned_
alignment system inputs plus the three alternativ%ata (NeurAlign), we_r_lee.ded to eSta.lb.“Sh appropri-
alignment-combination approaches. Note that thate features for partitioning the training data. Ta-
best performing aligner among these is the R le 4 presents the evaluation results for NeurAlign
method, with an AER of 21.2%. (We include this i.e., no partitioning) and NeurAlignwith different

in subsequent tables for ease of comparison.) features for partitioning (English P_OS tag, Spapi;h
POS tag, and POS tags on both sides). For training

Feature Selection for Training All Data At Once: on each partition, the feature space included POS
NeurAlign; Table 3 presents the results of traintags (e.g., Spanish POS tag in the case where parti-
ing neural nets using the entire data (NeurAlign tioning is based on English POS tag only), depen-
with different subsets of the feature space. When waency relations, neighborhood features, and fertili-
used POS tags and the dependency relation as feéi@s. We observed that partitioning based on POS
tures, NeurAlign performs worse than RA. Using tags on one side reduced the AER to 17.4% and
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Features Pr Rc AER Features Pr Rc AER
posE;, poskE;, rel 90.6 | 67.7| 225 relEB;, fertE;, fertF;, | 91.9 | 73.0 | 18.6
neigh(i,7) 91.3| 69.5] 21.1 TP(i,5), AvTP(3, j),

posE;, posE;, rel E;, 91.7| 70.2 | 20.5 NghTP(i,j)

neigh(i, j) neigh(i, 7) 90.3| 74.0| 18.7
posE;, posEy, rel E;, 914 | 71.1| 20.0 relE;, fertE;, fertF;, | 91.6 | 76.0 | 16.9
fertE;, fertF; neigh(i,j), NC(i,j)

posE;, posE;, rel E;, 89.5| 76.3| 17.6 relE;, fertE;, fertF;, | 91.4| 76.1| 16.9
neigh(i, ), NC(i, 7) neigh(i, j), NC(i, j),

fertE;, fertF; TP(i,j), AvTP(i, j)

neigg(i,j),fﬁ\iC(i,j) 89.7 | 75.7| 17.9 [RA [838] 744 21.2 |
ﬁi??gif}gﬁ%fmm, 9001 7571 179 Table 5: Combination with Neural Networks:
fertE;, fertFy, NeurAlign, (Partitioned According to POS tags)
neigh(i, j), NC(i, j),

TP(i, j), AvT'P(i, j)

TRA (838 744 212 | duction o_verE-to_—S._Qompared to RA, NeurAlign
also achieved significantly better results over RA:
relative improvements of 9.3% in precision, 2.2% in
recall, and 20.3% in AER.

Table 3: Combination with Neural Networks:
NeurAlign (All-Data-At-Once)

17.1%, respectively. Using POS tags looih sides 5.4.2 Results for English-Chinese

A - _ _ _
reduced the error rate to 16.9%—a significant rel The results of the input alignments to NeurAlign,

aive error reductlgn of 5'6/‘_’ 0,"‘” no_ pqr-tltlonlng.l_e_, GlZA++ alignments in two different directions,
All four methods yielded statistically significant er-

ror reductions over RA—we will examine the fourth
method in more detail below.

NeurAligm (i.e., no partitioning) and variations of
NeurAlign, with different features for partitioning
(English POS tag, Chinese POS tag, and POS tags

Alignment Pr | Rc | AER on both sides) are shown in Table 6. For compar-
NeurAlign, 89.7| 75.7] 17.9 sion, we also include the results for RA in the table.
mgﬂm:gg PZ??‘ gié ;g-g g‘l‘ For brevity, we include only the features resulting
NeurAlign, Pz;osEJi,post} 91.6 76.0| 16.9 in the best configurations from the English-Spanish
[RA [838] 74.4] 212 | experiments, i.e., POS tags, dependency relations,

Table 4: Effects of Feature Selection for Partitioning?ord fertilities, and neighborhood links (the features
in the third row of Table 5). The ground truth used

Once we determined that partitioning by POS tagduring the training phase consisted of all the align-
on both sides brought about the biggest gain, we ranent links with equal weight.
NeurAlign, using this partitioning, but with differ-

ent feature sets. Table 5 shows the results of this | Alignments Pr | Rc | AER

iment. Using dependency relations, word fer- ¢ 041683 307
experiment. g dep ncy , _ Cto-E 66.0 | 69.8 | 32.2
tilities and translation probabilities (both for the link NeurAlign; 850 714 222
in question and the neighboring links) yielded a sig- | NeurAlign[posE: 85.7| 746 | 20.0
nificantly lower AER (18.6%)—a relative error re- mgam:gg Posgj ] gg-; ;ig ig-?

. osl;, posk’; . . .

duction of 12.3% over RA. When the feature set 1P Lo

[RA [61.9] 82.6 | 29.7 |
Table 6: Results on English-Chinese Data

consisted of dependency relations, word fertilities,
and neighborhood links, the AER was reduced to
16.9%—a 20.3% relative error reduction over RA. Without any partitioning, NeurAlign achieves an
We also tested the effects of adding translation proladlignment error rate of 22.2%—a significant relative
abilities to this feature set, but as in the case ddrror reduction of 25.3% over RA. Partitioning the
NeurAlign;, this did not improve the alignments.  data according to POS tags results in significantly
In the best case, NeurAlignachieved substan- better results over no partitioning. When the data is
tial and significant reductions in AER over the in-partitioned according to both POS tags, NeurAlign
put alignment systems: a 28.4% relative error rereduces AER to 19.7%—a significant relative error
duction overS-to-FE and a 30.5% relative error re- reduction of 33.7% over RA. Compared to the input

71



alignments, the best version of NeurAlign achieveReferences

a relative error reduction of 35.8% and 38.8%, resteven Abney, Robert E. Schapire, and Yoram Singer. 1999.

spectively, Boosting applied to tagging and PP attachmenProceed-
ings of EMNLP’1999pages 38—45.
Necip F. Ayan, Bonnie J. Dorr, and Nizar Habash. 2004. Multi-
6 Conclusions Align: Combining linguistic and statistical techniques to
improve alignments for adaptable MT. Proceedings of
. AMTA'2004 pages 17-26.
We presented NeurAlign, a novel approach to conEric Brill and Jun Wu. 1998. Classifier combination for im-

bining the outputs of different word alignment sys-_ proved lexical disambiguation. Froc. of ACL'1998

T . Colin Cherry and Dekang Lin. 2003. A probability model to
tems. Our approach treats individual alignment sys- improve word alignment. IProceedings of ACL'2003

tems as black boxes, and transforms the individualicheal Collins. 1997. Three generative lexicalized models for

alignments into a set of data with features that are Statistical parsing. IiProceedings of ACL'1997
b df their outouts and additional linqui ‘Mona Diab and Philip Resnik. 2002. An unsupervised method
orrowed irom their outputs and a ona guiS- for word sense tagging using parallel corpora.Phoceed-

tic features (such as POS tags and dependency reings of ACL'2002 .

lations). W neural n learn the tr ligrponnie J. Dorr, Lisa Pearl, Rebecca Hwa, and Nizar Habash.

ations) € use neural nets to learn the true alig 2002. DUSTer: A method for unraveling cross-language di-

ments from these transformed data. vergences for statistical word-level alignment. Aroceed-
We show that using POS tags to partition the ings of AMTA'2002

t f d dat dl . diff t cl if Radu Florian and David Yarowsky. 2002. Modeling consensus:
ranstormed data, and learning a difrerent Classiler cj5ssifier combination for word sense disambiguation. In

for each partition is more effective than using the en- Proceedings of EMNLP’200Dages 25-32.

tire data at once. Our results indicate that NeurAIigh- Hansen and P. Salamon. 1990. Neural network ensembles.

. _ . . IEEE Transactions on Pattern Analysis and Machine Intelli-
yields a significant 28-39% relative error reduction gence 12:993-1001.

over the best of the input alignment systems angbhn C. Henderson and Eric Brill. 2000. Bagging and boosting

ianifi _240, i i a treebank parser. lroceedings of NAACL'2000
a Slgnlflcant 20 34A) relative e.rror. reductlo_n OVe'IrDhiIip Koehn, Franz J. Och, and Daniel Marcu. 2003.
the best known alignment combination technique on' sgatistical phrase-based translation. moceedings of
English-Spanish and English-Chinese data. NAACL/HLT'2003
. . Yang Liu, Qun Liu, and Shouxun Lin. 2005. Log-linear models
We should_ note that NeurAlign is not a stand-""tor word alignment. IrProceedings of ACL'2005
alone word alignment system but a supervised learn-Dan Melamed. 2000. Models of translational equivalence

in r h to improve alr xistina alianm among wordsComputational Linguistic26(2):221—-249.
g approach to improve already existing alig er‘Il:[/larvin Minsky. 1999. Logical Versus Analogical or Symbolic

Systems- A drawback of our approach is that_ it re-" Versus Connectionist or Neat Versus Scrufi).Magazine
quires annotated data. However, our experiments 12:34-51.

i Nifi ; anz J. Och and Hermann Ney. 2000. Improved statistical
have shown that significant improvements can b alignment models. IiProceedings of ACL'2000

obtained using a small set of annotated data. W&anz J. Och and Hermann Ney. 2003. A systematic compari-
will do additional experiments to observe the effects son of various statistical alignment modefSomputational

; ; ; _ Linguistics 29(1):9-51, March.
of varying the size of the annotated data while learnz , -~ Ratnaparkhi, 1996. A maximum entropy part-of-

ing neural nets. We are also planning to investigate speech tagger. IRroceedings of EMNLP'1996
whether NeurAlign helps when the individual align-Martin Riedmiller and Heinrich Braun. 1993. A direct adaptive

. : method for faster backpropagation learning: The RPROP al-
ers are trained using more data. gorithm. InProceedings of the IEEE Intl. Conf. on Neural

We will extend our combination approach to com- Networks pages 586-591.

; ; ; rg Tiedemann. 2003. Combining clues for word alignment.
bine word alignment systems based on dn‘fereni"In Proceedings of EACL'200pages 339346,

models, and investigate the effectiveness of our tecRristina Toutanova, H. Tolga llhan, and Christopher D. Man-
nigue on other language pairs. We also intend to ning. 2002. Extensions to HMM-based statistical word

: : : alignment models. IiProceedings of EMNLP’2002
evaluate the effectiveness of our improved aIIgnmerllgagan Tumer and Joydeep Ghosh. 1996. Error correlation and

approach in the context of machine translation and error reduction in ensemble classifie@onnection Science,

cross-language projection of resources. Special Issue on Combining Artificial Neural Networks: En-
semble Approache8(3-4):385-404, December.
David H. Wolpert. 1992. Stacked generalizatidweural Net-
Acknowledgments This work has been supported in  works 5(2):241-2509.
part by ONR MURI Contract FCP0.810548265, CooperaDavid Yarowsky, Grace Ngai, and Richard Wicentowski. 2001.

. Inducing multilingual text analysis tools via robust projec-
tive Agreement DAAD190320020, and NSF ITR Grant IIS- tion across aligned corpora. Rroceedings of HLT'2001
0326553.

72



A Discriminative Matching Approach to Word Alignment

Ben Taskar

Simon Lacoste-Julien

Dan Klein

Computer Science Division, EECS Department
University of California, Berkeley
Berkeley, CA 94720

Abstract

We present a discriminative, large-
margin approach to feature-based
matching for word alignment. In this
framework, pairs of word tokens re-
ceive a matching score, which is based
on features of that pair, including mea-
sures of association between the words,
distortion between their positions, sim-
ilarity of the orthographic form, and so
on. Even with only 100 labeled train-
ing examples and simple features which
incorporate counts from a large unla-
beled corpus, we achieve AER perfor-
mance close to IBM Model 4, in much
less time. Including Model 4 predic-
tions as features, we achieve a relative
AER reduction of 22% in over inter-
sected Model 4 alignments.

1 Introduction

The standard approach to word alignment from
sentence-aligned bitexts has been to construct
models which generate sentences of one lan-
guage from the other, then fitting those genera-
tive models with EM (Brown et al., 1990; Och
and Ney, 2003). This approach has two primary
advantages and two primary drawbacks. In its
favor, generative models of alignment are well-
suited for use in a noisy-channel translation sys-
tem. In addition, they can be trained in an un-
supervised fashion, though in practice they do
require labeled validation alignments for tuning
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model hyper-parameters, such as null counts or
smoothing amounts, which are crucial to pro-
ducing alignments of good quality. A primary
drawback of the generative approach to align-
ment is that, as in all generative models, explic-
itly incorporating arbitrary features of the in-
put is difficult. For example, when considering
whether to align two words in the IBM models
(Brown et al., 1990), one cannot easily include
information about such features as orthographic
similarity (for detecting cognates), presence of
the pair in various dictionaries, similarity of the
frequency of the two words, choices made by
other alignment systems on this sentence pair,
and so on. While clever models can implicitly
capture some of these information sources, it
takes considerable work, and can make the re-
sulting models quite complex. A second draw-
back of generative translation models is that,
since they are learned with EM, they require
extensive processing of large amounts of data
to achieve good performance. While tools like
GIZA++ (Och and Ney, 2003) do make it eas-
ier to build on the long history of the generative
IBM approach, they also underscore how com-
plex high-performance generative models can,
and have, become.

In this paper, we present a discriminative ap-
proach to word alignment. Word alignment is
cast as a maximum weighted matching problem
(Cormen et al., 1990) in which each pair of words
(e, fr) in a sentence pair (e, f) is associated
with a score sji(e, f) reflecting the desirability
of the alignment of that pair. The alignment
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for the sentence pair is then the highest scoring
matching under some constraints, for example
the requirement that matchings be one-to-one.

This view of alignment as graph matching is
not, in itself, new: Melamed (2000) uses com-
petitive linking to greedily construct matchings
where the pair score is a measure of word-
to-word association, and Matusov et al. (2004)
find exact maximum matchings where the pair
scores come from the alignment posteriors of
generative models. Tiedemann (2003) proposes
incorporating a variety of word association
“clues” into a greedy linking algorithm.

What we contribute here is a principled ap-
proach for tractable and efficient learning of the
alignment score sji(e, f) as a function of ar-
bitrary features of that token pair. This con-
tribution opens up the possibility of doing the
kind of feature engineering for alignment that
has been so successful for other NLP tasks. We
first present the algorithm for large margin es-
timation of the scoring function. We then show
that our method can achieve AER rates com-
parable to unsymmetrized IBM Model 4, using
extremely little labeled data (as few as 100 sen-
tences) and a simple feature set. Remarkably,
by including bi-directional IBM Model 4 predic-
tions as features, we achieve an absolute AER
of 5.4 on the English-French Hansards alignment
task, a relative reduction of 22% in AER over in-
tersected Model 4 alignments and, to our knowl-
edge, the best AER result published on this task.

2  Algorithm

We model the alignment prediction task as a
maximum weight bipartite matching problem,
where nodes correspond to the words in the
two sentences. For simplicity, we assume here
that each word aligns to one or zero words in
the other sentence. The edge weight s repre-
sents the degree to which word j in one sentence
can translate into the word k in the other sen-
tence. Our goal is to find an alignment that
maximizes the sum of edge scores. We represent
a matching using a set of binary variables y;j
that are set to 1 if word j is assigned to word
k in the other sentence, and 0 otherwise. The
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score of an assignment is the sum of edge scores:
s(y) = 2k 8jkYjk- The maximum weight bi-
partite matching problem, arg max, .y s(y), can
be solved using well known combinatorial algo-
rithms or the following linear program:

max Zsjkzjk (1)
ik

s.t. szk <1, szk <1, 0<z <1,
J k

where the continuous variables z;;, correspond to
the binary variables y;,. This LP is guaranteed
to have integral (and hence optimal) solutions
for any scoring function s(y) (Schrijver, 2003).
Note that although the above LP can be used to
compute alignments, combinatorial algorithms
are generally more efficient. However, we use
the LP to develop the learning algorithm below.

For a sentence pair x, we denote position
pairs by x;; and their scores as s;p. We let
sitr = w f(x;;) for some user provided fea-
ture mapping f and abbreviate w'f(x,y) =
>k yixw ' f(x;). We can include in the fea-
ture vector the identity of the two words, their
relative positions in their respective sentences,
their part-of-speech tags, their string similarity
(for detecting cognates), and so on.

At this point, one can imagine estimating a
linear matching model in multiple ways, includ-
ing using conditional likelihood estimation, an
averaged perceptron update (see which match-
ings are proposed and adjust the weights ac-
cording to the difference between the guessed
and target structures (Collins, 2002)), or in
large-margin fashion. Conditional likelihood es-
timation using a log-linear model P(y | x) =
Zwl(x) exp{w ' f(x,y)} requires summing over all

matchings to compute the normalization Zy (x),
which is #P-complete (Valiant, 1979). In our
experiments, we therefore investigated the aver-
aged perceptron in addition to the large-margin
method outlined below.

2.1 Large-margin estimation

We follow the large-margin formulation of
Taskar et al. (2005a). Our input is a set of
training instances {(x;,y;)}/%,, where each in-
stance consists of a sentence pair x; and a target



alignment y;. We would like to find parameters
w that predict correct alignments on the train-
ing data:

yi = argmaXWTf(Xi’yi)a V’L,

Yi€Vi
where ); is the space of matchings appropriate
for the sentence pair i.

In standard classification problems, we typi-
cally measure the error of prediction, ¢(y;,y;),
using the simple 0-1 loss. In structured prob-
lems, where we are jointly predicting multiple
variables, the loss is often more complex. While
the F-measure is a natural loss function for this
task, we instead chose a sensible surrogate that
fits better in our framework: Hamming distance
between y; and y;, which simply counts the
number of edges predicted incorrectly.

We use an SVM-like hinge upper bound on
the loss £(yi,¥:), given by maxy,cy,[w ' £(¥:) +
li(yi) — w £i(ys)], where £;(y;) = {(yi, ¥:), and
fi(yi) = f(x;,y:). Minimizing this upper bound
encourages the true alignment y; to be optimal
with respect to w for each instance i:

max (w' £(y:) + 4(y:)] — w ' fi(ys),
Yi€Vi

min
lwll<vy 5

where v is a regularization parameter.

In this form, the estimation problem is a mix-
ture of continuous optimization over w and com-
binatorial optimization over y;. In order to
transform it into a more standard optimization
problem, we need a way to efficiently handle the
loss-augmented inference, maxg,cy,[w ' £i(¥;) +
¢;(y;)]. This optimization problem has pre-
cisely the same form as the prediction prob-
lem whose parameters we are trying to learn
— maxy,cy; W £i(¥;) — but with an additional
term corresponding to the loss function. Our as-
sumption that the loss function decomposes over
the edges is crucial to solving this problem. In
particular, we use weighted Hamming distance,
which counts the number of variables in which
a candidate solution y; differs from the target
output y;, with different cost for false positives
(c") and false negatives (¢ ):
6(¥:) = Y [ vige(l = k) + < il — yijn)]
I
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=Y Cyige+ Y[t = (¢ + ¢yl ijn
ik ik

The loss-augmented matching problem can then
be written as an LP similar to Equation 1 (with-
out the constant term .\ ¢ y; jx):

max Y ziji[w ' £(xi k) + ¢ = (¢ + ¢ )yl

ik
s.t. szk <1, szk <1, 0<z <L
] A

Hence, without any approximations, we have a
continuous optimization problem instead of a
combinatorial one:

max w ' £;(5;)+4i(¥:) = di+max(w' Fi+c;) 2,
Vi€Vi z,€Z;
where d; =}, ¢'y; jk is the constant term, F;
is the appropriate matrix that has a column of
features f(x; ;) for each edge jk, c; is the vector
of the loss terms ¢" — (¢” + ¢")y; jr and finally
Zi =z : Xjzigr <1, 2pzigr <1, 0<
Zi gk < 1}

Plugging this LP back into our estimation
problem, we have

min max
[[w||<vy ze€Z

Z WTFZ'ZZ' + C;rZi — WTFZ‘yZ', (2)
(2

where z = {z1,...,2,}, Z2 =21 x...x Z,,. In-
stead of the derivation in Taskar et al. (2005a),
which produces a joint convex optimization
problem using Lagrangian duality, here we
tackle the problem in its natural saddle-point
form.

2.2 The extragradient method

For saddle-point problems, a well-known solu-
tion strategy is the extragradient method (Ko-
rpelevich, 1976), which is closely related to
projected-gradient methods.

The gradient of the objective in Equation 2
is given by: Y_; Fi(z; — yi) (with respect to w)
and Fw + ¢; (with respect to each z;). We de-
note the Euclidean projection of a vector onto
Z; as Pz,(v) = argming,cz, [|[v — u|| and pro-
jection onto the ball ||w|| < v as Py(w) =
yw/ max (v, |[wl[).



An iteration of the extragradient method con-
sists of two very simple steps, prediction:

Wit =P (w' + 6, > Filyi — z}));
i
z," = Pz, (2, + B(F{ w' + ¢;));
and correction:
witl = P,Y(Wt + Bk Z Fi(yi — ZE—H));
2441 = Pa 4 BT +),

where [ are appropriately chosen step sizes.
The method is guaranteed to converge linearly
to a solution w*,z* (Korpelevich, 1976; He and
Liao, 2002; Taskar et al., 2005b). Please see
www.cs.berkeley.edu/~taskar/extragradient.pdf
for more details.

The key subroutine of the algorithm is Eu-
clidean projection onto the feasible sets Z;. In
case of word alignment, Z; is the convex hull of
bipartite matchings and the problem reduces to
the much-studied minimum cost quadratic flow
problem (Bertsekas et al., 1997). The projection
problem Pz, (z}) is given by

. 1 9
min Z §(Z§,jk — Zijk)
jk
s.t. Zzi,jk <1 Zzi,jk <1, 0<z <L
J k

We can now use a standard reduction of bipar-
tite matching to min cost flow by introducing a
source node connected to all the words in one
sentence and a sink node connected to all the
words in the other sentence, using edges of ca-
pacity 1 and cost 0. The original edges jk have
a quadratic cost %(zz’jk — 2 j)? and capacity 1.
Now the minimum cost flow from the source to
the sink computes projection of z, onto Z; We
use standard, publicly-available code for solving
this problem (Guerriero and Tseng, 2002).

3 Experiments

We applied this matching algorithm to word-
level alignment wusing the English-French
Hansards data from the 2003 NAACL shared
task (Mihalcea and Pedersen, 2003).  This

76

corpus consists of 1.1M automatically aligned
sentences, and comes with a validation set of 39
sentence pairs and a test set of 447 sentences.
The validation and test sentences have been
hand-aligned (see Och and Ney (2003)) and are
marked with both sure and possible alignments.
Using these alignments, alignment error rate
(AER) is calculated as:

|ANS|+|ANP|

AER(A,8,P) =1 —
(4.5.P) AT 13

Here, A is a set of proposed index pairs, S is
the sure gold pairs, and P is the possible gold
pairs. For example, in Figure 1, proposed align-
ments are shown against gold alignments, with
open squares for sure alignments, rounded open
squares for possible alignments, and filled black
squares for proposed alignments.

Since our method is a supervised algorithm,
we need labeled examples. For the training data,
we split the original test set into 100 training
examples and 347 test examples. In all our ex-
periments, we used a structured loss function
{(y;,yi) that penalized false negatives 3 times
more than false positives, where 3 was picked by
testing several values on the validation set. In-
stead of selecting a regularization parameter -y
and running to convergence, we used early stop-
ping as a cheap regularization method, by set-
ting v to a very large value (10000) and running
the algorithm for 500 iterations. We selected a
stopping point using the validation set by simply
picking the best iteration on the validation set in
terms of AER (ignoring the initial ten iterations,
which were very noisy in our experiments). All
selected iterations turned out to be in the first
50 iterations, as the algorithm converged fairly
rapidly.

3.1 Features and Results

Very broadly speaking, the classic IBM mod-
els of word-level translation exploit four primary
sources of knowledge and constraint: association
of words (all IBM models), competition between
alignments (all models), zero- or first-order pref-
erences of alignment positions (2,4+), and fer-
tility (34). We model all of these in some way,
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(d) All features

Figure 1: Example alignments for each successive feature set.

except fertility.!

First, and, most importantly, we want to in-
clude information about word association; trans-
lation pairs are likely to co-occur together in
a bitext. This information can be captured,
among many other ways, using a feature whose

'In principle, we can model also model fertility, by
allowing 0-k matches for each word rather than 0-1, and

having bias features on each word. However, we did not
explore this possibility.
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value is the Dice coefficient (Dice, 1945):

. _ 2Cgr(e, f)
Dice(e, f) = 7@5(6)0}7(]‘)

Here, C'r and CF are counts of word occurrences
in each language, while Cgp is the number of
co-occurrences of the two words. With just this
feature on a pair of word tokens (which depends
only on their types), we can already make a stab



at word alignment, aligning, say, each English
word with the French word (or null) with the
highest Dice value (see (Melamed, 2000)), sim-
ply as a matching-free heuristic model. With
Dice counts taken from the 1.1M sentences, this
gives and AER of 38.7 with English as the tar-
get, and 36.0 with French as the target (in line
with the numbers from Och and Ney (2003)).

As observed in Melamed (2000), this use of
Dice misses the crucial constraint of competi-
tion: a candidate source word with high asso-
ciation to a target word may be unavailable for
alignment because some other target has an even
better affinity for that source word. Melamed
uses competitive linking to incorporate this con-
straint explicitly, while the IBM-style models
get this effect via explaining-away effects in EM
training. We can get something much like the
combination of Dice and competitive linking by
running with just one feature on each pair: the
Dice value of that pair’s words.? With just a
Dice feature — meaning no learning is needed
yet — we achieve an AER of 29.8, between the
Dice with competitive linking result of 34.0 and
Model 1 of 25.9 given in Och and Ney (2003).
An example of the alignment at this stage is
shown in Figure 1(a). Note that most errors lie
off the diagonal, for example the often-correct
to-a match.

IBM Model 2, as usually implemented, adds
the preference of alignments to lie near the di-
agonal. Model 2 is driven by the product of a
word-to-word measure and a (usually) Gaussian
distribution which penalizes distortion from the
diagonal. We can capture the same effect us-
ing features which reference the relative posi-
tions j and k of a pair (ej, fi). In addition to a
Model 2-style quadratic feature referencing rela-
tive position, we threw in the following proxim-
ity features: absolute difference in relative posi-
tion abs(j/|e|—k/|f|), and the square and square
root of this value. In addition, we used a con-
junction feature of the dice coefficient times the
proximity. Finally, we added a bias feature on
each edge, which acts as a threshold that allows

2This isn’t quite competitive linking, because we use
a non-greedy matching.
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Figure 2: Example alignments showing the ef-
fects of orthographic cognate features. (a) Dice
and Distance, (b) With Orthographic Features.

sparser, higher precision alignments. With these
features, we got an AER of 15.5 (compare to 19.5
for Model 2 in (Och and Ney, 2003)). Note that
we already have a capacity that Model 2 does
not: we can learn a non-quadratic penalty with
linear mixtures of our various components — this
gives a similar effect to learning the variance of
the Gaussian for Model 2, but is, at least in
principle, more flexible.> These features fix the
to-a error in Figure 1(a), giving the alignment
in Figure 1(b).

On top of these features, we included other
kinds of information, such as word-similarity
features designed to capture cognate (and ex-
act match) information. We added a feature for
exact match of words, exact match ignoring ac-
cents, exact matching ignoring vowels, and frac-
tion overlap of the longest common subsequence.
Since these measures were only useful for long
words, we also added a feature which indicates
that both words in a pair are short. These or-
thographic and other features improved AER to
14.4. The running example now has the align-
ment in Figure 1(c), where one improvement
may be attributable to the short pair feature — it
has stopped proposing the-de, partially because
the short pair feature downweights the score of
that pair. A clearer example of these features
making a difference is shown in Figure 2, where
both the exact-match and character overlap fea-

3The learned response was in fact close to a Gaussian,
but harsher near zero displacement.



tures are used.

One source of constraint which our model still
does not explicitly capture is the first-order de-
pendency between alignment positions, as in the
HMM model (Vogel et al., 1996) and IBM mod-
els 44-. The the-le error in Figure 1(c) is symp-
tomatic of this lack. In particular, it is a slightly
better pair according to the Dice value than the
correct the-les. However, the latter alignment
has the advantage that major-grands follows it.
To use this information source, we included a
feature which gives the Dice value of the words
following the pair.# We also added a word-
frequency feature whose value is the absolute
difference in log rank of the words, discourag-
ing very common words from translating to very
rare ones. Finally, we threw in bilexical features
of the pairs of top 5 non-punctuation words in
each language.® This helped by removing spe-
cific common errors like the residual tendency
for French de to mistakenly align to English the
(the two most common words). The resulting
model produces the alignment in Figure 1(d).
It has sorted out the the-le / the-les confusion,
and is also able to guess to-de, which is not the
most common translation for either word, but
which is supported by the good Dice value on
the following pair (make-faire).

With all these features, we got a final AER
of 10.7, broadly similar to the 8.9 or 9.7 AERs
of unsymmetrized IBM Model 4 trained on the
same data that the Dice counts were taken
from.% Of course, symmetrizing Model 4 by in-
tersecting alignments from both directions does
yield an improved AER of 6.9, so, while our
model does do surprisingly well with cheaply ob-
tained count-based features, Model 4 does still
outperform it so far. However, our model can

1t is important to note that while our matching algo-
rithm has no first-order effects, the features can encode
such effects in this way, or in better ways — e.g. using as
features posteriors from the HMM model in the style of
Matusov et al. (2004).

®The number of such features which can be learned
depends on the number of training examples, and since
some of our experiments used only a few dozen training
examples we did not make heavy use of this feature.

SNote that the common word pair features affected
common errors and therefore had a particularly large im-
pact on AER.
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Model AER

Dice (without matching) 38.7 / 36.0

Model 4 (E-F, F-E, intersected) 8.9/9.7/6.9
Discriminative Matching

Dice Feature Only 29.8

+ Distance Features 15.5

+ Word Shape and Frequency 14.4

+ Common Words and Next-Dice 10.7

+ Model 4 Predictions 5.4

Figure 3: AER on the Hansards task.

also easily incorporate the predictions of Model
4 as additional features. We therefore added
three new features for each edge: the prediction
of Model 4 in the English-French direction, the
prediction in the French-English direction, and
the intersection of the two predictions. With
these powerful new features, our AER dropped
dramatically to 5.4, a 22% improvement over the
intersected Model 4 performance.

Another way of doing the parameter estima-
tion for this matching task would have been
to use an averaged perceptron method, as in
Collins (2002). In this method, we merely run
our matching algorithm and update weights
based on the difference between the predicted
and target matchings. However, the perfor-
mance of the average perceptron learner on the
same feature set is much lower, only 8.1, not
even breaking the AER of its best single feature
(the intersected Model 4 predictions).

3.2 Scaling Experiments

We explored the scaling of our method by learn-
ing on a larger training set, which we created by
using GIZA++ intersected bi-directional Model
4 alignments for the unlabeled sentence pairs.
We then took the first 5K sentence pairs from
these 1.1M Model 4 alignments. This gave us
more training data, albeit with noisier labels.
On a 3.4GHz Intel Xeon CPU, GIZA++ took
18 hours to align the 1.1M words, while our
method learned its weights in between 6 min-
utes (100 training sentences) and three hours
(5K sentences).




4 Conclusions

We have presented a novel discriminative, large-
margin method for learning word-alignment
models on the basis of arbitrary features of word
pairs. We have shown that our method is suit-
able for the common situation where a moder-
ate number of good, fairly general features must
be balanced on the basis of a small amount of
labeled data. It is also likely that the method
will be useful in conjunction with a large labeled
alignment corpus (should such a set be created).
We presented features capturing a few separate
sources of information, producing alignments on
the order of those given by unsymmetrized IBM
Model 4 (using labeled training data of about
the size others have used to tune generative
models). In addition, when given bi-directional
Model 4 predictions as features, our method
provides a 22% AER reduction over intersected
Model 4 predictions alone. The resulting 5.4
AER on the English-French Hansarks task is,
to our knowledge, the best published AER fig-
ure for this training scenario (though since we
use a subset of the test set, evaluations are not
problem-free). Finally, our method scales to
large numbers of training sentences and trains
in minutes rather than hours or days for the
higher-numbered IBM models, a particular ad-
vantage when not using features derived from
those slower models.
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Abstract

Bilingual word alignment forms the foun-
dation of most approaches to statistical
machine tranglation. Current word align-
ment methods are predominantly based
on generative models. In this paper,
we demonstrate a discriminative approach
to training simple word alignment mod-
els that are comparable in accuracy to
the more complex generative models nor-
mally used. These models have the the
advantages that they are easy to add fea-
tures to and they allow fast optimization
of model parameters using small amounts
of annotated data.

1 Motivation

Bilingual word alignment is the first step of most
current approaches to statistical machine trandlation.
Although the best performing systems are “phrase-
based” (e.g, Och and Ney, 2004), possible phrase
trandations are normally first extracted from word-
aigned bilingual text segments. The standard ap-
proach to word alignment makes use of various com-
binations of five generative models developed at
IBM by Brown et a. (1993), sometimes augmented
by an HMM-based model or Och and Ney’s “Model
6" (Och and Ney, 2003). The best combinations of
these models can produce high accuracy alignments,
at least when trained on a large corpus of fairly di-
rect trandations in related languages.

These standard models are less than ideal, how-
ever, in a number of ways, two of which we address
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in this paper. First, although the standard models can
theoretically be trained without supervision, in prac-
tice various parameters are introduced that should
be optimized using annotated data. For, example,
Och and Ney (2003) suggest supervised optimiza-
tion of a number of parameters, including the prob-
ablity of jumping to the empty word in the HMM
model, as well as smoothing parameters for the dis-
tortion probabilities and fertility probabilities of the
more complex models. Since the values of these pa-
rameters affect the values of the trandation, align-
ment, and fertility probabilities trained by EM, there
is no effective way to optimize them other than to
run the training procedure with a particular combi-
nation of values and evaluate the accuracy of the re-
sulting alignments. Since evaluating each combina-
tion of parameter valuesin thisway can take hoursto
days on alarge training corpus, it seems safe to say
that these parameters are rarely if ever truly jointly
optimized for a particular alignment task.

The second problem we address is the difficulty
of adding featuresto the standard generative models.
Generative models require a generative “ story” asto
how the observed datais generated by an interrelated
set of stochastic processes. For example, the gener-
ative story for IBM Models 1 and 2 and the HMM
alignment model isthat atarget language trangation
of a given source language sentence is generated by
first choosing a length for the target language sen-
tence, then for each target sentence position choos-
ing a source sentence word, and then choosing the
corresponding target language word. When Brown
et al. (1993) wanted to add a fertility component to
create Models 3, 4, and 5, however, this generative
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story didn't fit any longer, because it does not in-
clude how many target language words to align to
each source language word as a separate decision.
To modél this explicitly, they had to come up with a
different generative story.

In this paper, we take a different approach to
word alignment, based on discriminative training of
a weighted linear combination of a small number
of features. For a given parallel sentence pair, for
each possible word aignment considered, we sim-
ply multiply the values of each of these features by a
corresponding weight to give ascore for that feature,
and sum the features scores to give an overall score
for the alignment. The possible aignment having
the best overall score is selected as the word align-
ment for that sentence pair. Thus, for a sentence pair
(e, f) we seek the alignment a such that

a = argmax, Z Aifi(a,e, f)
i=1

where the f; are features and the )\; are weights.

We optimize the model weights using a modified
version of averaged perceptron learning as described
by Collins (2002). Thisisfast to train, because se-
lecting the feature weights is the last step in build-
ing the model and the “online” nature of perceptron
learning allows the parameter optimization to con-
verge quickly. Furthermore, no generative story has
to be invented to explain how the features generate
the data, so new features can be easily added without
having to change the overall structure of the model.

In theory, a disadvantage of a discrimintative ap-
proach compared to a generative approach is that
it requires annotated data for training. In practice,
however, effective discriminative models for word
alignment require only afew parameters, which can
be optimized on a set of annotated sentence pairs
comparable in size to what is needed to tune the free
parameters used in the generative approach. Aswe
will show, a simple sequence of two such models
can achieve alignment accuracy comparable to that
of acombination of more complex standard models.

2 Discriminative Alignment Models

We develop two word alignment models, incorpo-
rating different word association features intended
to indicate how likely two words or groups of words
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areto be mutual trandations, plus additional features
measuring how much word reordering is required by
the aignment®, and how many words are left un-
linked. One of the models aso includes a feature
measuring how often one word is linked to severa
words.

Each of our feature scores have analogs in the
IBM and HMM models. The association scores cor-
responds to word trandation probabilities; the re-
ordering scores correspond to distortion probabili-
ties; the scores for words left unlinked corresponds
to probabilities of words being linked to the null
word; and the scores for one-to-many links corre-
spond to fertility probabilities.

2.1 Thelog-Likelihood-Based M odel

In our first model, we use a log-likelihood-ratio
(LLR) statistic as our measure of word association.
We chose this statistic because it has previously been
found to be effective for automatically construct-
ing trandation lexicons (e.g., Melamed, 2000). We
compute LLR scores using the following formula
presented by Moore (2004):

LLR(f,e) =
(f?]e?)
C(f?7,e?)log L 1°)
f?e%:ﬁf} e?e%:ﬁe} p(f?)

Inthisformula f and e mean that the words whose
degree of association is being measured occur in the
respective target and source sentences of an aligned
sentence pair, —f and —e mean that the correspond-
ing words do not occur in the respective sentences,
f7 and e? are variables ranging over these values,
and C(f7,e?) isthe observed joint count for the val-
ues of f7 and e?. All the probabilities in the for-
mula refer to maximum likelihood estimates. The
LLR score for a pair of words is high if the words
have either a strong positive association or a strong
negative association. Since we expect trandation
pairs to be positively associated, we discard any
negatively associated word pairs by requiring that
p(f,e) > p(f) - p(e). To reduce the memory re-
quirements of our algorithms we discard any word
pairs whose LLR scoreislessthan 1.0.

1We will use the term “alignment” to mean an overall word

alignment of a sentence pair, and the term “link” to mean the
alignment of a particular pair of words or small group of words.



In our first model, the value of the word associa-
tion feature for an alignment is simply the sum of all
the individual LLR scores for the word pairs linked
by the alignment. The LLR-based model aso in-
cludes the following features:

nonmonotonicity features It may be observed
that in closely related languages, word alignments
of sentences that are mutual translations tend to be
approximately monotonic (i.e., corresponding words
tend to be in nearly corresponding sentence posi-
tions). Even for distantly related languages, the
number of crossing links is far less than chance,
since phrases tend to be translated as contiguous
chunks. To model these tendencies, we introduce
two nonmonotonicity features.

To find the points of nonmonotonicity of a word
aignment, we arbitrarily designate one of the lan-
guages as the source and the other as the target. We
sort the word pairs in the alignment, first by source
word position, and then by target word position. We
then iterate through the sorted alignment, looking
only at the target word positions. The points of
nonmonotonicity in the alignment will be the places
where there are backward jumps in this sequence
of target word positions. For example, suppose we
have the sorted alignment ((1,1)(2,4)(2,5)(3,2)(5,6)).
The sequence of target word positions in this sorted
aignment is (1,4,5,2,6); hence, there is one point of
nonmonatonicity where target word position 2 fol-
lows target word position 5.

We still need to decide how to measure the degree
of nonmonatonicity of an alignment. Two meth-
ods immediately suggest themselves. Oneisto sum
the magnitudes of the backward jumps in the target
word sequence; the other isto simply count the num-
ber of backward jumps. Rather than choose between
them, we use both features.

the one-to-many feature It has often been ob-
served that word alignment links tend to be one-to-
one. Indeed, word alignment results can often be
improved by restricting more general models to per-
mit only one-to-one links. For example, Och and
Ney (2003) found that the intersection of the align-
ments found training the IBM models in both direc-
tions aways outperformed either direction aone in
their experiments. Since the IBM models allow one-
to-many links only in one direction, this intersection
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can contain only one-to-one links.

To model the tendency for links to be one-to-one,
we define a one-to-many feature as the number of
links connecting two words such that exactly one
of them participates in at least one other link. We
also define a many-to-many feature as the number of
links that connect two words that both participate in
other links. We don’t use this directly in the model,
but to cut down on the number of aignments we
need to consider, we discard any alignments having
anon-zero value of the many-to-many feature.

theunlinked word feature To control the number
of words that get linked to something, we introduce
an unlinked word feature that ssmply counts the total
number of unlinked words in both sentences in an
aligned sentence pair.

2.2 TheConditional-Link-Probability-Based
M odel

In this model we replace the LLR-based word asso-
ciation statistic with the logarithm of the estimated
conditional probability of two words (or combina-
tions of words) being linked, given that they co-
occur inapair of aligned sentences. These estimates
are derived from the best alignments according to
some other, simpler model. For example, if for-
mer occurs 1000 times in English sentences whose
French translations contain ancien, and the simpler
alignment model links them in 600 of those sentence
pairs, we might estimate the conditional link proba-
bility (CLP) for this word pair as 0.6. We find it
better, however, to adjust these probabilities by sub-
tracting a small fixed discount from the link count:

_ linksi(f,e) —d
LPy(f,e) = cooc(f,e)

LP;(f,e) represents the estimated conditional link
probability for the words f and e, links(f,e) is
the number of times they are linked by the simpler
alignment model, d is the discount, and cooc(f, e)
is the number of times they co-occur. This adjust-
ment prevents assigning high probabilities to links
between pairs of words that rarely co-occur.

An important difference between the LLR-based
model and CLP-based model is that the LLR-based
model considers each word-to-word link separately,
but allows multiple links per word, as long as they



lead to an alignment consisting only of one-to-one
and one-to-many links (in either direction). In the
CLP-based model, however, we alow conditional
probabilities for both one-to-one and one-to-many
clusters, but we require all clusters to be digjoint.

For example, we estimate the conditional proba-
bility of linking not to ne...pas by considering the
number of sentence pairs in which not occursin the
English sentence and both ne and pas occur in the
French sentence, compared to the number of times
not is linked to both ne and pas in pairs of corre-
sponding sentences. However, when we make this
estimate in the CLP-based model, we do not count a
link between not and ne...pasif the same instance of
not, ne, or pasis linked to any other words.

The CLP-based model incorporates the same ad-
dtional features asthe LL R-based model, except that
it omits the one-to-many feature, since we assume
that the one-to-one vs. one-to-many trade-off is al-
ready modeled in the conditional link probabilities
for particular one-to-one and one-to-many clusters.

We have developed two versions of the CLP-
based model, using two different estimates for the
conditional link probabilities. One estimate of the
conditional link probabilities comes from the LLR-
based model described above, optimized on an an-
notated development set. The other estimate comes
from a heuristic alignment model that we previously
developed (Moore, 2005)2 Space does not permit
a full description of this heuristic model here, but
in brief, it utilizes a series of greedy searches in-
spired by Melamed’s competitive linking algorithm
(2000), in which constraints limiting alignments to
being one-to-one and monotonic are applied at dif-
ferent thresholds of the LLR score, with afina cut-
off of the LLR score below which no alignments are
made.

3 Alignment Search

While the discriminative models presented above
are very simple to describe, finding the optimal
alignment according to these models is non-trivial.
Adding alink for anew pair of words can affect the
nonmonotonicity scores, the one-to-many score, and
the unlinked word score differently, depending on

2The conditional link probabilities used in the current work

are those used in Method 4 of the earlier work. Full details are
provided in the reference.

&4

what other links are present in the alignment. Never-
theless, we have found a beam-search procedure that
seems highly effective in finding good alignments
when used with these models.

For each sentence pair, we create alist of associa-
tion types and their corresponding scores, consisting
of the associations for which we have determined a
score and for which the words involved in the asso-
ciation type occur in the sentence pair? We sort the
resulting list of association types from best to worst
according to their scores.

Next, we initialize a list of possible alignments
with the empty alignment, assigning it a score equal
to the number of words in the sentence pair multi-
plied by the unlinked word weight. We then iterate
through our sorted list of association types from best
to worst, creating new alignments that add links for
all instances of the association type currently being
considered to existing alignments, potentially keep-
ing both the old and new alignments in our set of
possible alignments.

Without pruning, we would soon be overwhelmed
by a combinatorial explosion of alignments. The
set of alignments is therefore pruned in two ways.
First, we keep track at al times of the score of the
best alignment we have seen so far, and any new
alignment whose overall score isworse than the best
score so far by more than afixed difference D isim-
mediately discarded. Second, for each instance of a
particular alignment type, when we have completed
creating modified versions of previous alignments to
include that instance, we merge the set of new align-
ments that we have created into the set of previous
alignments. When we do this merge, the resulting
set of alignments is sorted by overall score, and only
the N best alignments are kept, for afixed V.

Some details of the search differ between the
LLR-based model and the CLP-based model. One
difference is how we add links to existing align-
ments. In both cases, if there are no existing links
involving any of the words involved in the new link,
we simply add it (keeping a copy of the original
alignment, subject to pruning).

If there are existing links involving word in-
stances also involved in the new link, the two mod-

®By association type we mean a possible link between a pair

of words, or, in the case of the CLP-based models, a possible
one-to-many or many-to-one linkage of words.



elsaretreated differently. For the CLP-based model,
each association score is for a cluster of words that
must be digoint from any other association cluster,
so when we add links for a new cluster, we must
remove any other links involving the same word in-
stances. For the LLR-based model, we can add ad-
ditional links without removing old ones, but the re-
sulting alignment may be worse due to the degra-
dation in the one-to-many score. We therefore add
both an alignment that keeps all previous links, and
an additional set of alignments, each of which omits
one of the previous links involving one of the word
instances involved in the new link.

The other difference in how the two models are
treated is an extra pruning heuristic we use in the
LLR-based model. In generating the list of associ-
ation types to be used in aligning a given sentence
pair, we use only association types which have the
best association score for this sentence pair for one
of the word types involved in the association. We
initially explored limiting the number of associa
tions considered for each word type simply as an ef-
ficiency heuristic, but we were surprised to discover
that the most extreme form of such pruning actually
reduced alignment error rate over any lessrestrictive
form or not pruning on this basis at all.

4 Parameter Optimization

We optimize the feature weights using a modified
version of averaged perceptron learning as described
by Collins (2002). Starting with an initial set of
feature weight values, perceptron learning iterates
through the annotated training data multiple times,
comparing, for each sentence pair, the best align-
ment ay,,, according to the current model with the
reference alignment a,..r. At each sentence pair, the
weight for each feature isis incremented by the dif-
ference between the value of the feature for the best
alignment according to the model and the value of
the feature for the reference alignment:

)\’i — >\Z + (fi(arefa €, f) - f’i(ahyp) €, f))

The updated feature weights are used to compute
anyp for the next sentence pair.

Iterating through the data continues until the
weights stop changing, because a,.; = apy, for
each sentence pair, or until some other stopping con-
dition ismet. In the averaged perceptron, the feature
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weights for the final model are the average of the
weight values over al the data rather than simply
the values after the final sentence pair of the fina
iteration.

We make a few modifications to the procedure as
described by Collins. First, we average the weight
values over each pass through the data, rather than
over all passes, as we found this led to faster con-
vergence. After each pass of perceptron learning
through the data, we make another pass through the
data with feature weights fixed to their average val-
ues for the previous learning pass, to evaluate cur-
rent performance of the model. We iterate this pro-
cedure until alocal optimum is found.

Next, we used a fixed weight of 1.0 for the word-
association feature, which we expect to be most im-
portant feature in the model. Allowing all weightsto
vary alows many equivalent sets of weightsthat dif-
fer only by aconstant scale factor. Fixing oneweight
eliminates a spurious apparent degree of freedom.
This necessitates, however, employing a version of
perceptron learning that uses a learning rate param-
eter. As described by Collins, the perceptron up-
date rule involves incrementing each weight by the
difference in the feature values being compared. If
the feature values are discrete, however, the mini-
mum difference may be too large compared to the
unweighted association score. We therefore multi-
ply the feature value difference by alearning rate pa
rameter 7 to allow smaller increments when needed:

Xi = Xi +0(filaress e, ) = filanyp, e, f))

For the CLP-based model, based on the typical
feature values we expected to see, we guessed that
0.01 might be a good value for the learning rate pa-
rameter. That seemed to produce good results, so we
did not attempt to further optimize the learning rate
parameter for this model.

The situation with the LLR-based model was
more complicated. Our previous experience using
LLR scoresin statistical NLP applications indicated
that with large data sets, LLR values can get very
high (upwards of 100000 for our 500000 sentence
pair corpus), but small difference could be signifi-
cant, which led us to believe that the same would
be true of the weight values we were trying to learn.
That meant that a learning rate small enough to let



us converge on the desired weight values might take
a very large number of iterations through the data
to reach those values. We addressed this problem,
by using a progression of learning rates, starting at
1000, reducing each successive weight by an order
of magnitude, until we ended with alearning rate of
1.0. At each transition between learning rates, were-
initialized the weights to the optimum values found
with the previous learning rate.

We experimented with one other idea for opti-
mizing the weight values. Perceptron learning does
not directly optimize error rate, but we have only
a small number of parameters that we need to op-
timize. We therefore thought it might be helpful
to apply a general optimization procedure directly
to the error rate, starting from the best parame-
ter values found by perceptron learning, using the
N-best alignments found with these parameter val-
ues. We experimented with both the downhill sim-
plex method (Press et al., 2002, Section 10.4) and
Powell’s method (Press et al., 2002, Section 10.5),
but we obtained dlightly better results with a more
heuristic method designed to look past minor local
minima. We found that using this approach on top of
perceptron learning led to dightly lower error rates
on the development set with the CLP-based model,
but not with the LL R-base model, so we used it only
with the former in our final evaluations.

5 Dataand Methodology for Evaluation

We evaluated our models using data from the hilin-
gual word alignment workshop held at HLT-NAACL
2003 (Mihalcea and Pedersen, 2003). We used
a subset of the Canadian Hansards bilingual cor-
pus supplied for the workshop, comprising 500,000
English-French sentences pairs, including 447 man-
ually word-aligned sentence pairs designated as test
data. The test data annotates particular pairs of
words either as “sure” or “possible” links. Auto-
matic sentence alignment of the training data was
provided by Ulrich Germann, and the hand align-
ments of the words in the test data were created by
Franz Och and Hermann Ney (Och and Ney, 2003).

Since our discriminative training approach re-
quires asmall amount of annotated data for parame-
ter optimization, we split the test data set into two
virtualy equal subsets, by randomly ordering the

86

test data pairs, and assigning alternate pairs from the
random order to the two subsets. We used one of
these subsets as a development set for parameter op-
timization, and held out the other for afinal test set.

We report the performance of our alignment mod-
elsin terms of precision, recall, and alignment error
rate (AER) as defined by Och and Ney (2003):

AN S|
S|

recall =

|AN P|
Al

_JANP[+]ANS]
Al + 15|

In these definitions, .S denotes the set of alignments
annotated as sure, P denotes the set of alignments
annotated possible or sure, and A denotes the set of
alignments produced by the method under test. Fol-
lowing standard practice in the field, we take AER,
which is derived from F-measure, as the primary
evaluation metric that we are attempting to optimize.

precision =

AER =1

6 Experimental Results

Wefirst trained the LL R-based model by perceptron
learning, using an N-best value of 20 and an un-
bounded allowable score difference in the alignment
search, using the development set as annotated train-
ing data. We then aligned all the sentences of length
100 or less in our 500,000 sentence pair corpus, us-
ing an N -best value of 20 and amaximum allowable
score difference of 125000. We collected link counts
and co-occurrence counts from these alignments for
estimating conditional link probabilities. We trained
CLP-based models from these counts for a range of
values for the discount used in the conditional link
probability estimation, finding avalue of 0.4 to be a
roughly optimal value of the discount parameter for
the development set. We also trained a CLP-based
model using the conditional link probabilities from
the heuristic alignment model mentioned previously.
In training both CLP-based models, we also used
an N-best value of 20 and an unbounded allowable
score difference in the alignment search.

We evaluated three models on the final test data:
the LLR-based model (LLR) and the two CLP-based
models, one with conditional link probabilities from



Alignment | Recall | Precision | AER
LLR 0.829 0.848 | 0.160
CLP, 0.889 0.934 | 0.086
CLP, 0.898 0.947 | 0.075

Table 1: Discriminative Model Results.

Alignment | Recall | Precision | AER
E—-F 0.870 0.890 | 0.118
F—E 0.876 0.907 | 0.106
Union 0.929 0845 | 0.124
Intersection | 0.817 0981 | 0.097
Refined 0.908 0.929 | 0.079

Table 2: IBM Model 4 Results.

the LLR-based model (CLP;), and one with condi-
tional link probabilities from the heuristic alignment
model (CLP,). All parameters were optimized on
the development set. Recall, precision, and aign-
ment error rates on the test set are shown in Table 1.

For comparison, we aligned our parallel corpus
with IBM Model 4 using Och’'s Gizat++ software
package (Och and Ney, 2003).* We used the de-
fault configuration file included with the version of
Gizat++ that we used, which resulted in five itera-
tions of Model 1, followed by five iterations of the
HMM model, followed by fiveiterations of Model 4.
We trained the models in both directions, English-
to-French and French-to-English, and computed the
union, intersection, and what Och and Ney (2003)
cal the “refined” combination of the two align-
ments. We evaluated the resulting alignments of the
final test set, with the results shown in Table 2.

As these tables show, our discriminatively trained
CLP-based models compare favorably to IBM
Model 4 on this data set. The one with condi-
tional link probabilities from the heuristic alignment
model, CLP,, performs dlightly better than the best
of the Moddl 4 combinations, and the one with
conditional link probabilities from the LLR-based
model, CLPy, performs only slightly worse.

An interesting question is why CLP, outper-
formed CLP;. CLP; isthemore*“principled” model,
so one might have expected it to perform better. We
believe the most likely explanation is the fact that

4Thanks to Chris Quirk for carrying out this alignment.
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CLP, received 403,195 link probabilities from the
heuristic model, while CLP; received only 144,051
link probabilities from the LL R-based model. Hence
CL P, was able to consider more possible links.

In light of our claims about the ease of optimiz-
ing the models, we should make some comments
on the time need to train the parameters. Our cur-
rent implementation of the alignment search iswrit-
ten in Perl, and is therefore quite slow. Alignment
of our 500,000 sentence pair corpus with the LLR-
based mode took over a day on a 2.8 GHz Pentium
IV workstation. Nevertheless, the parameter opti-
mization was still quite fast, since it took only afew
iterations over our 224 sentence pair development
set. With either the LLR-based or CL P-based mod-
els, one combined learning/evaluation pass of per-
ceptron training always took less than two minutes,
and it never took more that six passes to reach the
local optimum we took to indicate convergence. To-
tal training time was greater since we used multiple
runs of perceptron learning with different learning
rates for the LLR-based model and different condi-
tional link probability discounts for CLP,, but total
training time for each model was around an hour.

7 Related Work

When the first version of this paper was submitted
for review, we could honestly state, “We are not
aware of any previous work on discriminative word
alignment models.” Callison-Burch et al. (2004) had
investigated the use of small amounts of annotated
datato help train the IBM and HMM models, but the
models were still generative and were trained using
maximum-likelihood methods.

Recently, however, three efforts nearly simultane-
ous with ours have made use of discriminative meth-
ods to train alignment models. Fraser and Marcu
(2005) modify Model 4 to be alog-linear combina
tion of 11 submodels (5 based on standard Model 4
parameters, and 6 based on additional features) and
discriminatively optimize the submodel weights on
each iteration of a Viterbi approximation to EM.

Liu et a. (2005) also develop alog-linear model,
based on IBM Model 3. They train Model 3 us
ing Gizat++, and then use the Model 3 score of a
possible alignment as a feature value in a discrim-
inatively trained log-linear model, along with fea-



tures incorporating part-of-speech information, and
whether the aligned words are given as translations
in a bilingual dictionary. The log-linear model is
trained by standard maximum-entropy methods.

Klein and Taskar (2005), in a tutorial on maxi-
mum margin methods for natural-language process-
ing, described a weighted linear model incorporat-
ing association, position, and orthography features,
with its parameters trained by a structured-support-
vector-machine method. This model is in some re-
spects very similar to our LLR-based model, us-
ing Dice coefficient association scores where we use
LLR scores, and absolute position differences where
we use honmonotonicity measures.

8 Conclusions

The results of our work and other recent efforts
on discriminatively trained alignment models show
that results comparable to or better than those ob-
tained with the IBM models are possible within a
framework that makes it easy to add arbitrary ad-
ditional features. After many years using the same
small set of alignment models, we now have an easy
way to experiment with awide variety of knowledge
sources to improve word-alignment accuracy.
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Abstract

This paper presents a maximum entropy
word alignment algorithm for Arabic-
English based on supervised training data.
We demonstrate that it is feasible to cre-
ate training material for problems in ma-
chine translation and that a mixture of su-
pervised and unsupervised methods yields
superior performance. The probabilistic
model used in the alignment directly mod-
els the link decisions. Significant improve-
ment over traditional word alignment tech-
niques is shown as well as improvement on
several machine translation tests. Perfor-
mance of the algorithm is contrasted with
human annotation performance.

1 Introduction

Machine translation takes a source sequence,

S =1s182 ... Sk

and generates a target sequence,

T = [tl to ... t]y[]

that renders the meaning of the source sequence into
the target sequence. Typically, algorithms operate
on sentences. In the most general setup, one or more
source words can generate 0, 1 or more target words.
Current state of the art machine translation systems
(Och, 2003) use phrasal (n-gram) features extracted
automatically from parallel corpora. These phrases
are extracted using word alignment algorithms that
are trained on parallel corpora. Phrases, or phrasal
features, represent a mapping of source sequences
into a target sequences which are typically a few
words long.

&9

In this paper, we investigate the feasibility of train-
ing alignment algorithms based on supervised align-
ment data. Although there is a modest cost associ-
ated with annotating data, we show that a reduction
of 40% relative in alignment error (AER) is possible
over the GIZA++ aligner (Och and Ney, 2003).

Although there are a number of other applications
for word alignment, for example in creating bilingual
dictionaries, the primary application continues to be
as a component in a machine translation system. We
test our aligner on several machine translation tests
and show encouraging improvements.

2 Related Work

Most of the prior work on word alignments has been
done on parallel corpora where the alignment at the
sentence level is also done automatically. The IBM
models 1-5 (Brown et al., 1993) produce word align-
ments with increasing algorithmic complexity and
performance. These IBM models and more recent
refinements (Moore, 2004) as well as algorithms that
bootstrap from these models like the HMM algo-
rithm described in (Vogel et al., 1996) are unsuper-
vised algorithms.

The relative success of these automatic techniques
together with the human annotation cost has delayed
the collection of supervised word-aligned corpora for
more than a decade.

(Cherry and Lin, 2003) recently proposed a di-
rect alignment formulation and state that it would
be straightforward to estimate the parameters given
a supervised alignment corpus. In this paper, we ex-
tend their work and show that with a small amount
of annotated data, together with a modeling strat-
egy and search algorithm yield significant gains in
alignment F-measure.

Proceedings of Human Language Technology Conference and Conference on Empirical Methods in Natural Language
Processing (HLT/EMNLP), pages 89-96, Vancouver, October 2005. (©2005 Association for Computational Linguistics
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Figure 1: Alignment example.

3 Algorithm

In order to describe the algorithm, we will need to
first describe the direct link model. Figure 1 shows
two sequences where the top sequence is considered
the source sequence and the bottom sequence the
target sequence. Each sequence can have auxilliary
information such as Arabic segmentation or English
WordNet (Miller, 1990) information as shown. Given
the source and target sequences, there are a number
of different ways to link each target word to a source
word. Each target word has a link /; which indi-
cates which source position it links to. The range
of [; is from 0 to K and there are M of these links.
The source word position 0 is used to indicate NULL
which we imagine gives rise to unaligned English
words. In this paper, we refer to these words as be-
ing spontaneous. A valid link configuration has M
links. Define £ to be the set of all possible valid link
configurations, and L to be a member of that set.
We seek to maximize the alignment probability by
finding the optimum link configuration Lgpt,

p(LOpt|Sa T) = argmax p(L|Sa T)
(lM|t1 ,51)

= Hp(lilt%Sf{Ji_l)
i=0

We factor this into a transition model and an obser-
vation model,

M
1 11—
p(L|S.T) = Egp(lilli—l) pll, st 57
where Z is the normalizing constant.
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We factor the model as above so that the tran-
sition model computation, which uses information
available on the search hypotheses, is reduced during
the search process. In the aligner presented here, o
is always set to 0.5. Next we will describe the tran-
sition model, then the observation model and finally
the experiments in alignment and machine transla-
tion.

In the IBM Model 1 aligner, the choice of the lan-
guage to serve as states of the search algorithm is not
prescribed, but practically the choice is important as
it affects performance. To see this, note that in gen-
erative models an input word can only be aligned to
a single state in the search. In our current situa-
tion, we are interested in aligning unsegmented Ara-
bic words and typical words have a few affixes to
indicate for example pronouns, definiteness, prepo-
sitions and conjunctions. In English these are sepa-
rate words, and therefore to maximize performance
the unsegmented Arabic words serve as states in the
search algorithm and we align English words to these
states.

3.1 Transition Model

The transition model tends to keep the alignments
close together and penalizes alignments in which ad-
jacent words in the target language come from very
distant words in the source language. Also, we would
like to penalize many English words coming from the
same Arabic state; we call this the state visit penalty
and will be described later. In this paper, we use a
parametric form for the transition model,

1 1 n 1
Z(li_l) dist(ll', li—l) ns(ll)

p(lilli—1) = (1)



where ns(i) represents the state visit penalty for
state i, Z(l;—1) is the normalization constant and

dist(ll', li—l) = IIllIl(|ll — l¢_1|, |l1 — fl|) + a.

Here a is a penalty for a zero distance transition and
is set to 1 in the experiments below. The min op-
erator chooses the lowest cost transition distance ei-
ther from the previous state or the frontier state, f;,
which is the right most state that has been visited
(even though Arabic is normally displayed right to
left, we make our Arabic state graphs from left to
right). This is a language specific criteria and in-
tended to model the adjective noun reversal between
English and Arabic. Once the current noun phrase
is completed, the next word often aligns to the state
just beyond frontier state. As an example, in Fig-
ure 1, the verb ‘pointed’ aligns to the first Arabic
word ‘wA$Art’, and aligning the ‘to’ to its Arabic
counterpart ‘Aly’ would incur normally a distance of
3 but with the frontier notion it incurs only a penalty
of 1 on the hypothesis that aligns the word ‘second’
to ‘AlvAnyp’. In this alignment with the frontier no-
tion, there are only distance 1 transitions, whereas
the traditional shapes would incur a penalty of 2 for
alignment of ‘pointed’ and a penalty of 3 for the word
‘to’.

The state visit penalty, ns(i) is the distance be-
tween the English words aligned to this state times
the number of state visits'. This penalty controls
the fertility of the Arabic words. To determine the
English words that aligned to the Arabic position,
the search path is traced back for each hypothe-
sis and a sufficiently large beam is maintained so
that alignments in the future can correct past align-
ment decisions. This penalty allows English deter-
miners and prepositions to align to the Arabic con-
tent word while penalizing distant words from align-
ing to the state. In terms of alignment F-measure
to be described below, the state visit penalty, if re-
moved makes the performance degrade from F=87.8
to F=84.0 compared to removing the frontier notion
which only degrades performance to F=86.9.

3.2 Observation Model

The observation model measures the linkage of the
source and target using a set of feature functions
defined on the words and their context. In Figure 1,
an event is a single link from an English word to
an Arabic state and the event space is the sentence
pair. We use the maximum entropy formulation (e.g.
(Berger et al., 1996)),

"We are overloading the word ‘state’ to mean Arabic
word position.
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f=v)
h= [t

p(flh) =

51

i-
! exp > Xigi(h, f),

Z(h)

where Z(h) is the normalizing constant,

Z(h) = Zexpz Aigi(h, f).
I i

and ¢;(h, f) are binary valued feature functions. The
function v selects the Arabic word at the position
being linked or in the case of segmentation features,
one of the segmentations of that position. We re-
strict the history context to select from the current
English word and words to the left as well as the
current word’s WordNet (Miller, 1990) synset as re-
quired by the features defined below. As in (Cherry
and Lin, 2003), the above functions simplify the con-
ditioning portion, h by utilizing only the words and
context involved in the link ;. Training is done us-
ing the IIS technique (Della Pietra et al., 1995) and
convergence often occurs in 3-10 iterations. The five
types of features which are utilized in the system are
described below.

Phrase to phrase (for example, idiomatic phrases)
alignments are intepreted as each English word com-
ing from each of the Arabic words.

3.2.1 Lexical Features

The lexical features are similar to the translation
matrix of the IBM Model 1. However, there is a sign-
ficant out of vocabulary (OOV) issue in the model
since training data is limited. All words that have
a corpus frequency of 1 are left out of the model
and classed into an unknown word class in order to
explicitly model connecting unknown words. From
the training data we obtain 50K lexical features, and
applying the Arabic segmenter obtain another 17K
lexical features of the form ¢(English content word,
Arabic stem).

3.2.2 Arabic Segmentation Features

An Arabic segmenter similar to (Lee et al., 2003)
provides the segmentation features. A small dictio-
nary is used (with 71 rules) to restrict the set of Ara-
bic segments that can align to English stopwords, for
example that ‘the’ aligns to ‘Al#’ and that ‘for’, ‘in’
and ‘to’ align to ‘b#’ and ‘her’ aligns with the suf-
fix ‘+hA’. Segmentation features also help align un-
known words, as stems might be seen in the training
corpus with other prefixes or suffixes. Additionally,
the ability to align the prefix and suffix accurately,
tends to ‘drag’ the unknown stem to its English tar-
get.



3.2.3 WordNet Features

WordNet features provide normalization on the
English words. The feature is instantiated for nouns,
adjectives, adverbs and verbs following their defini-
tions in WordNet. If the Arabic word has a seg-
mentation then the feature is ¢(WordNet synset id,
Arabic stem), otherwise it is ¢(WordNet synset id,
Arabic word). The feature ties together English syn-
onyms and helps improve recall of the aligner.

3.2.4 Spelling Feature

The spelling feature is applied only on unknown
words and is used to measure the string kernel dis-
tance(Lodhi et al., 2000) between romanized Arabic
and English words. The feature is designed primar-
ily to link unknown names. For example, ‘Clinton’
is written as ‘klyntwn’ in one of its romanized Ara-
bic versions. In a sentence, measuring the string ker-
nel distance shows a correlation between these names
even though there is not much overlap between the
characters. The feature has four possible values: no-
match, somematch, goodmatch, and exact.

3.2.5 Dynamic Features

Dynamic features are defined on the lattice of the
search algorithm. These features fire when the pre-
vious source and target word pair are linked. For
example, one such feature is ‘b# in’ and if on the
hypothesis we have just linked this pair and the next
English word is being aligned to the stem of the Ara-
bic word where this prefix occurs, this feature fires
and boosts the probability that the next words are
aligned. The basic intuition behind this feature is
that words inside prepositional phrases tend to align,
which is similar to the dependency structure feature
of (Cherry and Lin, 2003).

At training time, the lattice reduces to the sin-
gle path provided by the annotation. Since this fea-
ture tends to suffer from the drag of function words,
we insist that the next words that are being linked
have at least one feature that applies. All word pairs
linked in the training data have lexical features as de-
scribed above, and if both source and target words
are unknown they have a single feature for their link.
Applying dynamic features on words that have at
least one other feature prevents words which are com-
pletely unrelated from being linked because of a fea-
ture about the context of the words.

Two types of dynamic features are distinguished:
(a) English word with Arabic prefix/suffix and (b)
English word with Arabic stem.

4 Smoothing the Observation Model

Since the annotated training data for word alignment
is limited and a much larger parallel corpus is avail-
able for other aligners, we smooth the observation
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Anno. 1 Anno. 1’ | Anno. 2
Correction
Anno. 1 | 96.5 92.4 91.7
Anno. 1’ | 95.2 — 93.2

Table 1: F-measure for human performance on word
alignment for Arabic-English.

probability with an IBM Model 1 estimate,

P, 1) = Zoate Ul 51 gy (s110)' .
where (3 is set to 0.9 in the experiments below. In
the equation above, the s represents the Arabic word
that is being linked from the English word t;.

When (3 is set to 1.0 there is no smoothing per-
formed and performance degrades to F=84.0 from
the best system performance (F=87.8). When ( is
set to 0, the model uses only the IBM Model 1 distri-
bution and the resulting aligner is similar to an HMM
aligner with the transition shape discussed above and
yields performance of F=73.2.

5 Search Algorithm

A beam search algorithm is utilized with the English
words consumed in sequence and the Arabic word
positions serving as states in the search process. In
order to take advantage of the transition model de-
scribed above, a large beam must be maintained. To
see this, note that English words often repeat in a
sentence and the models will tend to link the word
to all Arabic positions which have the same Ara-
bic content. In traditional algorithms, the Markov
assumption is made and hypothesis are merged if
they have the same history in the previous time step.
However, here we maintain all hypotheses and merge
only if the paths are same for 30 words which is the
average sentence length.

6 Experimental Data

We have word aligned a portion of the Arabic Tree-
bank (4300 sentences) and material from the LDC
news sources (LDC, 2005) to obtain a total of 10.3K
sentence pairs for training. As a test of alignment,
we use the first 50 sentences of the MT03 Evaluation
test set which has 1313 Arabic words and 1528 En-
glish words 2. In terms of annotation guidelines, we
use the following instructions: (a) Align determiners
to their head nouns, (b) Alignments are done word
by word unless the phrase is idiomatic in which case
the entire phrase to phrase alignment was marked,
(¢) spontaneous words are marked as being part of a

2The test data is available by contacting the authors.



1K 3K 5K 7K 9K 10.3K
# of features 15510 | 32111 | 47962 | 63140 | 73650 | 80321
English % OOV | 15.9 8.2 5.5 4.4 4.05 3.6
Arabic % OOV | 31 19.6 15.6 13.2 10.8 10.3
F-measure 83.2 85.4 86.5 87.4 87.5 87.8

Table 2: Varying Training data size.

phrase wherever possible but left unaligned if there
is no evidence to link the word.

In order to measure alignment performance, we
use the standard AER measure (Och and Ney, 2000)
but consider all links as sure. This measure is then
related to the F-measure which can be defined in
terms of precision and recall as

Precision The number of correct word links over
the total number of proposed links.

Recall The number of correct word links over the
total number of links in the reference.

and the usual definition of the F-measure,

2PR
F=-~—"—""
(R+ P)

and define the alignment error as AER = 1 — F.
In this paper, we report our results in terms of F-
measure over aligned links. Note that links to the
NULL state (unaligned English words) are not in-
cluded in the F-measure. Systems are compared rel-
ative to the reduction in AER.

6.1 Annotator Agreement

We measure intra/inter-annotator agreement on the
test set in order to determine the feasibility of hu-
man annotation of word links. These are shown in
Table 1. In the table, the column for ‘Annotator 1
Correction’ is the first annotator correcting his own
word alignments after a span of a year. After two
weeks, the annotator (Annotator 1’) was given the
same material with all the links removed and asked
to realign and we see that there is more discrepancy
in resulting alignments. The differences are largely
on the head concept where determiners are attached
and the alignment of spontaneous words. The perfor-
mance with a second annotator is in the same range
as the reannotation by a single annotator.

7 Experiments

In order to evaluate the performance of the algo-
rithm, we investigate the effect due to: (a) increasing
the training data size, (b) additional feature types,
and (c) comparable algorithms.
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7.1 Training Data Size

We varied the training data size from 1K sentences to
the complete set in Table 2. Each batch re-estimates
the unknown word class by creating a vocabulary
on the training set. The trend indicates a reasonable
progression of performance and more data is required
to determine the saturation point.

7.2 Feature Types

The results obtained by different feature sets are
shown in Table 3. Each feature type was added incre-
mentally (Add Feature column) to the line above to
determine the effect of the individual feature types
and then removed incrementally from the full sys-
tem (Subtract Feature column) in order to see the
final effect. The results indicate that lexical features
are the most important type of feature; segmenta-
tion features further reduce the AER by 15.8%. The
other features add small gains in performance which,
although are not statistically significant for the align-
ment F-measure, are important in terms of feature
extraction. Segmentation features discussed above
result in both suffix and prefix features as well as
stem features. In the Subtract column, for the seg-
mentation feature, only the suffix and prefix features
were removed. This result indicates that most of the
alignment improvement from the segmentation fea-
ture comes in the form of new lexical features to link
Arabic stems and English words.

7.3 Comparison to other alignment
algorithms

In order to gauge the performance of the algorithm
with respect to other alignment strategies, we pro-
vide results using GIZA++ and an HMM Max Poste-
rior Algorithm (Ge, 2004). These algorithms, as well
as the Model 1 smoothing for the MaxEnt aligner,
are all trained on a corpus of 500K sentence pairs
from the UN parallel corpus and the LDC news cor-
pora released for 2005 (LDC, 2005). Note that these
algorithms are unsupervised by design but we utilize
them to have a baseline for comparing the perfor-
mance of this supervised approach.

7.3.1 HMM Max Posterior Aligner

The maximum-posterior word alignments are ob-
tained by finding the link configuration that maxi-



System # of | Add Subtract
feats | Feature | Feature
Word pairs 50070 | 85.03 76.3
Spelling 4 85.11 87.7
Segmentation 70 87.39 87.5(*)
WordNet 13789 | 87.54 87.5
Dynamic-Words 1952 | 87.80 87.1
Dynamic-Segmentation | 42 87.84 87.8

Table 3:
F-Measure
GIZA++ | 79.5
HMM 76.3
MaxEnt 87.8

Table 4: Alignment performance

mizes the posterior state probability. In contrast, in
performing a Viterbi alignment, we compute the best
state sequence given the observation. The maximum
posterior computes the best state one at a time and
iterates over all possible combinations. Once we find
the maximum in the posterior probability matrix,
we also know the corresponding state and observa-
tion which is nothing but the word pair (s;,%;). We
will then align the pair and continue to find the next
posterior maximum and align the resulting pair. At
each iteration of the process, a word pair is aligned.
The process is repeated until either every word in one
(or both) language is aligned or no more maximum
can be found, whichever happens first.

7.3.2 GIZA Alignment

In order to contrast our algorithm, we ran
GIZA++ in the standard configuration which im-
plies 5 iterations of IBM Model 1, HMM, Model 3
and Model 4. All parameters are left to their default
values.

The results using the three different aligners is
shown in Table 4. The reduction in AER over the
GIZA++ system is 40.5% and over the HMM sys-
tem is 48.5%. The Wilcoxon signed-rank test yields
a probability of 0.39 for rejecting the GIZA++ align-
ment over the HMM alignment, whereas the MaxEnt
algorithm should be rejected with a probability of
1.7e-6 over the HMM algorithm and similarly Max-
Ent should be rejected with a probability of 0.9e-
6 over the GIZA++ algorithm. These significance
tests indicate that the MaxEnt algorithm presented
above is significantly better than either GIZA++ or
HMM.
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Alignment performance in terms of the feature types utilized.

1g  sAsddis — montenegro g 1

ils informs g 2
%g = uriited g 3
29 il —- nations g 4
4g faadall | of g s
| "-‘_-’E.u "-——H=»,.=:E_ |t5 g 6
10 Lé- = i~ tense q 7
519 e relations g 8
7ig o with g o
8¢g Lt serbia g 10

Figure 2: An alignment showing a split link from an
Arabic word.

8 Phrase Extraction

Once an alignment is obtained, phrases which sat-
isfy the inverse projection constraint are extracted
(although earlier this constraint was called consis-
tent alignments (Och et al., 1999)). This constraint
enforces that a sequence of source words align to a
sequence of target words as defined by the lowest and
highest target index, and when the target words are
projected back to the source language through the
alignment, the original source sequence is retrieved.
Examination of the hand alignment training data
showed that this criteria is often violated for Ara-
bic and English. Prepositional phrases with adjec-
tives often require a split— for example, the align-
ment shown in Figure 2 has ‘of its relations’ aligned
to a word in Arabic and ‘tense’ aligned to the next
word. The inverse projection constraint fails in this
case, and in the experiments below, we relax this con-
straint and generate features for single source words
as long as the target phrase has a gap less than 2
English words. This relaxation allows a pair of ad-
jectives to modify the head noun. In future work we
explore the use of features with variables to be filled
at decode time.

9 Translation Experiments

The experiments in machine translation are carried
out on a phrase based decoder similar to the one de-



MTO03 | MT04 | MT05
GIZA++ | 0454 | — —
FMM 0.459 | 0.419 | 0.456
MaxEnt 0.468 | 0.433 | 0.451
Combined | 0.479 | 0.437 | 0.465

[ Significance | 0.017 [ 0.020 | |

Table 5: Machine Translation Performance using the
NIST 2005 Bleu scorer

scribed in (Tillmann and Ney, 2003). In order to con-
trast the performance of the extracted features, we
compare the translation performance to (a) a system
built from alignments proposed by an HMM Max
Posterior Aligner, and (b) a system built from GIZA
alignments. All other parameters of the decoder re-
main constant and only the feature set is changed for
these experiments. As training data, we use the UN
parallel corpus and the LDC news corpora released
in 2005. Comparison should therefore be only made
across systems reported here and not to earlier eval-
uations or other systems. The results are shown in
Table 5.

Combination of the phrasal features from the
HMM and MaxEnt alignments results in the ‘Com-
bined’ system. The Combined system performs bet-
ter in all cases; in MTO03 and MT04 the MaxEnt
derived features perform better than the HMM sys-
tem. In MTO05, there is a slight degradation which is
not significant and the combination system still re-
sults in an improvement over either system. Since
the MaxEnt aligner has access to a unique resource,
every attempt was made to make that resource avail-
able to the other systems. Although GIZA++ and
HMM can not directly utilize word aligned data, the
training data for MaxEnt was converted to paral-
lel sentences where each sentence has only the pair
of linked words. The resulting numbers make both
HMM and GIZA much closer in performance to the
MaxEnt aligner but the results are better for com-
paring alignment methods.

10 Error Analysis and Discussion

The alignment errors made by the system can be
attributed to

e English words that require multi-word Arabic
states, for example (a) dates which are written
in Arabic in more than one form ‘kAnwn Al-
vAny / ynAyr’ for ‘january’, and (b) compound
words like ‘rAm Allh’ in English is ‘Ramallah’.

e Rare translation of a common Arabic word as

well as a common FEnglish word used as the
translation for a rare Arabic word.
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e Parallel corpora mismatch: training material for
translation is processed at a document level and
yet systems often operate at a sentence level.
Human translators often use pronouns for ear-
lier mentioned names although in the source lan-
guage the name is repeated. Information which
is sometimes repeated in the source in an ear-
lier sentence is dropped in future sentences of
the document. Document level features are re-
quired to allow the system to have information
to leave these words unaligned.

Figure 3 shows a human alignment on the left and
a machine output on the right. The columns next
to the words indicate whether the alignments are
‘good’ or ‘extra’ which indicates that these words
are aligned to the special NULL state. There are two
examples of multi-word Arabic states shown: (a) for
‘January’, and (b) the English word ‘agenda’. The
system aligns ‘the’ before committee and it seems
in this case its an annotation error. In this exam-
ple the Arabic words InAHyp, AltnZym, wAIAEdAd
and Allwjsty are all unknown words in the vocabu-
lary yet the system managed to link 3 out 4 words
correctly.

While significant gains have been made in align-
ment performance, these gains have not directly
translated to machine translation improvements. In
fact, although the GIZA system is better than the
HMM system at alignment, the machine translation
result on MTO03 indicates a slight degradation (al-
though it is not statistically significant). The prime
reason for this is that features extracted from the
alignments are aggregated over the training corpus
and this process helps good alignments to have signif-
icantly better counts than errors in alignment. Align-
ing rare words correctly should help performance but
since their count is low it is not reflected in bleu
scores.

11 Conclusion and Future Work

This paper presented a word aligner trained on anno-
tated data. While the performance of the aligner is
shown to be significantly better than other unsuper-
vised algorithms, the utility of these alignments in
machine translation is still an open subject although
gains are shown in two of the test sets. Since features
are extracted from a parallel corpus, most of the in-
formation relating to the specific sentence alignment
is lost in the aggregation of features across sentences.
Improvements in capturing sentence context could
allow the machine translation system to use a rare
but correct link appropriately.

Another significant result is that a small amount
(5K sentences) of word-aligned data is sufficient for
this algorithm since a provision is made to handle
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Figure 3: An example sentence with human output on the left and system output on the right.

unknown words appropriately.
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Abstract

Entity detection and tracking (EDT) is
the task of identifying textual mentions
of real-world entities in documents, ex-
tending the named entity detection and
coreference resolution task by consider-
ing mentions other than names (pronouns,
definite descriptions, etc.). Like NE tag-
ging and coreference resolution, most so-
lutions to the EDT task separate out the
mention detection aspect from the corefer-
ence aspect. By doing so, these solutions
are limited to using only local features for
learning. In contrast, by modeling both
aspects of the EDT task simultaneously,
we are able to learn using highly com-
plex, non-local features. We develop a
new joint EDT model and explore the util-
ity of many features, demonstrating their
effectiveness on this task.

1 Introduction

In many natural language applications, such as au-
tomatic document summarization, machine transla-
tion, question answering and information retrieval,
it is advantageous to pre-process text documents to
identify references to entities. An entity, loosely
defined, is a person, location, organization or geo-
political entity (GPE) that exists in the real world.
Being able to identify references to real-world enti-
ties of these types is an important and difficult natu-
ral language processing problem. It involves finding
text spans that correspond to an entity, identifying
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what type of entity it is (person, location, etc.), iden-
tifying what type of mention it is (name, nominal,
pronoun, etc.) and finally identifying which other
mentions in the document it corefers with. The dif-
ficulty lies in the fact that there are often many am-
biguous ways to refer to the same entity. For exam-
ple, consider the two sentences below:
Bill Clintonye'; gave a speech today to

the Senateay » The Presidentpen'; outlined
hispre_, plan for budget reform to thempne 5 .

There are five entity mentions in these two sen-
tences, each of which is underlined (the correspond-
ing mention type and entity type appear as super-
scripts and subscripts, respectively, with coreference
chains marked in the subscripts), but only two enti-
ties: { Bill Clinton, The president, his } and { the
Senate, them }. The mention detection task is to
identify the entity mentions and their types, without
regard for the underlying entity sets, while corefer-
ence resolution groups a given mentions into sets.

Current state-of-the-art solutions to this problem
split it into two parts: mention detection and coref-
erence (Soon et al., 2001; Ng and Cardie, 2002; Flo-
rian et al., 2004). First, a model is run that attempts
to identify each mention in a text and assign it a type
(person, organization, etc.). Then, one holds these
mentions fixed and attempts to identify which ones
refer to the same entity. This is typically accom-
plished through some form of clustering, with clus-
tering weights often tuned through some local learn-
ing procedure. This pipelining scheme has the sig-
nificant drawback that the mention detection module
cannot take advantage of information from the coref-
erence module. Moreover, within the coreference
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task, performing learning and clustering as separate
tasks makes learning rather ad-hoc.

In this paper, we build a model that solves the
mention detection and coreference problems in a
simultaneous, joint manner. By doing so, we are
able to obtain an empirically superior system as well
as integrate a large collection of features that one
cannot consider in the standard pipelined approach.
Our ability to perform this modeling is based on the
Learning as Search Optimization framework, which
we review in Section 2. In Section 3, we describe
our joint EDT model in terms of the search proce-
dure executed. In Section 4, we describe the features
we employ in this model; these include the stan-
dard lexical, semantic (WordNet) and string match-
ing features found in most other systems. We ad-
ditionally consider many other feature types, most
interestingly count-based features, which take into
account the distribution of entities and mentions
(and are not expressible in the binary classification
method for coreference) and knowledge-based fea-
tures, which exploit large corpora for learning name-
to-nominal references. In Section 5, we present our
experimental results. First, we compare our joint
system with a pipelined version of the system, and
show that joint inference leads to improved perfor-
mance. Next, we perform an extensive feature com-
parison experiment to determine which features are
most useful for the coreference task, showing that
our newly introduced features provide useful new in-
formation. We conclude in Section 6.

2 Learning as Search Optimization

When one attempts to apply current, standard ma-
chine learning algorithms to problems with combi-
natorial structured outputs, the resulting algorithm
implicitly assumes that it is possible to find the
best structures for a given input (and some model
parameters). Furthermore, most models require
much more, either in the form of feature expecta-
tions for conditional likelihood-based methods (Laf-
ferty et al., 2001) or local marginal distributions
for margin-based methods (Taskar et al., 2003). In
many cases—including EDT and coreference—this
is a false assumption. Often, we are not able to find
the best solution, but rather must employ an approx-
imate search to find the best possible solution, given
time and space constraints. The Learning as Search
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Algo Learn(problem, initial, enqueue, w, x, y)
nodes <— MakeQueue(MakeNode(problem,initial))
while nodes is not empty do
node < RemoveFront(nodes)
if none of nodes U {node} is y-good or
GoalTest(node) and node is not y-good then
sibs < siblings(node, y)
w < update(w, x, sibs, node U nodes)
nodes < MakeQueue(sibs)
else
if GoalTest(node) then return w
next <— Operators(node)
nodes <— enqueue(problem, nodes, next, w)
end if
end while

Figure 1: The generic search/learning algorithm.

Optimization (LaSO) framework exploits this diffi-
culty as an opportunity and seeks to find model pa-
rameters that are good within the context of search.

More formally, following the LaSO framework,
we assume that there is a set of input structures X’
and a set of output structures ) (in our case, ele-
ments x € X will be documents and elements y € Y
will be documents marked up with mentions and
their coreference sets). Additionally, we provide the
structure of a search space S that results in elements
of Y (we will discuss our choice for this component
later in Section 3). The LaSO framework relies on
a monotonicity assumption: given a structure y € )
and a node n in the search space, we must be able
to calculate whether it is possible for this node n to
eventually lead to y (such nodes are called y-good).

LaSO parameterizes the search process with a
weight vector w € RP, where weights correspond
to features of search space nodes and inputs. Specif-
ically, we write ® : X x S — RP as a function that
takes a pair of an input x and a node in the search
space n and produces a vector of features. LaSO
takes a standard search algorithm and modifies it to
incorporate learning in an online manner to the algo-
rithm shown in Figure 1. The key idea is to perform
search as normal until a point at which it becomes
impossible to reach the correct solution. When this
happens, the weight vector w is updated in a correc-
tive fashion. The algorithm relies on a parameter up-
date formula; the two suggested by (Daumé III and
Marcu, 2005) are a standard Perceptron-style update
and an approximate large margin update of the sort
proposed by (Gentile, 2001). In this work, we only
use the large margin update, since in the original
LaSO work, it consistently outperformed the sim-



pler Perceptron updates. The update has the form
given below:

w « proj (w+ Ck™/% A)

. ®(z,
sy Hem

n € sibs nEnodes

®(z,n)
|nodes|

Where £ is the update number, C'is a tunable param-
eter and proj projects a vector into the unit sphere.

3 Joint EDT Model

The LaSO framework essentially requires us to spec-
ify two components: the search space (and corre-
sponding operations) and the features. These two are
inherently tied, since the features rely on the search
space, but for the time being we will ignore the issue
of the feature functions and focus on the search.

3.1 Search Space

We structure search in a left-to-right decoding
framework: a hypothesis is a complete identifica-
tion of the initial segment of a document. For in-
stance, on a document with N words, a hypothesis
that ends at position 0 < n < N is essentially what
you would get if you took the full structured output
and chopped it off at word n. In the example given in
the introduction, one hypothesis might correspond to
“Bill Clinton gave a” (which would be a y-good hy-
pothesis), or to “Bill Clinton gave a” (which would
not be a y-good hypothesis).

A hypothesis is expanded through the application
of the search operations. In our case, the search pro-
cedure first chooses the number of words it is going
to consume (for instance, to form the mention “Bill
Clinton,” it would need to consume two words).
Then, it decides on an entity type and a mention type
(or it opts to call this chunk not an entity (NAE), cor-
responding to non-underlined words). Finally, as-
suming it did not choose to form an NAE, it decides
on which of the foregoing coreference chains this
entity belongs to, or none (if it is the first mention of
a new entity). All these decisions are made simulta-
neously, and the given hypothesis is then scored.

3.2 An Example

For concreteness, consider again the text given in
the introduction. Suppose that we are at the word
“them” and the hypothesis we are expanding is cor-

rect. That is, we have correctly identified “Bill Clin-
ton” with entity type “person” and mention type
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“name;” that we have identified “the Senate” with
entity type “organization” and mention type “name;”
and that we have identified both “The President” and
“his” as entities with entity type “person” and men-
tion types “nominal” and “pronoun,” respectively,
and that “The President” points back to the chain
(Bill Clinton) and that “his” points back to the chain
(Bill Clinton, The President).

At this point of search, we have two choices for
length: one or two (because there are only two words
left: “them” and a period). A first hypothesis would
be that the word “them” is NAE. A second hypothe-
sis would be that “them” is a named person and is a
new entity; a third hypothesis would be that “them”
is a named person and is coreference with the “Bill
Clinton” chain; a fourth hypothesis would be that
“them” is a pronominal organization and is a new
entity; next, “them” could be a pronominal organiza-
tion that is coreferent with “the Senate”; and so on.
Similar choices would be considered for the string
“them .” when two words are selected.

3.3 Linkage Type

One significant issue that arises in the context of as-
signing a hypothesis to a coreference chain is how to
compute features over that chain. As we will discuss
in Section 4, the majority of our coreference-specific
features are over pairs of chunks: the proposed new
mention and an antecedent. However, since in gen-
eral a proposed mention can have well more than one
antecedent, we are left with a decision about how to
combine this information.

The first, most obvious solution, is to essentially
do nothing: simply compute the features over all
pairs and add them up as usual. This method, how-
ever, intuitively has the potential for over-counting
the effects of large chains. To compensate for this,
one might advocate the use of an average link com-
putation, where the score for a coreference chain is
computed by averaging over its elements. One might
also consider a max link or min link scenario, where
one of the extrema is chosen as the value. Other re-
search has suggested that a simple last link, where a
mention is simply matched against the most recent
mention in a chain might be appropriate, while first
link might also be appropriate because the first men-
tion of an entity tends to carry the most information.

In addition to these standard linkages, we also



consider an intelligent link scenario, where the
method of computing the link structure depends on
the mention type. The intelligent link is computed
as follow, based on the mention type of the current
mention, m:

If m =NAM then: match first on NAM elements
in the chain; if there are none, match against the
last NOM element; otherwise, use max link.

If m =NOM then: match against the max NOM in
the chain; otherwise, match against the most
last NAM; otherwise, use max link.

If m =PRO then: use average link across all PRO
or NAM; if there are none, use max link.

The construction of this methodology as guided
by intuition (for instance, matching names against
names is easy, and the first name tends to be the most
complete) and subsequently tuned by experimenta-
tion on the development data. One might consider
learning the best link method, and this may result in
better performance, but we do not explore this op-
tion in this work. The initial results we present will
be based on using intelligent link, but we will also
compare the different linkage types explicitly.

4 Feature Functions

All the features we consider are of the form base-
feature X decision-feature, where base features are
functions of the input and decisions are functions of
the hypothesis. For instance, a base feature might be
something like “the current chunk contains the word
"Clinton™ and a decision feature might be some-
thing like “the current chunk is a named person.”

4.1 Base Features

For pedagogical purposes and to facility model com-
parisons, we have separated the base features into
eleven classes: lexical, syntactic, pattern-based,
count-based, semantic, knowledge-based, class-
based, list-based, inference-based, string match fea-
tures and history-based features. We will deal with
each of these in turn. Finally, we will discuss how
these base features are combined into meta-features
that are actually used for prediction.

Lexical features. The class of lexical features
contains simply computable features of single
words. This includes: the number of words in the
current chunk; the unigrams (words) contained in
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this chunk; the bigrams; the two character prefixes
and suffixes; the word stem; the case of the word,
computed by regular expressions like those given by
(Bikel et al., 1999); simple morphological features
(number, person and tense when applicable); and, in
the case of coreference, pairs of features between the
current mention and an antecedent.

Syntactic features. The syntactic features are
based on running an in-house state of the art part
of speech tagger and syntactic chunker on the data.
The words include unigrams and bigrams of part of
speech as well as unigram chunk features. We have
not used any parsing for this task.

Pattern-based features. We have included a
whole slew of features based on lexical and part of
speech patterns surrounding the current word. These
include: eight hand-written patterns for identifying
pleonastic “it” and “that” (as in “It is raining” or
“It seems to be the case that ...”); identification
of pluralization features on the previous and next
head nouns (this is intended to help make decisions
about entity types); the previous and next content
verb (also intended to help with entity type identi-
fication); the possessor or possessee in the case of
simple possessive constructions (“The president ’s
speech” would yield a feature of “president” on the
word “speech”, and vice-versa; this is indented to
be a sort of weak sub-categorization principle); a
similar feature but applied to the previous and next
content verbs (again to provide a weak sort of sub-
categorization); and, for coreference, a list of part of
speech and word sequence patterns that match up to
four words between nearby mentions that are either
highly indicative of coreference (e.g., “of,” “said,”
“am” “, a”) or highly indicative of non-coreference
(e.g., “’s,” “and,” “in the,” “and the”). This last set
was generated by looking at intervening strings and
finding the top twenty that had maximal mutual in-
formation with with class (coreferent or not corefer-
ent) across the training data.

Count-based features. The count-based features
apply only to the coreference task and attempt to
capture regularities in the size and distribution of
coreference chains. These include: the total num-
ber of entities detected thus far; the total number
of mentions; the entity to mention ratio; the entity



to word ratio; the mention to word ratio; the size
of the hypothesized entity chain; the ratio of the
number of mentions in the current entity chain to
the total number of mentions; the number of inter-
vening mentions between the current mention and
the last one in our chain; the number of intervening
mentions of the same type; the number of interven-
ing sentence breaks; the Hobbs distance computed
over syntactic chunks; and the “decayed density”
of the hypothesized entity, which is computed as
> e 0.5%™) /3™ 0.54™) where m ranges over
all previous mentions (constrained in the numerator
to be in the same coreference chain as our mention)
and d(m) is the number of entities away this men-
tion is. This feature is captures that some entities
are referred to consistently across a document, while
others are mentioned only for short segments, but it
is relatively rare for an entity to be mentioned once
at the beginning and then ignored again until the end.

Semantic features. The semantic features used
are drawn from WordNet (Fellbaum, 1998). They
include: the two most common synsets from Word-
Net for all the words in a chunk; all hypernyms of
those synsets; for coreference, we also consider the
distance in the WordNet graph between pairs of head
words (defined to be the final word in the mention
name) and whether one is a part of the other. Finally,
we include the synset and hypernym information of
the preceding and following verbs, again to model a
sort of sub-categorization principle.

Knowledge-based features. Based on the hypoth-
esis that many name to nominal coreference chains
are best understood in terms of background knowl-
edge (for instance, that “George W. Bush” is the
“President”), we have attempted to take advantage
of recent techniques from large scale data mining
to extract lists of such pairs. In particular, we use
the name/instance lists described by (Fleischman et
al., 2003) and available on Fleischman’s web page to
generate features between names and nominals (this
list contains 2m pairs mined from 15GBs of news
data). Since this data set tends to focus mostly on
person instances from news, we have additionally
used similar data mined from a 138GB web corpus,
for which more general “ISA” relations were mined
(Ravichandran et al., 2005).
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Class-based features. The class-based features
we employ are designed to get around the sparsity
of data problem while simultaneously providing new
information about word usage. The first class-based
feature we use is based on word classes derived from
the web corpus mentioned earlier and computed as
described by (Ravichandran et al., 2005). The sec-
ond attempts to instill knowledge of collocations in
the data; we use the technique described by (Dun-
ning, 1993) to compute multi-word expressions and
then mark words that are commonly used as such
with a feature that expresses this fact.

List-based features. We have gathered a collec-
tion of about 40 lists of common places, organiza-
tion, names, etc. These include the standard lists
of names gathered from census data and baby name
books, as well as standard gazetteer information list-
ing countries, cities, islands, ports, provinces and
states. We supplement these standard lists with
lists of airport locations (gathered from the FAA)
and company names (mined from the NASDAQ and
NYSE web pages). We additionally include lists of
semantically plural but syntactically singular words
(e.g., “group”) which were mined from a large cor-
pus by looking for patterns such as (“members of the
...”7). Finally, we use a list of persons, organizations
and locations that were identified at least 100 times
in a large corpus by the BBN IdentiFinder named
entity tagger (Bikel et al., 1999).

These lists are used in three ways. First, we use
simple list membership as a feature to improve de-
tection performance. Second, for coreference, we
look for word pairs that appear on the same list but
are not identical (for instance, “Russia” and “Eng-
land” appearing on the “country” list but not being
identical hints that they are different entities). Fi-
nally, we look for pairs where one element in the pair
is the head word from one mention and the other el-
ement in the pair is a list. This is intended to capture
the notion that a word that appears on out “country
list” is often coreferent with the word “country.”

Inference-based features. The inference-based
features are computed by attempting to infer an un-
derlying semantic property of a given mention. In
particular, we attempt to identify gender and seman-
tic number (e.g., “group” is semantically plural al-
though it is syntactically singular). To do so, we cre-



ated a corpus of example mentions labels with num-
ber and gender, respectively. This data set was auto-
matically extracted from our EDT data set by look-
ing for words that corefer with pronouns for which
we know the number or gender. For instance, a men-
tion that corefers with “she” is known to be singu-
lar and female, while a mention that corefers with
“they” is known to be plural. In about 5% of the
cases, this was ambiguous — these cases were thrown
out. We then used essentially the same features as
described above to build a maximum entropy model
for predicting number and gender. The predictions
of this model are used both as features for detec-
tion as well as coreference (in the latter case, we
check for matches). Additionally, we use several
pre-existing classifiers as features. This are simple
maximum entropy Markov models trained off of the
MUC6 data, the MUC?7 data and our ACE data.

String match features. We use the standard string
match features that are described in every other
coreference paper. These are: string match; sub-
string match; string overlap; pronoun match; and
normalized edit distance. In addition, we also use
a string nationality match, which matches, for in-
stance “Israel” and “Israeli,” “Russia” and ‘“Rus-
sian,” “England” and “English,” but not “Nether-
lands” and “Dutch.” This is done by checking
for common suffixes on nationalities and match-
ing the first half of the of the words based on ex-
act match. We additionally use a linguistically-
motivated string edit distance, where the replace-
ment costs are lower for vowels and other easily con-
fusable characters. We also use the Jaro distance as
an additional string distance metric. Finally, we at-
tempt to match acronyms by looking at initial letters
from the words in long chunks.

History-based features. Finally, for the detection
phase of the task, we include features having to
do with long-range dependencies between words.
For instance, if at the beginning of the document
we tagged the word “Arafat” as a person’s name
(perhaps because it followed “Mr.” or “Palestinian
leader’), and later in the document we again see the
word “Arafat,” we should be more likely to call this
a person’s name, again. Such features have previ-
ously been explored in the context of information
extraction from meeting announcements using con-

102

ditional random fields augmented with long-range
links (Sutton and McCallum, 2004), but the LaSO
framework makes no Markov assumption, so there
is no extra effort required to include such features.

4.2 Decision Features

Our decision features are divided into three classes:
simple, coreference and boundary features.

Simple. The simple decision features include: is
this chunk tagged as an entity; what is its entity type;
what is its entity subtype; what is its mention type;
what is its entity type/mention type pair.

Coreference. The coreference decision features
include: is this entity the start of a chain or con-
tinuing an existing chain; what is the entity type of
this started (or continued) chain; what is the entity
subtype of this started (or continued) chain; what is
the mention type of this started chain; what is the
mention type of this continued chain and the men-
tion type of the most recent antecedent.

Boundary. The boundary decision features in-
clude: the second and third order Markov features
over entity type, entity subtype and mention type;
features appearing at the previous (and next) words
within a window of three; the words that appear and
the previous and next mention boundaries, specified
also by entity type, entity subtype and mention type.

5 Experimental Results
5.1 Data

We use the official 2004 ACE training and test set
for evaluation purposes; however, we exclude from
the training set the Fisher conversations data, since
this is very different from the other data sets and
there is no Fisher data in the 2004 test set. This
amounts to 392 training documents, consisting of
8.1k sentences and 160k words. There are a total
of 24k mentions in the data corresponding to 10k
entities (note that the data is not annotated for cross-
document coreference, so instances of “Bill Clinton”
appearing in two different documents are counted as
two different entities). Roughly half of the entities
are people, a fifth are organizations, a fifth are GPEs
and the remaining are mostly locations or facilities.
The test data is 192 documents, 3.5k sentences and
64k words, with 10k mentions to 4.5k entities. In
all cases, we use a beam of 16 for training and test,



and ignore features that occur fewer than five times
in the training data.

5.2 Evaluation Metrics

There are many evaluation metrics possible for this
data. We will use as our primary measure of quality
the ACE metric. This is computed, roughly, by first
matching system mentions with reference mentions,
then using those to match system entities with ref-
erence entities. There are costs, once this matching
is complete, for type errors, false alarms and misses,
which are combined together to give an ACE score,
ranging from 0 to 100, with 100 being perfect (we
use v.10 of the ACE evaluation script).

5.3 Joint versus Pipelined

We compare the performance of the joint system
with the pipelined system. For the pipelined sys-
tem, to build the mention detection module, we use
the same technique as for the full system, but sim-
ply don’t include in the hypotheses the coreference
chain information (essentially treating each mention
as if it were in its own chain). For the stand-alone
coreference system, we assume that the correct men-
tions and types are always given, and simply hypoth-
esize the chain (though still in a left-to-right man-
ner).! Run as such, the joint model achieves an
ACE score of 79.4 and the pipelined model achieves
an ACE score of 78.1, a reasonably substantial im-
provement for performing both task simultaneously.
We have also computed the performance of these
two systems, ignoring the coreference scores (this
is done by considering each mention to be its own
entity and recomputing the ACE score). In this
case, the joint model, ignoring its coreference out-
put, achieves an ACE score of 85.6 and the pipelined
model achieves a score of 85.3. The joint model

'One subtle difficulty with the joint model has to do with
the online nature of the learning algorithm: at the beginning of
training, the model is guessing randomly at what words are enti-
ties and what words are not entities. Because of the large num-
ber of initial errors made in this part of the task, the weights
learned by the coreference model are initially very noisy. We
experimented with two methods for compensating for this ef-
fect. The first was to give the mention identification model as
“head start”: it was run for one full pass through the training
data, ignoring the coreference aspect and the following itera-
tions were then trained jointly. The second method was to only
update the coreference weights when the mention was identified
correctly. On development data, the second was more efficient
and outperformed the first by 0.6 ACE score, so we use this for
the experiments reported in this section.
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Figure 2: Comparison of performance as different
feature classes are removed.

does marginally better, but it is unlikely to be sta-
tistically significant. In the 2004 ACE evaluation,
the best three performing systems achieved scores
of 79.9, 79.7 and 78.2; it is unlikely that our system
is significantly worse than these.

5.4 Feature Comparison for Coreference

In this section, we analyze the effects of the differ-
ent base feature types on coreference performance.
We use a model with perfect mentions, entity types
and mention types (with the exception of pronouns:
we do not assume we know pronoun types, since
this gives away too much information), and measure
the performance of the coreference system. When
run with the full feature set, the model achieves an
ACE score of 89.1 and when run with no added fea-
tures beyond simple biases, it achieves 65.4. The
best performing system in the 2004 ACE competi-
tion achieved a score of 91.5 on this task; the next
best system scored 88.2, which puts us squarely in
the middle of these two (though, likely not statis-
tically significantly different). Moreover, the best
performing system took advantage of additional data
that they labeled in house.

To compute feature performance, we begin with
all feature types and iteratively remove them one-
by-one so that we get the best performance (we do
not include the “history” features, since these are
not relevant to the coreference task). The results are
shown in Figure 2. Across the top line, we list the
ten feature classes. The first row of results shows
the performance of the system after removing just



one feature class. In this case, removing lexical fea-
tures reduces performance to 88.9, while removing
string-match features reduces performance to 83.6.
The non-shaded box (in this case, syntactic features)
shows the feature set that can be removed with the
least penalty in performance. The second row re-
peats this, after removing syntactic features.

As we can see from this figure, we can freely re-
move syntax, semantics and classes with little de-
crease in performance. From that point, patterns are
dropped, followed by lists and inference, each with
a performance drop of about 0.4 or 0.5. Removing
the knowledge based features results in a large drop
from 87.6 down to 85.6 and removing count-based
features drops the performance another 0.7 points.
Based on this, we can easily conclude that the most
important feature classes to the coreference problem
are, in order, string matching features, lexical fea-
tures, count features and knowledge-based features,
the latter two of which are novel to this work.

5.5 Linkage Types

As stated in the previous section, the coreference-
only task with intelligent link achieves an ACE score
of 89.1. The next best score is with min link (88.7)
followed by average link with a score of 88.1. There
is then a rather large drop with max link to 86.2,
followed by another drop for last link to 83.5 and
first link performs the poorest, scoring 81.5.

6 Discussion

In this paper, we have applied the Learning as
Search Optimization (LaSO) framework to the entity
detection and tracking task. The framework is an ex-
cellent choice for this problem, due to the fact that
many relevant features for the coreference task (and
even for the mention detection task) are highly non-
local. This non-locality makes models like Markov
networks intractable, and LaSO provides an excel-
lent framework for tackling this problem. We have
introduced a large set of new, useful features for this
task, most specifically the use of knowledge-based
features for helping with the name-to-nominal prob-
lem, which has led to a substantial improvement in
performance. We have shown that performing joint
learning for mention detection and coreference re-
sults in a better performing model that pipelined
learning. We have also provided a comparison of the
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contributions of our various feature classes and com-
pared different linkage types for coreference chains.
In the process, we have developed an efficient model
that is competitive with the best ACE systems.

Despite these successes, our model is not perfect:
the largest source of error is with pronouns. This
is masked by the fact that the ACE metric weights
pronouns low, but a solution to the EDT problem
should handle pronouns well. We intend to explore
more complex features for resolving pronouns, and
to incorporate these features into our current model.
We also intend to explore more complex models for
automatically extracting knowledge from data that
can help with this task and applying this technique
to a real application, such as summarization.
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Abstract

A challenge for search systems is to de-
tect not only when an item is relevant to
the user’s information need, but also when
it contains something new which the user
has not seen before. In the TREC novelty
track, the task was to highlight sentences
containing relevant and new information in
a short, topical document stream. This
is analogous to highlighting key parts of a
document for another person to read, and
this kind of output can be useful as input to
a summarization system. Search topics in-
volved both news events and reported opin-
ions on hot-button subjects. When peo-
ple performed this task, they tended to se-
lect small blocks of consecutive sentences,
whereas current systems identified many
relevant and novel passages. We also found
that opinions are much harder to track than
events.

1 Introduction

The problem of novelty detection has long been a sig-
nificant one for retrieval systems. The “selective dis-
semination of information” (SDI) paradigm assumed
that the people wanted to be able to track new in-
formation relating to known topics as their primary
search task. While most SDI and information filter-
ing systems have focused on similarity to a topical
profile (Robertson, 2002) or to a community of users
with a shared interest (Belkin and Croft, 1992), re-
cent efforts (Carbonell and Goldstein, 1998; Allan et
al., 2000; Kumaran et al., 2003) have looked at the
retrieval of specifically novel information.

The TREC novelty track experiments were con-
ducted from 2002 to 2004 (Harman, 2002; Soboroff
and Harman, 2003; Soboroff, 2004). The basic task
was defined as follows: given a topic and an ordered
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set of documents related to that topic, segmented
into sentences, return those sentences that are both
relevant to the topic and novel given what has al-
ready been seen previously in that document set.
This task models an application where a user is skim-
ming a set of documents, and the system highlights
new, on-topic information.

There are two problems that participants must
solve in this task. The first is identifying relevant
sentences, which is essentially a passage retrieval
task. Sentence retrieval differs from document re-
trieval because there is much less text to work with,
and identifying a relevant sentence may involve ex-
amining the sentence in the context of those sur-
rounding it. The sentence was specified as the unit
of retrieval in order to standardize the task across a
variety of passage retrieval approaches, as well as to
simplify the evaluation.

The second problem is that of identifying those rel-
evant sentences that contain new information. The
operational definition of “new” here is information
that has not appeared previously in this topic’s set
of documents. In other words, we allow the system to
assume that the user is most concerned about find-
ing new information in this particular set of docu-
ments, and is tolerant of reading information he al-
ready knows because of his background knowledge.
Since each sentence adds to the user’s knowledge,
and later sentences are to be retrieved only if they
contain new information, novelty retrieval resembles
a filtering task.

Novelty is an inherently difficult phenomenon to
operationalize. Document-level novelty detection,
while intuitive, is rarely useful because nearly ev-
ery document contains something new, particularly
when the domain is news. Hence, our decision to
use sentences as the unit of retrieval. Moreover, de-
termining ground truth for a novelty detection task
is more difficult than for topical relevance, because
one is forced not only to face the idiosyncratic na-
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ture of relevance, but also to rely all the more on
the memory and organizational skills of the assessor,
who must try and remember everything he has read.
We wanted to determine if people could accomplish
this task to any reasonable level of agreement, as well
as to see what computational approaches best solve
this problem.

2 Input Data

The first year of the novelty track (Harman, 2002)
was a trial run in several ways. First, this was a new
task for the community and participating groups had
no training data or experience. But second, it was
unclear how humans would perform this task and
therefore creating the “truth” data was in itself a
large experiment. NIST decided to minimize the cost
by using 50 old topics from TRECs 6, 7, and 8.

The truth data was created by asking NIST asses-
sors (the humans performing this task) to identify
the set of relevant sentences from each relevant doc-
ument and then from that set of relevant sentences,
mark those that were novel. Specifically, the asses-
sors were instructed to identify a list of sentences
that were:

1. relevant to the question or request made in the
description section of the topic,

2. their relevance was independent of any sur-
rounding sentences,

3. they provided new information that had not
been found in any previously picked sentences.

Most of the NIST assessors who worked on this
task were not the ones who created the original top-
ics, nor had they selected the relevant documents.
This turned out to be a major problem. The as-
sessors’ judgments for the topics were remarkable
in that only a median of 2% of the sentences were
judged to be relevant, despite the documents them-
selves being relevant. As a consequence, nearly ev-
ery relevant sentence (median of 93%) was declared
novel. This was due in large part to assessor dis-
agreement as to relevancy, but also that fact that
this was a new task to the assessors. Additionally,
there was an encouragement not to select consecu-
tive sentences, because the goal was to identify rel-
evant and novel sentences minimally, rather than to
try and capture coherent blocks of text which could
stand alone. Unfortunately, this last instruction only
served to confuse the assessors. Data from 2002 has
not been included in the rest of this paper, nor are
groups encouraged to use that data for further ex-
periments because of these problems.
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In the second year of the novelty track (Soboroff
and Harman, 2003), the assessors created their own
new topics on the AQUAINT collection of three con-
temporaneous newswires. For each topic, the asses-
sor composed the topic and selected twenty-five rele-
vant documents by searching the collection. Once se-
lected, the documents were ordered chronologically,
and the assessor marked the relevant sentences and
those relevant sentences that were novel. No instruc-
tion or limitation was given to the assessors concern-
ing selection of consecutive sentences, although they
were told that they did not need to choose an other-
wise irrelevant sentence in order to resolve a pronoun
reference in a relevant sentence. Each topic was in-
dependently judged by two different assessors, the
topic author and a “secondary” assessor, so that the
effects of different human judgments could be mea-
sured. The judgments of the primary assessor were
used as ground truth for evaluation, and the sec-
ondary assessor’s judgments were taken to represent
a ceiling for system performance in this task.

Another new feature of the 2003 data set was a di-
vision of the topics into two types. Twenty-eight of
the fifty topics concerned events such as the bombing
at the 1996 Olympics in Atlanta, while the remain-
ing topics focused on opinions about controversial
subjects such as cloning, gun control, and same-sex
marriages. The topic type was indicated in the topic
description by a <toptype> tag.

This pattern was repeated for TREC 2004 (Sobo-
roff, 2004), with fifty new topics (twenty-five events
and twenty-five opinion) created in a similar man-
ner and with the same document collection. For
2004, assessors also labeled some documents as irrel-
evant, and irrelevant documents up through the first
twenty-five relevant documents were included in the
document sets distributed to the participants. These
irrelevant documents were included to increase the
“noise” in the data set. However, the assessors only
judged sentences in the relevant documents, since,
by the TREC standard of relevance, a document is
considered relevant if it contains any relevant infor-
mation.

3 Task Definition
There were four tasks in the novelty track:

Task 1. Given the set of documents for the topic,
identify all relevant and novel sentences.

Task 2. Given the relevant sentences in all docu-
ments, identify all novel sentences.

Task 3. Given the relevant and novel sentences in
the first 5 documents only, find the relevant



and novel sentences in the remaining documents.
Note that since some documents are irrelevant,
there may not be any relevant or novel sentences
in the first 5 documents for some topics.

Task 4. Given the relevant sentences from all doc-
uments, and the novel sentences from the first
5 documents, find the novel sentences in the re-
maining documents.

These four tasks allowed the participants to test
their approaches to novelty detection given different
levels of training: none, partial, or complete rele-
vance information, and none or partial novelty infor-
mation.

The test data for a topic consisted of the topic
statement, the set of sentence-segmented documents,
and the chronological order for those documents. For
tasks 2-4, training data in the form of relevant and
novel “sentence qrels” were also given. The data was
released and results were submitted in stages to limit
“leakage” of training data between tasks. Depending
on the task, the system was to output the identifiers
of sentences which the system determined to contain
relevant and/or novel relevant information.

4 Evaluation

Because novelty track runs report their relevant and
novel sentences as an unranked set, traditional mea-
sures of ranked retrieval effectiveness such as mean
average precision can’t be used. One alternative is
to use set-based recall and precision. Let M be the
number of matched sentences, i.e., the number of
sentences selected by both the assessor and the sys-
tem, A be the number of sentences selected by the
assessor, and S be the number of sentences selected
by the system. Then sentence set recall is R = M/A
and precision is P = M/S.

However, set-based recall and precision do not av-
erage well, especially when the assessor set sizes A
vary widely across topics. Consider the following ex-
ample as an illustration of the problems. One topic
has hundreds of relevant sentences and the system
retrieves 1 relevant sentence. The second topic has 1
relevant sentence and the system retrieves hundreds
of sentences. The average for both recall and preci-
sion over these two topics is approximately .5 (the
scores on the first topic are 1.0 for precision and es-
sentially 0.0 for recall, and the scores for the second
topic are the reverse), even though the system did
precisely the wrong thing. While most real systems
wouldn’t exhibit this extreme behavior, the fact re-
mains that set recall and set precision averaged over
a set of topics is not a robust diagnostic indicator
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Figure 1: The F measure, plotted according to its
precision and recall components. The lines show con-
tours at intervals of 0.1 points of F. The black num-
bers are per-topic scores for one TREC system.

of system performance. There is also the problem
of how to define precision when the system returns
no sentences (S = 0). Leaving that topic out of the
evaluation for that run would mean that different
systems would be evaluated over different numbers
of topics. The standard procedure is to define preci-
sion to be 0 when S = 0.

To avoid these problems, the primary measure
used in the novelty track was the F measure. The
F measure (which is itself derived from van Rijsber-
gen’s E measure (van Rijsbergen, 1979)) is a function
of set recall and precision, together with a parameter
(8 which determines the relative importance of recall
and precision:

e (3 +1)PR
~ B®P+R

A 3 value of 1, indicating equal weight, is used in
the novelty track:

2PR

Fgoy = ——
=1 PYR
Alternatively, this can be formulated as

2 x (# relevant retrieved)
(# retrieved) + (# relevant)

Fpoy =

For any choice of 3, F lies in the range [0, 1], and
the average of the F measure is meaningful even when
the judgment sets sizes vary widely. For example,
the F measure in the scenario above is essentially
0, an intuitively appropriate score for such behavior.
Using the F measure also deals with the problem of



what to do when the system returns no sentences
since recall is 0 and the F measure is legitimately 0
regardless of what precision is defined to be.

Note, however, that two runs with equal F scores
do not indicate equal precision and recall. The con-
tour lines in Figure 1 illustrate the shape of the F
measure in recall-precision space. An F score of 0.5,
for example, can describe a range of precision and re-
call scores. Figure 1 also shows the per-topic scores
for a particular TREC run. It is easy to see that
topics 98, 83, 82, and 67 exhibit a wide range of per-
formance, but all have an F score of close to 0.6.
Thus, two runs with equal F scores may be perform-
ing quite differently, and a difference in F scores can
be due to changes in precision, recall, or both. In
practice, if F is used, precision and recall should also
be examined, and we do so in the analysis which fol-
lows.

5 Analysis

5.1 Analysis of truth data

Since the novelty task requires systems to automat-
ically select the same sentences that were selected
manually by the assessors, it is important to ana-
lyze the characteristics of the manually-created truth
data in order to better understand the system re-
sults. Note that the novelty task is both a passage
retrieval task, i.e., retrieve relevant sentences, and
a novelty task, i.e., retrieve only relevant sentences
that contain new information.

In terms of the passage retrieval part, the TREC
novelty track was the first major investigation into
how users select relevant parts of documents. This
leads to several obvious questions, such as what per-
centage of the sentences are selected as relevant, and
do these sentences tend to be adjacent/consecutive?
Additionally, what kinds of variation appear, both
across users and across topics. Table 1 shows the
median percentage of sentences that were selected
as relevant, and what percentage of these sentences
were consecutive. Since each topic was judged by two
assessors, it also shows the percentage of sentences
selected by assessor 1 (the “official” assessor used in
scoring) that were also selected by assessor 2. The
table gives these percentages for all topics and also
broken out into the two types of topics (events and
opinions).

First, the table shows a large variation across the
two years. The group in 2003 selected more rele-
vant sentences (almost 40% of the sentences were se-
lected as relevant), and in particular selected many
consecutive sentences (over 90% of the relevant sen-
tences were adjacent). The median length of a string
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of consecutive sentences was 2; the mean was 4.252
sentences. The following year, a different group of
assessors selected only about half as many relevant
sentences (20%), with fewer consecutive sentences.
This variation across years may reflect the group of
assessors in that the 2004 set were TREC “veterans”
and were more likely to be very selective in terms of
what was considered relevant.

The table also shows a variation across topics, in
particular between topics asking about events versus
those asking about opinions. The event topics, for
both years, had more relevant sentences, and more
consecutive sentences (this effect is more apparent in
2004).

Agreement between assessors on which sentences
were relevant was fairly close to what is seen in docu-
ment relevance tasks. There was slightly more agree-
ment in 2003, but there were also many more relevant
sentences so the likelihood of a match was higher.
There is more agreement on events than on opinions,
partially for the same reason, but also because there
is generally less agreement on what constitutes an
opinion. These medians hide a wide range of judging
behavior across the assessors, particularly in 2003.

The final two rows of data in the table show the
medians for novelty. There are similar patterns to
those seen in the relevant sentence data, with the
2003 assessors clearly being more liberal in judging.
However, the pattern is reversed for topic types, with
more sentences being considered relevant and novel
for the opinion topics than for the event topics. The
agreement on novelty is less than on relevance, par-
ticularly in 2004 where there were smaller numbers
of novel and relevant sentences selected.

Another way to look at agreement is with the
kappa statistic (Cohen, 1960). Kappa computes
whether two assessors disagree, with a correction for
“chance agreement” which we would expect to occur
randomly. Kappa is often interpreted as the degree
of agreement between assessors, although this inter-
pretation is not well-defined and varies from field
to field (Di Eugenio, 2000). For relevant sentences
across all topics in the 2004 data set, the kappa value
is 0.549, indicating statistically significant agreement
between the assessors but a rather low-to-moderate
degree of agreement by most scales of interpretation.
Given that agreement is usually not very high for
relevance judgments (Voorhees, 1998), this is as ex-
pected.

5.2 Analysis of participants results

Most groups participating in the 2004 novelty track
employed a common approach, namely to measure
relevance as similarity to the topic and novelty as



2003 | 2004

Relevant all topics 0.39 | 0.20
events only 0.47 | 0.25

opinions only | 0.38 | 0.15

Consecutive | all topics 0.91 | 0.70
events only 0.93 | 0.85

opinions only | 0.91 | 0.65

Relevant all topics 0.69 | 0.60
agreement events only 0.82 | 0.68
opinions only | 0.63 | 0.50

Novelty all topics 0.68 | 0.40
events only 0.61 | 0.38

opinions only | 0.73 | 0.42

Novelty all topics 0.56 | 0.35
agreement events only 0.65 | 0.45
opinions only | 0.48 | 0.29

Table 1: Median fraction of sentences which were
relevant and novel, fraction of consecutive relevant
sentences, and proportion of agreement by the sec-
ondary assessor.

dissimilarity to past sentences. On top of this frame-
work the participants used a wide assortment of
methods which may be broadly categorized into sta-
tistical and linguistic methods. Statistical methods
included using traditional retrieval models such as
tf.idf and Okapi coupled with a threshold for retriev-
ing a relevant or novel sentence, expansion of the
topic and/or document sentences using dictionaries
or corpus-based methods, and using named entities
as features. Some groups also used machine learning
algorithms such as SVMs in parts of their detection
process. Semantic methods included deep parsing,
matching discourse entities, looking for particular
verbs and verb phrases in opinion topics, coreference
resolution, normalization of named entities, and in
one case manual construction of ontology’s for topic-
specific concepts.

Figure 2 shows the Task 1 results for the top run
from each group in TREC 2004. Groups employing
statistical approaches include Ulowa, CIIR, UMich,
and CDVP. Groups employing more linguistic meth-
ods include CLR, CCS, and LRI. THU and ICT took
a sort of kitchen-sink approach where each of their
runs in each task tried different techniques, mostly
statistical.

The F scores for both relevance and novelty re-
trieval are fairly uniform, and they are dominated by
the precision component. The top scoring systems by
F score are largely statistical in nature; for example,
see (Abdul-Jaleel et al., 2004) (CIIR) and (Eichmann
et al., 2004) (Ulowa). CLR (Litkowski, 2004) and
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Figure 2: Task 1 precision, recall, and F scores for
the top run from each group in TREC 2004

LRI (Amrani et al., 2004), which use much stronger
linguistic processing, achieve the highest precision at
the expense of recall. Overall, precision is quite low
and recall is high, implying that most systems are
erring in favor of retrieving many sentences.

A closer comparison of the runs among them-
selves and to the truth data confirms this hypothe-
sis. While the 2004 assessors were rather selective in
choosing relevant and novel sentences, often selecting
just a handful of sentences from each document, the
systems were not. The systems retrieved an average
of 49.5% of all sentences per topic as relevant, com-
pared to 19.2% chosen by the assessor. Furthermore,
the runs chose 41% of all sentences (79% of their own
relevant sentences) as novel, compared to the asses-
sor who selected only 8.4%. While these numbers
are a very coarse average that ignores differences be-
tween the topics and between the documents in each
set, it is a fair summary of the data. Most of the sys-
tems called nearly every sentence relevant and novel.
By comparison, the person attempting this task (the
second assessor, scored as a run and shown as hor-
izontal lines in Figure 2) was much more effective
than the systems.

The lowest scoring run in this set, LRIaze2, actu-
ally has the highest precision for both relevant and



novel sentences. The linguistics-driven approach of
this group included standardizing acronyms, build-
ing a named-entity lexicon, deep parsing, resolving
coreferences, and matching concepts to manually-
built, topic-specific ontologies (Amrani et al., 2004).
A close examination of this run’s pattern shows that
they retrieved very few sentences, in line with the
amounts chosen by the assessor. They were not of-
ten the correct sentences, which accounts for the low
recall, but by not retrieving too many false alarms,
they managed to achieve a high precision.

Our hypothesis here is that the statistical systems,
which are essentially using algorithms designed for
document retrieval, approached the sentences with
an overly-broad term model. The majority of the
documents in the data set are relevant, and so many
of the topic terms are present throughout the docu-
ments. However, the assessor was often looking for
a finer-grained level of information than what ex-
ists at the document level. For example, topic N51
is concerned with Augusto Pinochet’s arrest in Lon-
don. High-quality content terms such as Pinochet,
Chile, dictator, torture, etc appear in nearly every
sentence, but the key relevant ones — which are very
few — are those which specifically talk about the ar-
rest. Most systems flagged nearly every sentence as
relevant, when the topic was much narrower than the
documents themselves.

One explanation for this may be in how thresholds
were learned for this task. Since task 1 provides no
data beyond the topic statement and the documents
themselves, it is possible that systems were tuned
to the 2003 data set where there are more relevant
sentences. However, this isn’t the whole story, since
the difference in relevant sentences between 2003 and
2004 is not so huge that it can explain the rates of re-
trieval seen here. Additionally, in task 3 some topic-
specific training data was provided, and yet the ef-
fectiveness of the systems was essentially the same.

Of those systems that tried a more fine-grained
approach, it appears that it is complicated to learn
exactly which sentences contain the relevant informa-
tion. For example, nearly every system had trouble
identifying relevant opinion sentences. One might
expect that those systems which analyzed sentence
structure more closely would have done better here,
but there is essentially no difference. Identifying rel-
evant information at the sentence level is a very hard
problem.

We see very similar results for novel sentence re-
trieval. Rather than looking at task 1, where systems
retrieved novel from their own selection of relevant
sentences, it’s better to look at runs in task 2 (Fig-
ure 3). Since in this task the systems are given all rel-
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Figure 3: Task 2 scores for the top run from each

group in TREC 2004

evant sentences and just search for novelty, the base-
line performance for comparison is just labeling all
the sentences as novel. Most systems, surprisingly in-
cluding the LRI run, essentially do retrieve nearly ev-
ery sentence as novel. The horizontal lines show the
baseline performance; the baseline recall is 1.0 and is
at the top of the Y axis. All the runs except clr04n2
are just above this baseline, with cdvp4NTerFrl and
novcolrcl the most discriminating.

The approach of Dublin City University
(cdvp4NTerFrl) is essentially to set a thresh-
old on the tf.idf value of the unique words in the
given sentence, but their other methods which incor-
porate the history of unique terms and the difference
in sentence frequencies between the current and
past sentences perform comparably (Blott et al.,
2004). Similarly, Columbia University (novcolrcl)
focuses on previously unseen words in the current
sentence as the main evidence of novelty (Schiffman
and McKeown, 2004). As opposed to the ad hoc
threshold in the DCU system, Columbia employs
a hill-climbing approach to learning the threshold.
This particular run is optimized for recall; another
optimized for precision achieved the highest preci-
sion of all task 2 runs, but with very low recall. In
general, we conclude that most systems achieving
high scores in novelty detection are recall-oriented
and as a result still provide the user with too much
information.

As was mentioned above, opinion topics proved
much harder than events. Every system but one did
better on event topics than on opinions in task 1
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Figure 4: F scores for event and opinion topics in
task 1.

(Figure 4). In task 2, where all relevant sentences
were provided, many runs do as well or better on
opinion topics than events. Thus, the complexity for
opinions is more in finding which sentences contain
them, than determining which opinions are novel.

6 Conclusion

The novelty track in TREC examined a particular
kind of novelty detection, that is, finding novel, on-
topic sentences within documents that the user is
reading. Both statistical and linguistic techniques, as
well as filtering and learning approaches can be ap-
plied to detecting novel relevant information within
documents, but nevertheless it is a hard problem for
several reasons. First, because the unit of interest
is a sentence, there is not a lot of data in each unit
on which to base the decision. When the document
as a whole is relevant, techniques designed for docu-
ment retrieval seem unable to make fine distinctions
about which sentences within the document contain
the relevant information. Initial threshold setting is
critical and difficult.

When we examined human performance on this
task, it is clear that users do make very fine distinc-
tions. Looking particularly at the 2004 set of relevant
and novel sentences, less than 20% of the sentences
in relevant documents were marked as relevant, and
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only 40% of those (or 8% of the total sentences) were
marked as both relevant and novel.

The TREC novelty data sets themselves support
some interesting uses outside of the novelty track.
Whereas the data from 2002 is clearly flawed and
should not be used, the data from 2003 and 2004
can be regarded as valid samples of user input in
terms of relevant sentence selection, and further re-
duction of those sentences to those presenting new
information. One obvious use is in the passage re-
trieval arena, e.g., using the relevant sentences for
testing passage retrieval, either at the single sentence
level or using the consecutive sentences to test when
to retrieve multiple sentences. A second use is for
summarization, where the relevant AND novel sen-
tences can serve as the truth data for the extraction
phase (and then compressed in some manner). Other
uses of the data include manual analysis of user be-
havior when processing documents in response to a
question, or looking further into the user agreement
issues, particularly in the summarization area.

The novelty data is also unique in that it delib-
erately contains a mix of topics on events and on
opinions regarding controversial subjects. The opin-
ions topics are quite different in this regard than
other TREC topics, which have historically focused
on events or narrative information on a subject or
person. This exploration has been an interesting and
fruitful one. By mixing the two topic types within
each task, we see that identifying opinions within
documents is hard, even with training data, while
detecting new opinions (given relevance) seems anal-
ogous to detecting new information about an event.
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Abstract

Biography creation requires the identifica-
tion of important events in the life of the in-
dividual in question. While there are events
such as birth and death that apply to every-
one, most of the other activities tend to
be occupation-specific. Hence, occupation
gives important clues as to which activi-
ties should be included in the biography.
We present techniques for automatically
identifying which important events apply
to the general population, which ones are
occupation-specific, and which ones are
person-specific. We use the extracted infor-
mation as features for a multi-class SVM
classifier, which is then used to automat-
ically identify the occupation of a previ-
ously unseen individual. We present ex-
periments involving 189 individuals from
ten occupations, and we show that our
approach accurately identifies general and
occupation-specific activities and assigns
unseen individuals to the correct occupa-
tions. Finally, we present evidence that our
technique can lead to efficient and effec-
tive biography generation relying only on
statistical techniques.

1 Introduction

Natural language processing (NLP) applications such
as summarization and question-answering (QA) sys-
tems are designed to reduce the amount of time nec-
essary for finding information of interest. Summa-
rization systems produce a condensed version of the
generally important information presented in the in-
put, while QA systems target specific information ac-
cording to a certain question.

Recently there has been increased interest in creat-
ing systems which combine summarization and QA

Part of this work was conducted while Elena Filatova was a
summer intern at the IBM T. J. Watson Research Center.
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and can give long answers to definition, biography,
opinion and other question types. Such systems use
general summarization techniques and at the same
time take advantage of the fact that the selected infor-
mation is not generally important but should be tar-
geted towards answering the user’s request. This idea
is exploited in DUC 2004,! where one of the tasks is
to create a summary targeting an answer to the “Who
is X?” question. The systems that showed the highest
performance for this task, combine traditional sum-
marization techniques and also have modules devel-
oped specifically for creating summaries containing
biographical information. Using a set of biographical
facts proved to be useful to answer questions other
than “What is X?” (Prager et al., 2004).

To extract biographical facts it is useful to under-
stand the nature of different human activities. Bio-
graphical activities such as birth, death, living some-
where are applicable to all people, while each occu-
pation is associated with its own set of activities.

In this work we suggest a novel unsupervised ap-
proach for automatic extraction of general biograph-
ical activities and activities typical for people of a
particular occupation. To extract such activities we
use atomic events (Filatova and Hatzivassiloglou,
2003) and statistical algorithms based on Markov
Chains. Before creating a biography of a person as
a representative of some occupation it is necessary to
find out the occupation of this person; to do this we
use SVM classification with activities as features.

In Section 2 we describe the current approaches for
biography creation. In Section 3 we give an overview
of atomic events and formulate our approach towards
extracting occupation-specific activities. In Section 4
we describe mathematical models we use to identify
activities typical for different occupations. In Sec-
tion 5 we describe an SVM classification procedure
for assigning people to the appropriate occupations.
Finally, Section 6 summarizes the results and sug-
gests a plan for future work.

"Document Understanding Conferences are a testbed for
evaluating summarization systems

Proceedings of Human Language Technology Conference and Conference on Empirical Methods in Natural Language
Processing (HLT/EMNLP), pages 113—120, Vancouver, October 2005. (©)2005 Association for Computational Linguistics



2 Related work

The systems participating in DUC 2004 create sum-
maries which could be used as answers to the ques-
tion “Who is X?”. These systems use a wide variety
of techniques. Blair-Goldensohn et al. (2004a) treat
“Who is X?” as a definition question and use the
DefScriber system (Blair-Goldensohn et al., 2004b).
Biryukov et al. (2005) use Topic Signatures (Lin
and Hovy, 2000) constructed around the person’s
name. Zhou et al. (2004) use nine features which are
likely to be used in biography texts: bio (biographical
facts), fame, personality, social, education, national-
ity, scandal, personal, work. Using manual annotation
of 130 biographies they learn the textual patterns cor-
responding to these nine features.

Biographical information can be used to answer
not only “Who is X?” questions. Prager et al. (2004)
use biographical information within their QA-
by-Dossier-with-Constraints system, which checks
whether the possible answer satisfies the constraints
for the person about whom the question is asked. For
example, a natural constraint for artists, composers
and writers is that all their works are produced in the
span of time between the dates of birth and death.

Biographies vary greatly in length, genre and the
presented information. Biographies of the same per-
son in encyclopedias and yellow press magazines
might contain different information. Encyclopedic
biographies contain dates of birth and death, the
most important achievements of people, while yel-
low press magazines tend to describe less important,
usually scandalous facts of someone’s life.

In this work we assume that most biographies can
be broken into two main parts: biographical facts
(the person’s place and date of birth, where the per-
son lived); and activities typically associated with
the person’s occupation (e.g., singers sing, explorers
travel to study new lands, artists create paintings).
Existing research shows that knowing the persons’s
occupation is helpful for detecting information which
should be used in the biography (Schiffman et al.,
2001; Duboue and McKeown, 2003).

3 Automatic extraction of activities typical
for different occupations

3.1 Data

We created our own set of people belonging to var-
ious occupations as we were aware of no set di-
verse enough to analyze activities of people belong-
ing to different occupations. We could not use the list
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of people whose biographies were created for DUC
2004 task: as the input documents for this task were
contemporary newswire articles, more than a half of
the 50 people used there were politicians.

We therefore performed what might be considered
a pilot study. We chose 10 occupations and 20 prac-
titioners of each. We understood that 10 occupations
would not cover every person mentioned in a news
corpus, but that was not critical to our study.

As described later, we sought documents for each
chosen person. Since no documents were found for
some of the individuals, these people were eliminated
from the experiments; 189 survived. We ended up
with the following sets of collections:

a. 20 artists f. 20 mathematicians
b. 18 athletes g. 19 physicists

c. 20 composers  h. 20 politicians

d. 15 dancers i. 20 singers

e. 17 explorers j- 20 writers

We found that for some occupations human annota-
tors agree upon its representatives however different
they are. For example, to whatever school an artist
belongs (impressionism, surrealism) he/she is usu-
ally addressed as an artist. The situation with politi-
cians is different. They are often referred to not as
politicians but according to the post held (president,
prime-minister). Choosing an appropriate occupation
title becomes crucial at the document retrieval stage
as this title is used to query the search engine.

Our goals for the occupation list are that it satisfies
the following criteria:

e it is diverse and covers a substantial variety of
occupations from arts, sciences and other as-
pects of human activities;

e it contains some occupations which are closely
related between each other and might be later
merged into one superclass, for example, math-
ematicians and physicists;

e it contains occupations that are very different
and it is almost impossible to specify activities
which are routinely performed in two occupa-
tions, for example, singers and explorers.

To get the lists of people belonging to each particu-
lar occupation we use WordNet 2.0 (Fellbaum, 1998)
(e.g., hyponyms for composer contain a list of com-
posers). We also use “Google Sets” interface,? it was
previously successfully used to find people belonging
to the same occupation (Prager et al., 2004).

We retrieve documents from four corpora:
AQUAINT, TREC, part of World Book and part of

2
“http://labs.google.com/sets



Encyclopedia Britannica. For document retrieval we
use IBM’s JuruXML search engine (Carmel et al.,
2001) which allows one to index terms along with
any associated named entity class labels. Queries
to JuruXML may include tagged terms, which will
only match similarly tagged instances in the index.
We use (person) and (role) tags in the queries to
perform word sense disambiguation of two types: to
differentiate a person from, for example, a location
with the same name (e.g., Newton - a physicist and
Newton - a town in Massachusetts); and to differ-
entiate two different people with the same name
belonging to different occupations (e.g., Louis Arm-
strong a singer and Lance Armstrong an athlete). The
second issue can be partially avoided by submitting
full name of a person but it reduces the amount of
documents retrieved about this person dramatically.
Thus, we retrieve all the documents about people
by submitting the query “(person)Name(/person)
(role) Occupation(/role)”.

The number of documents retrieved varied
from one, for the query “(person)Cauchy(/person)
(role) mathematician(/role),” to up to 8,144, for
“(person) Clinton(/person)  (role)politician(/role).”
To counteract misbalance in the data we relied on
the tf.idf ranking of JuruXML to sort the matching
documents. The top ten such documents were kept
(or all of them if fewer than ten were returned).

3.2 Extracting occupation-specific activities

To automatically discover general and occupation-
specific activities we use a modified version of
atomic events (Filatova and Hatzivassiloglou, 2003).
Atomic events are triplets consisting of two named
entities and a verb which labels the relation between
these two named entities. We extract 189 lists of
atomic events according to the following procedure:

1. For each person analyze the corresponding col-
lection of documents retrieved for this person.

2. From every sentence containing the name of the
person under analysis extract all the pairs of
named entities, one of the elements of which is
the name of this person.

3. For every such pair of named entities extract all
verbs, excluding modal and auxiliary verbs, that
appear in-between them.

4. Count how many times each triplet containing
two named entities and a verb in-between ap-
pears in the collection of documents describing
the person under analysis.
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Verb
died/VBN
sailed/VBD

First Named Entity
Columbus/PERSON
Columbus/PERSON

Second Named Entity
1506/DATE
India/PLACE

Table 1: A sample of atomic events extracted for the
collection of documents about Christopher Columbus

Verb
explored/VBD
explored/VBD

First Named Entity
Vespucci/PERSON
Bering/PERSON

Second Named Entity
S. America/PLACE
Aleutian/PLACE

Table 2: A sample of atomic events extracted for the
collection of documents about Christopher Columbus

The NE tagger we use is a derivative of that de-
scribed in (Prager et al., to appear). It tags named en-
tities of about 100 types. Some of the marked types
are very specific, like ZIPCODE and ROYALTY. To
avoid overfitting we choose six high-level types for
atomic events’ extraction: PERSON, PLACE, DATE,
WHOLENO, ORG and ROLE. In contrast to the orig-
inal atomic event scores we keep simple counts for
the triplets as later we combine triplets extracted for
different people. Table 1 contains examples from the
list of atomic events extracted for Columbus.

3.3 Generalized atomic events

Our goal is to collect information about activities
general for all people and about activities specific
for some occupations. Thus, we are interested in the
semantic information reflected in the atomic events
but not in the exact named entities. We analyze not
the atomic events themselves but the generalized ver-
sions of the extracted atomic events. For example,
here are two sentences about explorers:

‘Vespucci explored the shores of South America.

Vitus Bering explored Aleutian Islands.
The corresponding atomic events extracted for these
sentences are presented in Table 2. Clearly, these
atomic events capture information about the same
type of activity, namely that explorers explore some
locations. What makes these atomic events different
is the exact names of the explorers and the locations
a particular explorer explored. We can unify these
atomic events by omitting the exact named entities
and leaving only their types. The resulting atomic
events we call generalized atomic events. The atomic
events presented in Table 2 can be converged to the
following generalized atomic event:

NAME/PERSON - explored/VBD - PLACE
In the generalized atomic events we distinguish two

types of named entities with the tag PERSON: those
which refer to the person under analysis (from now



on they are marked as NAME/PERSON) and all the
rest (marked as PERSON). Thus, we separate the per-
son whose occupation we want to identify from the
people who are linked to this person through some
activities. This generalization technique is similar to
the one used by Yangarber(2003) for semantic pat-
terns discovery for information extraction.

Filatova and Hatzivassiloglou (2003) showed that
atomic events capture the most important relations
described in the input and assign to them good-
quality labels. In this work we show that generalized
atomic events can be used for capturing the activities
performed by people of different occupations.

To select occupation-related activities we merge
lists of atomic events corresponding to the people of
the same occupation. Hence, we get ten lists of gen-
eralized atomic events corresponding to the ten occu-
pations under analysis. The count of each generalized
atomic event is equal to the sum of the counts of all
the atomic events which are merged into this gener-
alized atomic event.

4 Getting occupation-related activities

We assume that the activities important for an oc-
cupation are linked to the named entities important
for this occupation and vice versa, the named enti-
ties important for this occupation are linked to the
representatives of this occupation through the impor-
tant activities. Formulated like this, the problem of
identifying the actions important for an occupation
can be solved using the methodology suggested (pre-
Google) by Kleinberg (1998) for ranking web-sites,
where a search engine counts “inbound and outbound
links to identify central sites in a community.” The
major idea of this technique is based on the assump-
tion that good hubs contain links to good authorities
and that links to good authorities are listed within
good hubs. Treating activity verbs as hubs and named
entity tags as authorities we map the problem of dis-
covering activities closely related to a specific oc-
cupation to the problem of ranking the reliability of
web-pages for the submitted query.

To rank the importance of activities for a partic-
ular occupation we define a bipartite graph G =
{N,V, E}, where V are the verb nodes (activities),
N are the nodes corresponding to the named entity
types linked to V' verbs, and E are the arcs connect-
ing the named entity types and the activities. A part
of such a bipartite graph created for the explorers oc-
cupation is presented in Figure 1.

Following this procedure we create bipartite
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Figure 1: Bipartite graph for a set of generalized
atomic events corresponding to explorers occupation

Dancer Physicist Singer
made/VBD born/VBN said/VBD
died/VBD died/VBD born/VBN
appeared/VBD | announced/VBD died/VBD
been/VBN discovered/VBD join/VB
founded/VBD be/VB singing/ VBG
became/VBD including/VBG sang/VBD
born/VBN became/VBD has/VBZ
danced/VBD wrote/VBD conducting/VBG
blessed/ VBN helped/VBD made/VBD
perform/VB named/VBN became/VBD

Table 3: Top ten activities for four occupations:
dancers, physicists and singers

graphs for every occupation. Each of the created ten
bipartite graphs contains m named entity types on
one side and k verbs (activities) on the other side.>
We define Py_, as a m X k stochastic transition
matrix from named entities to verbs, with elements?

f(ni — v;)

Sy fl o) €

ey
where f is equal to the sum of the counts of all the
generalized atomic events containing this link for the
occupation under analysis. In the same way we define
Py_.n k X m row-stochastic transition matrix from
verbs to named entities. Using Py _, v and Py_,y, we
can define the transition matrix:

PNHV[iaj] = Pr;v; = (1 *C)

Py_yv =Py n-Pnoy 2)
that can be used for scoring the verbs according to
how important they are for the current occupation.
Due to the construction rules, this matrix is stochas-
tic.According to Markov Chain Theory (Kemeny and
Snell, 1960) for a square stochastic matrix it is pos-
sible to find a steady state which corresponds to
the eigenvector for the eigenvalue equal to 1. Any
square stochastic matrix has 1 among its eigenval-
ues. The same way the eigenvector corresponding
to the steady state for web-pages ranks these pages,
the eigenvector corresponding to the steady state of
transition matrix (2) ranks how tightly the activities

3 - . .
Variables m and k are unique for every occupation

*To avoid data sparseness we use a smoothing factor ¢ = 0.01.



Biography-related verbs
said/VBD
born/VBN
died/VBD
wrote/VBD
became/VBD
had/VBD
known/VBN
be/VB
included/VBD
including/VBG

Table 4: Top ten activities common for all the eleven
occupations.

are linked to the occupation under consideration. The
size of this matrix depends on the variety of the verbs
in all forms used in the generalized atomic events for
the representatives of this occupation and varies from
800 for physicists up to 2100 for politicians in our
data.

Table 3 contains top ten activities for three occu-
pations: dancers, physicists and singers. These activ-
ities are listed in the sorted order, the ones on top
of the table have the highest scores in the respective
eigenvectors corresponding to the eigenvalues of 1.

The activities presented in Table 3 can be divided
into three types:

1. those which are occupation-specific, such as
danced and perform for dancers, discovered for
physicists, singing and sang for singers;

2. those which are likely to be used in any biogra-
phy, such as born, died, became;

3. other, which are mostly general purpose verbs,

such as been, made.
For our classification we rely mainly on the first

type of the activities. To extract the activities of the
second type we create Py, a transition matrix for
the combined set for all the generalized atomic events
created for all the ten occupations. This matrix is also
stochastic and by calculating the eigenvector corre-
sponding to its steady state we can identify those ac-
tivities which are tightly linked to any person irre-
spectively of his/her occupation and thus reflect gen-
eral biographical information. Table 4 contains top
ten activities for this matrix.

In Section 5 we show that the lists of occupation-
related and general activities are reliable features for
classifying people according to their occupations.

5 Classification

In this section we describe people classification ac-
cording to their occupations. For our classification
experiments we use a multi-class SVM classifier.? As

5http: //www.cs.cornell.edu/People/tj/svm_light/
svmmulticlass.html
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we have 189 data-points corresponding to ten classes
we use leave-one-out cross validation which allows
us to use the maximal possible amount of data for
training. We experiment with two sets of features:
one set consists only of the verbs corresponding to
the occupation-specific activities (Section 5.1); the
other set consists of the complete triplets for the gen-
eralized atomic events (Section 5.2).

5.1 SVM classification using only verbs

To get verb features for multi-class SVM classifica-
tion we use ten occupation-related lists of activities
with activities sorted according to the eigenvector
corresponding to the steady state.

The verb-only algorithm is as follows:

V1 Get the sorted list of activities (verbs) for every
occupation (ten lists). These activities are the
major features on which SVM relies to assign
an occupation to a person.

Get the sorted list of activities for all occupa-
tions merged together. These activities are used
in Step V4 to remove from the list of classifica-
tion features those activities which are general
and not helpful for identifying the occupation of
a person.

Get top 15% of the activities from each of the
ten lists.

From the ten occupation-specific lists remove
those activities which are also present in the list
of general activities.

Merge ten occupation-related lists into one list
and remove from this list all the activities that
appear in more than 2 occupations.

By leaving at Step 3 some percentage of the activi-
ties (verbs) instead of an absolute amount, we take
into account the fact that the number of activities used
to describe different occupations varies from occupa-
tion to occupation (for example, 1794 activities are
used in the atomic events for composers, and 800 -
for physicists). As the activities get scores accord-
ing to the steady state vectors, the activities with high
scores are the ones which are most likely to be used
for the description of a person of the current occupa-
tion. The activities with low values are too specific
and are likely to be used in only a few descriptions
of people of this occupation. For example, we know
that Alexander Borodin was both a composer and a
chemist: we do not want to keep those specific verbs
which describe his activities as a chemist in the list
of the activities describing composers.

In Step 4 we remove from our final list those activ-
ities that are typical for all humans and thus cannot

V2

V3

V4

V5



SVM classification Probing Random
Verbs Atomic Events
Occupation Amount of Average Amount of | Amount Ratio Amount Ratio Amount | Ratio
Representatives Documents

Artists 20 10.0 9 0.450 15 0.750 14 0.700 0.106
Athletes 18 10.0 12 0.667 16 0.889 14 0.778 0.095
Composers 20 9.65 10 0.500 15 0.750 19 0.950 0.106
Dancers 15 9.07 7 0.467 13 0.867 11 0.733 0.079
Explorers 17 9.0 12 0.706 15 0.882 15 0.882 0.090
Mathematicians 20 72 10 0.500 8 0.381 20 1.000 0.106
Physicists 19 7.05 5 0.263 6 0.316 13 0.684 0.101
Politicians 20 10.0 9 0.450 12 0.600 1 0.050 0.106
Singers 20 9.05 9 0.450 12 0.600 10 0.500 0.106
Writers 20 10.0 7 0.350 12 0.600 10 0.500 0.106
Average 0.480 0.663 0.677

Table 5: Performance of different classification methods.

be used to distinguish among different occupations.
In Step 5 we make our activities as specific as possi-
ble: For example, there will be some intersection in
activities among mathematicians and physicists, and
such activities cannot be helpful for differentiation
between these occupations.

The final activities list is used as the list of fea-
tures for SVM classification. Then we assign val-
ues to these features for every person: if the activ-
ity from the features list is used as a connector for
the extracted atomic events, then this feature receives
the value of 1, if there is no atomic event using this
activity as a connector then this feature is assigned
0. We use binary values for our features instead of
the atomic event counts because the reliability of the
scores for the atomic events extracted for different
people varies greatly. For some people we retrieve 10
documents with many biographical facts about those
people, for other people we retrieve 2 or 3documents
which only mentione the people queried.

Removal of some of the features is reinforced by
the (Koller and Sahami, 1997) work on feature se-
lection for document classification. It indicates that
keeping only a small fraction of the available features
improves the classification performance. The optimal
number of features is still to be determined.

We train our classifier and evaluate its performance
using leave-one-out cross validation. Out of 189 peo-
ple, eight are not assigned any features. This is be-
cause all the atomic events extracted for these 8 peo-
ple are either too general or too specific. As these
8 people do not have any features to assign them
to the most likely occupation, they are misclassified
to the default occupation (artists). Six of these eight
are mathematicians, one is a dancer, one is a physi-
cist. Absence of verbal features can be explained by
a small number of the documents retrieved for these
people. Table 5 shows how many documents are ana-
lyzed per person on average for each occupation. Due
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to the nature of our document collections, the small-
est number of documents analyzed was for mathe-
maticians and physicists: current newswire texts do
not contain much information about scientists, and
those parts of encyclopedias which we had at our
disposal only contained information for some of the
scientists. Out of the remaining 181 people, only 90
are classified correctly. As the distribution of people
across occupations is not even, Table 5 contains two
numbers for each occupation: the absolute number
and the ratio of people classified correctly for this oc-
cupation.

We believe that the performance of SVM classi-
fication based solely on the activities is so poor be-
cause it does not take into account the information
that many activities which are expressed with the
help of the same verb are surrounded by different
types of arguments for different occupations. For ex-
ample, Henri Matisse is classified as a dancer based
on the frequent co-occurrence with the dance activ-
ity, which is understandable as one of his most fa-
mous paintings is “Dance”. Or, the explored activity
is among the top activities for several occupations:
writers, composers, explorers; but only for the ex-
plorers this activity is linked to the PLACE named
entity tag. Though the classification based solely on
verbs gives quite poor results we consider it to be a
valid starting classification as usually activities are
associated with the verbs corresponding to these ac-
tivities.

5.2 SVM classification using atomic events

To create generalized atomic event features for multi-
class SVM classification we use the sorted lists of
activities for the ten occupations and the general list
of activities. The activities are sorted according to the

values they get from the eigenvector corresponding to

the steady state.
AE1 Same as step V1 above.

AE2 Same as step V2 above.



AE3 For the top 15% of the activities from the ten
occupation-specific lists get all the generalized
atomic events containing those activities.

AE4 For the top 15% of the activities typical for all
the occupation (Step AE2) get all the general-
ized atomic events containing those activities.

AES From the ten occupation-related lists (Step AE3)
remove those generalized atomic events which
are also present in the list of general generalized
atomic events (Step AE4).

AEG6 Merge the ten occupation-related lists into one
and remove from it all the generalized atomic
events that appear in more than 2 occupations.

Out of 189 people, nine are not assigned any fea-
tures. This again is because all the atomic events ex-
tracted for these 9 people were either too general or
too specific. The people who do not get any event
features are the same as those who do not get any
verb features plus one physicist. Out of the remain-
ing 180 people, 124 people are classified into the ap-
propriate occupations. Table 5 shows that generalized
atomic events are more reliable for occupation clas-
sification than plain activities extracted from these
generalized atomic events. Thus, it can be concluded
that structured information captured by atomic events
is valuable and reliable. For example, using atomic
events Matisse was correctly classified as an artist.
According to the t-test the performance of the classi-
fication based on atomic events is significantly better
(p < 0.05) than the performance of the classification
based solely on activities.

We would like to note, that after closer analysis
some of the cases of misclassification can be consid-
ered as correct assignments as a person could excel
in different occupations. For example, in our corpus
Paul McCartney is defined as a singer while classify-
ing him as a composer is a valid results as well.

5.3 Other types of classification

The task of classifying people according to their oc-
cupations is new and to our knowledge there is no
existing baseline we could compare our results with.
Nevertheless, we decided to adapt for comparison
two classification techniques used for other tasks:
random assignment of an occupation and probing.
Random occupation assignment. As the distribu-
tion of people among the occupations is not even
we cannot give one exact probability of assigning a
correct occupation to a particular person. Instead, we
calculate such random probabilities for each occupa-
tion. The results are presented in Table 5.
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Random assignment gives a very low baseline

which we easily outperform, which is why we use an-
other classification based on probing to estimate how
good our results are. Classification based on prob-
ing is considered to be the state-of-the-art classifi-
cation method for such tasks as hidden web classi-
fication (Ipeirotis et al., 2003) and answer verifica-
tion (Magnini et al., 2002).
Probing. First, we get the counts of how many docu-
ments are retrieved for the queries containing only
the titles of the occupations (e.g., “(role) mathe-
matician (/role)”, “(role) artist (/role)”, etc.). Then,
we get the counts for the queries containing all
possible combinations of people’s names and oc-
cupations’ titles. (for example, “(role) mathemati-
cian (/role) (person) Picasso(/person)”, “(role) artist
(/role) (person) Picasso (/person)”, etc.). Finally, we
divide the counts for the queries submitted for the oc-
cupation plus person by the count for the correspond-
ing occupation query. The maximum of all the ratios
for the person gives the occupation for this person.

. countoccupation;, person;
Occupation; = maz for ail i,j

countoccupation;
3

According to Table 5 SVM, classification based on
atomic events outperforms probing classification for
six occupations out of ten, for one occupation (ex-
plorers) the results for SVM classification and prob-
ing are the same and for three occupations probing
classification outperforms SVM classification. One
of the cases where probing classification outperforms
SVM classification is mathematicians, where nine
mathematicians have no features in SVM classifica-
tion and thus, do not have any better than random
chance to be classified correctly.

Thus, our SVM classification of people accord-
ing to their occupations based on atomic events has
performance comparable to probing-based classifica-
tion. This is significant since in those tasks for which
it has been used so far, probing classification outper-
forms other methods and is considered to be the state-
of-the-art (Ipeirotis et al., 2003; Magnini et al., 2002).

5.4 Using classification extracted features

Though we do not dramatically outperform probing,
our methodology has one crucial advantage. We use
classification not as a primary task but as an eval-
uation testbed to show that the lists of generalized
atomic events created for every occupation and for
general biographies indeed capture the major activ-
ities performed by people of the respective occupa-



Artists

Athletes

NAME - painted/VBN - DATE
NAME - resemble/VB - PERSON
PERSON - designed/VBN - NAME

NAME - win/VB - WHOLENO
NAME - scored/VBD - WHOLENO
NAME - winning/VBG - DATE

Composers

Dancers

NAME - composed/VBN - PERSON
NAME - include/VBP - WHOLENO

NAME - danced/VBN - ORG
PLACE - presented/VBD - NAME

ROLE - hearing/VBG - NAME
Explorers

NAME - annexes/VBZ - PLACE

NAME - reach/VB - PLACE

NAME - declares/VBZ - DATE
Physicists

DATE - described/VBD - NAME

ROLE - predicted/VBD - NAME

NAME - continued/VBD - ORG

Singers
NAME - conducting/VBG - PLACE
NAME - sing/VB - ROLE
NAME - sang/VBD - PERSON

NAME - appeared/VBD - WHOLENO
Mathematicians
PERSON - developed/VBD - NAME
ROLE - prove/VB - NAME
NAME - studied/VBD - WHOLENO
Politicians
NAME assassinated/VBN - PLACE
NAME - postponed/VBN - PLACE
NAME - flown/VBN - ORG
Writers
PLACE - leaving/VBG - NAME
NAME - translated/VBN - PERSON
WHOLENO - written/VBN - NAME

Table 6: Occupation-specific generalized atomic
events (NAME stands for NAME/PERSON).

tions and can be used for biography generation. For
example, the generalized atomic events which are
used for the description of representatives within all
the ten occupations and are excluded from the list of
features for SVM classification as too general, con-
tain verbs such as born/VBN, died/VBD linked to the
DATE and PLACE named entity tags or became/VBD
linked to the ROLE named entity tag. Table 6, on
the other hand, contains occupation-specific general-
ized atomic events. These generalized atomic events
have high scores within the respective occupations,
are used as features for SVM classification and have
non-zero values in the feature sets which correctly
classified people into the appropriate occupations.

6 Conclusions and future work

We reported results on extracting human activities
which can be used for classifying people according
to their occupations. We introduced a novel repre-
sentation for describing human activities (general-
ized atomic events). SVM classification using gen-
eralized atomic events as features gives results com-
parable to other state-of-the-art classification tech-
niques. We are currently looking at ways of identi-
fying other types of activities which are neither gen-
eral no occupation-specific but rather person-specific.
We observed that those generalized atomic events
which have high scores for a particular person but
are not used in the description of any other person
are good candidates to point out person-specific in-
formation. We believe that the usage of generalized
atomic events can enable significant new techniques
for a number of natural language processing tasks.
One direction is to use the generalized atomic events
typical for all the occupations as an initial represen-
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tation for the auxiliary biography-related questions.
Another direction is to use generalized atomic events
for biography generation.
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Abstract

New Event Detection (NED) involves
monitoring chronologically-ordered news
streams to automatically detect the stories
that report on new events. We compare
two stories by finding three cosine simi-
larities based on names, topics and the full
text. These additional comparisons sug-
gest treating the NED problem as a bi-
nary classification problem with the com-
parison scores serving as features. The
classifier models we learned show statis-
tically significant improvement over the
baseline vector space model system on all
the collections we tested, including the lat-
est TDTS5 collection.

The presence of automatic speech recog-
nizer (ASR) output of broadcast news in
news streams can reduce performance and
render our named entity recognition based
approaches ineffective. We provide a so-
lution to this problem achieving statisti-
cally significant improvements.

1 Introduction

The instant and automatic detection of new events
is very useful in situations where novel informa-
tion needs to be detected from a real-time stream
of rapidly growing data. These real-life situations
occur in scenarios like financial markets, news anal-
yses, and intelligence gathering. In this paper we
focus on creating a system to immediately identify
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stories reporting new events in a stream of news
- a daunting task for a human analyst given the
enormous volume of data coming in from various
sources.

The Topic Detection and Tracking (TDT) pro-
gram, a DARPA funded initiative, seeks to develop
technologies that search, organize and structure mul-
tilingual news-oriented textual materials from a va-
riety of broadcast news media. One of the tasks in
this program, New Event Detection (NED), involves
constant monitoring of streams of news stories to
identify the first story reporting topics of interest.
A topic is defined as “a seminal event or activity,
along with directly related events and activities” (Al-
lan, 2002). An earthquake at a particular place is
an example of a topic. The first story on this topic
is the story that first carries the report on the earth-
quake’s occurrence. The other stories that make up
the topic are those discussing the death toll, the res-
cue efforts, the reactions from different parts of the
world, scientific discussions, the commercial impact
and so on. A good NED system would be one that
correctly identifies the article that reports the earth-
quake’s occurrence as the first story.

NED is a hard problem. For example, to dis-
tinguish stories about earthquakes in two different
places, a vector space model system would rely on a
tf-idf weighting scheme that will bring out the dif-
ference by weighting the locations higher. More
often then not, this doesn’t happen as the differ-
ences are buried in the mass of terms in common
between stories describing earthquakes and their af-
termath. In this paper we reduce the dependence on
tf-idf weighting by showing the utility of creating

Proceedings of Human Language Technology Conference and Conference on Empirical Methods in Natural Language
Processing (HLT/EMNLP), pages 121-128, Vancouver, October 2005. (©)2005 Association for Computational Linguistics



three distinct representations of each story based on
named entities. This allows us to view NED as a bi-
nary classification problem - i.e., each story has to
be classified into one of two categories - old or new,
based on features extracted using the three different
representations.

The paper starts by summarizing the previous
work on NED in Section 2. In Section 3, we explain
the rationale behind our intuition. Section 4 de-
scribes the experimental setup, data pre-processing,
and our baseline NED system. We then briefly de-
scribe the evaluation methodology for NED in Sec-
tion 5. Model creation and the results of applying
these models to test data are detailed in Section 6.
In the same section, we describe the effect on perfor-
mance if the manually transcribed version of broad-
cast news is replaced with ASR output. Since its
hard to recognize named entities from ASR data,
performance expectedly deteriorates. We follow a
novel approach to work around the problem result-
ing in statistically significant improvement in per-
formance. The results are analyzed in Section 7. We
wrap up with conclusions and future work in Sec-
tion 8.

2 PreviousResearch

Previous approaches to NED have concentrated on
developing similarity metrics or better document
representations or both. A summer workshop on
topic-based novelty detection held at Johns Hop-
kins University extensively studied the NED prob-
lem. Similarity metrics, effect of named entities,
pre-processing of data, and language and Hidden
Markov Models were explored (Allan et al., 1999).
Combinations of NED systems were also discussed.
In the context of this paper, selective re-weighting of
named entities didn’t bring about expected improve-
ment.

Improving NED by better comparison of stories
was the focus of following papers. In an approach
to solve on-line NED, when a new document was
encountered it was processed immediately to ex-
tract features and build up a query representation
of the document’s content (Papka and Allan, 1998).
The document’s initial threshold was determined by
evaluating it with the query. If the document did not
trigger any previous query by exceeding this partic-
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ular threshold, it was marked as a new event. Un-
like the previous paper, good improvements on TDT
benchmarks were shown by extending a basic in-
cremental TF-IDF model to include source-specific
models, similarity score normalization techniques,
and segmentation of documents (Brants et al., 2003).

Other researchers have attempted to build better
document models. A combination of evidence de-
rived from two distinct representations of a docu-
ment’s content was used to create a new representa-
tion for each story (Stokes and Carthy, 2001). While
one of the representations was the usual free text
vector, the other made use of lexical chains (created
using WordNet) to obtain the most prevalent topics
discussed in the document. The two vectors were
combined in a linear fashion and a marginal increase
in effectiveness was observed.

NED approaches that rely on exploiting existing
news tracking technology were proved to inevitably
exhibit poor performance (Allan et al., 2000). Given
tracking error rates, the lower and upper bounds
on NED error rates were derived mathematically.
These values were found to be good approximations
of the true NED system error rates. Since track-
ing and filtering using full-text similarity compar-
ison approaches were not likely to make the sort
of improvements that are necessary for high-quality
NED results, the paper concluded that an alternate
approach to NED was required. This led to a se-
ries of research efforts that concentrated on building
multi-stage NED algorithms and new ways to com-
bine evidence from different sources.

In the topic-conditioned novelty detection ap-
proach, documents were classified into broad top-
ics and NED was performed within these categories
(Yang et al., 2002). Additionally, named entities
were re-weighted relative to the normal words for
each topic, and a stop list was created for each topic.
The experiments were done on a corpus different
from the TDT corpus and, apparently didn’t scale
well to the TDT setting.

The DOREMI research group treated named enti-
ties like people and locations preferentially and de-
veloped a new similarity measure that utilized the
semantics classes they came up with (Makkonen et
al., 2002). They explored various definitions of the
NED task and tested their system accordingly. More
recently, they utilized a perceptron to learn a weight



function on the similarities between different seman-
tic classes to obtain a final confidence score for each
story (Makkonen et al., 2004).

The TDT group at UMass introduced multiple
document models for each news story and modified
similarity metrics by splitting up stories into only
named entities and only terms other than named en-
tities (Kumaran and Allan, 2004). They observed
that certain categories of news were better tackled
using only named entities, while using only topic
terms for the others helped.

In approaches similar to named entity tagging,
part-of-speech tagging (Farahat et al., 2003) has also
been successfully used to improve NED.

Papers in the TDT2003 and TDT2004 work-
shops validated the hypothesis that ensemble single-
feature classifiers based on majority voting exhibited
better performance than single classifiers working
with a number of features on the NED task (Braun
and Kaneshiro, 2003; Braun and Kaneshiro, 2004).
Examples of features they used are cosine similarity,
text tiling output and temporally-weighted tf-idf.

Probabilistic models for online clustering of doc-
uments, with a mechanism for handling creation of
new clusters have been developed. Each cluster was
assumed to correspond to a topic. Experimental re-
sults did not show any improvement over baseline
systems (Zhang et al., 2005).

3 Featuresfor NED

Pinning down the character of new stories is a tough
process. New events don’t follow any periodic cy-
cle, can occur at any instant, can involve only one
particular type of named entity (people, places, or-
ganizations etc.) or a combination, can be reported
in any language, and can be reported as a story of
any length by any source. Apart from the source,
date, and time of publication or broadcast of each
news story, the TDT corpora do not contain any
other clues like placement in the webpage, the num-
ber of sources reporting the same news and so on.
Given all these factors, we decided that the best fea-

1t could be argued that articles from a source, say NYTimes,
are much longer than news stories from CNN, and hence the
length of stories is a good candidate for use as a feature. How-
ever, when there is no pattern that indicates that either of the
two sources reports new stories preferentially, the use of length
as a feature is moot.
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tures to use would be those that were not particular
to the story in question only, but those that measure
differences between the story and those it is com-
pared with.

Category-specific rules that modified the baseline
confidence score assigned to each story have been
developed (Kumaran and Allan, 2004). The mod-
ification was based on additional evidence in the
form of overlap of named entities and topic terms
(terms in the document not identified as named en-
tities) with the closest story reported by a base-
line system. We decided to use these three scores:
namely the baseline confidence score, named en-
tity overlap, and topic-term overlap as features. The
named entities considered were Event, Geopolitical
Entity, Language, Location, Nationality, Organiza-
tion, Person, Cardinal, Ordinal, Date, and Time.
These named entities were detected in stories using
BBN IdentiFinder™ (Bikel et al., 1999). Irrespec-
tive of their type, all named entities were pooled to-
gether to form a single named entity vector.

The intuition behind using these features is that
we believe every event is characterized by a set of
people, places, organizations, etc. (named entities),
and a set of terms that describe the event. While
the former can be described as the who, where, and
when aspects of an event, the latter relates to the
what aspect. If two stories were on the same topic,
they would share both named entities as well as topic
terms. If they were on different, but similar, topics,
then either named entities or topic terms will match
but not both.

We illustrate the above intuition with examples.
Terms in bold face are named entities common to
both stories, while those in italics are topic terms
in common. We start with an example showing
that for old stories both the named entities as well
as topic terms overlap with a story on the same topic.

Story 1. : Story on a topic already reported

While in Croatia today, Pope John Paul Il called
on the international community to help end the
fighting in the Yugoslavia’s Kosovo province.

Story 2. : Story on the same topic

Pope John Paul Il is urging the international
community to quickly help the ethnic Albanians in
Kosovo. He spoke in the coastal city of Split, where
he ended a three-day visit to Croatia.




Story 1 is an old story about Pope John Paul II’s
visit to Yugoslavia. Story 2 was the first story on the
topic and it shares both named entities likes Pope
John Paul Il and Croatia and also topic terms like
international community and help.

Our next example shows that for new stories,
either the named entities or topic terms match with
an earlier story.

Story 3. : Topic not seen before

Turkey has sent 10,000 troops to its southern border
with Syria amid growing tensions between the two
neighbors, newspapers reported Thursday. Defense
Minister Ismet Sezgin denied any troop movement
along the border, but said Turkey’'s patience was
running out. Turkey accuses Syria of harboring
Turkish Kurdish rebels fighting for autonomy in
Turkey’s southeast; it says rebel leader Abdullah
Ocalan lives in Damascus.

Story 4. : Closest Story due to Named Entities

A senior Turkish government official called Mon-
day for closer military cooperation with neighboring
Bulgaria. After talks with President Petar Stoyanov
at the end of his four-day visit, Turkish Deputy Pre-
mier and National Defense Minister 1smet Sezgin
expressed satisfaction with the progress of bilateral
relations and the hope that Bulgarian-Turkish
military cooperation will be promoted.

Story 3 is a new story about the rising ten-
sions between Turkey and Syria. The closest story
as reported by a (baseline) basic vector space model
NED system using cosine similarity is Story 4,
a story about Turkish-Bulgarian relations. The
named entities Turkey and Ismet Sezgin caused
this match. We see that none of the topic terms
match. However, the system reported with a high
confidence score that Story 3 is old. This is because
of the matching of high IDF-valued named entities.
Determining that the topic terms didn’t match would
have helped the system avoid this mistake.

4 Experimental Setup and Baseline

We used the TDT2, TDT3, TDT4, and TDT5 cor-
pora for our experiments. They contain a mix of
broadcast news (bn) and newswire (nwt) stories.
Only the English stories in the multi-lingual collec-
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tions were considered for the NED task. The broad-
cast news material is provided in the form of an au-
dio sampled data signal, a manual transcription of
the audio signal (bn-man), and a transcription cre-
ated using an automatic speech recognizer (bn-asr).
We used version 3.0 of the open source Lemur
system2 to tokenize the data, remove stop words,
stem and create document vectors. We used the 418
stopwords included in the stop list used by InQuery
(Callan et al., 1992), and the Krovetz-stemmer algo-
rithm implementation provided as part of Lemur.
Documents were represented as term vectors with
incremental TF-IDF weighting (Brants et al., 2003;
Yang et al., 1998). We used the cosine similarity
metric to judge the similarity of a story Swith those
seen in the past.
> weight(w, S) * weight(w, X)

Sim(S, X)
\/E weight(w, S) \/E weight(w, X)*
@)
where
weight(w,d) =tf % idf
tf =log(termfrequency + 1.0)
idf = log((docCount+1)

(document freq+0.5)
The maximum similarity of the story Swith stories

seen in the past was taken as the confidence score
that Swas old. This constituted our baseline system.

We extracted three features for each incoming
story S The first was the confidence score reported
by the baseline system. The second and third fea-
tures were the cosine similarity between only the
named entities in Sand X and the cosine similarity
between only the topic terms in Sand X. We trained
a Support Vector Machine (SVM) (Burges, 1998)
classifier on these features. We chose to use SVMs
as they are considered state-of-the-art for text clas-
sification purposes (Mladeni et al., 2004), and pro-
vide us with options to consider both linear and non-
linear decision boundaries. To develop SVM models
we used SV M9 (g0achims, 1999{ which is an
implementation of SVMs in C. SV M9 Uis an im-
plementation of Vapnik’s Support Vector Machine
(Vapnik, 1995).

For training, we used the TDT3 and TDT4 cor-
pora. There were 115 and 70 topics respectively giv-
ing us a total of 185 positive examples (new stories)

2htt p: // www. | enur proj ect. org



and 7800 negative examples (old stories). We bal-
anced the number of positive and negative examples
by oversampling the minority class until there were
equal number of positive and negative training in-
stances. Testing was done on the TDT2 and TDT5
corpora (96 and 126 topics resp.).

5 NED Evaluation

The official TDT evaluation requires a NED system
to assign a confidence score between 0 (new) and
1 (old) to every story upon its arrival in the time-
ordered news stream. This assignment of scores
is done either immediately upon arrival or after a
fixed look-ahead window of stories. To evaluate per-
formance, the stories are sorted according to their
scores, and a threshold sweep is performed. All
stories with scores above the threshold are declared
old, while those below it are considered new. At
each threshold value, the misses and false alarms are
identified, and a cost Cy,; is calculated as follows.

Cdet = Chniss * Priss * Pta'rget +CraxPrax Pnon—target

where Cuiss @nd Cra are the costs of a Miss
and a False Alarm, respectively, Pusiss and Pra
are the conditional probabilities of a Miss and a
False Alarm, respectively, and Piorget aNd Pron—target
are the a priori target probabilities (Pron—targe: = 1 -
Pta,'rget)-

The threshold that results in the least cost is se-
lected as the optimum one. Different NED systems
are compared based on their minimum cost. In other
words, the lower the Cl.; score reported by a system
on test data, the better the system.

6 Results

Our first set of experiments were performed on data
consisting of newswire text and manual transcrip-
tion of broadcast news (nwt+bn-man). We used
the features mentioned in Section 3 to build SVM
models in the classification mode. We experimented
with linear, polynomial, and RBF kernels. The out-
put from the SVM classifiers was normalized to fall
within the range zero and one.

We found that using certain kernels improved per-
formance over the baseline system significantly. The
results for both corpora, TDT2 and TDT5, were
consistently and significantly improved by using the
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TDT2 TDT5
Kernel Type (nwt+bn-man)  (nwt)
Baseline System 0.585 0.701
Linear Kernel 0.548 0.696
Poly. of deg. 1 0.548 0.696
Poly. of deg. 2 0.543 0.688
Poly. of deg. 3 0.545 0.684
Poly. of deg. 4 0.535 0.694
Poly. of deg. 5 0.533 0.688
Poly. of deg. 6 0.534 0.693
RBF with v =1 0.540 0.661
RBF with v =5 0.530 0.699

Table 1: Summary of the results of using SVM classifier mod-
els for NED on the TDT2 and TDT5 collections. The numbers
are the minimum cost (C.¢) values (lower is better). The sign
test, with o = 0.05, was performed to compare the baseline sys-
tem with only a classifier using RBF kernels with v = 1. For
both collections, the improvements were found to be statisti-
cally significant (shown in bold). While there are better per-
forming kernels for TDT2, we chose to perform significance
tests for only one kernel to show that significant improvement
over the baseline can be obtained using a single kernel across
different test collections.

classification models. The 2004 NED evaluations
conducted by the National Institute of Standards and
Technology was on the TDT5 collection. The large
size of the collection and existence of a large num-
ber of topics with a single story made the task very
challenging. The best system fielded by the partici-
pating sites was the baseline system used here. Ta-
ble 1 summarizes the results we obtained.

All statistical significance testing was done using
the sign test. We counted the number of topics for
which using the SVM classifier improved over the
baseline (in terms of detecting more previously un-
detected new and old stories), and also the num-
ber of topics for which using the SVM classifier
actually converted originally correct decisions into
wrong ones. These were used as input for the sign
test. The test were used to check whether improve-
ment in performance using the classifier-based sys-
tem was spread across a significant number of top-
ics, and not confined to a few. Table 2 gives some
examples of topics and the associated improvements
in detecting them.



Topic ID | Number of Num. detected Num. detected Improvement
old stories | by baseline system | by SVM classifier | (Higher the better)
55105 420 407 403 -4
55010 21 21 20 -1
55023 5 5 4 -1
55089 226 226 225 -1
55125 120 114 120 6
55107 331 327 331 7
55106 808 787 795 8
55200 196 185 193 8

Table 2: Examples of improvements due to using the SVM classifier on a per-topic basis. Shown here are the
four topics each in which the greatest degradation and improvements in performance were seen. The topics
vary in size. The SVM classifier resulted in overall (statistically significant, refer Table 1) improvement as

it corrected more errors than introduced them.
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Figure 1: Distribution of new story scores for the
baseline and SVM model systems.

7 Analysis

The main goal of our effort was to come up with a
way to correctly identify new stories based on fea-
tures we thought characterized them. To understand
what we had actually achieved by using these mod-
els, we studied the distribution of the confidence
scores assigned to new and old stories for the base-
line and a classifier-based NED system for the TDT5
collection (Figures 1 and 2 respectively).

We observe that the scores for a small fraction
of new stories that were initially missed (between
scores 0.8 and 1) are decreased by the model-based
NED system while a larger fraction (between scores
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Figure 2: Distribution of old story scores for the
baseline and SVM model systems.

0.1 and 0.4) is also decreased by a small amount.
However, the major impact of using SVM model-
based NED systems appears to be in detecting old
stories. We observe that the scores of a significant
number of old stories (between scores 0.2 and 0.55)
have been increased to be closer to one. This had the
effect of increasing the score difference between old
and new stories, and hence improved classification
accuracy as measured by the minimum cost.

We investigated the relative importance of the
three features by looking that the linear kernel SVM
model. While the original cosine similarity metric
CSremained the prominent feature, the contribution



of the third feature non-NE-CS was slightly more
than if not equal to the contribution of named en-
tities NE-CS (Table 3). This explains why simple
re-weighting of named entities alone (Allan et al.,
1999) doesn’t suffice to improved performance.

(O
5.4

NE-CS
1.58

non-NE-CS
1.83

Feature
Weight

Table 3: Weights assigned to features by the linear
kernel SVM.

If this method of harnessing named entities and
topic terms were indeed so effective, then we should
have been able to detect every old story in every
topic. However, analysis reveals that this approach
makes an assumption about the way stories in a
topic are related. Not all topics are dense, with both
named entities and topic terms threading the stories
together. Examples of such topics are natural dis-
aster topics. While the first story might report on
the actual calamity and the region it affected, suc-
cessive stories might report on individual survivor
tales. These stories might be connected to the orig-
inal story of the topic by as tenuous a link as only
the name of the calamity, or the place. Such topic
structures are very common in newswire. Hence our
approach will fail in such topics with loosely con-
nected stories. Much more advanced processing of
story content is required in such cases. Mistakes
made by the named entity recognizer also impede
performance.

Given that its impractical to expect manual tran-
scriptions of all broadcast news, we tested our base-
line and classifier systems on a version of TDT2
with newswire stories and ASR output of the broad-
cast news (nwt+bn-asr). TDT5 was left out as it
doesn’t have any broadcast news. As shown in Ta-
ble 4, the baseline system performed significantly
worse when manual transcription was replaced with
ASR output. The classifier systems did even worse
than the nwt +bn-asr baseline result. An analysis
of the named entities extracted revealed that the ac-
curacy was very poor - worse than extraction from
bn-man documents. This was primarily because the
version of IdentiFinder (IdentiFinder-man) we used
was by default trained on nwt.

To alleviate this problem we re-trained lIdenti-
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Kernel Type TDT2 (nwt+bn-asr)
Baseline System 0.640
IdentiFinder-man  IdentiFinder-asr

Linear Kernel 0.653 0.608
Poly. of deg. 1 0.654 0.608
Poly. of deg. 2 0.658 0.619
Poly. of deg. 3 0.659 0.616
Poly. of deg. 4 0.671 0.632
Poly. of deg. 5 0.676 0.640
Poly. of deg. 6 0.682 0.652
RBF with~v =1 0.649 0.636
RBF with v =5 0.668 0.679

Table 4: The baseline system was the same used for
the nwt+bn-man collection. We find that using a lin-
ear kernel for the procedure using ldentiFinder-asr
to tag named entities results in statistically signifi-
cant improvement.

Finder using a simulated ASR corpus with named
entities identified correctly. Since the amount of
training data required was huge, we obtained the
training data from the bn-man version of TDTS3.
We ran IdentiFinder-man on the bn-man version of
TDT3 and tagged the named entities. We then re-
moved punctuation and converted all the text to up-
percase to simulate ASR to a limited degree. We
re-trained ldentiFinder on this simulated ASR cor-
pus and used it to tag named entities in only the
bn-asr stories in TDT2. We retained the use of
IdentiFinder-man for the nwt stories. The same three
features were then extracted and we re-ran the classi-
fiers. The results are shown in Table 4 in the column
titled IdentiFinder-asr.

8 Conclusionsand Future Work

We have shown the applicability of machine learn-
ing classification techniques to solve the NED prob-
lem. Significant improvements were made over the
baseline systems on all the corpora tested on. The
features we engineered made extensive use of named
entities, and reinforced the importance and need to
effectively harness their utility to solve problems in
TDT. NED requires not only detection and report-
ing of new events, but also suppression of stories
that report old events. From the study of the distri-
butions of scores assigned to stories by the baseline




and SVM model systems, we can see that we now do
a better job of detecting old stories (reducing false
alarms). Thus we believe that attacking the prob-
lem as “old story detection” might be a better and
more fruitful approach. We have shown the effects
of ASR output in the news stream, and demonstrated
a procedure to alleviate the problem.

A classifier with RBF kernel with ~ set to one ex-
hibited the best performance. The reason for this
superior performance over other kernels needs to be
investigated. Engineering of better features is also
a definite priority. In the future NED can also be
extended to other interesting domains like scientific
literature to detect the emerge of new topics and in-
terests.
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Abstract

We propose a generalized bootstrapping
algorithm in which categories are de-
scribed by relevant seed features. Our
method introduces two unsupervised steps
that improve the initial categorization step
of the bootstrapping scheme: (i) using La-
tent Semantic space to obtain a general-
ized similarity measure between instances
and features, and (ii) the Gaussian Mixture
algorithm, to obtain uniform classification
probabilities for unlabeled examples. The
algorithm was evaluated on two Text Cate-
gorization tasks and obtained state-of-the-
art performance using only the category
names as initial seeds.
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from computability theory, we refer to the stan-
dard example-based supervision mode Eagen-
sional Learning(EL), as classes are being specified
by means of examples of their elements (thesir
tensior). Feature-based supervision is referred to as
Intensional LearnindIL), as features may often be
perceived as describing tlitensionof a category,
such as providing the name or prominent key terms
for a category in text categorization.

The IL approach reflects on classical rule-based
classification methods, where the user is expected
to specify exact classification rules that operate in
the feature space. Within the machine learning
paradigm, IL has been incorporated as a technique
for bootstrapping an extensional learning algorithm,
as in (Yarowsky, 1995; Collins and Singer, 1999;

Liu et al., 2004). This way the user does not
need to specify exact classification rules (and fea-
ture weights), but rather perform a somewhat sim-
Supervised classification is the task of assigning cagpler task of specifying few typical seed features for
egory labels, taken from a predefined set of catéhe category. Given the list of seed features, the
gories (classes), to instances in a data set. Within th@otstrapping scheme consists of (i) preliminary un-
classical supervised learning paradigm, the task sipervised categorization of the unlabeled data set
approached by providing a learning algorithm withbased on the seed features, and (i) training an (ex-
a training data set of manually labeled examples. Iltensional) supervised classifier using the automatic
practice it is not always easy to apply this schemelassification labels of step (i) as the training data
to NLP tasks. For example supervised systems fdthe second step is possibly reiterated, such as by
Text Categorization (TC) require a large amount odn Expectation-Maximization schema). The core
hand labeled texts, while in many applicative casegsart of IL bootstrapping is step (i), i.e. the initial
it is quite difficult to collect the required amounts ofunsupervised classification of the unlabeled dataset.
hand labeled data. Unlabeled text collections, on thEhis step was often approached by relatively sim-
other hand, are in general easily available. ple methods, which are doomed to obtain mediocre
An alternative approach is to provide the necegjuality. Even so, it is hoped that the second step of
sary supervision by means of sets of “seeds” of insupervised training would be robust enough to the
tuitively relevant features. Adopting terminologynoise in the initial training set.

1 Introduction
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The goal of this paper is to investigate additionafall (mostly) within the IL settings described hére
principled unsupervised mechanisms within the ini-

tial classification step, applied to the text categot—h Itis posilblito r(;cong(ta a_colm bmo? tstructurhe of
rization. In particular, (a) utilizing a Latent Se- ese works, based on a lypical bootstrap schema

mantic Space to obtain better similarity assessmen(t\éarOWSky’ 1995; Collins and Singer, 1999):

between seeds and examples, and (b) applyingStep 1: Initial unsupervised categorizationThis
Gaussian Mixture (GM) algorithm, which provides a step was approached by applying some similar-
principled unsupervised estimation of classification ity criterion between the initial category seed
probability. As shown in our experiments, incor-  and each unlabeled document. Similarity may
porating these steps consistently improved the ac- pe determined as a binary criterion, consider-
curacy of the initial categorization step, which in ing each seed keyword as a classification rule
turn yielded a better final classifier thanks to the  (McCallum and Nigam, 1999), or by applying
more accurate training set. Mostimportantly, we ob-  an IR style vector similarity measure. The re-
tained comparable or better performance than previ-  sult of this step is an initial categorization of (a
ous IL methods usingnlythe category names asthe  subset of) the unlabeled documents. In (Ko and
seed features; other IL methods required collecting  Seo, 2004) term similarity techniques were ex-
a larger number of seed terms, which turns outto be  pjoited to expand the set of seed keywords, in
a somewhat tricky task. order to improve the quality of the initial cate-
Interesting results were revealed when compar-  gorization.
ing our IL method to a state-of-the-art extensiona$tep 2: Train a supervised classifier on the ini-
classifier, trained on manually labeled documents. tially categorized set. The output of Step
The EL classifier required 70 (Reuters dataset) or 1 is exploited to train an (extensional) su-
160 (Newsgroup dataset) documents per category to pervised classifier. Different learning algo-
achieve the same performance that IL obtained using rithms have been tested, including SVM, Naive
only the category names. These results suggest that Bayes, Nearest Neighbors, and Rocchio. Some
IL may provide an appealing cost-effective alterna-  works (McCallum and Nigam, 1999; Liu et
tive when sub-optimal accuracy suffices, or when it al., 2004) performed an additional Expectation
is too costly or impractical to obtain sufficient la- Maximization algorithm over the training data,
beled training. Optimal combination of extensional  but reported rather small incremental improve-
and intensional supervision is raised as a challeng- ments that do not seem to justify the additional
ing topic for future research. effort.

(McCallum and Nigam, 1999) reported catego-
rization results close to human agreement on the

The TC task is to assign category labels to docf@Me task. (Liu et al., 2004) and (Ko and Seo,
ments. In the IL setting, a categofy; is described 2004) contrasted their word-based TC algorithm

by providing a set of relevant features, termed aWith the performance of an extensional supervised
intensional descriptio(ID), id,, C V, whereV algorithm, achieving comparable results, while in
is the vocabulary. In ad’ditioczn a tra{ining Corpus‘general somewhat lower. It should be noted that it

T = {t1,t2,...1,)} of unlabeledtexts is provided. has been more difficult to define a common evalua-

Evaluation is performed on a separate test corpdin framework for comparing IL algorithms for TC,

of labeled documents, to which standard evaluatiofil® t© the subjective selection of seed IDs and to the
metrics can be applied. lack of common IL test sets (see Section 4).

The approach of categorizing texts based on lists
of keywords has been attempted rather rarely in the

literature (McCallum and Nigam, 1999; Ko and Seo, The major exception is the work in (Ko and Seo, 2004),

2000; Liu et al., 2004; Ko and Seo, 2004). Severathich largely follows the IL scheme but then makes use of la-

names have been proposed for it — suchr@sby beled data to perform a chi-square based feature selection be-
fore starting the bootstrap process. This clearly falls outside the

bootstrapping with keywordsinsupervised TCTC IL setting, making their results incomparable to other IL meth-
by labelling words— where the proposed methodsods.

2 Bootstrapping for Text Categorization
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3 Incorporating Unsupervised Learning with the original seeds. As mentioned in Section
into Bootstrap Schema 2, (Ko and Seo, 2004) expanded explicitly the orig-

. . inal category IDs with more terms, using a con-
In this section we show how the core Step 1 of the Ilc gory g

h the initial cat i be boost ete query expansion scheme. We preferred using a
scheme —he inftial categorization — can e LOOSIqdh ya5jized similarity measure based on represent-
by two unsupervised techniques. These techniqu

: : . : _Iny features and instances a Latent Semantic (LSI)
fit the IL setting and address major constraints of 'tSpace (Deerwester et al., 1990). The dimensions of

'tl)'hte firstis etxplomng agenleéahzed ds_lmltlarlty metrk'](.:the Latent Semantic space are the most explicative
etween category seeds (IDs) and instances, whi I?incipal components of the feature-by-instance ma-

is defined in a Latent Semantic space. Applyin rix that describes the unlabeled data set. In LSI

such unsupervised similarity enables to enhance ”B%th coherent features (i.e. features that often co-
amount of information that is exploited from each

I occur in the same instances) and coherent instances
seed feature, aiming to redgce the ngmber of need 89 instances that share coherent features) are rep-
S?eds- The'seco_nd technlql_Je appllgs the UNSUPEsented by similar vectors in the reduced dimen-
vised Gaussian Mixture algorithm, which maps S'm'sionality space. As a result, a document would be

!Iarlty Scores fo a principled cIassﬂjcann_ IorObabII'consider(—:‘d similar to a category ID if the seed terms
ity value. This step enables to obtain a uniform scal

S . ~and the document terms tend to co-occur overall in
of classification scores across all categories, whi

. : . 2 e given corpus.
is typically obtained only through calibration over The Latent Semantic Vectors for IDs and docu-
labeled examples in extensional learning.

ments were calculated by an empirically effective

3.1 Similarity in Latent Semantic Space variation (self-reference omitted for anonymity) of

the pseudo-documemethodology to fold-in docu-

As explained above‘: Stepnl of the IL. scheme aSrﬁents, originally suggested in (Berry, 1992). The
sesses a degree of “match” between the seed terms ilarity f 2 . ,
and a classified document. It is possible first o grlty unc.“onSImlSi N comput(id by the~COS|ne
follow the intuitively appealing and principled ap_metnc, foIIowmg formula 1, Whefedw andi; are .
proach of (Liu et al., 2004), in which IDs (categoryreplaced b_y thelr_ Latent Se_mantlc vectors. As will
seeds) and instances are represented by vectors i eashown in section 4.2, using such non sparse rep-

usual IR-style Vector Space Model (VSM), and sim.esentation allows to drastically reduce the number

ilarity is measured by the cosine function: of S?‘?‘.’S while 'mproving significantly the recall of
the initial categorization step.

simyg (ide;, t) = cos (ide;, 1) (1) 32 The Gaussian Mixture Algorithm and the

whereid,, € RIVI andi; € R!V| are the vectorial initial classification step
representations in the spaBé" | respectively of the Once having a similarity function between category
category IDid., and the instancg;, andV is the set IDs and instances, a simple strategy is to base the
of all the features (the vocabulary). classification decision (of Step 1) directly on the

However, representing seeds and instances ino@tained similarity values (as in (Liu et al., 2004),
standard feature space is severely affected in the far example). Typically, IL works adopt in Step 1
setting by feature sparseness. In general IDs agesingle-label classification approach, and classify
composed by short lists of features, possibly justach instance (document) to only one category. The
a single feature. Due to data sparseness, most ithosen category is the one whose ID is most simi-
stances do not contain any feature in common witlar to the classified instance amongst all categories,
any category’s ID, which makes the seeds irrelevanthich does not require any threshold tuning over la-
for most instances (documents in the text categorizheled examples. The subsequent training in Step 2
tion case). Furthermore, applying direct matchingields a standard EL classifier, which can then be
only for a few seed terms is often too crude, as it igused to assign multiple categories to a document.
nores the identity of the other terms in the document. Using directly the output of the similarity func-

The above problems may be reduced by considion for classification is problematic, because the ob-
ering some form of similarity in the feature spacetained scales of similarity values vary substantially
as it enables to compare additional document ternaross different categories. The variability in sim-
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ilarity value ranges is caused by variations in theve do not have labeled training examples we can
number of seed terms per category and the levels ohly obtain the setS; which includes the similar-
their generality and ambiguity. As a consequencédty scores for all examples together, both positive
choosing the class with the highest absolute similaend negative. We assume, however, that similar-
ity value to the instance often leads to selecting #y scores that correspond to positive examples are
category whose similarity values tend to be genedrawn from one distributionP (sim(id,,, t;)|C;),
ally higher, while another category could have beewhile the similarity scores that correspond to neg-
more similar to the classified instance if normalizedtive examples are drawn from another distribution,
similarity values were used. P(sim(id,,,t;)|C;). The observed distribution of
As a solution we propose using an algorithnsimilarity values inS; is thus assumed to be a mix-
based on unsupervised estimation of Gaussian Migdre of the above two distributions, which are recov-
tures (GM), which differentiates relevant and nonered by the GM estimation.
relevant category information using statistics from Figure 1 illustrates the mapping induced by GM
unlabeled instances. We recall that mixture mod¥om the empirical mixture distribution: dotted lines
els have been widely used in pattern recognition ardescribe the Probability Density Functions (PDFs)
statistics to approximate probability distributions. Inestimated by GM foc;, C;, and their mixture from
particular, a well-known nonparametric method fothe empirical distribution &;) (in step (ii)). The
density estimation is the so-called Kernel Methodgontinuous line is the mapping induced in step (iii)
(Silverman, 1986), which approximates an unknovwef the algorithm from similarity scores between in-
density with a mixture of kernel functions, such asstances and IDs (x axis) to the probability of the in-
gaussians functions. Under mild regularity condistance to belong to the category (y axis).
tions of the unknown density function, it can be
shown that mixtures of gaussians converge, in a sta- - T T AT T e
tistical sense, tanydistribution. di rpmsin o |
More formally, lett; € T be aninstance described |
by a vector of features € RVl and letid,, c V
be the ID of category’;; let sim(id,,,t;) € R be
a similarity function among instances and IDs, wit
the only expectation that it monotonically increases
according to the “closeness” éf., andt; (see Sec-

6

lity / PDF

5L

bi

5

ol

tion 3.1). il

For each category’;, GM induces a mapping 'f /
from the similarity scores between its ID and any o ;—5————==—— ]
instancet;, sim(id,,, t;), into the probability ofC; Simiaiy Score

given the text;, P(C;|t;). To achieve this goal GM o
performs the following operations: (i) it computesFigure 1. Mapping induced by GM for the category
the setS; = {sim(id,,,t;)|t; € T} of the sim- rec.motorcycle# the 20newsgroups data set.
ilarity scores between the IR, of the category
C; and all the instances; in the unlabeled train-
ing setT’; (ii) it induces from the empirical distri-
bution of values inS; a Gaussian Mixture distribu-
tion which is composed of two “hypothetic” distri-
butionsC; andC;, which are assumed to describe reP(C;|t;) = P(C;|sim(id,,, t;)) = )
spectively the distributions of similarity scores for _ P(sim(ide t)IC)P(C)
positive and negative examples; and (iii) it estimates Ploim(ide; £5)|CDP(C)+P(Im( G t)IC) P(G0)
the conditional probability?(C;|sim(id.,,t;)) by
applying the Bayes theorem on the distributighs ~ where P(sim(id,,,t;)|C;) is the value of
andC;. These steps are explained in more detail behe PDF of C; at the point sim(id,,,?;),
low. P(sim(id,,, t;)|C;) is the value of the® DF of C; at
The core idea of the algorithmis in step (ii). Sincehe same pointP(C;) is the area of the distribution

The probabilistic mapping estimated in step (iii)
for a categoryC;; given an instance; is computed
by applying Bayes rule:
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C; and P(C;) is the area of the distributiof;. The only 4-5 categories. Such issues make it rather diffi-
mean and variance parameters of the two distribwwult to compare thoroughly different techniques, yet
tionsC; andC;, used to evaluate equation 2, are estiwe have conducted several comparisons in Subsec-
mated by the rather simple application of the Expedion 4.5 below. In the remainder of this Subsection
tation Maximization (EM) algorithm for Gaussianwe clearly state the corpora used in our experiments
Mixtures, as summarized in (Gliozzo et al., 2004). and the pre-processing steps performed on them.

Finally, following the single-labeled categoriza- ,
tion setting of Step 1 in the IL scheme, the mosgOnewsgroups. The 20 Newsgroups data set is

likely category is assigned to each instance, that i&, collection of newsgroup documents, partitioned
argmazc, P(Cy|t;) (nearly) evenly across 20 different newsgroups. As
i vy /-

suggested in the dataset Web %iteve used the

3.3 Summary of the Bootstrapping Algorithm ~ “bydate” version: the corpus (18941 documents)

step 1.a: Latent Semantic Space. Instances and is sorted by date and divided in advance into a
e pace. training (60%) set and a chronologically follow-

e o e S g est set (40%) (50 here is o randommness i
p y P " train/test set selection), it does not include cross-

2; ?Z“?nr’ ?eailgi;'tzn} ci?nwc:rr]k ertihi:;T ]f:I:f‘Sr';?osts (duplicates), and (more importantly) does not
ctor space Modet using the onginal teatureg, o) \jo non-textual newsgroup-identifying headers
space. Similarity scores between IDs and instanc

. ich often help classification (Xref, Newsgroups,
are computed by the Cosine measure. Path, Followup-To, Date).

step 1.b: GM. The mapp|ng funct|on§(c’l|t]) We will first report reSIUItS USingnitiaI SeedS.
for each category, conditioned on instan¢gsare for the category ID's, which were selected using
induced by the GM algorithm. To that end, an Ex©only the words in the category names, with some
pectation Maximization algorithm estimates the palrivial transformations (i.e.cryptography#n
rameters of the two component distributions of théor the categorysci.crypt —, X-windows#n
observed mixture, which correspond to the distribufor the —category comp.windows.x ). ~ We
tions of similarity values for positive and negativedlso tried to avoid “overlapping” seeds, i.e.
examples. As an option, the GM mapping can b&r the categories rec.sport.baseball

avoided. and rec.sport.hockey the seeds are only
{baseball#n } and {hockey#n } respec-
step 1l.c Categorization. Each instance tively and not{sport#n, baseball#n } and

is classified to the most probable category {sport#n, hockey#n }3.

argmazc, P(C;|t;). '
Reuters-10. We used the top 10 -categories

step 2: Bootstrapping an extensional classifier. (Reuters-10) in the Reuters-21578 collection

An EL classifier (SVM) is trained on the set of la-Apte split. The complete Reuters collection

beled instances resulting from step 1.c. includes 12,902 documents for 90 -categories,
) with a fixed splitting between training and test
4 Evaluation data (70/30%). Both the Apt and Apé-10

splits are often used in TC tasks, as surveyed
in (Sebastiani, 2002). To obtain the Reuters-10
Even though some typical data sets have beenused

in the TC literature (Sebastiani, 2002), the datasets ‘The  collection s available at
www.ai.mit.edu/people/jrennie/20Newsgroups .

_used for ”_- _Ieammg_ were nOt_ standar.d. Often there %0One could propose as a guideline for seed selection
is not sufficient clarity regarding details such as thehose seeds that maximize their distances in the LS| vec-

exact version of the corpus used and the training/te§f _space model. — On this perspective the LSI vectors
built from {sport#n, baseball#n } and {sport#n,

splitting. Furthermore, the choice of categories WaSockey#n } are closer than the vectors that represent

often not standard: (Ko and Seo, 2004) omitted 4baseball#n } and {hockey#n }. It may be noticed that

categories from the 20-Newsgroup dataset, Wh“?ls is a reason for the slight initial performance decrease in the
. - earning curve in Figure 2 below.

(Liu et al., 2004) evaluated their method on 4 sepa- 45 5ijaple ahttp://kdd.ics.uci.edu/databases/-

rate subsets of the 20-Newsgroups, each containinguters21578/reuters21578.html ).

4.1 Intensional Text Categorization Datasets
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Apte split we selected the 10 most frequent cate- Reuters 20 Newsgroups

gories: Earn, Acquisition, Money-fx, '-n%' C;';/l oFés c[):és
Grain, Crude, Trade, Interest, + bootstrap 0.42 08
Ship, Wheat and Corn. The final data set no yes 041 0.30
includes 9296 documents. The initial seeds are only_*200tstrap SR 064466 0(53540
the words appearing in the category names. + bootstrap Y 047 053

yes yes 0.58 0.60
Pre-processing. In both data sets we tagged the _+ bootstrap 0.74 0.65

texts for part-of-speech and represented the docu-
ments by the frequency of each pos-tagged lemma, Table 1: Impact of LS| vector space and GM
considering only nouns, verbs, adjectives, and ad-
verbs. We induced the Latent Semantic Space fromoss
the training par and consider the first 400 dimen-

. 0.6
sions. \/_\/
0.55

4.2 The impact of LSI similarity and GM on IL os|
performance

LSIVSM ——

0.45 |

In this section we evaluate the incremental impact .|
of LSI similarity and the GM algorithm on IL per-
formance. When avoiding both techniques the algo- ’
rithm uses the simple cosine-based method over the °2
original feature space, which can be considered as as |
baseline (similar to the method of (Liu etal., 2004)). ‘ ‘ ‘
We report first results using only the names of the ® mber ofsoeds (1 means oyt catoqory ames) &
categories as initial seeds.

Table 1 displays the F1 measure for the 20newssigure 2: Learning curves on initial seeds for 20

groups and Reuters data sets, with and without L$lewsgroups, LSI and Classical VSM (no LSI)
and with and without GM. The performance figures

show the incremental benefit of both LS1 and GM. In
particular, when starting with just initial seeds ancperiment was performed for the 20 newsgroups cor-
do not exploit the LSI similarity mechanism, thenpus using both the LSI and the Classical vector
the performance is heavily penalized. space model. Additional seeds, beyond the cate-
As mentioned above, the bootstrapping step of thgory names, were identified by two lexicographers.
algorithm (Step 2) exploits the initially classified in-For each category, the lexicographers were provided
stances to train a supervised text categorization clasith a list of 100 seeds produced by the LSI similar-
sifier based on Support Vector Machines. Itis worthity function applied to the category name (one list of
while noting that the increment of performance aftef 00 candidate terms for each category). From these
bootstrapping is generally higher when GM and LSlists the lexicographers selected the words that were
are incorporated, thanks to the higher quality of thgudged as significantly related to the respective cat-
initial categorization which was used for training. egory, picking a mean of 40 seeds per category.

As seen in Figure 2, the learning curve using
LSI vector space model dramatically outperforms
This experiment evaluates accuracy change astke one using classical vector space. As can be
function of the number of initial seeds. The ex-expected, when using the original vector space (no
e .. _ _ _ generalization) the curve improves quickly with a

From a machine learning point of view, we could run th

LSA on the full corpus (i.e. training and test), the LSA being (:EGW_ more terms. More surprl_smgly, W'th LS! Sim-
completely unsupervised technique (i.e. it does not take into adarity the best performance is obtained using the

count the data annotation). However, from an applicative poinfinimal initial seeds of the category names, while
of view it is much more sensible to have the LSA built on the ddi ds d d f Thi
training part only. If we run the LSA on the full corpus, the 200ING MOre seeds degrades periormance. 1S

performance figures increase in about 4 points. might suggest that category names tend to be highly

.35 |-

4.3 Learning curves for the number of seeds
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indicative for the intensional meaning of the cateef varying size.

gory, and therefore adding more terms introduces

additional noise. Further research is needed to find ' T "20Newsgroups—
out whether other methods for selecting additional os{
seed terms might yield incremental improvements. |
The current results, though, emphasize the bene- Or0 doce
fit of utilizing LSI and GM. These techniques ob- |
tain state-of-the-art performance (see comparisonses|
in Section 4.5) using only the category names as ;|
seeds, allowing us to skip the quite tricky phase of
collecting manually a larger number of seeds. I

3200 docs

0.3

4.4 Extensional vs. Intensional Learning oz

A major point of comparison between IL and EL is o, S

the amount of supervision effort required to obtaina "'~ cnmoriann
certain level of performance. To this end we trained

a supervised classifier based on Support Vector M&igure 3:Extensionalearning curves on as percent-
chines, and draw its learning curves as a functioage of the training set.

of percentage of the training set size (Figure 3). In

the case of 20newsgroups, to achieve the 65% F1

performance of IL the supervised settings required:5 Comparisons with other algorithms

about 3200 documents (about 160 texts per catds mentioned earlier it is not easy to conduct a thor-
gory), while our IL method requires only the cate-gugh comparison with other algorithms in the litera-
gory name. Reuters-10 is an easier corpus, thergre. Most IL data sets used for training and evalua-
fore EL achieves rather rapidly a high performancejon are either not available (McCallum and Nigam,
But even here using just the category name is equ@b99) or are composed by somewhat arbitrary sub-
on average to labeling 70 documents per-categoggts of a standard data set. Another crucial aspect
(700 in total). These results suggest that IL may prqs the particular choice of the seed terms selected to
vide an appealing cost-effective alternative in praccompose an ID, which affects significantly the over-
tical settings when sub-optimal accuracy suffices, q{i| performance of the algorithm.
when it is too costly or impractical to obtain suffi- A5 a baseline system, we implemented a rule
cient amounts of labeled training sets. based approach in the spirit of (McCallum and
It should also be stressed that when using thRigam, 1999). It is based on two steps. First, all
complete labeled training corpus state-of-the-art Ethe documents in the unlabeled training corpus con-
Outperforms our best IL performance. This resuuﬁaining at least one word in common with one and
deviates from the flavor of preViOUS IL Iiterature,omy one category ID are assigned to the respective
which reported almost comparable performance re¢jass. Second, a supervised classifier based on SVM
ative to EL. As mentioned ear”er, the method of (qu trained on the labeled examp|es_ Fina”y, the su-
and Seo, 2004) (as we understand it) utilizes labelgsbrvised classifier is used to perform the final cate-
examples for feature selection, and therefore canngprization step on the test corpus. Table 2 reports
be compared with our strict IL setting. As for thethe F1 measure of our replication of this method, us-
results in (Liu et al., 2004), we conjecture that theijng the category name as seed, which is substantially

comparable performance for IL and EL may not bgower than the performance of the method we pre-
sufficiently general, for several reasons: the easi@ented in this paper.

classification task (4 subsets of 20-Newsgroups of
4-5 categories each); the use of the usually weaker Reuters 20 Newsgroups
Naive-Bayes as the EL device; the use of cluster- 0.34 0.30
ing as an aid for selecting the seed terms from the * bootstrap _ 0.42 0.47
20-Newsgroup subsets, which might not scale up
well when applied to a large number of categories

Table 2: Rule-based baseline performance
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We also tried to replicate two of the non-standaraheeded to investigate optimal procedures for collect-
data sets used in (Liu et al., 2064Yable 3 displays ing seed features and to find out whether additional
the performance of our approach in comparison tseeds might still contribute to better performance.
the results reported in (Liu et al.,, 2004). Follow-Furthermore, it may be very interesting to explore
ing the evaluation metric adopted in that paper weptimal combinations of intensional and extensional
report here accuracy instead of F1. For each dasapervision, provided by the user in the forms of
set (Liu et al., 2004) reported several results varyseed featureandlabeled examples.
ing the number of seed words (from 5 to 30), as well
as varying some heuristic thresholds, so in the tfCknowledgments
ble we report their best results. Notably, our methoqlhis work was developed under the collaboration
obtained comparable accuracy by using just the cafrc_jrsyUniversity of Haifa.
egory name as ID for each class instead of multiple
seed terms. This result suggests that our method en-
ables to avoid the somewhat fuzzy process of coReferences

lecting manually a substantial number of additiona’{/l. Berry. 1992. Large-scale sparse singular value com-

seed words. putations. International Journal of Supercomputer
Applications 6(1):13-49.

[ Our IDspercat. [ Liuetal. 1Ds per cat.
REC [ 0.94 1 0.95 5 M. Collins and Y. Singer. 1999. Unsupervised models
TALK | 0.80 1 0.80 20 for named entity classification. Rroc. of EMNLP99

College Park, MD, USA.
Table 3: Accuracy on 4 “REC” and 4 “TALK” news-

groups categories S. Deerwester, S. Dumais, G. Furnas, T. Landauer, and

R. Harshman. 1990. Indexing by latent semantic anal-
ysis. Journal of the American Society of Information
Science

5 Conclusions A. Gliozzo, C. Strapparava, and |. Dagan. 2004. Unsu-

. . pervised and supervised exploitation of semantic do-
We presented a general bootstrapping algorithm for yains in lexical disambiguation.Computer Speech
Intensional Learning. The algorithm can be applied and Language18:275-299.

to any categorization problem in which Categories\,( Ko and J. Seo. 2000. Automatic text categorization b
are described by initial Se.ts. of dlscrlmlnatlve fea- unsupervised learning. Froc. of COLING’gZOOO g
tures and an unlabeled training data set is provided.
Our algorithm utilizes a generalized similarity mea-Y. Ko and J. Seo. 2004. Learning with unlabeled data
sure based on Latent Semantic Spaces and a Gausfor text _cat_egorizatio_n using bootstrapping abd fea-
sian Mixture algorithm as a principled method to gjéfc‘e)lrgggtgnaitﬁc?ﬂl'ques' IRroc. of the ACL-04
scale similarity scores into probabilities. Both tech- » >pain, JUb.

niques address inherent limitations of the IL settingg. Liu, X. Li, W. S. Lee, and P. S. Yu. 2004. Text clas-
and leverage unsupervised information from an un- sification by labeling words. IRroc. of AAAI-04 San
labeled corpus. Jose, July.

We applied and evaluated our algorithm on soma. McCallum and K. Nigam. 1999. Text classification
text categorization tasks and showed the contribu- by bootstrapping with keywords, em and shrinkage. In
tion of the two techniques. In particular, we obtain, ACL99 - Workshop for Unsupervised Learning in Nat-
for the first time, competitive performance using Ural Language Processing
only the category names as initial seeds. This minF. Sebastiani. 2002. Machine learning in automated text
mal information per category, when exploited by the categorizationACM Computing Survey84(1):1-47.

IL algorithm, is shqwn to be equivalent to IabellngB_ W. Silverman. 1986Density Estimation for Statistics
about 70-160 training documents per-category for ang Data AnalysisChapman and Hall.

state of the art extensional learning. Future work is . ,
D. Yarowsky. 1995. Unsupervised word sense disam-
We used sequential splitting (70/30) rather than random biguation rivaling supervised methods. HRroc. of
splitting and did not apply any feature selection. This setting ACL-95 pages 189-196, Cambridge, MA.
might be somewhat more difficult than the original one.
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Many NLP tasks such as parse selection and ta
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Abstract

We present a method for speeding up the
calculation of tree kernels during train-
ing. The calculation of tree kernels is still
heavy even with efficient dynamic pro-
gramming (DP) procedures. Our method
maps trees into a small feature space
where the inner product, which can be cal-
culated much faster, yields the same value
as the tree kernel fanosttree pairs. The
training is sped up by using the DP pro-
cedure only for the exceptional pairs. We
describe an algorithm that detects such ex-
ceptional pairs and converts trees into vec-
tors in a feature space. We propose tree
kernels onmarked labeled ordered trees
and show that the training of SVMs for
semantic role labeling using these kernels
can be sped up by a factor of several tens.

Introduction

}@jaist.ac.jp

Previous studies (Collins and Duffy, 2001,
Kashima and Koyanagi, 2002) showed that although
it is difficult to explicitly calculate the inner product
in Eq. (1) because we need to consider an exponen-
tial number of possible subtrees, the tree kernels can
be computed irO(|7}||7%]) time by using dynamic
programming (DP) procedures. However, these DP
procedures are time-consuming in practice.

In this paper, we present a method for speeding
up the training with tree kernels. Our target ap-
plication isnode relation labelingwhich includes
NLP tasks such as semantic role labeling (SRL)
(Gildea and Jurafsky, 2002; Moschitti, 2004; Ha-
cioglu et al., 2004). For this purpose, we designed
kernels ormarked labeled ordered tre@esd derived
O(|T1]|T%|) procedures. However, the lengthy train-
ing due to the cost of kernel calculation prevented us
from assessing the performance of these kernels and
motivated us to make the training practically fast.

Our speed-up method is based on the observation
that very few pairs in the training set have a great
many common subtrees (we call such paiali-
ﬁi_ouspairs) and most pairs have a very small number

ging can be posed as the classification of labeldf common subtrees. This leads to a drastic vari-

ordered trees. Several tree kernels have been pfJ!

1ce in kernel values, e.g., whéi(S;) = 1. We

posed for building accurate kernel-based classifief8Us call this property of datnbalanced similarity
(Collins and Duffy, 2001; Kashima and Koyanagi Fast calculation based on the inner product is possi-

2002). They have the following form in common.
K(Ty,Tp) = > W(S;) - #s,(Th) - #s5,(T2), (1)
S.

wheresS; is a poésible subtreet s, (7)) is the num-
ber of timess; is includedin Tj, and W (S;) is
the weight of S;. That is, tree kernels are inner
products in a subtree feature space where a tree

mapped to vectol’ (1) = (\/W(Si)#si(z:’j))l.

ble for non-malicious pairs since we can convert the

trees into vectors in a space of a small subset of all
subtrees. We can speed up the training by using the
DP procedure only for the rare malicious pairs.

We developed the FREQTM algorithm, a modifi-
cation of the FREQT algorithm (Asai et al., 2002),
to detect the malicious pairs and efficiently convert
tlées into vectors by enumerating only the subtrees
actually needed (feature subtrees). The experiments

With tree kernels we can take global structures intdemonstrated that our method makes the training of
account, while alleviating overfitting with kernel- SVMs for the SRL task faster by a factor of several

based learning methods such as support vector mens, and that it enables the performance of the ker-
chines (SVMs) (Vapnik, 1995).
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2 Kernels for Labeled Ordered Trees

The tree kernels proposed so far differ in how sub-
tree inclusion is defined. For instance, Kashima and
Koyanagi (2002) used the following definition.

DEFINITION 2.1 S is included inT iff there exists

a one-to-one functiog from a node ofS to a node (AL VI Al I AWLOC ]
of T such that (iJpa(s(n;)) = (pa(n;)) (pa(n;) N . .
returns the parent of nodey), (i) v (n;) > (n;) iff Figure 1: Node relation labeling.

n; = nj (n; = n; means that; is an elder sibling
of n;), and (iii) [(¢(n;)) = l(n;) (I(n;) returns the
label ofn;).

Kj,. Collins and Duffy (2001) used a more restric-
tive definition where the preservation of CFG pro-
ductions, i.e.nc(y(ni)) = nc(n;) if ne(n;) > 0
(nc(n;) is the number of children of;), is required Figure 2: Semantic roles encoded by marked labeled
in addition to the requirements in Definition 2.1. Weordered trees.

refer to the tree kernel based on this definitiodkas

Itis pointed that extremely unbalanced kernel val©f the arguments of the verb “see (saw)". We repre-
ues cause overfitting. Therefore, Collins and Duffp€nt an argument by the node that is the highest in
(2001) usedW'(S;) — A (# of productions inSl-)’ the parse 'Free among the nodes that exactly cover
and Kashima and Koyanagi (2002) usée(s;) — _the words_ in thg grgument. The node for the verb
Sl where (0 < A < 1) is a factor to alleviate is dete“rmlTed similarly. For example, the node“I.a-
the unbalance by penalizing large subtrees. beled FP represents the A'\{!'LO(,:, argument “in

To calculate the tree kernels efficiently, CoIIinsthe sky”, and the node labeled "VBD" represents the

and Duffy (2001) presented (/T ||T>|) DP pro- verb “see (saw)”. We assume that there is a two-

cedure fork,. Kashima and Koyanagi (2002) pre_node relation labeled with the semantic role (repre-
sented one fok,. The point of these procedures issented by the arrow in the figure) between the verb

that Eq. (1) can be transformed: node and the argument node.

K(T1,Ty) = Z Z C(n1,ns), 3.2 Kernels on Marked Labeled Ordered Trees

n1€T1 na€Th We define a marked labeled ordered tree as a labeled
C(n1,n2)=3g, W(Si) - #s,(T1 6 m) - #s,(T2 5n2),  ordered tree in which each node has a mark in ad-
' : . .. dition to a label. We use(n;) to denote the mark
wheress,(T; & ny) IS the number of imes; is of noden,;. If n; has no markn(n;) returns the

included inT; with ¢ (root(S;)) = ng. C(ni,n . .
J Y(root(Si)) = mk. Clna,ma) oo o manno-mark. We also use the function
can then be calculated recursively from those of th . . .

: marked(n;), which returnstrue iff m(n;) is not
children ofny andns.

no-mark. We can encode fa-node relation by using

3 Kernels for Marked Labeled Ordered k distinct marks. Figure 2 shows how the semantic
Trees for Node Relation Labeling roles illustrated in Figure 1 can be encoded using
marked labeled ordered trees. We used the mark *1

3.1 Node Relation Labeling to represent the verb node and *2 to represent the

The node relation labeling finds relations among@rgument node.

nodes in a tree. Figure 1 illustrates the concept of The node relation labeling task can be posed as
node relation labeling with the SRL task as an exthe classification of marked trees that returns
ample. AO, Al, and AM-LOC are the semantic rolesvhen the marks encode the correct relation ard
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Algorithm 3.1: KERNELLOMARK(T}, Tb) Table 1: Malicious and non-malicious pairs in the
(nod dered by th vorder t ) 1k data (3,136 trees) used in Sec. 5.2. We used
noaes are oraere Yy the post-order traversa . 4 . .
for n1 < 110 |T3] do K(]}-,.Tj) = 10* with >\ = 1 as the threshold for

for ny — 1to | 13| do (A) | maliciousness. (A): pair&i,i). (B): pairs from the
i ZO””E(”l) 75) lm(OW()J }r(‘e“ Yo same sentence excepti). (C): pairs from different
ni,ng) < ni,ng) < L. . .
else ifn, andns are leaf nodethen sentences. Some malicious pairs are from different
C(n1,n2) — A but similar sentences, which are difficult to detect.
if marked(ni) and marked(nz) then K] KT
elseC (n1,m2) < X\ elseC"(n1,n2) «— 0 m pairsi avg.K(T,.T,) | #of pair#avg.K(Ti,Tj)
S(0,5) « 1 S(i,0) « 1 ) 3,1211.17 x 10°2 3,052/2.49 x 10%
if marked(n1) and marked(ns) then 4(B) 7,5487.24 x 10*® 876/1.26 x 10**
S7(0,4) — 1 S7(i,0) — 1 107y [ 6,5106.80 x 10° 28[1.82 x 107
elseS"(0,j) <0 5(:,0) <0 - ™ 15[4.19 x 10° 84/3.06 x 10°
for i — 1tonc(n1) do 10+ ®) 4,8642.90 x 10° 11,5361.27 x 10°
foigj( fﬁ)l to nc(ng) do 07(C) [9,812,4381.82 x 10" |9,818,9201.84 x 10
i,J) —
+S(i— 1,7 — 1) - C(chi(ny), chj(na)) 4 Fast Training with Tree Kernels
S"(4,j) — (B) i
S (-1 )48 (g — 1) S*(z 1) 4.1 Basic ldea
+§T(i —11,)' —11) S (CZZ( 1), chj(nz)) As mentioned, we define two types of tree pairs: ma-
fsﬁz(; ’1]]_7 %) Cﬁ?d;s( )) E?;B) licious and non-malicious pairs. Table 1 shows how
C(n1,n2) — X - S(nc(ni), nc(ne)) these two types of pairs are distributed in an actual
C"(n1,n2) — - 57 (ne(na), ne(nz)) training set. There is a clear distinction between ma-
return (X111 STl O (g, o)) - . : _
m=1<£my=1 ’ licious and non-malicious pairs, and we can exploit

is pr r he trainin
otherwise. To enable such classification, we neeg s property to speed up the training.

We define subsef = {F;} (feature subtre

tree kernels that take into account the node marks ef = {F} ( 95
Which includes only the subtrees that appear as

We thus propose mark-aware tree kernels formu-

a common included subtree in the non-malicious
lated as follows.
pairs. We convert a tree to feature vecto7);) =

K(Th,Ty) = Z W (S:) #s,(Th) #s,(T2), <\/W(E-)#Fi(Tj)>i using onlyF. Then we use a
Si:marked(S;) procedure that chooses the DP procedure or the in-

_ ner product procedure depending on maliciousness:
wheremarked(S;) returnstrue iff marked(n;) =

true for at least one node in tre§;. In these ker- K(T;,T;) (DP) if (i,4) is malicious.
nels, we requiren(y(n;)) = m(n;) in addition to (T3, T;)= (V(T3),V(T};)) otherwise
[(¢(n;)) = l(n;) for subtreesS; to be regarded as in- i !
cluded in tre€f’;. In other words, these kernels treafThis procedure returns the same value as the origi-
Im(n;) = (I(n;), m(n;)) as the new label of node nal calculation. Naively, ifV(T;)| (the number of
n; and sum only over subtrees that have at least offi;ature subtrees such th#y, (7;) # 0) is small
marked node. We refer to the marked versiok@f enough, we can expect a speed-up because the cost
asK], and the marked version @&f, asK_. of calculating the inner product i©(|V(T;)| +

We can derive)(|T}||T>|) DP procedures for the |V (Tj)|). However, sinceV (7;)| might increase as
above kernels as well. Algorithm 3.1 shows the DRhe training set becomes larger, we need a way to
procedure forKj , which is derived by extending scale the speed-up to large data. In most kernel-
the DP procedure fof;, (Kashima and Koyanagi, based methods, such as SVMs, we actually need
2002). The key is the use @f"(n1,n2), which to calculate the kernel values with all the train-
stores the sum over only marked subtrees, and its rieég examples for a given example: KS(T;) =
cursive calculation using'(ny,ne) andC”(ny,ne) {K(T;,T1),...,K(T;,Tr)}, whereL is the num-
(B). An O(|T1||T»|) procedure forK can also be ber of training examples. Usingccurrence pat-
derived by extending (Collins and Duffy, 2001).  tern OP(F;) = {(k,#r,(T%))|#r,(T}) # 0} pre-
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Algorithm 4.1: CALCULATEKS(T;)

for each F such that#r(7;) # 0 do
for each (j, #r (7)) € OP(F) do
KS(j) « KS(j) + W(F) - #r (1) - #r(T3)  (A)
for j =1to Ldo
if (¢,7) is malicious then KS(j) «— K(T;,T;) (DP)

pared beforehand, we can calculdtes(7;) effi-
ciently (Algorithm 4.1). A similar technique wag

the calculation of inner products.
We can show that the per-pair cost of Algorithr]
4.1is0(c1Q + rmea|Ti||T;]), where@ is the av-

erage number of common feature subtrees in a tree suc < SEARCH(F}, precheck)
if not suc and |sup(F;)| = |sup(Fy)| then

pair, r,,, is the rate of malicious pairg; andc, are

the constant factors for vector operations and DP ap

erations. This cost is independent of the number

that both@) andr,, are very small and that < c».

4.2 Feature Subtree Enumeration with
Malicious Pair Detection

To detect malicious pairs and enumerate feature sub
trees” (and to convert each tree to a feature vectof), return (M, {V (7))}, {W (/1)})

Algorithm 4.2: FREQTM(D, R)
procedure GENERATECANDIDATE (F;)

for each (j,n) € occ(F;) do
for each (Fy,n,) € RME(F;,T;,n) do

return (({Fx|Fx € S, |sup(Fy)| > 2}, true ))

procedure SEARCH(F;, precheck)
used in (Kudo and Matsumoto, 2003a) to speed upif |Fi| > D then REGISTERMAL (F;

S — SU{Fi}; oce(Fy) «— occ(Fr) U (j,nr)
if |occ(Fy)|/|sup(F;)| > Rthen

return ((¢, false)) (R)

return ( false)—(P)

)
(C, suc) + GENERATECANDIDATE (F;)
if not suc then REGISTERMAL (F;) return ( false)—(S)

n for each F}, € C do
if malicious(Fy) thengoto nextF, —— (P2)

“if not precheck and marked(F;) then

return ( false) (P1)

of

main

M — ¢ (aset of malicious pairs)
F—{F||Fi| = 1 and|sup(F;)| > 2}

for each F; € F' do SEARCH(F;, true )————(PC)

REGISTERSUBTREE(F;) (F)
training examples. We expect from our observationsreturn ( true )

for each F; € F' do SEARCH(F;, false)
M= MU{(E)1<i<l}

we developed an algorithm based on the FREQT al-
gorithm (Asai et al., 2002). The FREQT algorithm

can efficiently enumerate subtrees that are includg
(Definition 2.1) in more than a pre-specified number
of trees in the training examples by generating can-

didate subtrees usirmrgght most expansionikRMES.
FREQT-based algorithms have recently been us

Table 2: Functions in FREQTM.

ed ,

in methods that treat subtrees as features (Kudo and

Matsumoto, 2004; Kudo and Matsumoto, 2003b).

To develop the algorithm, we made the definit

tion of maliciousness more search-oriented since

is costly to check for maliciousness based on the ex-

it

act number of common subtrees or the kernel valuges

(i.e., by using the DP procedure for dlf pairs).

»d e occ(F;) returns occurrence list of; whose element

(j,n) indicates thatr; appears ifl; and thatn (of T3)
is the node added to generatédin T; by the RME @
works as the position af; in T7).

sup(F;) returns the 1Ds of distinct trees vec(F;).

malicious(F;) returnstrue iff all pairs in sup(F;) are
already registered in the set of malicious pai¥4, (Cur-

rently, this returngalse if |sup(F;)| > M whereM is the maximum

support size of the malicious subtrees so far. We will remove this ¢
since we found that it did not affect efficiency so much.)

heck

RME(F;,T;,n) is a set of subtrees generated by RMEs
of F; in T; (permitted when previously expanded nod¢ to

generater; is n).

Whatever definition we use, the correctness is prgossibly exponential number of subtrees of that sub-
served as |ong as we do not fail to enumerate tH&ee in common. AIthough this test is heuristic and

subtrees that appear in the pairs we consider nogonservative in that it ignores the shape and marks
malicious. First, we consider paifs, i) to always Of a tree, it works fine empirically.

be malicious. Then, we use a FREQT search that Algorithm 4.2 is our algorithm, which we call
enumerates the subtrees that are included in at le&#REQTM. The differences from FREQT are under-

two trees as a basis. Next, we modify FREQT so thdihed. Table 2 summarizes the functions used. To
it stops the search if candidate subtfges too large make the search efficient, pruning is performed as
(larger than sizé), e.g., 20), and we regard the pairdollows (see also Figure 3). The basic idea behind is
of the trees wheré;; appears as malicious becausehat if malicious(F;) is true thenmalicious(Fy,)
having a large subtree in common implies having & alsotrue for Fj that is expanded fron&; by an
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RME sincesup(Fy) C sup(F;). This means we do sul,_{z‘%, 2.3 ¢ M \|
not need to enumerafé nor any descendant &;. éwx) {1 2,3,4}

e (P) _Once|FZ-| > D and the malicious pairs are {1 2, 3;};é {(1P2:’>)} (2,4}

registered, we stop searching further.

e (P1)If the search fron¥}, (expanded front;) {12, 3%3 ®n Y y
found a malicious subtree and [fup(F;)| = ke v"i enumerated
|sup(Fy)|, we stop the search from any other | PrUned i pruned
subtreeF;,, (expanded from¥;) since we can mallCIOU‘{Slpjs?’}‘ (Pl)
prove thatnalicious(F,,) = true without ac- (1,2)(1,3)(2 ”

tually testing it (proof omitted). Figure 3: Pruning in FREQTM.

e (P2) If malicious(Fy) = true, we prune
the search fromF,. To prune even when ilar to finding closed and maximal subtrees (Chi et
malicious(F),) becomestrue as a result of al., 2004), itis easy to implement since we need only
succeeding searches, we first run a search orilye occurrence patterd),P(F;), which is easily ob-
for detecting malicious pairs (S€eC)). tained fromocc(F;) in the FREQTM search.

e (S) We stop searching when the occurrencq 4 Alternative Methods
list becomes too long (larger than threshaiyl

since it causes a severe search slowdown. Vishwanathan and Smola (2004) presented the

O(|T1| + |T»|) procedure that exploits suffix trees

Note that we use a depth-first version of FREQT at speed up the calculation of tree kernels. However,
a basis to first find the largest subtrees and to detdttan be applied to only a few types of subtrees that
malicious pairs at early points in the search. Enuean be represented as a contiguous part in a string
meration of unnecessary subtrees is avoided becausgresentation of a tree. Therefore, neithgj nor
the registration of subtrees is performed at the posk] can be sped up by using this procedure.
order position(F). The conversion to vectors is per- Another method is to change an inner loop, such
formed by assigning an ID to subtré&when regis- as(B) in Algorithm 3.1, so that it iterates only over
tering it at §) and distributing the ID to all the exam- nodes il that have (n,). We use this as the base-
ples inocc(F;). Finally, D should be large enough line for comparison, since we found that this is about
to maker,, sufficiently small but should not be sotwo times faster than the standard implementation.
large that too many feature subtrees are enumerated

We expect that the cost of FREQTM is offset by A-5  Remaining Problem
the faster training, especially when training on thélote that the method described here cannot speed up
same data is repeatedly performed as in the tunirdassification, since the converted vectors are valid
of hyperparameters. only for calculating the kernels between trees in the

For K7, we use a similar search procedure. Howtraining set. However, when we classify the same
ever, the RME is modified so that all the children ofrees repeatedly, we can convert the trees in the train-
a CFG production are expanded at once. Althouging set and the classified trees at the same time and
the modification is not trivial, we omit the explana-use the obtained vectors for classification.

tion due to space limitations. )
5 Evaluation

4.3 FeatureC [
eature Lompression We first evaluated the speed-up by our method for

Additionally, we use a simple but effective featurgnhe semantic role labeling (S