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Preface

Distinguished scholars and colleagues:

The 29th Pacific Asia Conference on Language, Information and Computation
(PACLIC 29) is organized by the Department of Computer Science and Engineering,
Shanghai Jiao Tong University, October 30 - November 1, 2015. The PACLIC series
of conferences emphasize the synergy of theoretical analysis and processing of
language, and provide a forum for researchers in different fields of language study in
the Pacific-Asia region to share their findings and interests in the formal and
empirical study of languages. For the past years since its establishment, the PACLIC
conferences have gained more and more interests and participations from linguistic
researchers, as evidenced by the increasing number of papers and by the wider range
of topics. Organized under the auspices of the PACLIC Steering Committee, it is the
latest installment of our long standing collaborative efforts among theoretical and
computational linguists in the Pacific-Asia region.

PACLIC conference has received an overwhelming response of 221 papers from 104
countries or regions namely China, Japan, Korea, Hong Kong, Taiwan, France, Israel,
New Zealand, Thailand, Tunisia, UK, Vietnam, Algeria, Egypt, Germany, India,
Ireland, Singapore (87.50% from 10 regions in Asia, 6.73% from 4 regions in Europe,
3.85% from Africa, 1.92% from New Zealand). To ensure that all accepted papers
meet the high quality standard of the PACLIC conference, each submission was
reviewed by 2-4 reviewers. As a result, only approximately 63 (28.5%) of top-notch
academic papers were accepted for oral presentations and 41 (18.5%) for poster
sessions. From these accepted papers, 104 (47.0%) papers were presented and
published in this proceedings.

PACLIC-29 thanks for tremendous efforts and contributions from several parties. We
congratulate the Department of Computer Science and Engineering, Shanghai Jiao
Tong University, Chinese Information Processing Society of Chine (CIPS), LY
Education Technology and Shanghai Computer Federation Artificial Intelligence
Committee (SCFAIC) for their collaboration towards this significant achievement. We
would like to take this opportunity to thank our keynote and invited speakers, namely
Dr. Sumita Eiichiro from the National Institute of Information and Communications
Technology (NICT, Japan), Professor Guodong Zhou from Soochow University, Dr.
Philippe Blache from National Center for Scientific Research (CNRS, France),
Professor Renqgiang Wang from Sichuan International Studies University and
Assistant Professor Yao Yao from Hong Kong Polytechnic University. We are also
overwhelmed with a sense of gratitude for the presenters and colleagues for donating
your valuable time to attend and enrich this conference.
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Keynote talk

Sumita Eiichiro (NICT, Japan)

Talk Title:Research Activities for Translating Asian Languages

Abstract: This talk will introduce automatic translation projects for Asian languages,
wherein we intend to seek greater cooperation.

First, a worldwide speech translation consortium, Universal Speech Translation
Advanced Research (U-STAR), is introduced. Speech translation involves the
integration of three elements: speech recognition, machine translation, and speech
synthesis; therefore, to build a speech translation system that includes many languages
including Asian languages, it is a good idea to cooperate with other laboratories that
specialize in the languages concerned. The consortium now comprises 32 institutes
from 27 different countries/regions. The collaboration has improved the accuracy of
the integrated systems and has created new forms of integration. U-STAR is always
open and welcomes new participants.

Second, we introduce two projects related to the translation of Asian languages: the
Workshop on Asian Translation (WAT) and the Asian Language Treebank (ALT).
WAT is an open evaluation campaign focusing on translation among Asian languages.
We will outline the workshops conducted in past two years' and touch on our plan for
next year. ALT is currently a start-up project that will undertake the task of building a
treebank of Asian languages. This will be a valuable language resource, not only as a
parser for each language but also as an accurate translation system from one language
to another.

Third, we discuss the Global Communication Program (GCP), a Japanese government
project announced in April 2014 to develop a multi-lingual speech translation system
to bridge the language barrier during the Olympic Games in 2020. It aims to provide
real-time machine translation services, by using National Institute of Information and
Communications Technology's (NICT) translation technology, in day-to-day
situations to help foreigners who may feel hesitant about coming to Japan. It will
cover 10 languages, including Asian ones, e.g., Thai, Vietnamese, Indonesian, and
Myanmar. At NICT, public and private entities have already begun working together
as part of a nationwide collaboration. This talk will explain the current status and
future vision.

Finally, we touch on NICT's recent research topics, including an approach to
high-quality patent translation and new ideas on neural translation.

Vil



Zhou Guodong (Soochow University)
Talk: Building Chinese Discourse Corpus with Connective-driven

Dependency Tree Structure

Abstract: It is well-known that interpretation of a text requires understanding of its
rhetorical relation hierarchy since discourse units rarely exist in isolation. Such
discourse structure is fundamental to discourse understanding and many text-based
applications. In this talk, we propose a Connective-driven Dependency Tree (CDT)
scheme to represent the discourse rhetorical structure in Chinese language, with
elementary discourse units as leaf nodes and connectives as non-leaf nodes, largely
motivated by the Penn Discourse Treebank and the Rhetorical Structure Theory. In
particular, connectives are employed to directly represent the hierarchy of the tree
structure and the rhetorical relation of a discourse, while the nuclei of discourse units
are globally determined with reference to the dependency theory. Guided by the CDT
scheme, we manually annotate a Chinese Discourse Treebank (CDTB) of 500
documents. Preliminary evaluation justifies the appropriateness of the CDT scheme to
Chinese discourse analysis and the usefulness of our manually annotated CDTB
corpus.

Guodong Zhou is a distinguished professor (Grade II) and a member of the university
academic committee in Soochow University, China. He obtained his Ph.D. degree
from National University of Singapore in 1999. He joined the Institute of Infocomm
Research, Singapore in 1999 and Soochow University in 2006. His research interests
include natural language processing and artificial intelligence with more and more
focus on fundamental language issues.

Prof Zhou has published over 100 papers in leading NLP and Al conferences and
journals such as ACL/EMNLP/COLING/AAAI/IJCAI with over 4000 citations
(Google Scholar). He was/is on the editorial board of several international journals,
such as Computational Linguistics, ACM TALIP and Chinese Journal of Software,

and is a regular PC member of the major conferences in NLP and AL

Since 2006, Prof Zhou has established the Suda NLP lab with now 16 staff members,
including 7 full professors and 7 associate professors.

Philippe Blache (CNRS)
Talk Title:New approaches to sentence processing: a cognitive

perspective

Vil


http://nlp.suda.edu.cn/~gdzhou/
http://www.lpl-aix.fr/~blache/index-en

Abstract: Sentence processing is usually considered as an incremental mechanism:
each new word is integrated into a structure under construction that can be interpreted
compositionally. In this architecture, understanding a sentence comes to a step-by-step
building of the meaning. I will present in this talk different elements challenging this
approach. Starting from works in linguistics, psycholinguistics and natural language
processing, we will see that language processing by human can be, depending on the
situation, very superficial and incomplete. A more realistic language processing
architecture would therefore have to integrate into a unique model different levels of
processing: one which is superficial, relying on the recognition of large units with a
strong cohesion; and another consisting in a classical incremental word by word
integration. This organization corresponds to a double level shallow-and-deep parsing
process.
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Two-level Word Class Categorization Model

in Analytic Languages and Its Implications for POS Tagging

in Modern Chinese Corpora

Rengiang Wang
Graduate School,
Sichuan International Studies University,
Chongqing 40031
wangrengiang@sisu.edu.cn

Abstract

The study of word classes has a
history of over 4000 years, and the
word class problem in over 1000
analytic languages like Modern
Chinese can be seen as the Goldbach
Conjecture in linguistics. This paper
first outlines the existing problems in
the POS tagging of Modern Chinese
corpora with a case study of E fz.
Then it introduces the Two-level Word
Class  Categorization Model in
analytic languages, which is based on
the perspectives of language as a
complex adaptive system and the
nature of major parts of speech as
propositional speech act functions.
Finally, the implications of Two-level
Word Class Categorization Model for
POS tagging in Modern Chinese

corpora are explored.

1 Introduction

Categorization is a fundamental task in
linguistics, and linguistic categories like
word classes or parts of speech were
considered as the study of “god particles”
in language in the 36th Annual Conference

1

Changning Huang
Department of Computer Science and
Technology, Tsinghua University,
Beijing 100084
cnhuang0908@126.com

of the German Linguistic Society held at
the University of Marburg, Germany, in
March, 2014. In natural language
processing, part-of-speech tagging plays a
key role. As pointed out by Rabbi (2012),
“It is a significant pre-requisite for putting
a human language on the engineering
track.” The study of word classes has a
history of over 4000 years, but the word
class problem in over one thousand
analytic languages like Modern Chinese,
Modern English and Tongan can be seen
as the Goldbach Conjecture in linguistics,
which has witnessed several upsurges over
the last century.

Let's take the example of H{F in
Chinese. The first five editions of The
Contemporary Dictionary
(hereinafter called CCD) have almost the
same treatment of [{% with the only
definition of #H 1§ H ., which is
obviously a verbal usage according to the

Chinese

definition metalanguage, though it is only
in CCDS5 published in 2005 that the
lexeme is explicitly labeled as VERB:

[H15] zxin HEED: ~0
|~ EREAME S

In CCD6 published in 2012, however,

29th Pacific Asia Conference on Language, Information and Computation pages 1 - 10
Shanghai, China, October 30 - November 1, 2015
Copyright 2015 by Rengiang Wang and Changning Huang
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we can see that H1F is labeled as a
multi-category lexeme belonging to VERB,
NOUN and ADJECTIVE:

[112) zixn @ ] AS O ~
R | ~BBERERAES. @
HE TG THkE~ | T
TEZE, HELT Lo~. ©
WO L E SR
B~

In the second edition of The
Grammatical knowledge-base of
Contemporary Chinese — A Complete
Specification (Yu et al., 2003), H5 is
specified only as VERB with the
following examples, which illustrate its

typical usages:

~ | i~ B EERERAEAE/
R~ AT RS/~ it/ % w,

FE~

Then what about the POS tagging of
F{& in Chinese corpora? We downloaded
all the concordance lines from the Modern
Chinese Corpus developed by the China
National Language and Character Working
Committee  (hereinafter called CN
CORPUS, http:// cncorpus.org/ CCindex.
aspx). There are altogether 187
downloadable concordance lines of H15.
As shown in Table 1, the most frequent
usages of H {5 are as VERB and
ADIJECTIVE, with only one occurrence as
NOUN.

parts of speech | frequency | percentage
1 \'AY% 142 75.94%
2 1 43 22.99%
NN 1 0.53%
word-formation
4 1 0.53%
morpheme
total 187 100.00%

Table 1: POS Tagging of HfE in CN
CORPUS

However, through careful analysis,
we find that 117 of them (accounting for
62.54%) seem to have problems in their
POS tagging. Though the usages of H 1 in
the corpus are respectively tagged as
VERB, ADJECTIVE and NOUN, which
seems to be consistent with the word class
labeling in CCD6, we have found the
following five types of problematic POS
tagging in CN CORPUS:

First, usages of reference when used
as subjects or objects of the sentences are
tagged differently with the parts of speech
of NOUN as in (1), ADJECTIVE as in (2),
(3), (8), (9) and (12), and VERB as in (4),
(5), (6), (7), (10), (11), (13), (14) and (15).
Admittedly, not all of them are correct
tagging. Moreover, usages of H 1§
classified by — Ff are all tagged as
VERB as in (5), (6) and (7), which are
typical nominal wusages. Interestingly,
juxtaposed words as objects of the
sentences are obviously NOUN like #({H
and JJi while H{5 are still tagged as
VERB, as in (11) and (12).

(1) ifim B/le RAYiN , /'w Ra
mh W/d H/e WHN Z/P/m BiEn

Q) /w FE/mn Bmd %EN —H/m
HfG/a , /w &E/p W B td B
N BTN . Iw

(3) Ml /e Fhiq Bl W)L < Iw
AKiE/d Walv 13 v B Big/a M
fp [/ Tile Kivd ? /w

4) HEW/a  /w TN v BIE
N RN EEE/Mmh Ko R/ FF
m . /w

(5) w #/p T E/Mms BHE/m & F/nl
i —/m Filq KEN WL/ Ko B
BV ..Iw..Iw

6) fir Env Th, /iw BEFm B
md Eitv —/m Fiiq BEN - iw &

(7) 1H/c th/r BEF/d £y Hivd
—/m F/q Be/vu HEN fERS/a B
BfENV . /w W
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(8) T F&/mh WE/V Wh/ir BN T
fu Wi Fe Bfd/a o iw

9) fthr RN T Xp HENR
Z/r —Hmt Am [ Bifa fic H
f&/a « /w

(10) 15/m iy T BEN -
w

(11) —/m 1/q Am HE/u HEIE
Ja WL/ T Xp HEM  /w X
AR/Mm  /w Xp #hem B TiE%
m o, /w i 2/ve Hid/a Hia Xp A
Em ey i e BiENY

(12) fth/r X/d BN Th Bf/a
Mic Ji&Em o Iw

(13) /w fit/r fEfE/a Hiu Biv Fh
e, lw He RPa Xd WEN Th
HiG/

(14) b/ Wi KB m Fnd 45
KN FHh Xfp BN Wi R4 BIE
N o Iw

(15) /e f14/a v Fh o, iw T
Ip &m f)ln B Sifem &8N
iw i B A By BN

Secondly, usages of modification of
entities are tagged differently with the
parts of speech of ADJECTIVE as in (16)
to (18), and VERB as in (19) to (24) , even
when juxtaposed words like “F-&#, W14,
itk and H K are tagged as ADJECTIVE
asin (19), (21), (22) and (23).

(16) /w #B/mhs AK/d &vl Mg
R5i/a BiE/a Fu &9 m

(17) /w /e i BRES/Mm Ay
KFmh RSm , tw EHN Wiga H
fG/a Mm Jem ;

(18) #ri#fi/a flh/r W In k&
N Th H&m, w Xd FE~N Th
fli/r “FH/M i Fiq Bfe/a fc A
fa [ #15n

(19) /'w —"N/mq “Fiff/a 1fi/c X/d
Ef&/Nv B mEm ,/w Ep il &
Ja/ml Mg/ .

(20) /w H/p fili/r S/ M B
m Al 2z JERd By B A
n . /w

1) WIA/d &/d WiiE/a Bfev 1
fu FEZmh ,/w IXEHEme IOEBEA
fw ERIEATA Hon 8By T 83k .
Iw

(22) fir W fata Ko BIEN
P WFm o iw 52N e Ep T4
BN Fh e A .

(23) fE/p fbfilr X Mg BfEN
P 0Em , /w tH/d "l B 2l
HK/a Bu OE/m , /w Xr Fi/q K
m RN fHd AN di%ta ANR] /v
v 2 Pin o Iw

(24) BN Hu EHEZEmh Sy
i/t BfE/N o WEm , /w T£/a
¥ /m AT/ F/c FriEic & /m #5/d
TS v

Thirdly, wusages of predicative
adjectives of H1{5 are tagged differently:
some are tagged as ADJECTIVE as in (25)
to (28), whereas others as VERB as in (29)
to (33), even when juxtaposed words like
FT, RWr and P& are tagged as
ADJECTIVE as in (30), (32) and (33).

(25) iw Aib/r B B5/n (85 T
/c Bfd/a - /w

(26) FEAM B ,/w 2N KiHE
/a ~ /w Bfe/a M, w A/d #£2
/d sEN HdBa B .

7)) /w e B fhfm B8N
B/d ™A /w EHid mifva fle #id
Hfg/a T/u . /w

(28) 1H/c HBWI/mt R SE/a , /w
Hig/a , /w EHY/Mm FEii/N B HHmn
Hlu 3% fim

(29) tBiF/d fbr K/d &EFd BIE
N o, Iw friam w=/d EN T b
—/w

(30) /w HEFEM JL/k 1B/d K5 t/a
/w t/d 1Rd Bfan .
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(31) ZKHK/mh w/d B&N Wil »/w
fhi/e Vi o iww RN D¥Ems | oiw

(32) AEE/Mm W/ MK/ #/d =2
N FEN fEp Mm Bfm BMfim M 26
/h —Amq = /w N EHa BfEm . w
HiE/~v 1/ X/d FRlki/a

(33) E/nhf Frkm Hip 5EZv 1
fu HYtm By F/a E/nhf #8m . iw
HFm b/ B Fiea e BE

Vo w

Fourthly, usages of EH1{& plus i in
adverbial  constructions are tagged
differently: ADJECTIVE in (34) and (35)
while VERB in (36) to (38).

(34) Xf/mh FEH /A HAG/a Hi/u
2] VAT YAV

(35) mitaE/Mh 1R/d BiG/a Ha
Fosiv + iw"w B BEr BRI
Riv Bl EN L iw B B XN 2112
N o /W

(36) BAF/mh v Th — F/mq
EWEWy 5w Tord BifE~N Hia
NV o

(37) M%Em BBiEKmn Bfsn b
fu Hip f87"m #m $8snv EHu BEE
/ml P ZE K

(38) ir Bfdnv M Wy :iww
B Bivu RN —/m Fi/q H/d #
/a B HBiim . w 2nvl $p An
Wz B ! iw

Lastly, word-formation usages of H
& are tagged differently: no tagging in
(39) while VERB in (40) to (42), the latter
of which seems somewhat awkward .

(39) /w EFEN £/a KiEm i
HiGOm EAGN Hir fik/a BEXn .
w

(40) Eifnh JeEm H/d X <iw
A Ky B~y Jim B FEA
7w TN B Ea Bn By

(41) —1/mq EZm , /'w —1/mq
RiEm , /w WR/ec %AN BIs/Nv Jim

wt/d ASd ATEE v RNV RN

42) /w ffiiv Am fEp kv b
/nd 3N T H/d Kia Bl 24 %
m /e faE/a Emn , w BL/ie Xtp
Ho/r M Bf&E/v &m .

To sum up, we have the following
questions: (1) Both the first five editions
of CCD and the second edition of The
Grammatical knowledge-base of
Contemporary Chinese — A Complete
Specification seem to have adhered to the
Principle of Parsimony (namely fewest
possible  multi-category = words), as
advocated by Lii Shuxiang (1979), Zhu
Dexi (1985), Guo Rui (2002), Lu Jianming
(1994, 2013), Yu Shiwen et al (2003) and
Shen Jiaxuan (2009, 2012), but then is the
word class labeling of E {5 as VERB,
NOUN and ADJECTIVE in CCD6 correct?
(2) What's the relationship between the
word class labeling of lexemes in Chinese
dictionaries and the part-of-speech tagging
in Chinese corpora? (3) How to improve
the part-of-speech tagging in Chinese
corpora? To properly answer the above
questions, we will first introduce the
Two-level Word Class Categorization
Model (TLWCCM) in analytic languages
and then discuss its implications for the
part-of-speech tagging in Chinese corpora.

2 Two-level Word Class
Categorization Model (TLWCCM)

2.1 The Theoretical Model

The multifunctionality / heterosemy /
multiple class membership of lexemes in
many languages has remained a
contentious issue ever since linguistics
emerged as an independent discipline in
the 19th century. And van Lier & Rijkhoff
(2013: 1) considers it as "[cJurrently one
of the most controversial topics in
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linguistic  typology and grammatical
theory".

Based on the perspectives of language
as a complex adaptive system (Beckner et
al, 2009; Larsen-Freeman & Cameron,
2008; Lee et al, 2009; Bybee, 2010) and
the nature of major parts of speech as
propositional  speech act  functions
proposed by Croft (1991, 2001) and Croft
& van Lier (2012) on the basis of Searle
(1969), Wang (2014a) argues in his
Two-level Word Class Categorization
Model in Analytic Languages that just as
there are two states of existence of word at
the two levels of langue (i.e. word type or
lexeme in lexicon in a communal language)
and parole (i.e. word token in syntax),
word class categorization also happens at
the two levels: (1) The word token
categorization in syntax at parole is the
speaker’s expression of propositional
speech act functions like reference,
predication and modification, whereas the
word type categorization in lexicon at
langue is the conventionalized
propositional speech act function(s) of a
word type resulted from self-organization
or collective unconscious; (2) The class
membership of a word type does not have
a priori existence, nor is it precategorial,
but is liable to change through recurrent
use in various propositional speech act
constructions in syntax at parole; (3) The
multifunctionality or multiple class
membership of word types in synchrony
derives from diachronic change and is
closely related to frequency of use, which
reveals the competing motivations of
economy and iconicity in communication;
(4) The class membership (either single or
multiple class membership) of a word type
is its meaning potential(s) at langue,
which is to be discovered by descriptive
linguists through corpus-based usage

pattern surveys, as is done by dictionary
compilers in word class labeling, whereas
the class membership of a word token is
its meaning as an event as expressed in a
certain context, which normally has a
single part of speech; (5) With regard to
the class membership of a word token,
there are prototypical correlations between
propositional speech act functions and
semantic classes.

2.2 Empirical Studies

Four empirical studies have been
conducted with regard to the Two-level
Word Class Categorization Model.

Wang (2013) surveys the multiple
class membership in Modern Chinese
based on CCDS5. It is found that 2778
lexemes (accounting for 5.40%) in CCDS5
are multi-category words, that multiple
class membership exists typically between
the major word classes of NOUN, VERB,
ADJECTIVE and ADVERB, and that
CCD5 has basically labeled with more
accuracy the typical parts-of-speech for
the headwords and the typical members of
the relevant word classes but it is
somewhat conservative in dealing with
multiple class  membership.  More
importantly, the description of the
headwords in the dictionary is partially
consistent with the reality of language use
in the Chinese community, which reveals
the invalid theoretical basis for multiple
class membership: the so-called “Principle
of Simplicity” in grammar analysis which
sticks to the principle of “fewest possible
multi-category words” is proved to be
problematic.

Wang (2014b) investigates the current
status of multiple class membership in
Modern English based on Oxford
Advanced Learners English Dictionary
(7th ed.) (hereinafter called OALD7). It
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has been found that 4861 lexemes
(accounting for10.48%) in OALD7 are
multi-category words, that there are 81
different types of multiple class
membership, the most typical of which are
those between the major word classes of
NOUN, VERB, ADJECTIVE and
ADVERB, and that multiple class
membership is characteristic of analytic
languages like Modern English and
Modern Chinese in lexicon at langue.
Interestingly, the types of multiple class
membership in Modern Chinese is similar
to that of Modern English, though CCD5
minimized the number of multi-category
lexemes by following the Principle of
Parsimony/Simplicity, creating a false
impression that the percentage of
multi-category lexemes in  Modern
Chinese is far lower than that in Modern
English. It is found that this false
impression results to some degree from the
ban of multiple class membership
especially for self-reference lexemes
advocated by leading scholars like Zhu
(1985), Guo (2002), and Shen (2009), who
argue for multifuntionality of Chinese
word classes rather than Chinese lexemes.
However, this has obviously led to
indeterminacy of Chinese word classes.
Wang & Chen (2014) makes a
corpus-based study of the relationship
between verbs and constructions and
proposes four criteria to measure
conventionalization of a word's usage
(namely, type frequency, token frequency,
time span and register variation). It is
shown that lexicon and syntax form a
continuum with two ends, and that the
relationship between verbs and
constructions is interdependent in that the
verb itself is liable to change through
repetitive use in constructions. It is found
that the erroneous conclusions in previous

studies result from not adopting the
corpus-based bottom-up approach, leading
to the difficulty of distinguishing the class
membership of word types in lexicon at
langue and that of word tokens in syntax
at parole, and from committing the logical
fallacy of overgeneralization.

Wang & Zhou (2015) makes an
empirical study of the correlation between
multiple class membership and frequency
on the basis of the CN CORPUS and the
DIY Word Class Labeling Database of
CCDS5. The findings of both studies have
verified the positive correlation between
heterosemy and frequency, but there is a
significant difference between them. It is
found that the correlation between
heterosemy and frequency in analytic
languages like Modern Chinese and
Modern  English  results from the
competing motivations of economy and
iconicity in communication, and that
CCD5 minimized the number of
multi-category lexemes by following the
Principle of Parsimony, creating a false
impression that the percentage of
heterosemy in Modern Chinese is far
lower than that in Modern English.

3 Implications of TLWCCM for
POS Tagging in Modern Chinese
Corpora

Part-of-speech tagging is the process of
assigning a part of speech to each word
token in a corpus. From the perspective of
TLWCCM, POS tagging is the word class
categorization at the level of parole in
syntax, in which propositional speech act
functions (i.e., reference, predication and
modification) correlate in markedness
patterns with semantic types (i.e., objects,
actions , and properties) in contexts.
Accordingly, we can make some



PACLIC 29

corrections in the above problematic POS
tagging in CN CORPUS: H f&§ in
concordances lines like (12) "fti/r X/d
WMEN T/ Bfa/a fMic JjEMmM "
should be retagged as NOUN instead of
ADJECTIVE; H {5 in concordances
lines like (13) "fth/r TEfE/a i BV &
o e, w Hie BRR/A X/d BN
T /u HIE/ " should be retagged as
NOUN instead of VERB; H {5 in
concordances lines like (19) "—/mq P
Bft/a Mi/c X/d BfS/v M BEm , /w
Ep il &Ja/ml MiEL/v " should be
retagged as ADJECTIVE instead of VERB;
and H1E in concordances lines like (30)
"w B Uk R/ KETa, iw Bd
fR/d BHIG/v " should be retagged as
ADJECTIVE (i.e. predicative adjective)
instead of VERB.

Thus, multi-category lexemes like H
{5 can cause tag ambiguity in POS tagging
in corpora. But how hard is the tagging
problem? Or how common is tag
ambiguity? Jurafsky & Martin (2009: 135)
describes the situation in English:

It turns out that most words in
English are umambiguious; that is,
they have only a single tag. But
many of the most common words
in English are ambiguous...... In
fact, DeRose (1988) reports that
while only 11.5% of English word
types in the Brown corpus are
ambiguous, over 40% of Brown
tokens are ambiguous.

From the perspective of TLWCCM,
tag ambiguity in POS tagging can be
removed easily in context (namely in
syntax at parole). As pointed out in
Section 1, many leading scholars in
Chinese grammar and Chinese natural
language processing adhere to the
Principle of Parsimony so as to minimize

the scope of multiple class membership or
tag ambiguity, and instead argue for
multifunctionality of word classes rather
than that of lexemes, which is theoretically
invalid and practically unnecessary. As
verified by Wang Rengiang & Zhou Yu
(2015), there 1is positive correlation
between heterosemy and frequency in
Modern Chinese. Harbsmeier (1998: 138)
correctly pointed out that, in English as in
Chinese, the context “painlessly removes
the ambiguity of constructions which,
taken in isolation, would have been
ambiguous”.

This observation has its positive
effects on POS tagging in Modern Chinese
corpora. According to Bakeoff (2008),
among the 5 POS tagged corpora in the
survey, 3 are based on the word class
information in dictionaries while 2 are
token-based. Huang and Huang (2014)
found out that the machine learnability of
the latter 2 corpora is 2-4 percent higher
than the former 3, which indicates that the
accuracy of automatic POS tagging can be
improved dramatically if we tag the class
membership of word tokens in syntax.

Now, if we retag all the problematic
concordance lines of H {F from CN
CORPUS from the perspective of
TLWCCM, we can get the following
results as shown in Table 2. Compared
with the original results in Table 1, the
number of nominal tags of E {5 has risen
dramatically while the number of verbal
tags of H{F has dropped sharply. From
Table 2, we can also reach a conclusion
that the verbal, nominal and adjectival
usages of H{F are conventionalized, and
that CCD6 is right to label H1F as a
multi-category lexeme belonging to VERB,
NOUN and ADJECTIVE. According to
Lexicon of Common  Words in
Contemporary Chinese released by the
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China National Language and Character
Working Committee in 2008, H {5 is
ranked 3904, which implies that H15F isa
relatively higher frequency lexeme. This
obviously explains why it has a higher
chance to become a multi-category lexeme
and why the accuracy rate POS tagging of
H1{& is so low in CN CORPUS.

parts of speech frequency percentage
1| VV 30 16.04%
210 84 44.92%
3 | NN 64 34.22%
4 | word-formation 9 4.81%
morpheme
total 187 100.00%

Table 2: Results of Revised POS Tagging of H1E

It must be admitted that compared
with CCD5, some improvements have
been made in CCD6 with regard to word
class labeling, but not so much. Our recent
survey reveals that for many of the most
common words, similar problems still
remain: The Principle of Parsimony is still
blindly followed. For example, there are
still problems in CCD®6 in treating lexemes
like BFF0, 718, T, e, B, BR,
b, ki, WS, RAE, ¥, and so
on. That's why Huang & Jin (2013: 187)
maintains the criteria of POS tagging
based on X-Bar Theory, which is to some
extent similar to TLWCCM with regard to
the word class categorization in syntax at
parole. And that's also why Huang &
Wang (2015) argues that lifting the ban on
self-reference senses of multi-category
words is an important way out of the
Chinese word class dilemma. Since many
tagging algorithms require a dictionary
that lists all the conventionalized
parts-of-speech of every lexeme (Jurafsky
& Martin, 2009: 160), the problem now is
not that dictionaries are not helpful in POS

tagging in analytic languages like Modern
Chinese, but that current Chinese
dictionaries like the authoritative CCD6
are yet to be the reliable basis for POS
tagging in Modern Chinese corpora.

4 Conclusion

To summarize, there is urgent need to
improve both the word class labeling in
Chinese dictionaries and the POS tagging
in Chinese corpora, in which the former
often serves as the basis for the latter. And
the Two-level Word Class Categorization
Model has proved to be effective in
providing the guidance for both.
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Abstract

This paper is a brief review of the research
on language variation using corpus data
and statistical modeling methods. The
variation phenomena covered in this review
include phonetic variation (in spontaneous
speech) and syntactic variation, with a
focus on studies of English and Chinese.
The goal of this paper is to demonstrate the
use of corpus-driven statistical models in
the study of language variation, and discuss
the contribution and future directions of
this line of research.

1 Introduction

Human language is inevitably variable. The same
meaning may be wrapped in different sentence
forms without losing the semantic content; the
same word or the same sound could be pronounced
slightly differently by different speakers, or even
by the same speaker but in different linguistic or
non-linguistic contexts. Sometimes we can come
up with an explanation for the observed differences
(e.g. men and women talk differently), but more
often than not, variation seems so ubiquitous and
random. In fact, variation used to be considered as
noise in the signal — something that needs to be
filtered out before the signal can be processed. In
recent years, however, the value of ‘random’
variation has been gradually uncovered in
linguistic research.

11

What has changed to cause the rising interest in
variation? In our view, the change is largely due to
the availability of large-scale linguistic datasets —
often extracted from big corpora - and
sophisticated statistical tools that allow researchers
to look for patterns in a sea of seemingly random
and unpredictable data. Thus, variation is no longer
viewed as noise but a gold mine of information
about how language is produced and used in
communication. For instance, examining patterns
of pronunciation variation in spontaneous speech
can help us understand what factors (e.g. word
frequency, contextual predictability, information
status) may play a role in the speech production
process, what is the relative importance of these
factors, and how they interact with each other.
Furthermore, a variation model also makes it
possible to examine the effect of some particular
factor by statistically controlling for other factors
that are also active. By comparison, in an
experimental study, it is often hard to completely
balance all relevant factors when creating
experimental stimuli and conditions.

In the remaining of this paper, we will first
introduce the general methodology of building
corpus-based statistical models of language
variation; we will then briefly discuss several
previous studies on phonetic variation and
syntactic variation that cover a few different
languages (English, French, Chinese). Finally, we
will briefly discuss the contribution and future
directions of this line of research.
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2  General Methodology

The general methodology of a corpus-based
variation study consists of two major stages:
dataset compilation and model building. A dataset
contains observations of the linguistic phenomenon
under investigation (e.g. pronunciation of function
words in English). The observations are extracted
from some corpora and are annotated with a set of
linguistic properties. To use the modeling
approach, it is necessary that the linguistic
variation under investigation is encoded in some
guantifiable (or categorical) measures. For
instance, variation in word pronunciation may be
encoded in the duration of a word, which is a
guantitative measure. Such measures will be used
as the outcome variable in the statistical model.
Furthermore, each observation will be annotated —
either manually or automatically — with a number
of features that are hypothesized to be predictors of
the linguistic variation (e.g. usage frequency of a
word might predict the duration of a word in
natural production). Variation models typically
include thousands or tens of thousands of
observations, in order to ensure enough statistical
power. Thus, it is critical to choose an appropriate
data source that contains enough relevant
observations and adequate representation of the
predictor variables.

After the dataset is prepared, it will be fed into
the statistical model. Currently, the most popular
and widely used model in the field is the mixed-
effects regression model (Baayen et al., 2008).
Compared to a simple regression model, mixed-
effects models have the advantage of allowing two
levels of predictors: random-effects predictors and
fixed-effects predictors. The inclusion of random-
effects predictors is particularly useful for
modeling linguistic variation, because we know
that part of the variation will be truly random and
cannot be predicted by any annotated feature. For
example, different speakers will pronounce the
word to slightly differently, and ultimately, some
individual differences are beyond the predicting
power of speaker sex, age, height, weight, etc. and
will have to be random. Similarly, the differences
among individual words (e.g. to and too) could
also be idiosyncratic and unpredictable. In a
mixed-effects model, random effects may co-exist
with fixed-effects, which means that, for example,
both gender differences (i.e. sex as a fixed-effects

12

predictor) and true individual differences (i.e.
speaker as a random-effects predictor) may both be
represented in a model of pronunciation variation.

Depending on the type of the outcome variable,
one may use either mixed-effects linear regression
model (for numerical outcome variables) or mixed-
effects generalized regression model (for
categorical outcome variables). Research on
modeling language variation

2.1 Modeling phonetic variation

This wvein of corpus-based language variation
research first started with studies on phonetic
variation — probably because phonetic features are
readily quantifiable. Some of the pioneering works
on English pronunciation variation were completed
around the turn of the century (Bell et al. 2009;
Fosler-Lussier and Morgan 1999; Gregory, et al.
1999; Jurafsky et al. 1998, 2001a, among others),
with phonetic data from the Switchboard corpus of
telephone conversations (Godfrey et al. 1992),
which contains 240 hours of speech (of which 4
hours are phonetically transcribed and used in the
statistical models).

The studies above mostly examined word
duration and vowel pronunciation (full wvs.
reduced) as parameters of pronunciation variation.
In addition to describing the general picture of
variation, these studies were also deeply interested
in the effects of probabilistic factors (e.g. word
frequency, contextual probability, etc) on
pronunciation variation. The results presented in
these studies are cited as empirical support for the
general claim that probabilistic relations have
profound influence on the representation and
production of words in speech (Jurafsky et al.,
2001b)

Later on, with the completion of the Buckeye
corpus (Pitt et al., 2007), which contains 40 hours
of phonetically transcribed conversational speech,
another batch of corpus-based phonetic variation
studies appeared (Johnson, 2004; Gahl et al., 2012;
Yao, 2009, 2011, etc). Since the Buckeye corpus is
recorded in a studio, the recording quality is high
enough to warrant automatic measurement of VOT
(YYao, 2009) and vowel formants (Yao et al., 2010).
This allows for modeling of gradient vowel
dispersion, measured by the distance between a
specific vowel token from the center of the vowel
space on a F1-F2 plane (Bradlow et al., 1996).
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Furthermore, some of the variation studies based
on the Buckeye corpus (Gahl et al., 2012; Yao,
2011) focused on the effects of a particular lexical
measure  called phonological neighborhood
density. Phonological neighborhood density refers
to the number of similar-sounding words given a
specific target word. Thus, the models built in
these studies had one critical predictor (i.e.
phonological neighborhood density), and all the
other non-neighborhood predictors were included
as control variables. Results from these studies
revealed the effects of phonological neighborhood
structure in word production when all other factors
that could also influence word production were
statistically controlled.

In addition to English, corpus-based
pronunciation variation research has also been
conducted in other languages (Dutch: Pluymaekers
et al., 2005, among others; French: Meunier and
Espesser, 2011; Yao and Meunier, 2014; Taiwan
Southern Min: Myers and Li, 2009).

2.2 Modeling syntactic variation

The work on modeling syntactic variation started
later than the work on modeling phonetic variation.
Most of the pioneering works were done by
Bresnan and her colleagues at Stanford (Bresnan,
2007; Bresnan et al.,, 2007; Bresnan and Ford,
2010; Tily et al., 2009; Wolk et al. 2011, etc) on
dative variation (e.g. | gave John a book vs. | gave
a book to John) and genitive variation (e.g. John’s
book vs. the book of John) in English. For the
American English data, Bresnan and colleagues
also used the Switchboard corpus. Since syntactic
variation has a discrete set of variants (i.e. different
sentence forms), the phenomenon is modelled by
generalized regression models. Bresnan and
colleagues’ work showed that the choice of the
surface form under investigation was predictable
from a set of factors relating to different
components in the local sentence (e.g. semantic
type of the verb, NP accessibility, pronominality,
definiteness, syntactic complexity, etc) and the
context (e.g. presence of parallel structures). When
taking all the factors into consideration, Bresnan et
al.’s models can correctly predict the surface
dative/gentive form in more than 90% of the cases
(compare with a baseline accuracy around 79%).
Variation patterns revealed in Bresnan et al.’s
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works were later confirmed in behavioral
experiments (e.g. Bresnan and Ford, 2010).

Inspired by Bresnan and colleagues’ work on
English syntactic variation, there have also been a
few studies that apply a similar modeling approach
to the study of syntactic variation in Chinese
languages (Cantonese: Starr, 2015; Mandarin: Yao,
2014; Yao and Liu, 2010).

In particular, Yao and colleagues (Yao, 2014,
Yao and Liu, 2010) investigated both dative
variation and BA-form variation in written
Mandarin using data from the Academia Sinica
corpus (Chen et al., 1996). Sentence patterns
involved in Mandarin dative-variation (e.g. 7%/
5k—7K I gave Xiaozhang a book’ vs. Fi%— A
525 /N5K ‘1 gave a book to Xiaozhang’ vs. Fefi—
AP EZ5/N K T (BA) a book gave to Xiaozhang’)
are more complicated than those in English. In
addition to the two dative constructions similar to
those in English, Mandarin Chinese also allows the
direct object to be preposed before the verb. Yao
and Liu” work showed that the three-way dative
variation in Mandarin Chinese can be modeled by
a hierarchy of two models: one on the upper level
for the pre-verbal vs. post-verbal distinction and
the other on the lower level for the dative vs.
double object distinction. Yao and Liu’ models
raise the prediction accuracy by 27% (upper level)
and 7% (lower level) compared to the baseline
accuracy levels.

Furthermore, to understand the general
properties of the pre-verbal vs. post-verbal word
order variation, Yao also built general models on
syntactic variation between BA and non-BA
sentences. The results from this study showed that
the surface word order in Mandarin Chinese is
most significantly influenced by the prominence
(accessibility, definiteness, etc) and length of the
NP, as well as the presence of a similar word order
in the nearby context (i.e. parallel structure).

3 Discussion

In this paper, we have briefly reviewed some
previous studies that use corpus-based statistical
models to investigate language variation
phenomena. The focus of this review is on studies
of phonetic variation (in spontaneous speech) and
syntactic variation in English and Chinese. As
discussed above, corpus-based research on
linguistic variation is still dominated by studies on
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English; by comparison, there is much less
research on linguistic variation — especially
phonetic variation — in Chinese. One possible
reason for the lack of Chinese phonetic variation
research is the unavailability of large annotated
conversational speech  Chinese corpora (to
linguists). In our view, the lack of resources may in
fact indicate a potential opportunity of
collaboration between theoretical linguists and
speech engineers (computational linguists). We
discuss this in more detail in our next point.

We have observed that so far, the researchers
who work on corpus-based language variation
studies are mostly linguists who are interested in
the general variation patterns or the effects of
particular factors that are critical to some linguistic
theories. One may say that these researchers are
doing ‘computational linguistics’ in the sense that
they use computational (modeling) methods to
investigate linguistic questions. In reality, of
course, the term ‘computational linguistics’ refers
to the area of study that aims to develop language-
related (or text-related) applications in computer
science. However, despite the seemingly disparate
research interest, we must recognize that these two
lines of research do share some common features —
mostly in the corpus-based and computational
nature of the work — and that people working in
these areas may benefit from collaborating with
each other. Among other things, computational
linguists can help theoretical linguists develop
tools for automatically annotating a corpus, and
theoretical ~ linguists’ work can  provide
generalizations of variation patterns that may in
turn inform computational linguistic applications.

To conclude, while we believe that the research
on corpus-based variation research has made
significant contribution to the study of language,
we are convinced that greater success can be
achieved if theoretical and computational linguists
will work jointly on these topics.
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Abstract

Detecting language divergences and predict-
ing possible sub-translations is one of the most
essential issues in machine translation. Since
the existence of translation divergences, it is
impractical to straightforward translate from
source sentence into target sentence while
keeping the high degree of accuracy and with-
out additional information. In this paper, we
investigate the problem from an emerging and
special point of view: bigrams and the cor-
responding translations. We first profile cor-
pora and explore the constituents of bigrams
in the source language. Then we translate un-
seen bigrams based on proportional analogy
and filter the outputs using an Support Vector
Machine (SVM) classifier. The experiment re-
sults also show that even a small set of features
from analogous can provide meaningful infor-
mation in translating by analogy.

1 Introduction

Over the last decade, phrase-based statistical ma-
chine translation (Koehn et al., 2003) systems have
demonstrated that they can produce reasonable qual-
ity when ample training data is available, especially
for language pairs with similar word order. How-
ever, the PB-SMT model has not yet been capable of
satisfying the various translation tasks for very dif-
ferent languages (Isozaki et al., 2010). The existence
of translation divergences makes the straightforward
transfer from source sentences into target sentences
hard. Though many previous pieces of work (Dorr,
1994; Habash et al., 2002; Dorr et al., 2004) have at-
tempted to take account for divergences and to deal
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with this linguistic problem using various translation
approaches. This paper further inquires the topic.

Since sentence consists of bigrams, instead of
analysing the syntactic structures of the whole sen-
tence or part of the sentence as in (Ding and Palmer,
2005), we explore the possibilities of translating un-
seen bigrams based on an analogy learning method.
We investigate the coverage of translated bigrams in
the test set and inspect the probability of translat-
ing a bigram using analogy. Analogical learning has
been investigated by several authors. To cite a few,
Lepage et al. (2005) showed that proportional anal-
ogy can capture some syntactic and lexical struc-
tures across languages. Langlais et al. (2007) in-
vestigated the more specific task of translating un-
seen words. Bayoudh et al. (2007) explored generat-
ing new learning examples from very scarce original
learning data using analogy to train an SVM classi-
fier. Dandapat et al. (2010) performed transliteration
by analogical learning for English-to-Hindi.

In the issue of translation using analogy, one of
the main drawbacks should be addressed is the prob-
lem of “over-generative”. Analogy is able to cap-
ture the most divergences of translation in the most
cases, yet it generates a great number of solutions
that are ungrammatical and incorrect. In this pa-
per, we propose to translate useen bigrams as re-
constructing with the principle of analogy learning.
In machine learning, SVMs have been shown that
it is efficient in performing a non-linear classifica-
tion. By specifying features used in experiment, we
employ an SVM classifier to fast filter the solutions
output by the analogy solver. The final goal of this
research is to explore the possibility of translation
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using analogy and point out a feasible way to solve
the problem of ~over-generative”.

The remainder of this paper is organized as fol-
lows: Section 2 describes basic notions in alignment
and analogy. In Section 3, we explore the classifica-
tion of bigrams and their contributions to the whole
corpus and report some profiling results. Section 4
presents our approach, depending on the analogous,
and describes how to processing the data and ex-
tract examples for training an SVM classifier. We
also evaluate the result using the some standard mea-
sures. Finally, in Section 5, conclusions and per-
spectives are presented.

2 Basic notions

2.1 Alignment classification

In this section, from a theoretical point of view, we
study the categories of word alignment in translat-
ing. Given a sentence, various alignments of bi-
gram exist. The following is an example of non-
monotonic alignments where alignment links are
crossing between parallel sentences (Japanese and
English):

e: Hey saws a cats with a longy tails.

j: Kare_hay nagaiy sippo_nos neko_wos mitas.

é: He long  tail_of cat saw

In this example, e means an original English sen-
tence in parallel texts, 7 means a Japanese sentence,
and € means an amended English sentence which is
better for translation parameter training with j. The
phrases with the same index are aligned. Based on
these two sentences, different categories of align-
ments have been identified. For each category, ex-
amples are given:

According to whether the translation is continu-
ous or not, we divide the alignments into 2 cate-
gories: 1. both the n-gram and its translation in the
target language are continuous. 2. the translation in
the target language contains gaps because of syntac-
tic divergence (Dorr et al., 2004). We define ”’[X]” to
stand for gaps in the target side as denoted by (Chi-
ang, 2005) in syntax-based MT and we can have the
following classifications:

e Continuous Alignment

— Bigram-to-ngram the translation in the
target language is continuous ngram, e.g.,
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long tail cat with a cat
nagai sipo no neko neko
(1) (2) 3)
he saw cat [X] tail

kare_ha [X] mita sipo_no neko

(4) (5)

Figure 1: Various Alignments found in the experiment
corpus, ’[X]” stands gaps between words.

(1) long tail to nagai sippo.

— Bigram-to-unigram the bigram corre-
sponds to a unigram, e.g., (3) a cat to
neko.

— Crossing-N-gram the translation is con-
tinuous, but in a different order, e.g., (2)
cat with to no neko.

e Discontinuous Alignment

— Bigram-to-N-gram-with-gaps a large
number of translations in the target
language are not continuous. This is a
common phenomenon is illustrated by
4). he saw to kara_wa [X] mita.

— Crossing-N-gram-with-gaps the bigram
was aligned with dis-continuous words
with gaps in the middle, at same time, the
translation is in a different order, e.g., (5).
sipo_no neko to cat [X] tail.

2.2 Proportional analogy

In this section, we describe employing analogy to
deal with diverse alignments for bigram translation.
We follow (Turney, 2006) to describe the basic no-
tions of proportional analogy used in this work. Ver-
bal analogies are often written A : B :: C : D. They
meaning A is to B as C is to D. For example:

annual
taxes

annual the statis-
: . i the taxes : .

statistics tics
The above example can be understood as follows:
we reconstruct an unseen bigram annual taxes by a
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triple of known bigrams. All the elements in the un-
seen bigram is taken by similarity from the second
(annual statistics) and third (the taxes) known bi-
grams and put together by difference with the fourth
known bigram (the statistics). The definition of pro-
portional analogy that we use in this paper is drawn
from (Lepage, 1998) and we focus in this study on
formal proportional analogies. A 4-tuple of n-grams
A, B, C and D is said to be a proportional analogy if
the following 3 constraints are verified. The lengths
of the n-grams may be different, but should meet the
following constraints:

L. ‘A’a + ’D‘a = ‘C’a + ’B‘ayva
2. d(A, B) = d(C, D)
3. d(A,C) = d(B, D)

where d is the edit distance that counts the minimal
number of insertions and deletions that are necessary
to transform a string into another string. |A|, is the
number of occurrences of the word a in the n-gram
A. This approach still works well on different length
of n-grams in fact. However, this method is a nec-
essary condition but not sufficient when applying to
translation issue.

As for bilingual translation using analogy, De-
noual et al. (2007) presented a parallelopiped view
on translating unknown words using analogy, we
expand it to bigrams (see Figure 2). Suppose that
we want to translate the following bigram (English):
annual taxes into French, in order to translate the
unknown bigram, bilingual proportional analogy re-
quires a triple of source bigrams and corresponding
translations. This procedure can be splitted into 2
steps:

1. reconstruct unseen bigram with a triple of
source bigrams

2. translate using analogy

2.3 Bigram reconstruction

Given a bigram, it can be reconstructed using other
n-grams via different reconstruction patterns. For
instance, we can rebuild the bigram: annual taxes
in following several ways:

Pattern 1: ab:ac::db: dc
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source

annual statistics

input :anpual taxes .1 out

H— 1és léments

the taxes

les impots

Figure 2: View of the harmonization parallelopiped: four
terms in each language form a monolingual proportional
analogy.

annual annual the statis-
: .. : the taxes |
taxes statistics tics
Pattern2: ab:b::ac:c
annual annual ..
: taxes : o : statistics
taxes statistics
Pattern3: ab:a::db:d
annual
> annual :: the taxes : the
taxes
Pattern4: ab :db :: ac : dc
annual annual the statis-
: the taxes :: o Do
taxes statistics  tics
Pattern 5: ab : aeb :: ac : aec
annual annual
annual . _annual
D income i .. : income
taxes statistics ..
taxes statistics

annual taxes is reconstructed with different n-grams
extracted from the training corpus. Beside these 5
Patterns, analogy in general can capture other vari-
ous patterns in natural language.

We restrict to Pattern 1 in reconstructing of source
bigrams because this Pattern contains more informa-
tion of context and crossing-language alignment. On
the contrary, we allow all Patterns in the target side
as we want to collect as many translations as possi-
ble.

2.4 Translation by analogy

The problem that we define is, given an unseen bi-
gram A in the source languages, supposing we have
known an alignment between n-gram and its trans-
lation which is represented by a, we want to find the
appropriate template 7;, to adapt the synchronous
analogy and finally generate the target A’ success-
fully. We formalize analogical deduction as follow-
ing:
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A:B;:Cj:x (D

Assume the previous analogical equation has a so-
lution . We define the case when = belongs to the
training set as “reconstructible”. ¢(.) is the trans-

the taxes

en: x |/ A:B;j:

P

annual taxes

X X

impots annuels  éléments annuels les impots les éléments

e

VBl O Df

annual statistics the statistics

oy /

Figure 3: Bilingual analogical reduction for the bigram
from the input annual taxes (English) to the output impdts
annuels (French), the related analogous and its translation
are indicated in the figure.

lation function, bidirectional analogical deduction
also requires to repeat this operation with all target
translations corresponding to the source bigrams in
the opposite direction. In other words, satisfies fol-
lowing equation:

(B, Cr Di) € 9(Bi) x 9(Ci) x @)/ (2)
Jy/y: B, = Cl:D, (3)

We define “bidirectional reconstructible” as when
input an unseen bigram and finally it outputs the
solution as y. In this model, a stands alignment
between source language bigram and its translation
in target language, a < (X, X'), if the alignment
(A,y) appears in the test set (as Jy € ¢(A)), we
recognize the output as the translation, called “at-
tested translation”.

The Figure 3 describes this procedure and Figure
4 shows the details about constituents of bigrams.
Since the proceeding of the whole produce of ana-
logical derivation is very time-consuming, in order
to evaluate the ceiling coverage of “attested trans-
lation”, we conduct the synchronous parsing for fast
obtaining the examples. It is easy to obtain the align-
ments between A and A’ in the test set with some
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automatic aligners. From a bigram A and its trans-
lation A’, for each elements in source side and with
all relevant of bigrams B, C from the source part of
gl\e bicorpus, if there also exists the translations B’,
C’, we can reduce the remaining D and D’ which is
described as following formula:

(A7A/):(Bi7 B;vz)::(cjﬁ C’;L):>(D7 D/)

If finally we find D and D’ at the end of this equation
are linked, we consider that from A it can arrive to
A’ successfully.

3 Data profiling

We first profile the test set by exploring the propor-
tion of unseen bigrams in the source language. Then
we investigate the reconstructiblility/bidirectional
reconstructibility of unseen bigrams in the source
language. Finally, we estimate the maximum of at-
tested translation bigrams using this analogy-based
approach.

3.1 Data preprocessing

We use the Europarl Corpora' (Koehn, 2005) to pre-
pare the classification examples used to train and test
the SVM classifier. We split the corpus into two
parts: a training set and a test set. A set of 100,000
sentences which lengths less than 30 with the French
translation are extracted as the training set. We also
sample a set of 10,000 sentences from the remain-
ing corpus not contained in training set as the test
set. This corpus only offers aligned texts, however,
it does not provide word alignment information for
each language pair. Table 1 shows some statistic of
bigrams and the proportion of unseen bigrams in the
experiment data.

3.2 Word-to-word alignment

Before reconstructing, we preprocess to obtain
word-to-word alignments. Our work is based on the
dominant method to obtain word alignment, which
trained from the Expectation Maximization (EM) al-
gorithm. To extract the word alignment, EM algo-
rithm will be utilized to train the bilingual corpus for
several iterations, and then phrase pairs that are con-
sistent with this word alignment will be extracted.
We align the words automatically relying on the

"http://www.statmt.org/europarl/archives. html#v3
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source

known

unreconstructible

BR=bidirectional reconstructible

bigrams

unseen

/\

reconstructible

target ¢4 alignment — found alignment

attested translation

- BR

/R\

— attested translation

Figure 4: Logic binary tree for the problem of analogy and bidirectional analogy in the source language, “not found
alignment” means the known bigrams that have not been aligned in the training set.

English French

sentences 10k 10k

words 177,890 202,418

Test avg.(words/sentence) 17.79 20.24
stdev.(words/sentence) +6.24 +7.17

bigrams (unique) 68,600 73,126

sentences 100k 100k

words 1,780,128 | 2,027,369

Training | avg.(words/sentence) 17.80 20.27
stdev.(words/sentence) +6.25 +7.16

bigrams (unique) 345,384 336,995

Unseen bigrams 22,078 23,251
Proportion 32.18% 31.80%

Table 1: Statistics on the English-French parallel corpus
used for the training and test sets, it also indicates the
statistics of unseen bigrams in the test set.

GIZA++* (Ochet al., 2003) implementation of the
IBM Models in Moses toolkit (Koehn et al., 2007),
running the algorithm in both directions, source to
target and target to source.

The heuristics applied to obtain a symmetrized
alignment in this step is grow-diag-final-and, it
starts with the intersection of directional word align-
ments and enrich it with alignment points from the
union. We employ this algorithm to obtained align-
ment, and from that we extract the continuous bi-
grams and their aligned targets directly from the
alignment files. At same time, an aligned test set
was build as the golden reference using the same ap-
proach. “aligned” means it is aligned by GIZA++.
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bigrams | proportion

Test aligned 63,537 92.68%
unaligned 5,063 7.38%

Training aligned 320,983 92.94%
unaligned 24,401 7.06%

Table 2: Statistics on the aligned and unaligned bigrams
in data, it also indicates GIZA++ can not align all words
in the source language after grow-diag-final-and.

bigrams proportion

known | found alignment 995 1.45%
found alignment 45,527 66.37%

unseen reconstructible 20,056 29.14%
unreconstructible 2,022 2.95%

Total 68,600 100.00%

Table 3: Distribution of bigrams, e.g., unaligned and
aligned in the training data. More than 90% of unseen
bigrams can be reconstructed.

3.3 Reconstructiblity

Though the most of bigrams are reconstructible, not
all bigrams belonging to this set can really generate
a solution (case of BR) as same as the aligned trans-
lations in the target language. That is a quiet inter-
esting and rifeness phenomenon in the most cases
(case of ~BR). We implement bilingual synchro-
nizing parsing to quickly search the reusable and
useful templates (case of attested translation). As
the matter of fact, though not all final solution are
acceptable, we are aiming at to bound the mount of
successful analogy in total. The statistics are pro-
vided in the following.

“http://www.statmt.org/moses/giza/GIZA++.html
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Negative Examples Templates Ts: (B;, BL,) .(C;,Cl), (D, D)
Input: joint development joint talks the development the talks
Output: | débattues [X] codes débattues [X] pourparlers des codes des pourparlers
ref: développement communautaire
Input: rates within rates will areas within areas will
Output: | des taux [X] au sein [X] des taux [X] permettra domaines [X] au sein | domaines permettra
ref: des taux de [X] au sein de
Input: military security military interests our security our interests
Output: | [X] de sécurité [X] militaires intéréts [X] militaires nos [X] de sécurité nos intéréts
ref: militaires [X] sécurité
Input: common set common institutions the set the institutions
Output: | limites communes institutions communes les limites les institutions
ref: une série

Positive Examples Templates Ts: (B;, B,,) .(C}, C},), (D, D)
Input: this renegotiation this transition the renegotiation the transition
Output: | cette renégociation cette transition la renégociation la transition
ref: cette renégociation
Input: accounts procedure accounts for voting procedure voting for
Output: | procédure [X] comptes comptes de procédure [X] vote vote de
ref: procédure [X] comptes
Input: efficient legal efficient european of legal of european
Output: | judiciaire [X] efficace européen efficace judiciaire [X] de européen de
ref: judiciaire [X] efficace
Input: bold measures bold proposals various measures various proposals
QOutput: | des mesures audacieuses des propositions audacieuses | diverses mesurese diverses propositions
ref: des mesures audacieuses

Table 5: Samples of bigrams and related analogical templates, according (B;, Bl,,), (C;,C},), (D, D’), the translation
A’ is produced. Both positive and negative examples are presented in the table.

reconstructible
BR -BR
attested | unattested total
bigrams 7,659 10,347 | 18,006 | 2,050
proportion | 11.16% 15.09% | 26.25% | 2.99%

Table 4: Distribution of bigrams, e.g., attested translation
and unattested translation using analogy, it means more
than 3/4 (66.37%+11.16%) of bigrams are attested trans-
lation only referring to the training data.

3.4 SVM Classifier

Since the proportional analogy for translation map-
ping is the necessary condition but not sufficient,
identifying the correct translation via proportional
analogy with some machine learning approaches
is very necessary. In the following, we will de-
scribe how we collect the examples and from them
to extract the features to train the SVM classifier.
It implements the estimating-processing by using
the specified features: independent features from
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(A, A") as well as relative features from analogical
templates of (B;, By,), (C;,C},), (D,D").

3.4.1 Features

For classifying the outputs as correct translation
or not, the software LIBSVM? (Chang et al., 2012)
in used, which is an integrated software comes with
scripts that automate normalization of the features
and optimization of the v and C' parameters. We still
need to restrict the features to feed it for training.

¢ Independent Features

Lexical Weighting: the direct lexical weight-
ing Pe.(e|f) and inverse lexical weighting
P (fle) for (A, A’). Given a word alignment
a, we apply the formula of IBM Model 1 to
compute the lexical translation probability of a
phrase e given the foreign phrase f as (Koehn

3https://www.csie.ntu.edu.tw/ cjlin/libsvm/




PACLIC 29

et al., 2003):

Ple:v ‘f’

H{JIH ) € a} 2 v

Y(i,5)€a

ez‘f]
4)

Here, we compute the score as the following
equation without the word alignment:

I
1
P - -3
tew (€] f) = 7 ; og  max {w(eilf;)}
&)
Length: the lengths of A’ in words, ’[X]’

should not be recognized as a word, because
it can be €.

Frequency: we compile the data with the
suffix array for fast searching (Lopez, 2007).
We calculate the frequency of occurrence for
each n-gram generated by analogy in French
(with/without gaps). The complete French sub-
set of Europarl corpus is used as the reference.

Reference (French)
sentences 386,237
words 12,175,424
avg.(words/sentence) 31.52
stdev.(words/sentence) +6.24

Table 6: Statistics on the French monolingual corpus used
as reference.

Mutuallnformation: It is considered as the
most widely used measure in extraction of col-
locations. We only compute the score only for
A’ as following:

p(w17 w2, "7wm)

[T21 p(ws)

I(X) =log (6)

o Relative Features

LexicalWeight: the lexical weightings of
(Bi, B},), (C;,C}) and (D, D’) in both direc-
tions (direct lexical weighting Pj.,(e| f) and in-
verse phrase translation probabilities P, (f|e).
Blue triangles stand positive examples and red
circles stand negative examples. We found that
the output with the balanced template in lexi-
cal weighting does not mean it has the larger
probability to be a positive examples.
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Length: the lengths of B, ,C/ and D’ in
words, ’[X]” should not be recognized as a
word, because it can be .

Frequency: the occurrences of B;,C; and D
and same to targets.

Dice’s coefficient: Dice coefficient mea-
sures the presence/absence of data between to
phrases, where | X| and |Y| are the number of
words in set X and Y, respectively, and | X NY|
is the number of words shared by the two set.
We import the following formula to compute
the score of Dice coefficient among B’, C' and
D' eg.:

21X NY|

DZC@(X Y) m

)

Mutuallnformation: This measures the co-
occurrence phrases mutual dependence. x
stands the word in source bigram and y stands
the word in the solution of analogy. p(z,y) is
the word-to-word translation probability. p(.)
is the probability distribution function.

Y)=> plz,y) logm ®)

3.4.2 Problem formulation
As we treat verifying analogy output as a binary
classification problem, we obtained various outputs
from analogy engine for each bigram. ¢(.) is the
translation function, we label the training examples
1, if A" € p(A)

as in (5):
v {0, if A" ¢ p(A)

Each instance is associated with a set of features that
have been discussed in the previous section.

©)

3.4.3 Experimental settings

The bilingual-crossing examples are generated by
the previous script depends on the alignment output
by GIZA++. During training of the SVM classifier,
positive and negative instances of examples are gen-
erated from the subset of attested translation and un-
usable templates in the middle of analogy proceed-
ing. We also build a test set to validate the accuracy
of such a classifier.
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Negative Positive | Total
Test 1k 1k 2k
Training 5k 5k 10k

Table 7: Size of the examples used as the test set and
training set in the experiment.

3.4.4 Evaluation

To test the performance of our approach we focus
on the accuracy of the results. We first sample 2k ex-
amples as test data (as in Table 7). During training
the SVM classifier determines a maximum margin
hyperplane between the positive and negative exam-
ples. We measure the quality of the classification by
precision and recall. Let C be the set of output pre-
dictions. We standardly define precision P, recall R
and F-measure as in (10):

p__ Cw o Gy _ 2PR
- Cp+Cp Cp+Cr’  P+R
(10)

It should be noted that the number of examples
for training are different for the systems of differ-
ent language pairs. Because we are interested in the
possibilities of found translation, we used the stan-
dard accuracy measure to evaluate the performance
of classifier on the test set:

Cip + Cip,

c 1D

accuracy =
where (Y, is the counts of true-positive and Cj, is
the counts of true-negative. C' is the total counts of
candidates. We show the details of evaluation scores
in Table 8.

4 Conclusion and Future works

In this paper we have performed an investigation on
translating unseen bigrams in MT by employing an
analogy-based method empirically, which has never
been explored. We investigated the maximum pos-
sible coverage of bilingual reconstructible bigrams
in the test and the probabilities when a bigram is at-
tested translation by using the analogy.

As can be noticed from the presented results, af-
ter importing the features of templates which are
used in analogy diveration, the performance of SVM
classifier improves. In other words, it means that
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the analogous information has the positive effects on
classification.

Though the accuracy is not as high as we ex-
pected, there are some reason can explain it, first,
even the alignment output by GIZA++ is still so far
from completely correct, and second, the used fea-
tures are very simple. Moreover, without the con-
textual information, this result should be acceptable.
The results suggest lexical weighting and mutual in-
formation contribute most to identifying the correct
translation.

Another should be addressed that bigrams trans-
lation is the most difficult in analogy-based machine
translation. If a bigram is attested translation, un-
questionable, it will help the longer n-grams transla-
tion.

The future works should focus on identifying the
proper longer chunk/phrase translations using the
similar approach.
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Abstract

We present in this paper PADIC, a Parallel
Arabic DIalect Corpus we built from scratch,
then we conducted experiments on cross-
dialect Arabic machine translation. PADIC is
composed of dialects from both the Maghreb
and the Middle-East. Each dialect has been
aligned with Modern Standard Arabic (MSA).
Three dialects from Maghreb are concerned
by this study: two from Algeria, one from
Tunisia, and two dialects from the Middle-
East (Syria and Palestine). PADIC has been
built from scratch because the lack of dialect
resources. In fact, Arabic dialects in Arab
world in general are used in daily life con-
versations but they are not written. At the
best of our knowledge, PADIC, up to now,
is the largest corpus in the community work-
ing on dialects and especially those concern-
ing Maghreb. PADIC is composed of 6400
sentences for each of the 5 concerned dialects
and MSA. We conducted cross-lingual ma-
chine translation experiments between all the
language pairs. For translating to MSA we in-
terpolated the corresponding Language Model
(LM) with a large Arabic corpus based LM.
We also studied the impact of language model
smoothing techniques on the results of ma-
chine translation because this corpus, even it
is the largest one, it still very small in com-
parison to those used for translation of natural
languages.
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1 Introduction

Recently, in addition of translating MSA (Modern
Standard Arabic), a new challenging issue emerges:
How to deal with the translation of Arabic dialects?
Few years ago, some works have been proposed to
process Arabic dialects and more specifically those
of Middle-East. These works concerned building
lexicon, analyzing text morphology, POS tagging,
diacritization, etc, (Kilany et al., 2002; Kirchhoff et
al., 2003; Habash and Rambow, 2006; Chiang et al.,
2006; Habash et al., 2013; Elfardy and Diab, 2013;
Pasha et al., 2014; Harrat et al., 2014). In the context
of Machine Translation some Arabic dialects have
started receiving increasing attention (Sawaf, 2010;
Zbib et al., 2012; Salloum and Habash, 2013).

Number of researchers have exploited the NLP tools
dedicated to MSA to develop their Machine Trans-
lation (MT) systems for Arabic dialects, considered
as under-resourced languages. Ridouane and Karim
(2014) used tools designed for MSA and adapted
them to Moroccan dialect in order to build a trans-
lation system from MSA to Moroccan, by combin-
ing a rule-based approach and a statistical approach.
Sawaf (2010) built a hybrid AD-English MT system
that uses a MSA pivot approach. In this approach,
AD is transferred into MSA using character-based
AD normalization rules. In addition an AD normal-
ization decoder that relies on language models, an
AD morphological analyzer, and a lexicon were em-
ployed to achieve the translation task. Similarly, Sal-
loum and Habash (2012) presented Elissa , an MT
system from AD to MSA which employed a rule-
based approach that relies on morphological analy-

29th Pacific Asia Conference on Language, Information and Computation pages 26 - 34
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sis, morphological transfer rules and dictionaries in
addition to language models to produce MSA para-
phrases of dialectal sentences. Elissa handles Lev-
antine, Egyptian, Iraqi, and to a lesser degree Gulf
Arabic. Zbib et al. (2012) used crowdsourcing to
build Levantine-English and Egyptian-English par-
allel corpora. They selected dialectal sentences from
a large corpus of Arabic web text, and translated
them using Amazon’s Mechanical Turk platform.
They used this data to build dialectal Arabic MT sys-
tems, and find that small amounts of dialectal data
have a dramatic impact on translation quality.
Multidialectal Arabic parallel corpora do not exist,
the first and the unique such corpus was presented
in (Bouamor et al., 2014). It is a collection of
2000 sentences in MSA, Egyptian, Tunisian, Jorda-
nian, Palestinian and Syrian, in addition to English.
The sentences were selected from the Egyptian part
of the Egyptian-English corpus built by Zbib et al.
(2012).

In this paper, we present PADIC, a corpus composed
of 5 Arabic dialects, each of them contains 6400 sen-
tences. Each dialect is aligned at the sentence level
with the four other dialects and also with MSA. In
this paper, we highlight machine translation results
obtained for all the pairs of dialects contained into
PADIC. The reminder of this paper is organized as
follows, in section 2 we give some differences that
distinguish MSA from its dialects. Section 3 de-
scribes the processes we used to build PADIC. Fi-
nally, we present in section 4 experiments of ma-
chine translation between several pairs of dialects
and MSA. We also show the impact of the smooth-
ing techniques over the BLEU scores due to the size
of the training corpora.

2 Main differences between modern
standard Arabic and its dialects

MSA is characterized by a complex morphology and
a rich vocabulary. It is an inflexional and agglutina-
tive language. We recall that, compared to English,
an Arabic word (or more rigorously a lexical entry)
can sometimes correspond to a whole English sen-
tence.

The differences that distinguish dialects from MSA
are at the morphological, lexical and syntactical lev-
els. Because it is difficult for a non-Arabic to under-
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stand these differences, let us give some examples.
In Maghreb, the phrase 3G s "ma nktbs” (I dont

write) is the negation of the word <SS (I write).
While in MSA, the negation form is expressed by
one of the two function wordsY Ia@” or L “ma”

Consequently, I don’t write u}..u,(: L is written as

follows in MSA: _8 1 N "Ia sb” . For the Maghre-
bian dialect, such as in the previous example, the
morpheme i /s/ is added to the end of the stem

S, and the negation marker L ma” is inserted

in the beginning of the phrase'. Between MSA
and the above dialect, morphologically, we have the
same stem J “ktb” , however for the Maghre-
bian dialects, the affixes have been changed and a
new one has been added. Lexically, most dialec-
tal words are taken from MSA, however many for-
eign words (verbs and nouns) have been introduced
in the daily spoken communications. Maghrebian
dialect speakers often use foreign verbs with some
modifications; the expressions: Wl & “Sargaha”
and Ln> & "ySargih@” for respectively he charged
it and he charges it are noticed as two single words
but in reality are two sentences, formed by concate-
nating the morphemes a /ha/ (the object) and s /y/

(the subject) to the verb > & "Sarga” to charge .
Syntactically, the Verb-Subject-Object order (VSO)
is common in MSA and so is (SVO), but (OVYS)
and (OSV) are also correct even they are not widely
used. Nevertheless, in some dialects (SVO) is more
used than (VSO) such as in Levantine Arabic. In
other dialects as Maghrebian, (VSO) is more pre-
ferred. Up to now, no one is able to give an an-
swer to: which is the closest dialect to MSA?. 1t
is then necessary to go through a comparative study
of these dialects to objectively answer this question.
In fact, some old expressions of classical Arabic are
still used by Maghrebian people and no longer used
in the Arabian Peninsula. Inversely, other aspects of
MSA are preserved in the Arabian Peninsula, such
as Tanween (to mark indefiniteness) but not used in
North Africa at all.

"The morpheme * 757 is the abridged dialectal form of the
MSA word s_¢& “Say”” "thing”. Ex: the origin of the word

SIS b "ma nktbs” is ¢ & S b for Las u:fi Y I dont

write anything”.
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Necessity of adopting writing rules

MSA is a natural language with linguistic rules and
a typographic system of writing, dialects do not
have any standardized set of rules. In fact, there is
no reason to write dialects which are usually spo-
ken in daily conversations. But a new phenomenon
arises with social networks: people are free to write
whatever they want and express their opinions such
as they speak, it means in their dialect. Accord-
ingly, they write dialectal words just as they are pro-
nounced. For instance, to write tell hinj, one would
write it, just as he heard it: “gillu” ¢J43 while the
right expression is “gil lii” o} (} 43 (original expres-
sionin MSA is 4  J3).

This freedom of writing pushed us to adopt some
writing rules for standardizing our corpus. In our
work each dialectal word is written by adopting
MSA rules, that means if a dialectal word does exist
in MSA, it must be written such as in MSA, oth-
erwise the word is written as it is uttered. In this
last case, we could extract the phonetic directly form
from its orthographic representation, which will be
necessary in the frame of the ultimate goal of this
study which is Speech-To-Speech translation.

In Arabic dialects, some foreign words contain non
Arabic phonemes, such as /g/ which could be written
either with / C/ or/ C/ such as for the English words

English and Ghana which are respectively written
s Tand Lle.

ﬁowever, the few dialectal texts retrieved from the
web constitute a big challenge to researchers. This
is not only because of the non standardization of or-
thographies, but also due to the absence of diacritics
as it is the case for MSA and all its dialects (Har-
rat et al., 2013). In social networks, Arabic dialects
are written in different ways, sometimes in Arabic
script, sometimes in Latin one and in some cases
such as a mixture of letters and some specific num-
bers. For example, the number 3 is used to represent
the phoneme / i/ because of the similarity between 3

and / &/ In Table 1, we address some Arabic letters

and the adopted Arabic numbers used to represent
them. Note the similarity in the form between the
letters and the numbers.

To illustrate the different ways of writing dialects
in social networks, in Table 2, some examples of Al-
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Table 1: Numbers adopted to represent some Arabic let-
ters when Latin grapheme are used to write Arabic

Example | Arabic number | Arabic letter
tbarra3 3 / &/
fra7 7 / C/
sou9 9 13/

gerian sentences are given.

3 Building a parallel corpus

It is well known that parallel corpora are the foun-
dation stone of several natural language processing
tasks, particularly cross-language applications such
as machine translation, bilingual lexicon extraction
and multilingual information retrieval. Building
this kind of resources is a challenging task espe-
cially when it deals with under-resourced languages
(Skadina et al., 2010). The problem is much deeper
with the Arabic dialects which are used by a huge
number of people only in daily oral communication.
Moreover, they are not taught in schools and are
absent from formal written communications. This
makes building dialectal resources automatically al-
most impossible. The few available texts in social
networks, usually produced by less educated Arab
people are not homogeneous and suffer from the va-
rieties in orthography, due to the absence of writing
rules. In addition, some Arabic dialects are writ-
ten by using Latin graphemes by a slice of Ara-
bic societies. The reason is that Arabic language
was not widely supported by devices. Consequently,
Arab people have been used to this situation by us-
ing Latin graphemes.

For all the aforementioned reasons, crawling the
web is not a solution to build a parallel corpus, thus,
we decided to build it from scratch.

PADIC: A New Parallel Arabic Dialect Corpus

The approach we used to build PADIC is almost sim-
ilar to that of Bouamor et al. (2014) except that in
our case, we started from scratch and we are still
working on the development of all the necessary
tools. We should note that the particularity of our
corpus is that it is composed also of Maghrebian di-
alects that present difficulties to collect and process
since they are mixture of several languages (Arabic,
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Table 2: Different ways of writing dialects on Facebook.

Cases of writing dialects

Dialectal sentences

Equivalent in English

Written with Arabic letters

Lo &l il

How do you do my brother?

Written only with Latin letters

Wachrak khouya?

How do you do my brother?

Written with a mixture of Latin
letters and Arabic numbers

rabi ya7fedek

God protect you

A sentence that contain both
Arabic and French words

Et bien hakda rak
f9edt’houm les deux

So you have lost both of them

French, Berber, ...). Also, because they are not much
used on the Web and when it is the case, people use
generally Latin script for writing, as we mentioned
it in section 2.

A preliminary study of the PADIC corpus was given
in (Harrat et al., 2015). The goal of this work is to
focus more on Statistical Machine Translation ex-
periments from MSA to dialectal Arabic and vice
versa. This work in turn is part of a big and challeng-
ing project, a Speech to Speech Translation system
that we are working on. Challenging not only be-
cause speech recognition and speech synthesis are
involved, but also because of the lack of dialectal
Arabic parallel corpora.

Five dialects, in addition to MSA, are concerned by
this study: Annaba’s dialect (ANB), spoken in the
east of Algeria, Algiers’s dialect (ALG), used in the
capital of Algeria, Sfax’s dialect (TUN) spoken in
the south of Tunisia, Syrian and Palestinian dialects
(SYR) and (PAL) which are spoken in Damascus
and Gaza respectively. 2

ANB corpus was created by recording different con-
versations from every day life, whereas, for ALG,
we used the recordings corresponding to movies and
TV shows which are often expressed in the dialect of
Algiers. Then we transcribed both of them by hand.
To increase the size of the two corpora, we translated
each of them into the other. Afterwards, these two
corpora have been translated into MSA.

MSA was then used as a pivot language to get other
dialectal corpora. To do that, we translated the MSA
corpus to TUN, SYR and PAL. The Tunisian corpus

The only argument in the choice of these dialects and not
others is that the authors of this paper are from Algeria and
Tunisia and for the two others we asked kindly colleagues from
Syria and Gaza to help us to translate a MSA corpus into these
two dialects without any financial compensation. Translating
the corpus into Moroccan dialect is under work.
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was produced by 20 native speakers. Each one was
responsible of translating almost 320 sentences from
MSA to TUN. Speakers have very slight differences
in their spoken languages. All of them are from the
south of Tunisia where people tend to use Arabic
words rather than French words as it is the case in the
north of the country. In fact, the dialect used in the
south is closer to MSA than that used in the north of
Tunisia. Syrian and Palestinian corpora were created
in the same way by respectively two native speak-
ers. Finally, we get a multi-dialectal parallel cor-
pus PADIC composed of the five aforementioned di-
alects, in addition to MSA. PADIC is made of 6400
parallel sentences, for which we present some statis-
tics in Table 3.

Table 3: PADIC statistics

Corpus | #Distinct words | #Words
ALG 8966 38707
ANB 9060 38428
TUN 10215 36648
SYR 9825 37259
PAL 9196 39286
MSA 9131 40906

The MSA part contains 40906 words including
9131 different words. PADIC includes an average
of 37500 words for one a dialect with a vocabulary
which does not exceed 10250 words. The average
number of words in a dialectal sentence is of 6 while
it is of 7 for MSA. The shortest sentence in the cor-
pus is composed of 4 words and the longest one con-
tains 25 words.

We give in Table 4 examples of parallel sentences
from PADIC. Even if we do not read Arabic at all,
we can notice that some words have the same form
in several dialects, while others are completely dif-
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Table 4: Examples of parallel sentences from PADIC

Lang. Sentence
ANB S dj-" whmh%ﬂ‘yuhlﬂ‘w&
TUN S Jsb Sl b Sl bl cuas
SYR Lol b (5, Bslo o] cpns
PAL G Jsb bl g e ol cyss
MSA S Jsb WLl o) e ol ol
EN I spent beautiful days I will never forget throughout my life.
ANB Lbcau«.;\:- w&d)ye‘ .\oﬁ-‘bbwaJUa..\...J\.\ojdw.\o
PAL Sl o il Md)}ci&@‘dbwbﬂ‘QW‘&abbaw‘
EN I worked in a hospltal near my home Pralse be to God, everythmg is ﬁne and I llve with my parents
ferent. the target language is MSA. For this purpose, we

4 Experiments on Machine Translation of
Arabic dialects

In the following, we present several experiments in
machine translation in both sides between all the
combinations of dialect pairs. We conduct also ex-
periments of machine translation between these di-
alects and MSA also in both sides.
All the MT systems we used are phrase-based
(Koehn et al., 2007) with default settings: bidirec-
tional phrase and lexical translation probabilities,
distortion model, a word and a phrase penalty and a
trigram language model. We have not used a larger
language model because PADIC is not suitable for
large ngrams. We used GIZA++ (Och and Ney,
2003) for alignment and SRILM toolkit (Stolcke,
2002) to compute trigram language models. Since
the parallel corpus is small, we experimented the
Kneser-Ney and Witten-Bell smoothing techniques
hoping to identify the one which best fits. The re-
sults conducted on a test set of 500 sentences are
presented in terms of BLEU, TER and METEOR in
Tables 5, 6 and 7 respectively.

Because it is difficult to increase the size of
PADIC, we decided to interpolate the correspond-
ing language models by larger Arabic corpora when
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used two MSA corpora: Tashkeela® and LDC Ara-
bic Treebank (Part3,V1.0) (Maamouri et al., 2004).
Unfortunately, the results of the interpolation did not
outperform those of Table 5.

5 Discussion

5.1 Impact of the smoothing techniques on
BLEU

Several conclusions can be presented regarding re-
sults of the Table 5. First of all, for a small par-
allel corpus, it seems that the smoothing technique
has an impact on the BLEU scores. A difference
of almost 2 points has been observed for translating
from ANB to ALG. But, we can not generalize by
affirming that one smoothing technique is definitely
better than another. We have not calculated the sig-
nificance of this difference because our corpus is too
small, consequently we can not have several small
test corpora in order to perform significance tests. In
order to have an idea about the impact of the smooth-
ing technique on the results and to have a scale com-
parison of the BLEU for small corpora we did some

3A collection of classical Arabic books from an on-
line library available on http://sourceforge.net/
project/tashkeela
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Table 5: BLEU score of Machine Translation on different pairs of languages using two smoothing techniques

Target
ALG ANB TUN SYR PAL MSA
Source | KN WB KN WB KN WB KN WB KN WB KN WB
ALG - - 61.06 | 60.81 | 9.67 | 9.36 | 7.29 | 7.95 | 10.61 | 10.14 | 15.1 | 14.64
ANB | 67.31 | 65.55 - - 9.08 | 864 | 7.52 | 7.95 | 10.12 | 9.84 | 14.44 | 13.95
TUN 9.89 | 948 | 9.34 | 9.01 - - 13.05 | 12.93 | 22.55 | 22.21 | 25.99 | 25.21
SYR 7.57 | 750 | 7.50 | 7.64 | 13.67 | 13.23 - - 26.60 | 25.74 | 24.14 | 22.96
PAL 11.28 | 10.67 | 9.53 | 9.15 | 17.93 | 16.64 | 23.29 | 23.07 - - 40.48 | 39.76
] MSA \ 13.55 \ 13.05 \ 12.54 \ 11.72 \ 20.03 \ 20.44 \ 21.38 \ 20.32 \ 42.46 \ 41.37 \ - \ - \

Table 6: TER score (in %) of Machine Translation on different pairs of languages using two smoothing techniques

Target
ALG ANB TUN SYR PAL MSA
Source | KN WB KN WB KN WB KN WB KN WB KN WB
ALG - - 21.41 | 21.75 | 75.17 | 76.37 | 79.54 | 79.51 | 69.63 | 70.75 | 65.63 | 66.85
ANB 17.12 | 17.81 - - 74.83 | 75.62 | 79.13 | 79.13 | 69.10 | 70.26 | 67.40 | 68.47
TUN | 71.10 | 71.76 | 73.13 | 73.71 - - 66.03 | 66.55 | 51.20 | 51.57 | 50.85 | 51.30
SYR 76.89 | 77.67 | 76.89 | 77.67 | 66.54 | 67.91 - - 32.28 | 33.24 | 52.81 | 53.59
PAL 71.43 | 72.51 | 72.25 | 73.47 | 58.51 | 59.65 | 32.44 | 33.86 - - 36.74 | 36.87
] MSA \ 67.02 \ 67.91 \ 68.94 \ 70.16 \ 57.18 \ 57.28 \ 56.60 \ 57.08 \ 34.00 \ 34.66 \ - \ - \

Table 7: METEOR score of Machine Translation on different pairs of languages using two smoothing techniques

Target
ALG ANB TUN SYR PAL MSA
Source | KN | WB | KN | WB | KN | WB | KN [ WB | KN [ WB | KN | WB
ALG - - 0.452 | 0.450 | 0.181 | 0.178 | 0.161 | 0.164 | 0.202 | 0.199 | 0.222 | 0.218
ANB | 0.472 | 0.464 - - 0.172 | 0.172 | 0.156 | 0.159 | 0.196 | 0.194 | 0.200 | 0.200
TUN | 0.186 | 0.183 | 0.182 | 0.182 - - 0.203 | 0.203 | 0.261 | 0.260 | 0.268 | 0.266
SYR | 0.155 | 0.154 | 0.159 | 0.157 | 0.195 | 0.190 - - 0.359 | 0.356 | 0.259 | 0.256
PAL | 0.189 [ 0.185 | 0.187 | 0.183 | 0.229 | 0.225 | 0.365 | 0.360 - - 0.341 | 0.339
[ MSA [0.205 | 0.203 | 0.201 | 0.199 | 0.242 [ 0.245 [ 0.247 [ 0.247 [ 0.359 [ 0.356 | - | - |
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experiments on a small parallel Arabic-English cor-
pus extracted from WMT. We took small corpora in
order to be approximatively in the same context such
as with PADIC. We used several small training par-
allel corpora of 20K, 50K, 120K and 150K par-
allel sentences which will be denoted respectively
So, S5, S12 and Sy5. For each training corpus we
performed 20 experiments on 20 different small test
corpora (500 sentences such as for the dialects). The
results are presented in Table 8.

In Table 8, Min, Max, E[X], 02 represent respec-

tively the minimum, maximum, mean and variance
of the corresponding distribution of BLEU accord-
ing to the used smoothing technique. While oxy
and p-value correspond respectively to the covari-
ance and the p-value of the two distributions. The
statistical test used is T-test after checking that the
two distributions follow a Gaussian law. The hy-
pothesis Hy is that the two distributions are similar
(in terms of mean).
According to these different results, it seems that the
results obtained by the first or the second smooth-
ing techniques are not distinguishable since for each
training corpus and for 20 different tests, the re-
sults are equivalent in terms of minimum, maximum,
mean and variance BLEU values. Furthermore, the
covariance is positive for all the experiments which
would mean that the two distributions are linearly
dependent. The p-value whatever the training cor-
pus is greater than the « risk set to 0.05 which means
that there is at least a risk of 33% to accept the alter-
native hypothesis Hj. In conclusion, unfortunately
even if there is a difference between the results of
BLEU according to the used smoothing techniques,
the difference is not significant.

5.2 Cross-translation results comparison

High score of translation has been achieved between
ANB and ALG in both sides. This result is natu-
ral since these two dialects are spoken in the same
country and share up to 60% of words. Almost the
same observation is made for the pair SYR and PAL
since these two dialects belong to the same language
family (Levantine).

Another interesting and expected result is BLEU
score between MSA and dialects. In fact, the high-
est one is related to PAL (for both sides) showing
that this dialect is the closest to MSA. Most surpris-
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ing results are those relative to SYR and TUN. It
seems that it is easier to translate TUN to MSA than
SYR to MSA. Also, translating from MSA to TUN
gives better results than from MSA to the Algerian
dialects. In the symmetric side of translation we get
the same scale of results. This definitely shows the
closeness of TUN dialect to MSA in comparison to
the Algerian dialects. The same conclusions can be
inferred from the results in terms of TER or ME-
TEOR. Also, it seems that the smoothing technique
has no impact on both scores. The differences are
almost negligible.

We can notice that the values of BLEU are weak in
comparison to what the community get usually for
large training corpora. This is obviously due to the
weak size of the training corpora. But when we com-
pare the scale values of BLEU for dialects to those
achieved for English-Arabic (Table 8) which have
been performed with small training corpus, we no-
tice that those obtained for dialects are higher. This
is probably due to the fact that, even if dialects are
very different, nevertheless there is a strong rela-
tionship between them. For instance the experiment
performed on the corpus Ss, the smallest value of
BLEU is 4.25 and the highest is 9.56 while for the
worst results of translation (from Syrian to Algerian)
the minimum value is 7.57. Knowing that for this
comparison, the training corpus .S (English-Arabic)
is 3 times larger than the one used for the dialect.

6 Conclusion

In this paper, we first presented PADIC a parallel
corpus containing five dialects from Maghreb and
middle-east. PADIC has been built from scratch
because there is no standard resources due to the
kind of theses languages which are only used
for conversations and not for writing. Then, we
presented experiments on cross-dialectal Arabic
machine translation. In the best of our knowledge,
this is the first work on machine translation of
dialects from both Maghreb and Middle-East and
also the largest existing parallel Arabic dialect
corpora. On the limited corpora of 6400 parallel
sentences we built, we achieved some interesting
results.

Due to the small size of the corpus, we analyzed
the impact of the language model on the process
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Table 8: Statistics on machine translation with small training corpus and by varying the smoothing techniques of the
language model.

KN WB
Corpus | Min | Max | E[X] | o° Min | Max | E[X] | o° oxy || p-value
Sa 4.25 | 9.56 6.64 | 2.47 4.1 8.97 6.43 | 2.23 || 2.33 0.33
Ss 5.15 | 11.75 | 815 | 3.26 || 5.18 | 11.32 | 7.99 | 2.92 || 3.16 0.35
S12 5.94 | 14.38 | 9.58 | 4.62 || 5.95 | 14.13 | 9.35 | 4.32 || 4.45 0.36
Sis 6.13 | 14.39 | 9.91 | 4.85 || 6.19 | 14.27 | 9.74 | 4.72 || 4.75 0.39

of machine translation by varying the smoothing
techniques and by interpolating it with a larger one
trained on well known corpora. Unfortunately the
results are not significant even if in some cases we
get some improvements.

The best results of translation are achieved between
the dialects of Algeria. This is not a surprising
result since they share a large part of the vocabulary.
And even if the size of the training corpus is weak,
we noticed that the BLEU is very high. The perfor-
mance of machine translation between Palestinian
and Syrian are relatively high in accordance to the
size of the corpus. This could be explained by
the closeness of the two regions. The worst result
is achieved between Syrian and Algerian dialects
which are, in fact, very different since the Algerian
borrowed a lot of French words which do not exist
obviously in the Syrian dialect. Concerning MSA,
the best results of machine translation have been
achieved with Palestinian dialect. This means that
the two languages are very close since they share a
large number of words.

Our future work consists in extending PADIC to
other dialects such as Moroccan in order to have
the dialects of the three countries of Maghreb
and then we will work on using the large existing
corpora of MSA to rewrite part of them into dialects.
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Abstract

This paper proposes a surrounding word
sense model (SWSM) that uses the distri-
bution of word senses that appear near am-
biguous words for unsupervised all-words
word sense disambiguation in Japanese.
Although it was inspired by the topic
model, ambiguous Japanese words tend to
have similar topics since coarse semantic
polysemy is less likely to occur than that in
Western languages as Japanese uses Chi-
nese characters, which are ideograms. We
thus propose a model that uses the dis-
tribution of word senses that appear near
ambiguous words: SWSM. We embed-
ded the concept dictionary of an Elec-
tronic Dictionary Research (EDR) elec-
tronic dictionary in the system and used
the Japanese Corpus of EDR for the exper-
iments, which demonstrated that SWSM
outperformed a system with a random
baseline and a system that used a topic
model called Dirichlet Allocation with
WORDNET (LDAWN), especially when
there were high levels of entropy for
the word sense distribution of ambiguous
words.

1 Introduction

This paper proposes a surrounding word sense
model (SWSM) for unsupervised Japanese all-
words Word Sense Disambiguation (WSD).
SWSM assumes that the sense distribution of sur-
rounding words varies according to the sense of a
polysemous word.

For instance, a word “FJHEM4” (possibility)
has three senses according to the Electronic
Dictionary Research (EDR) electronic dictionary
(Miyoshi et al., 1996):

(1) The ability to do something well

35
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(2) Its feasibility
(3) The certainty of something happenings

Although sense (3) is the most frequent in the
prior distributions, sense (1) will be more likely
when the local context includes some concepts
like “ AfH” (man) or “Ff~ D (someone’s). It
is challenging in practice to accurately learn the
difference in the senses of surrounding words in
an unsupervised manner, but we developed an ap-
proximate model that took conditions into consid-
eration.

SWSM is a method for all-words WSD in-
spired by the topic model (Section 2). It treats
the similarities of word senses using WORDNET-
WALK and it generates word senses of ambigu-
ous words and their surrounding words (Section
3). First, SWSM abstracted the concepts of the
concept dictionary (Section 4) and calculated the
transition probabilities for priors (Section 5). Then
it estimated the word senses using Gibbs Sam-
pling (Section 6) . Our experiments with an EDR
Japanese corpus and a Concept Dictionary (Sec-
tion 7) indicated that SWSM was effective for
Japanese all-words WSD (Section 8) . We dis-
cuss the results (Section 9) and concludes this pa-
per (Section 10) .

2 Related Work

There are many methods of all-words WSD. Ped-
ersen et al. (2005) proposed calculation of the se-
mantic relatedness of the word senses of ambigu-
ous words and their surrounding words. Some
papers have reported that methods using topic
models (Blei et al., 2003) are most effective.
Boyd-Graber et al. (2007) proposed a model,
called Latent Dirichlet Allocation with WORD-
NET (LDAWN), which was a model where the
probability distributions of words that the topics
had were replaced with a word generation pro-
cess on WordNet: WORDNET-WALK. They ap-
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plied the topic model to unsupervised English all-
words WSD. Although Guo and Diab (2011) also
used the topic model and WordNet, they also used
WordNet as a lexical resource for sense definitions
and they did not use its conceptual structure. They
reported that the performance of their system was
comparable with that reported by Boyd-Graber et
al.

There has been little work, on the other hand,
on unsupervised Japanese all-words WSD. As far
as we know, there has only been one paper (Bald-
win et al., 2008) and there have been no reported
methods that have used the topic model. We think
this is because ambiguous words in Japanese tend
to have similar topics since coarse semantic poly-
semy is less likely to occur compared to that with
Western languages as Japanese uses Chinese char-
acters, which are ideograms. In addition, Guo and
Diab (2011) reported that in word sense disam-
biguation (WSD), an even narrower context was
taken into consideration, as Mihalcea (2005) had
reported. Therefore, we assumed that the word
senses of the local context are differentiated de-
pending on the word sense of the target word
like that in supervised WSD. SWSM was inspired
by LDAWN, it thus uses WORDNET-WALK and
Gibbs sampling but it does not use the topics but
the word senses of the surrounding words. We pro-
pose SWSM as an approach to unsupervised WSD
and carried out Japanese all-words WSD.

3 Surrounding Word Sense Model

SWSM uses the distribution of word senses that
appear near the target word in WSD to estimate
the word senses assuming that the word senses
of the local context are differentiated depending
on the word sense of the target word. In other
words, SWSM estimates the word sense accord-
ing to p(s|w), which is a conditional probability
of a string of senses, s, given a string of words w.

SWSM involves three assumptions. First, each
word sense has a probability distribution of the
senses of the surrounding words. Second, when ¢;
denotes the sense string of the surrounding words
of the target word w;, the conditional probability
of ¢; given w; is the product of the those of the
senses in ¢; given w;. For example, when w; is
“AIHEME” (possibility) and its surrounding words
are “fii #” (both sides) and “Afi” (human),
¢ = (Sboth7 Shuman) and P(Ci‘spossibility) =
P(Sboth|5possibility>P(3human|5possibility) are de-
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fined where s,ossibitity> Sboth» aNd Spuman denote
word senses of “F[HEE” (possibility), “[j#™”
(both sides), and “ AfH]” (human). Finally, each
polyseme has a prior distribution of the senses.
Given these assumptions, SWSM calculates the
conditional probability of s that corresponds to w,
under the condition where w is observed as:

N
P(s,clw) = [ [ P(silwi) P(cilsi,w), (1)
=1

where c denotes the string of ¢; and N denotes the
number of all the words in the text. The initial part
on the right is the probability distribution of the
word sense of each word and the last part is that of
the senses of the surrounding words for each word
sense. We set the Dirichlet distribution as their
prior.

The final equation considering prior is de-
scribed using the following parameters:

P(87 Ca 97 ¢’w,'}/k; TJ) =

W S N
12Okl 128517 [ [P (5:10w,) Plcilds, w),
k=1 j=1 i=1

2
where W denotes the number of words, S de-
notes the number of senses, 6 denotes the prob-
ability distribution of the senses of word k, and
¢; denotes the probability distribution of the word
senses surrounding word sense j. 0 and ¢; are the
parameters of the multinomial distribution. v and
7 are the parameters of the Dirichlet distribution.

Eq. (2) is the basic form. We re-
place ¢, the probability distribution of each
sense, with the generation process by using the
WORDNET-WALK of the concept dictionary.
The WORDNET-WALK in this work does not
generate words but word senses using a hyper-
transition probability parameter, So. We set «
according to the senses to differentiate the sense
distribution of the surrounding words before train-
ing. By doing this, we can determine which sense
in the model corresponds to the senses in the dic-
tionary.

SWSM estimates the word senses using Gibbs
sampling as:

(1) Pre-processing

1 Abstract the concepts in the concept dictio-
nary
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[root |
N\

0.3 4 0.7

0.1 0.9 0.4 0.6

Word A Word B Word C Word D

[03%0.1=0.03 | [0.3%0.9=0.27 || 0.7 x 0.4=0.28 |[ 0.7 X 0.6=0.42 |

Figure 1: Example of WORNET-WALK

2 Calculate the transition parameters using
the sense frequencies

(2) Training: Gibbs sampling to estimate the word
senses

4 Concept Abstraction

SWSM obtains the sense probability of the
surrounding words using WORDNET-WALK.
WORDNET-WALK involves the generation pro-
cess, which represents the probabilistic walks over
the hierarchy of conceptual structures like Word-
Net. Figure 1 shows the easy example of the
generation probabilities of words by WORDNET-
WALK. When circle nodes represent concepts and
triangle nodes represent words of leaf concepts
,j.e., X and Y, and numbers represent the transi-
tion probabilities, the generation probabilities of
words A, B, C, and D are 0.03, 0.27, 0.28, and
0.42. LDAWN calculated the probabilities of word
senses using the transition probability from the
root node in a concept dictionary. WORDNET-
WALK generated words in (Boyd-Graber et al.,
2007) but our WORDNET-WALK generates word
senses. However, the word senses sometimes do
not correspond to leaf nodes but to internal nodes
in our model and that causes a problem: the sum
of the probabilities is not one. Thus, we added leaf
nodes of the word senses directly below the inter-
nal nodes of the concept dictionary (c.f. Figure 2).

Concept abstraction involves the process by
which hyponym concepts map onto hypernym
concepts. Most concepts in a very deep hierar-
chy are fine grained like the “Tokyo University of
Agriculture and Technology” and “Ibaraki Univer-
sity” and they should be combined together like
“university” to avoid the zero frequency problem.
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root |

B @

Word a,b

Word ¢

Figure 2: Addition of Word Sense Nodes

Thus, SWSM combines semantically similar con-
cepts in the concept dictionary.

Hirakawa and Kimura (2003) reported that they
compared three methods for concept abstraction,
i.e, flat depth, flat size, and flat probability meth-
ods, by using the EDR concept dictionary, and the
flat probability method was the best. Therefore,
we used the flat probability method for concept ab-
straction.

The flat probability method consists of two
steps. First, there is a search for nodes from the
root node in depth first order. Second, if the con-
cept probability calculated based on the corpus is
less than a threshold value, the concept and its
hyponym concepts are mapped onto its hypernym
concept.

We employed the methods of (Ribas, 1995) and
(McCarthy, 1997) to calculate the concept prob-
ability. Ribas (1995) calculated the frequency of
sense s as:

B |senses(w) € U(s)|
freq(s) = zw: senses(w)] count(w),
3)

where senses(w) denotes the possible senses of a
word w, U(s) denotes concept s and its hyponym
concepts, and count(w) denotes the frequency of
word w. This equation weights count(w) by the
ratio of concept s and its hyponym concepts in all
the word senses of w. probability P(s;) was cal-
culated as:

_ Jreq(s:)
N )
where N denotes the number of word tokens.
Figure 3 demonstrates the example of the con-
ceptual structure'. The nodes A~F represent the

P(s:) )

"The leaf concepts below C, D, E, and F are omitted.
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P(A)=3/3=1
P(B)=2/3 A
P(C)=2/3
P(D)=1/3 2+
P(E)=1/3 C
P(F=0 g (a)

1+1 1+1

D E F

(a) (b) c)

Figure 3: Example of Concept Structure

concepts and (a)~(c) represent the words, which
indicates that word (a) is a polyseme that have
two word senses, i.e., C and D. When word (a)
appeared twice and word (b) appeared once, the
probabilities are as illustrated in Figure 3. Note
that C and D share the frequencies of word (a).

A Turing estimator (Gale and Sampson, 1995)
was used for smoothing with rounding of the
weighted frequencies.

Concept abstraction sometimes causes a prob-
lem where some word senses of a polyseme are
mapped onto the same concept. The most frequent
sense in the corpus has been chosen for the answer
in these cases.

5 Transition Probability

SWSM differentiates the sense distribution of the
surrounding words of each target word before
training using « : the transition probability param-
eter. As our method is an unsupervised approach,
we cannot know the word senses in the corpus.
Therefore, SWSM counts the frequencies of all the
possible word senses of the surrounding words in
the corpus. That is, if there are polysemes A and
B in the corpus and B is a surrounding word of
A, SWSM counts the frequencies of the senses by
considering that all the senses of B appeared near
all the senses of A. That makes no difference in
the sense distributions of A; however, if there is
another polyseme or a monosemic word, C, and a
sense of C is identical with a sense of A, the sense
distributions of A will be differentiated by count-
ing the frequencies of the senses of C. As this ex-
ample indicates, SWSM expects that words that
have an identical sense, like A and C, have similar
local contexts.
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SWSM uses these counted frequencies to cal-
culate the transition parameter « so that the transi-
tion probabilities to each concept are proportional
to the word sense frequencies of the surround-
ing words. We calculate Qs; 555 1.e., the transition
probability from hypernym s; to hyponym s, like
that in (Jiang and Conrath, 1997) as:

P(si;s5) _ P(s))

= P(sj]si) = P~ Plsi) (5)

aSi,Sj

In addition, probability P(s;) is calculated as:

req(s;
P(s;) = 1700, ©)
where freq(s;) denotes the frequency of sense s;.
Moreover, freq(s;) is calculated like that in

(Resnik, 1995):

freg(si) = >

wewords(s;)

count(w). (7)

Here, words(s;) denotes a concept set that in-
cludes s; and its hyponyms, and N denotes the
number of the word tokens in the corpus. How-
ever, the probability that Eq. (7) will have a prob-
lem, i.e., the sum of the transition probabilities
from a concept to its hyponyms is not one. Thus,
we calculate the probability by considering that
the same concept that follow a different path is dif-
ferent:

freq(s;)= Z path(s;,s;) Z

s;€L(s;)

count(w),
wewords(s;)

(®)
where path(s;,s;) denotes the number of the
paths from concept s; to its hyponym s; and L(s;)
denotes the leaf concepts below s;. Consequently,
the transition probability can be calculated by di-
viding the frequencies of the hyponym by that of
its hypernym.

When word (a) appeared twice and word (b) ap-
peared once, the transition probability from A to
B, i.e., ag p is 1/2 because the frequencies of A
and B are six 2 and three in Figure 3.

Here, p(paths, ), i.e., a transition probability of
an arbitrary path from the root node to a leaf con-
cept, path,, is:

p(pathsl)

Mt is sum of twice from path ABD (a), twice from path
AC (a), once from path ABE (b), and once from path ACE
(b).



PACLIC 29

_ freq(er) freq(ce) freq(cn) freq(s)
freCJ(Sroot) fre(J(cl) o fTGQ(Cn—l) fTBQ(Cn)

_freq(si)
freq(sroot) ’
where cicz ... ¢, denote the concepts in paths,.
Therefore, when we set the frequency of the word
sense frequencies of s;, the surrounding words,
as freq(s;), p(paths,) are proportional to the fre-
quency.
We eventually used the following transition
probability parameter to avoid the zero frequency
problem:

©))

Saaa + Sbaiv (10)

where a, denotes a transition probability parame-
ter where all the leaf nodes have the same amount
probability and o denotes the transition probabil-
ity parameter that is pre-trained using the above
equations. S, and S}, are constant numbers to con-
trol the effect of pre-processing.

The transition probability parameter where all
the leaf nodes have the same amount probability,
Qy, is calculated by assuming that the frequencies
of all the leaf nodes are as follows.

1

_ 11
path(sroota Sl) 1D

freq(si) =
6 Sense Estimation using Gibbs
Sampling

SWSM estimates the word sense, s, using Gibbs
sampling (Liu, 1994). As described in Section 3,
the conditional probability of the model is in Eq.
(12).

P(S7 Cu 07 (b"l,U) =
w S N
[TP ) [T P51 [ P(5l6w,) Pleilds, w)
k=1 j=1 i=1

(12)

We calculate the conditional distribution that is
necessary for sampling. We regard variants except
those for word w; as constant numbers. The prob-
ability distribution, ¢, of the word sense is actu-
ally replaced by WORDNET-WALK in the word
sense generation process and it will have plural
3The reason we did not set the frequencies of all the leaf
nodes to one (freg(s;) = 1) is as follows. If so, all the
probabilities of all the paths from the root node to each leaf
node would have been the same. However, the more paths
from the root node a leaf node has, the higher the probability

the leaf node will have. We used Eq.(11) so that all the leaf
nodes would have the same probability.
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multinomial distributions of the transitions to the
hyponym concepts.

We calculated the conditional distribution
P(s;,ci|s—s, c—i,w) as:

P(Si =T, = y|s—iac—i7w)
o
o (gt o +7)-] |

=1

—1

(nx,yj "‘my (Ja yi)"i_Tm,yj)
Zsen(n;,zsen"i'Tm,sen)"‘(j - 1)’
13)
where x and y correspond to the real values of
word sense s; and the vector of the word senses of
the surrounding words, ¢;. n;fl, denotes the num-
ber of z, i.e., the word senses that are assigned to
word w; except for the i, variate, which is the
sampling target now. n;lyz denotes the frequency
where y; appears around word sense z except for
the 4y, variate. my(j,y;) is the frequency where
word sense y; appear before the ji, surrounding
word sense in y and it can be ignored if y; ap-
peared once in y. We approximately and determi-
nately assign the sequence of the word senses to vy,
calculate each probability of s;, and determine s;,
i.e., the word sense that corresponds to word w;.
If the probability distributions of word senses
are replaced with WORDNET-WALK, the last
part of the right side of Eq. (13) will also be re-
placed. When r;q,7j1,...,r;; denotes the path
from the root concept of word sense y; in y, we
obtain Eq. (14) by calculating the following val-
ues of all combinations from the root concept for
all word senses, and summing them.

lyl 1-1

—i .
H H{Tﬂﬁﬂ‘j,pvrj,pﬂ + My (4, 7j.ps Tipt1)
Jj=1p=1

+ Saaa,rjyp,rj,ﬂl + Sbaga"”j,p/"j,p+l}
/{Z(szijyp,r—i_my (.77 Tj,ps T)—’_Sbalf,rj’p,r)—’_sa}?
r
(14)

where T~ ﬁ'jyp’,,j’p ., denotes the frequency where
the word sense of the surrounding words of word
sense x pass the link from concept 7, to concept
1 p+1 except for the iy, variate. my (j, 7jp, 7jp+1)
denotes the frequency where the link from con-
cept 1, to concept 7 11 18 passed before the jy,
path. The value of T, should be updated after
word sense s; is assigned. Thus, the paths of the
word senses of the surrounding words are neces-
sary. This time, we assign values proportional to

each probability to each path. When pathi,paths,
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---,path,, denote the paths from the root concept
to word sense ¢; j, i.e., a word sense of surround-
ing words c; of word sense s;, we added following
value to Ty, ,qth, » Which is the frequency where a
link in pathy, is passed, for each word sense ¢; ;.

P(pathg|s;)
> 1oy P(pathy|s;)

The probability p(pathg|s;) is as follows, when
, 77 denote the concepts that path; fol-

(15)

1,72, "
lows.

P(pathy]s;)
! TST}’V‘Z)

l—
o Z T'p+1
Z'f‘ (TSZ}Tva + SbaSi

p=1 b,rp,r

S5
+ Saaa,rp,rp+1 + Sbabvrvaerl

)+ Sa
(16)

Concepts that have many paths from the root con-
cept are concepts that have many properties. Thus,
we can view these cases as that of an appearance
of word sense c¢; ; that was assigned to multiple
properties.

Algorithm 1 demonstrates the algorithm of one
iteration in Gibbs Sampling of SWSM. Note that
x and y are sampled according to Eq. (13) where
the last part on the right side is replaced with Eq.
(14) and each T, pqip, is updated with Eq. (15).

Algorithm 1 Processes of One Iteration in Gibbs
Sampling of SWSM
Require: Disambiguate the word sense s; in text
for each word w; in text do
Naw;,s; <= Nwg,s; — 1
for each word sense ¢; ; in ¢; do

for each path pathy, for ¢; ; do
P(pathy|s;)
Ts; pathy, <= Ts; pathy, — >, Ppathy]s;)

end for

end for

CG<=1Y

S <=

Nw;,s; = Nuwg,s; + 1

for each word sense ¢; ; in ¢; do
for each path pathy, for ¢; ; do

P(pathy.|s;
Ts; pathy, <= Ts; pathy, + Z;;ip;(p(ﬂle)\si)
end for
end for
end for
7 Data

We used the Japanese word dictionary, the con-
cept dictionary, and the Japanese corpus of the
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second version of the EDR electronic dictionary.
All the nouns and verbs that could be followed
from the root node in the concept dictionary were
used for the experiments. In addition, we added
some nouns by deleting “9~ % (suru, the suffix
that means do)” from nominal verbs, to the con-
cept dictionary. Consequently, the concept dic-
tionary included 263,757 words and 406,710 leaf
concepts, and 199,430 leaf concepts in them were
used for the experiments. The internal nodes that
were used for the experiments were 203,565 con-
cepts. Most of the concepts that were not used
were those that had no links to Japanese words. In
addition, the concept dictionary included 13,846
concepts and 6,905 leaf concepts after concept
abstraction. The threshold value we used was
5.0 x 107,

The Japanese corpus consisted of seven sub-
corpora: the Nikkei, the Asahi Shimbun, AERA,
Heibonsha World Encyclopedia, Encyclopedic
Dictionary of Computer Science, Magazines, and
Collections. They were annotated with word sense
tags that were the concepts in the concept dictio-
nary. Table 1 summarizes the numbers of docu-
ments and word tokens according to the type of
text. The documents in this corpus only consisted
of one sentence.

Type of Text Docs | Word tokens
The Nikkei 5,018 121,301
The Asahi Shimbun 91,400 2,272,555
AERA 49,589 1,183,897
Heibonsha
World Encyclopedia 10,072 284,059
Encyclopedic ch.tlonary 13,578 357.607
of Computer Science
Magazines 21,199 528,452
Collections 16,946 368,285

Table 1: Summary of Sub-corpora.

We used the Nikkei for evaluation. The other
six sub-corpora were used for pre-processing in an
unsupervised manner. The EDR Japanese corpus
did not include the basic forms of words. Thus we
used a morphological analyzer, Mecab*, to iden-
tify the basic forms of words in the corpus.

Shirai (2002) set up the three difficulty classes
listed in Table 2. Tables 7 and 3 indicate the num-
ber of word types, noun tokens, and verb tokens
according to difficulty and the average polysemy

*https://github.com/jordwest/mecab-docs-en
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of target words according to difficulty. Only words
that appeared more than four times in the corpus
were classified based on difficulty.

random baseline, and those of LDAWN 2. The ex-
periments for the random baseline were performed
1,000 times. The best results are indicated in bold-
face.

Difficulty Entoropy
Easy E(w) < 0.5 Sa S micro macro
Normal | 0.5 < E(w) <1 1 10 38.91% | 42.58%
Hard 1 < E(w) 5 10 38.67% | 42.42%
10 10 37.62% | 42.37%
Table 2: Difficulty of disambiguation 1 15 39.20% | 42.43%
5 15 38.23% | 42.29%
10 15 38.41% | 42.17%
Difficulty | Word types | Tokens(N) | Tokens(V) 1 20 37.78% | 42.26%
All 4,822 12,149 6,199 5 20 39.60% | 42.09%
Easy 399 3,630 1,723 10 20 36.67% | 42.04%
Normal 337 2,929 1,541 Random baseline | 30.97% | 36.63%
Hard 105 1,028 1,196 LDAWN 36.12% | 42.51%

Table 3: Types and tokens of words according to
difficulty

Difficulty | Noun polysemy | Verb polysemy
All 4.2 5.5
Easy 3.9 4.0
Normal 4.4 53
Hard 8.6 10.3

Table 4: Average polysemy of target words ac-
cording to difficulty

8 Result

We used nouns and independent verbs in a local
window whose size was 2N except for marks, as
the surrounding words. We set N = 10 in this
research. In addition, we deleted word senses that
appeared only once through pre-processing.

We performed experiments using the nine set-
tings of the transition probability parameters:
Se = {1.0,5.0,10.0} and S = {10.0, 15.0,20.0}
in Eq.(10). We set the hyper-parameter v = 0.1 in
Eq.(2) for all experiments. Gibbs sampling was it-
erated 2,000 times and the most frequent senses of
100 samples in the latter 1,800 times were chosen
for the answers. We performed experiments three
times per setting for the transition probability pa-
rameters and calculated the average accuracies.

Table 4 summaries the results. It includes the
micro- and macro-averaged accuracies of SWSM
for the nine settings of the parameters, those of the
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Table 5: Summary of result

The table indicates that our model, SWSM,
was better than both the random baseline and
LDAWN. Although the macro-averaged accura-
cies of LDAWN were better than those of SWSM
except when S, = 1 and S, = 10, both the
micro- and macro-averaged accuracies of SWSM
outperformed those of LDAWN when S, = 1 and
Sy = 10.

Tables 5 and 6 summarize the micro-averaged
accuracies of all words and the macro-averaged
accuracies of all words. SWSM1 and SWSM2
in these tables denote the SWSMs with the set-
ting when the best macro-averaged accuracy for
all words was obtained (S, = 1 and S, = 10) and
with the setting when the best micro-averaged ac-
curacy for all words was obtained (S, = 5 and
Sy = 20). The best results in each table are
indicated in boldface. These tables indicate that
SWSMI or SWSM2 was always better than both

>The best results for the 13 settings. We changed the num-
ber of topics and the scale parameters according to (Boyd-
Graber et al., 2007). In addition, we tested that the effect
of the size of a text, a sentence, or a whole daily publica-
tion because a document only consisted of a sentence in our
Japanese corpus and there was no clues that indicated to what
article the sentence belonged. Furthermore, we tested two
kinds of transition probabilities, those that used priors and
those where all the leaf nodes had the same amount proba-
bility. The best was the setting where there were 32 topics,
scale parameter S was 10, the text size was a sentence, and
the transition probabilities were those where all the leaf nodes
had the same amount probability. The details are similar to
those in (Sasaki et al., 2014). However, we performed the ex-
periments three times and calculated the accuracies but they
only performed the experiments twice.
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the random baseline and LDAWN.

Method All | Easy | Normal | Hard
Random | 30.97 | 33.01 | 2935 | 13.47
LDAWN | 36.12 | 42.06 | 30.66 | 13.52
SWSM1 | 3891 | 46.87 | 33.44 | 19.92
SWSM2 | 39.60 | 48.90 | 32.85 | 23.95

Table 6: Micro-averaged accuracies for all words
(%)

Method All | Easy | Normal | Hard
Random | 36.63 | 36.91 | 32.09 | 16.03
LDAWN | 4251 | 44.65 | 34.83 | 17.80
SWSM1 | 42.58 | 44.78 | 36.38 | 21.06
SWSM2 | 42.09 | 43.68 | 36.01 | 20.44

Table 7: Macro-averaged accuracies for all words
(%)

Table 6 indicates that the macro averaged accu-
racies of LDAWN (42.51%) outperformed those
of SWSM2 (42.09%) when all the words were
evaluated. However, the same table reveals that
the reason is due to the results for the easy class
words, i.e., the words that almost always had the
same sense. In addition, Tables 5 and 6 indicate
that SWSM clearly outperformed the other sys-
tems for words in the normal and hard classes.

9 Discussion

The examples“FIREME (possibility)” and “¥t 9
(wash)” were cases where most senses were cor-
rectly predicted. “FIREME (possibility)” is a hard-
class word and it appeared 18 times in the corpus.
SWSM correctly predicted the senses of ~70% of
them. It had three senses as described in Section
1: (1) the ability to do something well, (2) its fea-
sibility, and (3) the certainty of something hap-
penings. First, SWSM could correctly predict the
first sense. The words that surrounded them were,
for instance, “[j# (both sides)” and “Aft] (hu-
man)”, and “#fF7% (research)”, “=2 > &/ — |k (in-
dustrial complex)”, and “%4 1% (hereafter)”. Sec-
ond, SWSM could correctly predict almost none
of the words that had the second sense. The words
surrounding an example were “f& H (every day)”,
“S& 9 (various)”, “IE 3 5 (to face)”, and “ A\ %
(people)”, and SWSM predicted the sense as sense
(1). We think that “ A\ % (people)” misled the an-
swer. The words surrounding another example
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were “fif % (break through)”, “#&% (music)”, and
“JiiF % (spread)”, and SWSM predict the sense as
sense (1). We think that “JA1F % (spread)” could
be a clue to predict the sense, but “#& 34 (music)”
misled the answer because it appeared many times
in the corpus. Finally, SWSM could correctly pre-
dicted the last sense. The words surrounded them
were, for instance, (1) “ZFHE (situation)”, “4AF 5
(arise)”, and “Hi% (appear)”, (2) “M & (apprecia-
tion)”, “t#¢e (escalate)”, and “{H{ % (appear)”, and
(3) “#ite (read)” and“SE T 5 (deny)”.

“¥E 9 (wash)” is a normal-class word and it ap-
peared five times in the corpus. SWSM correctly
predicted the senses of ~80%, viz., four of them.
It has two senses in the corpus: (1) sanctify (some-
one’s heart) and (2) wash out a stain with wa-
ter. The words surrounding the example that were
incorrectly predicted were “4 % (tonight)”, “{&
(body)”, and “#5 (not)”, and SWSM answered the
sense as (1) even though it was (2). The words
surrounding the examples that were correctly pre-
dicted were (1) “& X (islander)”, “J& (tear)”, and
“f (stone)”, (2) “A.5 (look at)” and “:L» (heart)”,
(3) “F /& (limb)”, “BH (face)”, “F. (I)”, and “J& =
(bath)”, (4) “{/& (body)”, “/K (water)”, and “}k <
(drain)”.

These examples demonstrate that the surround-
ing words were good clues to disambiguate the
word senses.

10 Conclusion

We proposed the surrounding word sense model
(SWSM), which used the word sense distribution
around ambiguous words, and performed unsuper-
vised all-words word sense disambiguation in the
Japanese language. The system incorporated the
EDR concept dictionary and we performed exper-
iments using the EDR Japanese corpus. We evalu-
ated the performance of the model using difficulty
classes based on the entropy of senses in the cor-
pus: easy, normal, and hard. We performed exper-
iments with SWSM in nine settings for the tran-
sition probability parameters. The experiments
revealed that SWSM outperformed the random
baseline and LDAWN, which is a system that uses
the topic model. The SWSM model clearly out-
performed the other systems for senses in the nor-
mal and hard classes. Some examples that cor-
rectly predicted senses indicated that the surround-
ing words were good clues to disambiguate word
senses even if we used unsupervised WSD.
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Abstract

Semantic text similarity (STS) is an essential
problem in many Natural Language Pro-
cessing tasks, which has drawn a considerable
amount of attention by research community in
recent years. In this paper, our work focused
on computing semantic similarity between
texts of sentence length. We employed a Sup-
port Vector Regression model with rich effec-
tive features to predict the similarity scores
between short English sentence pairs. Our
model used WordNet-Based features, Corpus-
Based features, Word2Vec-based features,
Alignment-Based feature and Literal-Based
features to cover various aspects of sentences.
And the experiment conducted on SemEval
2015 task 2a shows that our method achieved
a Pearson correlation: 80.486% which outper-
formed the wining system (80.15%) by a
small margin, the results indicated a high cor-
relation with human judgments. Specially,
among the five test sets which come from dif-
ferent domains used in the estimation, our
method got better results than the top team on
two of them whose domain-related data is
available for training, while comparable re-
sults were achieved on the rest three unseen
test sets. The experiments results indicated
that our solution is more competitive when the
domain-specific training data is available and
our method still keeps good generalization
ability on novel data.

1 Introduction

Semantic text similarity is a fundamental challenge
in many Natural Language Processing tasks, such
as Machine Reading, Deep Question Answering
(Narayanan & Harabagiu, 2004), Automatic Ma-
chine Translation Evaluation (Papineni, Roukos et
al., 2002), Automatic Text Summarization (Fattah
& Ren, 2008) and Query Reformulation (Metzler,

44

Dumais et al., 2007), etc. Previous researches on
semantic text similarity have been focused on doc-
uments and paragraphs, while comparison objects
in many NLP tasks are texts of sentence length,
such as Video descriptions, News headlines and
beliefs, etc. In this paper, we study semantic simi-
larity between sentences. Given two input text
segments, we need to automatically determine a
score that indicates their semantic similarity. The
difficulties of this task lie on several aspects. First,
there were no existing effective measures to repre-
sent sentences which could be understood by com-
puters without losing any information. Second,
even with good representations, it’s very hard to
find a metric which can fully compare the equiva-
lence between two sentence representations. Third,
similarity itself is a very complex concept, and se-
mantic space is also hard to define and quantize.
Given the same pair of sentences, different people
may mark different similarity scores; this incon-
sistency is derived from people’s judgments of dif-
ference. Although with these difficulties ahead, a
lot of methods have been proposed to handle this
problem in recent years. And our efforts mainly
focused on trying to combine different existing
approaches to represent a sentence, and hope to
cover as many aspects of sentence as possible on
semantic level.

In this paper, we exploited WordNet-Based,
Corpus-Based, Word2Vec-based, Alignment-
Based and Literal-Based features to measure se-
mantic equivalence between short English sentenc-
es. We used a SVR model to combine all of these
similarities and predict a final score between 0~5
to denote the magnitude of semantic similarity.
And the experiment conducted on SemEval 2015
task 2a shows that our method achieved a Pearson
correlation: 80.486% which outperformed the win-
ing system (80.15%) by a small margin. Experi-
mental results demonstrate the effectiveness of our
approach.

29th Pacific Asia Conference on Language, Information and Computation pages 44 - 52
Shanghai, China, October 30 - November 1, 2015
Copyright 2015 by Yang Liu, Chengjie Sun, Lei Lin, Xiaolong Wang and Yuming Zhao
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Feature Category

Feature Name

WordNet-Based

Path_similarity, Res_similarity, Lin_similarity, Wup_similarity

Corpus-Based

LSA_similarity, IDF_LSA_similarity, Freq_LSA_similarity,
Text LSA_similarity, LDA_similarity, RIC_Difference

Word2Vec-Based

W2V _similarity, IDF_W2V_similarity, S2V_similarity,

Text W2V_similarity

Alignment-Based

Alignment_similarity

Literal-Based

EditDistance_similarity, ShallowSyntatic_similarity, DifferLen_Rate, Dig-
it_similarity, Digit_in_Fea, No_overlap_Fea, Neg_Sentiment_Fea

Table 1 Feature sets of our system configuration

2 Related Work

Previous efforts have focused on computing se-
mantic similarity between documents, concepts or
phrases. Recent natural language processing appli-
cations show a stronger demand of finding effec-
tive methods to measure semantic similarity
between texts of variable length, and extensive
method have been proposed in these years. Related
work could roughly be divided into five major cat-
egories: Word co-occurrence methods, Corpus-
based and Knowledge-based methods, String simi-
larity methods, Descriptive feature-based methods
and Alignment-based methods.

Word co-occurrence methods are usually used in
Information Retrieval (IR) systems (Manning,
Raghavan et al., 2008). This method is based on
the hypothesis that more similar documents would
have more words in common. This method has
some drawbacks when used in sentence. As sen-
tences are relatively short compared to documents,
they would share fewer words in common; moreo-
ver, IR systems often exclude function words in
their method while these words carry structural
information in sentences (Li, McLean et al., 2006),

which eventually may lead to unsatisfactory results.

Many methods combined both corpus-based
and knowledge-based measures to reach a better
result. Two well-known corpus-based methods are
Latent Semantic Analysis (LSA) (Dumais, 2004)
and Hyperspace analogues to Language (HAL)
(Burgess, Livesay et al., 1998). Another effective
corpus-based measure is Explicit Semantic Analy-
sis (ESA) (Gabrilovich & Markovitch, 2007). ESA
is @ method that represents the meaning of texts in
a high-dimension space of concepts derived from
Wikipedia. As this methodology explicitly uses the
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knowledge collected and organized by humans,
common-sense  and  domain-specific  world
knowledge are considered in it which leads to sub-
stantial improvements in measure semantic simi-
larity between sentences, and it is also easy to
interpret by human. Knowledge-based methods are
often based on semantic networks such as Word-
Net. Some well-known knowledge-based measures
include: S&P’s Measure, Wu&Palmer Measure,
Leakcock&Chodorow’s Measure, Renik’s Measure,
Lin’s Measure and Jiang’s Measure.

As to String-based similarity, Islam et al. pro-
posed a normalized and modified version of the
Longest Common Subsequence (LCS) string
matching algorithm to measure text similarity
(Islam & Inkpen, 2008). Combined with a corpus-
based measure, their methods achieved a very
competing result.

Descriptive feature-based methods uses prede-
fined features to capture information contained in
the sentence. Then feed these features into the
classifier, this supervised method achieved best in
SemEval 2012 (Sari¢, Glavas et al., 2012).

For alignment-based methods, Sultan et al.
(Sultan, Bethard et al., 2014a) proposed an effec-
tive solution to align words in monolingual sen-
tences which achieved state-of-the-art performance
while relying on almost no supervision and a very
small number of external. Based on the output of
word aligner, they taking the proportion of their
aligned content words as the semantic degree of
the two sentences. This simple unsupervised meth-
od leads to state-of-art results for sentence level
semantic similarity in SemEval 2014 STS task.

Specially, SemEval has hold STS for four years
in a row, and many wining methods have been
published (Bér, Biemann et al., 2012; Han,
Kashyap et al., 2013; Sultan, Bethard et al., 2014b).
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3 Feature Generation

The core idea of our method is to use the combina-
tion of word similarities to estimate sentence simi-
larity, as lots of effective methods have been
proposed to measure word-to-word similarity in
recent years. Our features could roughly be divided
into five categories: WordNet-Based features, Cor-
pus-Based features, Word2Vec-based features,
Alignment-Based feature and Literal-Based fea-
tures. Generally, Word2Vec-Based methods also
can be regarded as Corpus-Based methods, to ex-
plore the effectiveness of deep learning based
methods, in our paper, we separately classified
Word2Vec-Based features into a category. Fea-
tures used in our model are shown in Table 1.

After combination of these features, we got a
very competitive result, which indicated that dif-
ferent features capture different aspects of seman-
tics in sentences. We will look into these features
in detail in the following sections.

3.1 WordNet-Based Features

WordNet (Miller, 1995) is a widely used semantic
net of English, and it is an effective tool to find
synonyms of nouns, verbs, adjectives and adverbs.
WordNet is particularly well suited for similarity
and relatedness measures, since it organizes nouns
and verbs into hierarchies of is-a relations
(Pedersen, Patwardhan et al., 2004). In this paper,
these similarity measures were tried in our experi-
ments. After selection, four of them were kept in
our final model: Path_similarity, Res_similarity,
Lin_similarity, and Wup_similarity. We provided
below a short description for each of these metrics
first, and then explain how these measures were
used in our evaluation of sentence semantic simi-
larity.

The main idea of the Path_similarity measure
(The Shortest Path based Measure) is that the simi-
larity between two concepts can be derived from
the length of the path linking the concepts and the
position of the concepts in the WordNet taxonomy
(Meng, Huang et al., 2013). Formally, the
Path_similarity between concepts ¢, and c, is de-
fined as following formula:

Simpqen(cq,c2) = 2 x deep_max — len(cq, cz) (1)

where the deep_max is the maximum depth of
the taxonomy and len(cy, cp) is the length of the
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shortest path from synset ¢; to synset ¢, in Word-
Net.

Res_similarity (Resnik’s Measure) is a similari-
ty measure based on information content. It as-
sumes that similarity is dependent on the corpus
that generates the information content.

Simyes(cy, €3) = —logp(Iso(cy, ¢5)) = IC(Is0(cy, )
(2)

where Iso(cy, c;) is the lowest common subsume
of ¢, and c,.

Lin_similarity (Lin’s Measure) (Lin, 1998) is a
similarity measure based on the Resnik measure,
which adds a normalization factor consisting of the
information content of the two input concepts:

2+IC(LCS)
1C(C1)+IC(C2)

©)

Simyn (¢, c2) =
Wup_similarity (Wu & Palmer’s Measure) (Wu

& Palmer, 1994) measure is based on the depth of
two given concepts in the WordNet taxonomy and
that of their Least Common Subsumer (LCS), the

similarity score of two concepts is defined as fol-
lowing formula(Resnik, 1999):

2xdepth(LCS)
depth(cqi)+depth(cy)

(4)

Simwup (c1,c0) =

In our experiment, we used the NLTK? toolkit
(Bird, 2006) WordNet APIs to calculate WordNet-
based similarities. Based on WordNet and Brown
corpus (to obtain IC through statistical analysis of
Brown corpus), we generated the four WordNet-
based features following the same steps proposed
in (Liu, Sun et al.).

Issues that required attention is that the results
of Res_similarity measure needs to process nor-
malization to make sure the value lies in the inter-
val [0.0, 1.0].

A girl is slicing a potato.
0.167 1.0 ‘0.33 0.33
A boy Is cutting a tomato.

A girl is slicing a potato.
0077 00 (033
A boy is cutting a tomato.

Figure 1 A simple example of word alignment using
knowledge-based similarity measures

L http:/www.nltk.org/
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Parameters num_topics passes

update every alpha eval every

Values 400 10

1 ‘auto’ 10

Table 2 Parameter setting of LDA model

Figure 1 is an example of how we find the most
probable sense in second sentence which has the
maximum WordNet similarity with word in first
sentence.

3.2 Corpus-Based Features

Latent semantic analysis (LSA) is a technique for
comparing texts using a vector-based representa-
tion learned from a corpus. A term-document ma
trix describes the occurrences of terms in docu-
ment. The matrix is decomposed by singular value
decomposition (SVD). SVD is a factorization of a
SVD decompose the term-by-document matrix into
three smaller matrixes like follows:

X=uzvT (5)

real or complex matrix in linear algebra. In LSA,
where U and V are column-orthogonal matrixes
and X is a diagonal matrix containing singular val-
ues. Now, columns in U could be preserved as the
semantic representations of words. Similarity is
then measured by the cosine distance between their
corresponding row vectors. To make full use of the
semantic information in LSA model, we proposed
several methods to compute the sentence similarity
based on LSA. These features incude:
LSA_similarity, Text_LSA_similarity,
IDF_LSA_similarity and Freq_LSA_similarity.

In our experiment, we directly use the LSA
model provided by SEMILAR ? (Stefinescu,
Banjade et al., 2014). The model was decomposed
from the whole 2014 Wikipedia articles. One word

is represented as a 200-dimension real value vector.

We call it “LSA vector” in the rest of the paper.
LSA _similarity represent a sentence by summing
all LSA vectors of words appeared in the sentence

and then averaged it with the length of the sentence.

Thus we can get vector representations /; and V,
of the two sentences. The LSA_similarity could be
measured with cosine similarity between the two
vectors.

The Cosine similarity is defined as follows:
ViV,

Cos_Dis(V,,V,) = AT

(6)

2 http:/www.semanticsimilarity.org/
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Text LSA similarity measures similarity be-
tween two sentences S; and S, using the following
scoring function (Mihalcea, Corley et al., 2006):

Sim(S;, S,)
B 1 ZWE{SI}(maxSim(W, S,) * idf(w))
B 2( Ywe(s,) ldf (w)
N ZWE{SZ}(maxSim(W, S1) * idf(w))
Ywels,} idf (w)
(7
maxSim(w, S)
= MAX{Cos_Dis(LSA(w), LSA(w_s))},w.s €S
8

This similarity score has a value between 0 and
1, with a score 1 indicating identical text segments,
and a score 0 indicating no semantic overlap be-
tween two texts.

We also generated two weighted features:
IDF_LSA similarity and Freq_LSA_similarity.

LSA(w)
norm(LSA(w))

)

where StW is the predefined stop words list, LSA(w)
is LSA vector of w and IDF(w) is the inverse doc-
ument frequency of w.

IDFV(S) = IDF(w)
WES & WgStW

LSA(w)

WESV(S) = norm(LSA(w))

WF(w) =

WES & wgStW
(10)

where WF (w) is the word frequency of w. In our
experiment, the inverse document frequency and
word frequency of each word is computed on Wik-
ipedia corpus dumped in December of 2013.

After got the vector representations of sentenc-
es, the cosine distance between two vectors is the
value of two features.

Latent Dirichlet Allocation (LDA) (Blei, Ng et
al., 2003) is a widely used topic model, typically
used to find topics distribution in documents; we
tried this technology in our model. The LDA mod-
el is trained on the training set of SemEval 2015.
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In our experiments, we use the gensim® toolkit
(Rehiifek & Sojka, 2010) to find the topic distribu-
tion of each sentence, and the cosine distance of
the vectors could be regarded as the topic similari-
ty of the sentence pair. The parameter setting in the
experiment is shown in Table 2.

RIC_Difference measures difference of infor-
mation content the sentences bearing. In infor-
mation theory, the information content of a concept
can be quantified as negative the log likelihood -
logp(c). In our work, the information content of a
word w is defined as:

) = InZweclreaw)

freqw) (11)

ic(w

where C is the set of words in the corpus and

freq(w) is the frequency of the word w in the

corpus. We use the Wikipedia to obtain word fre-

guency. And the Information Content difference

between two sentences S; and S, could be quanti-
fied as:

|ZWESl iC(W) - ZWESZ iC(W)|
MAX(Zwesl iC(W) ’ ZWESZ iC(W))
(12)

RIC(S1,S7) =

3.3  Word2Vec-Based Features

Word2Vec (Mikolov, Chen et al., 2013) is a lan-
guage modeling technique that maps words from
vocabulary to continuous vectors (usually 200 to
500 dimensions). Recently, word embedding has
shown its ability to boost the performance in NLP
tasks such as syntactic parsing and sentiment anal-
ysis. In our work, we employ this technology to
represent a word and use several different methods
to combine these word vectors to represent a sen-
tence. These generated features include:
W2V_similarity, IDF_W2V_similarity,
Text W2V _similarity and S2V_similarity. Similar
to generation of LSA-based features, we generate
W2V_similarity Text_ W2V _similarity is similar to
Text LSA similarity, computed using the same
formula. Only replace the maxSim with the follow-
ing formula:

maxSim(w, S)
= MAX{Cos_Dis(W2V (w), W2V (wg)), ws € S}

(13)

3 http://radimrehurek.com/gensim/
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Furthermore, to improve our performance, we
also used the recently proposed-Sent2Vec (also
known as paragraph vector) (Le & Mikolov, 2014)
to represent a sentence. Paragraph Vector is an un-
supervised learning algorithm that learns vector
representations for variable length pieces of texts
such as sentences and documents. In our experi-
ment, we use the open source code Sentence2vec®
to train paragraph vectors on Wikipedia. And the
cosine distance between two paragraph vectors
denote the sentence semantic similarity. This fea-
ture is called S2V_similarity. In our development
stage, we observed that if more corpora were given
to train Sent2Vec, this feature could be more effec-
tive.

3.4 Alignment-Based Features

Alignment_similarity is a similarity measure
based on monolingual alignment. We first align
related words across the two input sentences. And
the proportion of aligned content words is regarded
as their semantic similarity. In our model, we di-
rectly used the monolingual word aligner provided
by (Sultan et al., 2014). The aligner is based on the
hypothesis that words with similar meanings repre-
sent potential pairs for alignment if located in simi-
lar contexts. More details about the aligner may
refer to the paper, we didn’t discuss here. Based on
the alignment results, we can compute the similari-
ty using the following formula:

ng(S1) + né(Sz)

sts(51,52) = S5 et

(14)

where n2(S;) and n.(S;) are the number of content
words and the number of aligned content words in
S;. We didn’t achieve as good results as in the pa-
per, the reason may because that we didn’t consid-
er some stopwords in that filed.

In our experiments, we also used plenty of
style-related features, we call it “literal-based” fea-
tures. Here, we give a short description to each of
them.

3.5 Literal-Based Features

EditDistance_similarity is based on the hypothesis:
two sentences that look more similar are closer in
semantics. So we use the Levenshtein Distance

4 https://github.com/klb3713/sentence2vec
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over characters to measure the similarity between
two sentences.

DifferLen_Rate measures the difference of
length of two sentences which can be regarded as
evidence of comparing the similarity between sen-
tences.

Shallow Syntactic Similarity considers the simi-
larity in terms of English voices. After Part-Of-
Speech tagging to each sentence, we use the Jac-
card Distance to compute the syntactic constituent
overlap.

Neg_Sentiment_Fea is feature measures shal-
low sentiment of sentences, we manually chose a
list NEG_SENTIMENT = {‘no’, ‘not’, ’nev-
er’, ’little’, “few’, ‘nobody’, ‘neither’, ‘seldom’
‘hardly’, ‘rarely’, ‘scarcely’} to judge the senti-
ment, the appearance of word in this list indicating
an opposed meaning, if only one word in the list
appeared only once in this pair of sentences, we
think that this pair of sentences expressing oppo-
site meaning.

Digit_in_Fea is a binary feature which cares
about whether there is digit numbers appeared in
only sentence in the pair. To our intuitive, if only
one sentence obtain numbers in it and another con-
tains only text, then human annotators tend to give
a lower score to this pair. So, if Digit_in_Fea of a
pair of sentences was set to “1’, this can be inter-
preted to give classifier a signal to give a lower
similarity score.

Digit_similarity could be regarded as comple-
ment to feature Digit_in_Fea. We implemented a
simple algorithm to extract numbers from text.and
then compares the difference of numbers appeared
in two sentences.

No_overlap_Fea measures whether two sen-
tences are totally different in terms of words ap-
peared in the sentences. Although this hypothesis
is not always true, but we observed that this as-
sumption is correct under most cases and this fea-
ture still contributes to our overall performance.

4 Experiments

We conduct our experiments on the SemEval 2015
STS English subtask. Given two sentences of Eng-
lish text, S;andS,, we need to compute how similar
S; and S, are, returning a similarity score between
0.0 (no relation) to 5.0 (semantic equivalence),
indicating the semantic similarity between two sen-
tences.
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4,1 Datasets

In SemEval 2015 2a, the trial dataset comprises the
2012, 2013 and 2014 datasets, which can be used
to develop and train models. The details of the da-
taset refer to (Agirre & Banea, 2015).

4.2 Evaluation Metrics

The official estimation is based on the average of
Pearson correlation. This metric is determined as:

ny_ZXNZY (15)
J(Ee-EF)(zre- 2

where X is the golden-standard scores vector,
and Y is the output of SVRs.

Pxy =

4.3 Results and Discussion

To achieve a better result, we trained three Support
Vector Regression models to predict similarity
scores on different test sets, we used all the da-
tasets (except SMT of 2013, we got worse perfor-
mance after added it, so we exclude SMT in our
final model) before 2015 as training set for the first
three test sets which are unseen data for the classi-
fier. This classifier was denoted as CIf-1. For head-
lines and images, all headlines / images data sets
appeared before were used as training sets. The
trained classifier was denoted as CIf-2 and CIf-3
respectively.

In terms of implementation, we used Scikit-learn®
toolkit(Pedregosa, Varoquaux et al., 2011) to do
the classification and the parameter settings for
three SVR models are shown in the following table,
we chose these parameters by experiences, CIf-2
and CIf-3 used the same setting, and a better result
may be achieved through fine tuning:

Classifier | kernel Gamma C epsilon
CIf-1 ‘rbf’ 0.1 1.8 0.1
CIf-2 ‘rbf’ 0.16 100 0.1
CIf-3 ‘rbf’ 0.16 100 0.1

Table 3 Parameter settings of our three classifiers

After the prediction of the similarity scores of
sentences, we conducted a post-processing step to
boost and correct results, we truncate at the extre-

® http://scikit-learn.org/stable/
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Data Set Ans-for Ans-stu Belief Hdlines Images Mean

All features 0.7381 0.7644 0.7377 0.8521 0.8650 0.8049
w/o0 WordNet-based 0.7356 0.7516 0.7260 0.8450 0.8560 0.7959
w/o Corpus-based 0.7150 0.7850 0.7389 0.8387 0.8620 0.8032
w/o Word2Vec-based 0.7460 0.7498 0.7366 0.8510 0.8536 0.7989
w/o Alignment-based 0.7278 0.7551 0.7168 0.8355 0.8614 0.7926
w/o Literal-based 0.7175 0.7320 0.7501 0.8240 0.8618 0.7879

Table 4 Performance of different feature combinations (exclude one kind each time)

Feature Set Ans-for Ans-stu Belief Hdlines Images Mean

All features 0.7381 0.7644 0.7377 0.8521 0.8650 0.8049
WordNet-based 0.6813 0.7252 0.7289 0.7509 0.8352 0.7541
Corpus-based 0.6182 0.6245 0.6652 0.7257 0.8254 0.7043
Word2Vec-based 0.6065 0.7305 0.6904 0.7365 0.8369 0.7381
Alighment-based 0.6675 0.7789 0.6699 0.7891 0.7872 0.7560
Literal-based 0.6666 0.5725 0.5235 0.5493 0.3326 0.5123

Table 5 Results of comparing the importance of different kinds of features on SemEval 2015

mes to keep the score in [0.0, 5.0], and an addi-

tional step similar to the details in (Bar et al., 2012).

The post-processing step contributed a 0.1% im-
provement in our overall performance.

Test Set Winning team | Our System
answers-forums 0.7390 0.7381
answers-students 0.7725 0.7644

belief 0.7491 0.7377
headlines 0.8250 0.8521
images 0.8644 0.8650
Weight Mean 0.8015 0.8049

Table 6 Performances of our model and winning system
on SemEval 2015 STS test sets

Table 4 reported the results of our method on
SemEval 2015 Task 2a, from which we can know
that our method outperformed the winning system
by a big margin on the headlines, but only slightly
better on the images. The reason may because that
in the winning system, images was already
achieved a very high accuracy, but due to the in-
complete use of the semantic information, didn’t
perform as well as in headlines. As our method
used more sufficient features, our approach
achieved both state-of-the-art results on headlines
and images. The winning system mainly based on
word alignment, which guaranteed very good gen-
eralization ability, but much of the semantic infor-
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mation contained in the training set was not used,
while these information can also contribute to the
system performance, especially for domain-
specific test set, in other word, our method can be
used to verify this idea. For the first three datasets,
our method may achieve much better performance
if more domain-specific data was given for learn-
ing. Overall, our system performed slightly better
than the wining system in terms of average Pearson
correlation.

To compare the importance of each kind of fea-
ture, we separately exclude one kind of them in our
model and compare new model’s performance.

The results are shown in Table 5. And the per-
formance of using only one kind of feature showed
in Table 6.

The experiment results demonstrated the effec-
tiveness of our generated features, except Liter-
based features, each kind of other features alone
could lead to a relatively good performance. Alt-
hough Literal-based features didn’t perform well
on its own, exclude it from our model leads to the
biggest decrease in Mean correlation, which indi-
cated it is an important complement to other fea-
tures. We also observed that corpus-based features
seem less effective compared to other features as
they didn’t perform as well as other semantic relat-
ed features and the absence of it has little impact
on the overall performance. The different combina-
tions of them boosted the results to achieve a high-
er correlation. Also, SVR model played an
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important role in our approach, it provide a good
out-of-sample generalization as the loss function
typically leads to a sparse representation of the
decision rule which makes our model more robust
on novel data. And we think that the appropriate
choice of kernel function in SVR may also help a
lot in the model.

5 Conclusion

In this paper, we presented our approach to evalu-
ate semantic similarity between short English sen-
tences. We employed a Support Vector Regression
model combined with WordNet-Based features,
Corpus-Based features, Word2Vec-based features,
Binary Features and some other features to predict
the semantic similarity score between sentence
pairs. Our experiment results showed a high corre-
lation with human annotations which outperformed
the top system in SemEval 2015 task 2a. We also
observed that our method performed much better
compared to winning system on two test sets
whose domain-specific data is available for train-
ing, results also indicated that our solution still
maintains good generation ability on novel datasets
which means this technique could be well general-
ized to other data domains. While the context of
the sentence is unavailable and the information
about the tone of sentence was eliminated by us
(most modal particles and punctuations appeared in
sentences were treated as stop words in our pro-
cess), our model could not distinguish the tone of
sentence, for example we may give a high similari-
ty score to a sentence pair consists of a declarative
and an imperative if they shared many words. This
situation was not considered in feature generation
stage, but will be researched latter. Our future
work will include the refinements of training effec-
tive representations for words and sentences on
corpus (LSA, Word2Vec and Sent2Vec), the ex-
pansion of stop word list through adding proper
selected domain-specific stop words and the re-
implementation of a well-designed feature selec-
tion process to simplify our model. We hope that
these measures could be helpful for improvement,
make our model more robust and improve our
method’s generalization ability as well.
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Abstract

In this paper, we conducted semantic trans-
parency rating experiments using both the
traditional laboratory-based method and the
crowdsourcing-based method. Then we com-
pared the rating data obtained from these two
experiments. We observed very strong cor-
relation coefficients for both overall seman-
tic transparency rating data and constituent se-
mantic transparency data (rho > 0.9) which
means the two experiments may yield com-
parable data and crowdsourcing-based experi-
ment is a feasible alternative to the laboratory-
based experiment in linguistic studies. We
also observed a scale shrinkage phenomenon
in both experiments: the actual scale of the rat-
ing results cannot cover the ideal scale [0, 1],
both ends of the actual scale shrink towards the
center. However, the scale shrinkage of the
crowdsourcing-based experiment is stronger
than that of the laboratory-based experiment,
this makes the rating results obtained in these
two experiments not directly comparable. In
order to make the results directly compara-
ble, we explored two data transformation al-
gorithms, z-score transformation and adjusted
normalization to unify the scales. We also in-
vestigated the uncertainty of semantic trans-
parency judgment among raters, we found that
it had a regular relation with semantic trans-
parency magnitude and this may further reveal
a general cognitive mechanism of human judg-
ment.

1 Introduction

In experimental linguistic studies, researchers are
frequently frustrated by the problem of linguistic
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data bottleneck which constantly limits the feasi-
bility, efficiency, and reliability of various research
projects. It’s caused by the practical difficulties
of conducting traditional laboratory-based linguis-
tic experiments. Firstly, it’s very difficult to obtain
large samples using laboratory-based experiments
for they are usually very time-consuming and expen-
sive. In order to solve this problem, we need to find
a more efficient and economic way to conduct lin-
guistic experiments. Secondly, what’s more difficult
is to recruit highly diverse subjects due to the diffi-
culties in subject recruitment and the spacial limita-
tions of laboratory-based experiments. As a result,
researchers heavily and even blindly rely on rela-
tively small sample size which is 30 or so (Sprouse,
2011) and the undergraduate subject pool. From the
point of view of sampling, this is not a good prac-
tice, since it raises the concern of external validity,
i.e., the extent to which the experimental results can
be generalized, because a small and homogeneous
sample usually cannot be representative enough. In
fact the external validity problem that results from
using mainly undergraduate subjects is a typical one
and has a dedicated term called the college sopho-
more problem (Stanovich, 2007; Jackson, 2012). Al-
though there are several responses to this criticism
(Stanovich, 2007), the really convincing way to re-
solve this problem is to use a more diverse subject
pool.

Mechanical Turk (MTurk) has emerged in recent
years to be a promising solution to the problem of lin-
guistic data bottleneck by providing a new paradigm
for linguistic experiments, i.e., the MTurk-based ex-
periment (Mason and Suri, 2012; Horton et al., 2011;
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Copyright 2015 by Shichang Wang, Chu-Ren Huang, Yao Yao and Angel Chan
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Paolacci et al., 2010; Schnoebelen and Kuperman,
2010; Buhrmester etal., 2011; Sprouse, 2011; Berin-
sky et al., 2012), which can hopefully address all the
problems mentioned above. MTurk is qualified as a
genre of both crowdsourcing which refers to the ac-
tivities to outsource tasks to undefined and generally
large crowds on the web via open call (Howe, 2006;
Estellés-Arolas and Gonzalez-Ladron-de Guevara,
2012; Wang et al., 2013; Schenk and Guittard, 2011;
Howe, 2009), and human computation (Quinn and
Bederson, 2009; von Ahn, 2005; Quinn and Beder-
son, 2011). MTurk needs to be implemented through
a website, or more precisely, an MTurk platform.
An MTurk platform is an on-line crowdsourcing la-
bor marketplace where requesters post small tasks
(conventionally called Human Intelligence Tasks, or
HITs) and workers undertake tasks for small pay
(Mason and Suri, 2012; Sprouse, 2011). The most
famous MTurk platform is Amazon’s Mechanical
Turk (AMT, www.mturk.com) which was lunched
publicly in November 2005; it started early and is
so popular in the academic world that it is the de
facto standard of MTurk implementation, and the
genre name MTurk actually originated from its name
and is used by some writers to refer to AMT spe-
cially. There are other MTurk implementations,
for example another well known MTurk platform
is Crowdflower (www.crowdflower.com). Relevant
demographics shows that the workers on either AMT
(Ross et al., 2010; Pavlick et al., 2014; Ipeirotis,
2010) or Crowdflower! are come from all over the
world, so both can be treated as international MTurk
platforms.

In the early stage of the development of MTurk,
it’s potential to be an efficient and economic tool for
linguistic data collection (e.g., annotation, transcrip-
tion, translation, etc.) and behavioral research (e.g.,
survey and experimentation) for social sciences has
already been recognized and attempted (Snow et al.,
2008; Kittur et al., 2008; Chen et al., 2009). Es-
pecially since around 2010, there have been more
and more reports on conducting experimental re-
search using MTurk (Mason and Suri, 2012; Rand,
2012; Buhrmester et al., 2011; Horton et al., 2011;

'For the demographics of Crowdflower’s worker pool, see
https://success.crowdflower.com/hc/en-us/articles/202703345-
Contributors-Crowd-Demographics, retrieved on Apr. 22,
2015.
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Paolacci et al., 2010; Schmidt, 2010; Munro et al.,
2010; Schnoebelen and Kuperman, 2010; Sprouse,
2011; Enochson and Culbertson, 2015; Kuperman
et al., 2012) and several of them focus on linguis-
tic experiments (Munro et al., 2010; Schnoebelen
and Kuperman, 2010; Sprouse, 2011; Enochson and
Culbertson, 2015; Kuperman et al., 2012). Ex-
periments conducted on MTurk platforms are usu-
ally survey-based and use web questionnaires com-
posed using the GUI toolkits provided by the plat-
forms, and advanced users can make use of HTML,
CSS, JavaScript, Adobe Flash (Simcox and Fiez,
2014; Enochson and Culbertson, 2015), etc., to re-
alize additional elements, customized appearance,
special control, and apparatus they need. Compared
to laboratory-based experiment, the MTurk-based
experiment has many attractive merits: 1) the re-
cruitment and compensation of subjects is automatic,
painless, on demand, and 24x7 based; 2) MTurk
workers are willing to take part in experiments with
much less pay than subjects of laboratory-based ex-
periments; 3) it is a lot easier to obtain very large
samples; 4) MTurk worker pool is far more diverse
than typical undergraduate subject pool widely used
in laboratory-based experiment; 5) the anonymous
nature of MTurk-based experiment can largely help
to avoid experimenter effect, subject crosstalk (Pao-
lacci et al., 2010) and the problem of socially desir-
able responses.

Data quality is the key concern in conducting re-
search using MTurk-based experiments because the
MTurk setting is not so controllable as the labora-
tory setting, a host of studies have been carried out
to address this concern. The comparison between the
data obtained from MTurk-based experiments and
laboratory-based experiments suggests that MTurk-
based experiments can provide comparable or even
better data (Munro et al., 2010; Schnoebelen and Ku-
perman, 2010; Sprouse, 2011; Horton et al., 2011).
And a large set of classic effects discovered pre-
viously in laboratory-based experiments have been
successfully replicated using MTurk-based experi-
ments even in the case of the experiments which
require millisecond accuracy timing (Enochson and
Culbertson, 2015; Simcox and Fiez, 2014; Crump et
al.,2013; Horton et al., 2011). These positive results
repeatedly confirm that MTurk is a reliable tool to
conduct experimental research which not only yields
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valid data but also minimizes the cost in time, effort,
and expense. Conducting research using MTurk-
based experiments lets researchers concentrate on
data analysis, creative thinking, and writing instead
of being disturbed by various administrative tasks
of laboratory-based experiments from time to time,
therefore increases their academic productivity. Al-
though, this methodology has not been completely
established, its future seems to be guaranteed (Hor-
ton et al., 2011).

In order to evaluate a new method, it is a com-
mon strategy to compare the results yield by the
new method with the results yield by the established
method to see their agreement. Although neither
method is perfect or completely reliable, since the
established method is well acceptable, if the new
method agrees well enough with it, then the new
method is also acceptable to be an alternative. We
conducted two similar semantic transparency rat-
ing experiments using the Mechanical Turk-based
method and the traditional laboratory-based method.
We will compare the results from these two experi-
ments to see their agreement hence we can further
evaluate the Mechanical Turk-based experimenta-
tion.

2 Method

2.1 MTurk-based Semantic Transparency
Rating Experiment?

2.1.1 Materials

We selected a total of 1,176 disyllabic Chinese
nominal compounds which have mid-range word
frequencies and appear in both Sinica Corpus 4.0
(Chen et al., 1996) and the “Lexicon of Common
Words in Contemporary Chinese IR 1% & FH 7]
>, see Wang et al. (2014) for details.

2.1.2 Experimental Design

Normally, a crowdsourcing experiment should be
reasonably small in size. We randomly divide these
1,176 words into 21 groups, G; (i = 1,2,3,...,21);
each group has 56 words.

Questionnaires We collect overall semantic trans-
parency (OST) and constituent semantic trans-
parency (CST) data of these words. In order to avoid

“We have reported this experiment in Wang et al. (2014).
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interaction, we designed two kinds of questionnaires
to collect OST data and CST data respectively. So
G; (1 = 1,2,3,...,21) has two questionnaires, one
OST questionnaire for OST data collection and one
CST questionnaire for CST data collection. Besides
titles and instructions, each questionnaire has 3 sec-
tions. Section 1 is used to collect identity informa-
tion includes gender, age, education and location.
Section 2 contains four very simple questions about
the Chinese language; the first two questions are
open-ended Chinese character identification ques-
tions, the third question is a close-ended homophonic
character identification question, and the fourth one
is a close-ended antonymous character identification
question; different questionnaires use different ques-
tions. Section 3 contains the questions for semantic
transparency data collection. Suppose AB is a di-
syllabic nominal compound, we use the following
question to collect its OST rating scores: “How is
the sum of the meanings of A and B similar to the
meaning of AB?” And use the following two ques-
tions to collect its CST rating scores of its two con-
stituents: “How is the meaning of A when it is used
alone similar to its meaning in AB?” and “How is
the meaning of B when it is used alone similar to its
meaning in AB?”. 7-point scales are used in section
3; 1 means “not similar at all” and 7 means “almost
the same”.

In order to evaluate the data received in the ex-
periments, we embedded some evaluation devices
in the questionnaires. We mainly evaluated intra-
group and inter-group consistency; and if the data
have good intra-group and inter-group consistency,
we can believe that the data quality is good. In each
group we choose two words and make them appear
twice, we call them intra-group repeated words and
we can use them to evaluate the intra-group consis-
tency. We insert into each group two same extra
words, wq“Hi 257, wo“H 1L, to evaluate the inter-
group consistency.

Quality Control Measures On a crowdsourcing
platform like Crowdflower, the participants are
anonymous, they may try to cheat and submit in-
valid data, and they may come from different coun-
tries and speak different languages rather than the
required one. There may be spammers who contin-
uously submit invalid data at very high speed and
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they may even bypass the quality control measures
to cheat for money. In order to ensure that the par-
ticipants are native Chinese speakers and to improve
data quality, we use the following measures, (1) a
participant must correctly answer the first two Chi-
nese character identification questions in the section
2s of the questionnaires, and he/she must correctly
answer at least one of the last two questions in these
section 2s; (2) If a participant do not satisfy the above
conditions, he/she will not see Section 3s; (3) each
word stimulus in section 3s has an option which al-
lows the participants to skip it in case he/she does not
recognize that word; (4) all the questions in the ques-
tionnaires must be answered except the ones which
allow to be skipped and are explicitly claimed to be
skipped; (5) we wrote a monitor program to detect
and resist spammers automatically; (6) after the ex-
periment is finished, we will analyze the data and fil-
ter out invalid data, and we will discuss this in detail
in section 2.1.3.

OST CST

G n % n %
G1 62 68.89 70 77.78
Ga 60 66.67 64 71.11
G3 61 67.78 58 64.44
Gy 57 63.33 58 64.44
Gs 51 56.67 59 65.56

G 55 61.11 54 60
G~ 54 60 55 61.11
Gs 60 66.67 48 53.33
Gy 52 57.78 55 61.11
G1o 58 64.44 59 65.56
G 52 57.78 56 62.22

G2 55 61.11 63 70
Gi1s 52 57.78 57 63.33

Gha 56 62.22 54 60
G1s 54 60 53 58.89
Gis 58 64.44 56 62.22
Gz 52 57.78 50 55.56
Gis 53 58.89 51 56.67
G1o 53 58.89 50 55.56
Gao 53 58.89 51 56.67
G2 52 57.78 51 56.67
Min 51 56.67 48 53.33
Max 62 68.89 70 77.78
Median 54 60 55 61.11
Mean 5524 6138 5581 62.01
SD 34 3.78 532 591

Table 1: Amount of valid response in the OST and CST
datasets of each group.
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Experimental Platform and Procedure We
choose Crowdflower as our experimental platform,
because according to our previous experiments, it is
a feasible crowdsourcing platform to collect Chinese
language data. We create one task for each question-
naire on the platform; there are 21 groups of word
and each group has one OST questionnaire and one
CST questionnaire, so there are a total of 42 tasks
Tos Test (i = 1,2,3, ...,21). We publish these 42
tasks successively, and for each task we create a
monitor program to detect and resist spammers. All
of these tasks use the following parameters: (1) each
task will collect 90 responses; (2) we pay 0.15USD
for each response of OST questionnaire and pay
0.25USD for each response of CST questionnaire;
(3) each worker account of Crowdflower can only
submit one response for each questionnaire and each
IP address can only submit one response for each
questionnaire; (4) we only allow the workers from
the following regions (according to IP addresses) to
submit data: Mainland China, Hong Kong, Macau,
Taiwan, Singapore, Malaysia, USA, UK, Canada,
Australia, Germany, France, Italy, New Zealand,
and Indonesia; and we can dynamically disable or
enable certain regions on demand in order to ensure
both data quality and quantity.

2.1.3 Data Cleansing and Result Calculation

The OST dataset produced by the OST task
TSt (i = 1,2,3,...,21) is D¢**. The CST dataset
produced by the CST task 75! is D$5!. Each dataset
contains 90 responses. Because of the nature of
crowdsourcing environment, there are many invalid
responses in each dataset; so firstly we need to fil-
ter them out in order to refine the data. A response
is invalid if (1) its completion time is less than 135
seconds (for OST responses); its completion time is
less than 250 seconds (for CST responses); or (2)
it failed to correctly answer the first two questions
of section 2s of the questionnaires; or (3) it wrongly
answered the last two questions of section 2s of the
questionnaires; or (4) it skipped more than six words
in section 3s of the questionnaires; or (5) it used less
than three numbers on the 7-point scales in section
3s of the questionnaires. We also filtered out the
responses from the workers who appeared in more
than one countries/regions according to their IP ad-
dresses. The statistics of valid response are shown
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in Table 1.

The OST dataset D' (i = 1,2,3,...,21) con-
tains n; valid responses; it means word w in the OST
dataset of the ¢th group has n; OST rating scores; the
arithmetic mean of these n; OST rating scores is the
OST result of word w. The CST results of the two
constituents of word w are calculated using the same
algorithm.

2.2 Laboratory-based Semantic Transparency
Rating Experiment

2.2.1 Material

The Mechanical Turk-based semantic trans-
parency rating experiment is a large-scale ex-
periment, it collected the overall and constituent
semantic transparency rating data for 1,176 com-
pounds. This scale is beyond the capacity of
common laboratory-based experiment given the
time and resource limitations. So it is impossible for
us the conduct a completely parallel semantic trans-
parency rating experiment in the laboratory setting.
As a practically and statistically feasible alternative,
we extracted a representative sample of reasonable
size for laboratory-based experiment from the 1,176
compound stimuli of the Mechanical Turk-based
experiment. Then the method comparison will be
conducted on the basis of the sample.

The compound stimuli of the Mechanical Turk-
based semantic transparency rating experiment be-
long to three structural categories, i.e., NN, AN, VN,
the sample should cover all these category types.
According the overall semantic transparency value
and constituent semantic transparency value of com-
pound, compounds are usually divided into four cat-
egories: 1) TT, the compounds with the largest
overall semantic transparency values and the most
balanced constituent semantic transparency values,
2) TO, the compounds with the mid-range overall
semantic transparency values and the most unbal-
anced constituent semantic transparency values and
the CST of the first morpheme is larger than that
of the second, 3) OT, the compounds with the mid-
range overall semantic transparency values and the
most unbalanced constituent semantic transparency
values and the CST of the second morpheme is larger
than that of the first, and 4) OO, the compounds with
the lowest overall semantic transparency values and
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the most balanced constituent semantic transparency
values. The sample should also cover all these four
semantic transparency types. A total of 152 com-
pounds were selected; all of the compounds have the
modifier-head structure.

2.2.2 Questionnaire

The questionnaire is divided into three parts. Part
I is the demographic questions, we ask the subjects
to provide their demographic information on 1) gen-
der, 2) age, 3) language background, 4) native place,
and 5) email address (optional). Part II is the over-
all semantic transparency rating task, the subjects are
asked to rate the overall semantic transparency of the
compound stimuli one by one, and we use the same
questions and rating scales as the Mechanical Turk-
based experiment. Part III is the constituent seman-
tic transparency rating task, the subjects are asked
to rate the constituent semantic transparency of the
compound stimuli one by one, and we also use the
same questions and rating scales as the Mechanical
Turk-based experiment. We make “Z& Jli:, “W5 A,
“ kg, <R appear twice in the questionnaire, so
we can use them to check the consistency of ratings.
The questionnaire has a simplified Chinese charac-
ter version and a traditional Chinese character ver-
sion. And the questionnaires are implemented us-
ing Google Form, the whole questionnaire is divided
into pages, each page contains six stimuli. At the
end of each quarter of the questionnaire, we show
the subjects a notice to tell them that they can take a
short break (three to five minutes) if they feel tired.
It takes about 45 minutes to fill out the questionnaire.

2.2.3 Subjects

We recruited a total of 78 students at the Hong
Kong Polytechnic University. Seventy-four of them
are undergraduates, and four of them are postgradu-
ates. Thirty-nine of them are from mainland China
and the other 39 are Hong Kong local. The sub-
jects from mainland China came from 19 different
provinces: Anhui %, 3; Chongqing E [, 3; Fu-
jian & %, 2; Gansu H i, 1; Guangdong | 7R, 3;
Guizhou 57|, 2; Hebei 1]k, 1; Heilongjiang 22 /%
VL, 2; Henan JW[ 4, 1; Hubei L, 1; Jiangsu YL.75,
2; Jilin 75 #K, 1; Liaoning 1L 7%, 1; Neimenggu N 5%
1, 3; Shandong 111 %%, 5; Shanghai _#f, 1; Shanxi
B, 5; Tianjin K&, 1; Zhejiang #i{L, 1. Fourty-
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one subjects are 16 to 20 years old; 33 are 21 to 25; 4
are 26 to 30. Twenty-two of them are male, the other
56 are female. Their mother tongue is Chinese and
all of them can speak Putonghua.

2.2.4 Procedure

The subjects were invited into the laboratories.
Because the subjects from mainland China and Hong
Kong would use different versions of questionnaire,
two laboratories were prepared for the experiment,
one was for the subjects from mainland China and
the simplified character version questionnaire would
be used, and the other laboratory was for the sub-
jects from Hong Kong and the traditional character
version questionnaire would be used. Each subject
was assigned a unique code (or seat number). When
the subjects arrived, they were guided to their desks
according to their codes. On each desk there was
a computer which was displaying a brief introduc-
tion to the experiment and at the bottom of the in-
troduction, there were two buttons: “I Agree” and “I
Disagree” respectively. We briefly explained the ex-
periment to the subjects orally, and then asked them
to sign the consent forms on their desks first if they
agreed to participate in our experiment. After they
signed the consent forms, they could then read the
introduction on the screen and press “I Agree” to
start to fill in the questionnaire. Once a subject fin-
ished the experiment, he/she would get an allowance
of 100 Hong Kong dollars. All the 78 subjects fin-
ished the experiment, so we collected 78 responses.

2.2.5 Data Cleansing and Result Calculation

We firstly checked the responses one by one and
filtered out invalid ones. A response is considered
invalid if 1) more than 15 words were skipped (i.e.,
the subject claimed that he/she didn’t know these
words), or 2) less than three numbers of the 7-point
rating scale were used. Only two invalid responses
were identified, one was from a mainland subject,
the other was from a Hong Kong subject. So there
are a total of 76 valid responses, this means each
word was rated by 76 subjects. The OST and CST re-
sults of these words were calculated based on these
76 responses, the calculation method was the same
as the Mechanical Turk-based experiment.
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3 Results and Discussion

3.1 Correlation

We can evaluate the semantic transparency rating re-
sults from the Mechanical Turk-based experiment by
examining to what extent they correlates with the re-
sults from the laboratory-based experiment. This is
a commonly used practice in psycholinguistics.

Strictly speaking, the distributions of the overall
and constituent semantic transparency of compound
are not normal and do not satisfy the requirement of
Pearson’s product-moment correlation coefficient,
so the Spearman’s rank-order correlation coefficient
1s used. We calculated three correlation coefficients,
1) the correlation coefficient between the normal-
ized OST results from the two experiments: 0.94,
2) the correlation coefficient between the normal-
ized CST results of the first morphemes of the com-
pounds from the two experiments: 0.93, and 3) the
correlation coefficient between the normalized CST
results of the second morphemes of the compounds
from the two experiments: 0.92. All of the correla-
tion coefficients are larger than 0.9 which indicates
that the results from the Mechanical Turk-based ex-
periment correlate strongly with the results from the
laboratory-based experiment. From the scatter plots
(see Figure 1), we can see that although these two
kinds of results correlates strongly with each other,
we cannot say that they agree with each other very
well, because the dots do not distribute around the
line of equality (the dashed line).

LABNCICST
LABNC2CST
LABNOST

4 6 o 0. c 5
MTURKNC1CST MTURKNC2CST MTURKNOST

Figure 1: Correlations between normalized OST and CST
results from the MTurk-based experiment and the lab-
based experiment.

3.2 Scale Shrinkage Issue

We also checked and compared the distributions
of the semantic transparency rating results from
the Mechanical Turk- and laboratory- based exper-
iments, see Figure 2. We can see that the distribu-
tions of the results from the two experiments have
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Figure 2: Distributions of semantic transparency rating
results from the MTurk-based experiment and the lab-
based experiment.

the similar overall forms, but the two kinds of re-
sults distribute on different scales. The scale of the
Mechanical Turk OST results is from 0.26 to 0.79,
however the scale of the laboratory OST results is
from 0.14 to 0.95; the scale of the Mechanical Turk
C1CST results is from 0.19 to 0.76, while the scale
of the laboratory C1CST results is from 0.08 to 0.86;
the scale of the Mechanical Turk C2CST results is
from 0.24 to 0.78, but the scale of the laboratory
C2CST results is from 0.14 to 0.89. Since in our
compound stimuli, there are completely transparent
compounds and completely opaque compounds, so
ideally, two kinds of results should share and cover
the same scale from O to 1. But virtually, for this
kind of subjective rating tasks, subjects rarely totally
agree with each other and there is always some noise
or errors of varied degrees. Consequently, the distri-
butions of the results of subjective rating tasks rarely
cover the whole scale. The actual scales usually
shrink towards the center. The scale shrinkage of the
results from the Mechanical Turk-based experiment
is larger than that of the results from the laboratory-
based experiment; this is perhaps because that the
Mechanical Turk-based experiment has higher noise
level than the laboratory-based experiment.

3.3 Data Transformation

Because the semantic transparency results from the
Mechanical Turk- and laboratory-based experiments
use different scales and have different units, they
are not directly comparable. In order to make the
kinds of results comparable, we need to transform
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the results so that they will use the same scale. We
are going to examine two kinds of data transforma-
tion methods: 1) Z-score transformation (standard-
ization), 2) adjusted normalization; next we are go-
ing to discuss them one by one.

Z-score Transformation

The z score is calculated by the following formula:

raw score — mean

= seore = standard deviation

The raw scores (normalized OST and CST results)
from Mechancial Turk- and laboratory-based exper-
iments are transformed into z scores according to the
above formula; we call the z-score transformed nor-
malized OST and CST results the standardized OST
and CST results. After z-score transformation, the
standardized semantic transparency results from the
two experiments will share the same scale.

Then we can further examine the agreement of
the standardized semantic transparency results from
the two experiments, see Figure 3. On these scat-
ter plots, we can see that now all the dots distribute
around the line of equality (the dashed line) and the
regression line basically coincides with the line of
equality; compared with the scatter plots based on
the raw scores (see Figure 1), the standardized re-
sults agree with each other better which makes the
results from the two experiments comparable.

LABSNC1CST
LABSNC2CST
LABSNOST

2 4 0 1 5 41 o 1 2 1 oo 1
MTURKSNC1CST MTURKSNC2CST MTURKSNOST

Figure 3: Correlations between standardized OST and
CST results from the MTurk-based experiment and the
lab-based experiment.

Adjusted Normalization

The adjusted normalized score is calculated ac-
cording to the following formula:

raw SCore — Mmin raw Score

AN score =

mazx raw Score — Mmin raw Score

Since the actual scales of the raw scores shrink to-
wards the center, we can use the above formula to
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stretch the scales to [0, 1] again. When using this for-
mula, we need to make sure that the maximum and
minimum raw scores are not outliers, otherwise this
transformation will fail. The results from the two ex-
periments are both transformed using this formula,
after this, they will again share the same scale. See
Figure 4 for the relations between the adjusted nor-
malized semantic transparency results from both ex-
periments.

Compared with the raw scores (see Figure 1),
the adjusted normalized results from the Mechanical
Turk- and laboratory-based experiments agree with
each other better, but the agreement is not as good
as the standardized results (see Figure 3). However
the adjusted normalization method has an advantage
over the standardization method, that is the adjusted
normalization will yield results from O to 1 and this
scale is accord with the definition of semantic trans-
parency value.

LABANC2CST
LABANOST

 LABANCICST

5 : , 5 1 ) s 050 075 1
MTURKANC1CST MTURKANC2CST MTURKANOST

Figure 4: Correlations between adjusted normalized OST
and CST results from the MTurk-based experiment and
the lab-based experiment.

3.4 Uncertainty of Semantic Transparency
Judgment among Raters

Semantic transparency rating task is a subjective rat-
ing task. In such a task, the subjects rarely totally
agree with each other and there are usually errors
of varied degrees. So we can say that there is usu-
ally some uncertainty or inconsistency of judgment
among raters. Next we are going to measure the un-
certainty of judgment among raters and to examine
its relationship with the semantic transparency value.

In our semantic transparency rating tasks, 7-point
scales are used as the measurement instrument. For
a di-morphemic word ab, suppose that m raters
rated its overall semantic transparency (OST) and
constituent semantic transparency (CST), so ab has
m OST ratings scores and also has m C1CST rat-
ing scores and m C2CST rating scores; each rating
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score can only be one of {1,2,3,4,5,6,7}. For the
m OST rating scores, suppose the possibilities of
the numbers on the 7-point scale to be chosen are
P1, P2, ..., p7 respectively, the resultant OST value is
the mean of these m rating scores and the uncertainty
of judgment among raters can be calculated using the
formula of information entropy:

7
OSTRIE = — Zpi log, pi
i=1

using the same formula, CICSTRIE and C2CSTRIE
can also be calculated. See Figure 5 for the relation-
ship between semantic transparency value and un-
certainty of judgment among raters; both Mechani-
cal Turk data and laboratory data are used to draw
the figures. We can observe a very strong and regu-
lar relation between them. In terms of this relation-
ship, laboratory data show stronger and more regular
relationship than Mechanical Turk data. This kind
of curve may reveal some kind of general cognitive
mechanism of human subjective judgment.

MTURKC1CSTRIE
MTURKC2CSTRIE
MTURKOSTRIE

3 5
MTURKOST

LABC2CSTRIE
LABOSTRIE

LABCICSTRIE

3 4 ] ] 3 45
LABCICST LABC2CST LABOST

Figure 5: Uncertainty of semantic transparency judg-
ments among the raters of the MTurk-based experiment
and the lab-based experiment.
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Abstract

We propose a method for implicit discourse
relation recognition using a recursive neural
network (RNN). Many previous studies have
used the word-pair feature to compare the
meaning of two sentences for implicit dis-
course relation recognition. Our proposed
method differs in that we use various-sized
sentence expression units and compare the
meaning of the expressions between two sen-
tences by converting the expressions into vec-
tors using the RNN. Experiments showed that
our method significantly improves the accu-
racy of identifying implicit discourse relations
compared with the word-pair method.

1 Introduction

Discourse relation recognition is a technique to iden-
tify the type of discourse relation between two sen-
tences. Because discourse relation contributes to the
coherence of sentences, it has potential applications
in many natural language processing (NLP) tasks.
For example, in text summarization, it makes sum-
mary documents more consistent by using discourse
relations and structures (Gerani et al., 2014). Simi-
larly, in conversational systems (Higashinaka et al.,
2014), discourse relations can help the system select
contextually appropriate system utterances.
Discourse relations are categorized into explicit
and implicit relations. Explicit relations have a dis-
course marker such as a connective, making them
easy to identify with a high degree of accuracy
(Pitler and Nenkova, 2009). Implicit discourse rela-
tions, in contrast, have no discourse marker between
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sentences. Previous studies have proposed many
methods for implicit discourse recognition, among
them reasoning-based (Sugiura et al., 2013) and
pattern-based (Saito et al., 2006) methods. Many
of these earlier studies (Marcu and Echihabi, 2002;
Lin etal., 2009; Pitler et al., 2009; Wang et al., 2012;
Lanetal., 2013; Biran and McKeown, 2013; Ruther-
ford and Xue, 2014) focused on using word pairs or
their derivative features. For example, take the two
following sentences:

Al : I like summer.
B1 : I prefer winter.

In this case, we can easily identify the relation as
“comparison” by focusing on the word pair “sum-
mer - winter”. However, there is emerging evidence
that word pairs may no longer have a role to play
in implicit discourse relation recognition (Park and
Cardie, 2012). This is because identification is not
always possible by using just word pairs. When we
consider the following sentences,

A2 : I got soaked by the sudden rain yesterday.

B2y: Did you forget your umbrella at the office?

B2s: The rain was so heavy that my umbrella was
useless.

discourse A2 — B2y and A2 — B2, have different
relations. discourse A2 — B2, is causal relation:
B2 explains the reason for Al, and A2 — B25 is
expansion relation: B2, is a supplemental explana-
tion about the “sudden rain” in A2. Nevertheless,
the same word pair “soaked - umbrella” can be ex-
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Figure 1: Overview of proposed discourse relation recognition.
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Figure 2: RNN structure in Japanese dependency structure.

tracted for both cases, making little contribution to
relation recognition. If we can use pairs of longer
expressions such as “I got soaked - forget your um-
brella” and “I got soaked by the sudden rain - so
heavy that my umbrella was useless ”, it will be eas-
ier to perform relation recognition because the units
employed are more specific and distinguishing of
discourse relations.

This paper proposes a novel method for implicit
discourse relation recognition that compares various
expression units between two sentences. The small-
est units of a sentence expression are words, and the
largest are the entire sentence. To consider various
expression units, we turn to a recursive neural net-
work (RNN) based approach. The RNN is the neural
network based method to create vectors of various
expression units on the basis of the syntactic struc-
ture of a sentence and has been applied to various
NLP tasks (Socher et al., 2011; Li et al., 2014; Liu
et al., 2014). Here, we employ the RNN based ap-
proach for implicit discourse recognition and show
that our proposed method significantly outperforms
the word pair based approach.
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In this paper, we demonstrate through experi-
ments using Japanese conversational data that our
method can improve the estimation performance of
implicit discourse relation recognition more than the
conventional word pair method. In the following
sections, we first describe our proposed method us-
ing the RNN with Japanese sentences in Section 2.
Section 3 explains the experiments we performed on
implicit discourse recognition in Japanese dialogue,
and we discuss the results in Section 4. Finally, we
conclude in Section 5.

2 Discourse relation recognition by
comparing various units of sentence
expressions

Figure 1 shows an overview of the proposed method
using various units of expressions in a sentence to
identify implicit discourse relations. First, we input
sentences to the RNN. The RNN then creates vectors
of various expression units on the basis of the input
syntactic structures in a bottom-up fashion. Next,
we create a feature vector by comparing vectors of
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various units of expression. The discourse relation
is identified by a discriminative classifier such as a
support vector machine (SVM). In this section, we
explain how the RNN works, describe how the vec-
tors are created by the RNN, and show how to create
the feature for the classifier from vectors.

2.1 Recursive neural network

The RNN is a kind of deep neural network created
by applying the same set of weights recursively over
a structure. The RNN has a binary tree structure, and
its framework computes the representation for each
parent iteratively in a bottom-up fashion on the basis
of its children. We assume that word vectors ¢, co,
and c3 have N dimensions. Each word is given vec-
tors in advance by word embeddings (e.g., word2vec
(Mikolov et al., 2013a)). Segment vectors are cre-
ated by combining word vectors from left to right in
each segment. The ¢; and c¢y’s parent representation
vector p; is computed as

p1 = f(Weler; e2] + be) (1)
where [c1;co] is the 2N-dimension concatenation
vector of ¢; and co, W, is the N x 2N encoding
matrix, b. is the IN-dimension encode bias vector,
and f denotes an element-wise activation function
(we use tanh). The next parent representation vector
P2, which has children p; and c3, is computed in the
same way by an input concatenation vector [ps; c3]
and encoding parameters W, and b..

2.2 Creating vectors of various expression
units using the RNN

The RNN creates vectors of various expression units
during the process of creating a sentence vector. Our
approach compares the meaning of two sentences by
using these interim vectors. In this subsection, we
introduce a method for extracting vectors of various
expression units by the RNN for Japanese sentences.

Figure 2 shows the RNN structure based on
Japanese dependency structure. Japanese sentences
have dependency structures made up of bunsetsu
segments (bunsetsu is a Japanese expression unit
comprising one or more content words with zero
or more function words). We obtain the syntac-
tic structures of sentences by Japanese dependency
parsing. Refer to (Kudo and Matsumoto, 2003) for
how Japanese dependency parsing works in general.
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We create segment vectors by combining word
vectors. The sentence vector is the root vector of
the RNN created at the end of the combining pro-
cess. In this paper, we construct an RNN tree struc-
ture on top of the Japanese dependency structure. In
Japanese, dependency relationships are generally di-
rected from left to right, so we constantly combine
segment vectors from the right-most segment to ob-
tain the segment vector, as in the example shown in
Fig. 2.

Because Japanese dependency structures are not a
binary tree, there are some vectors that are not used
in the process of creating the sentence vector. For
example, the vectors of the expressions “/ got soaked
yesterday” and “I got soaked by rain” are not created
in the process of creating the sentence vector in Fig.
2. Since these vectors have an independent meaning
and can be useful, in our proposed method, we use
all the vectors (including ones that do not lead to the
sentence vector) in the RNN structure for discourse
relation recognition as we describe in the following
section.

2.3 Feature creation from vectors for discourse
relation recognition

If sentences 1 and 2 have n and m vectors, respec-
tively, we have to create a feature vector consider-
ing n X m patterns. However, the feature vector for
the classifier must be fixed-length although the num-
ber of vectors extracted from a sentence changes dy-
namically depending on the number of words and on
the syntactic structure. Therefore, we need to create
a fixed-length feature vector without dependence on
the number of vectors. The simplest approach to do
this is to use a concatenation of sentence vectors as
the feature vector. However, this way does not al-
low us to directly compare the meaning of interme-
diate expression units. Here, we create fixed-length
feature vectors by dynamic pooling and difference
vectors as follows:

Dynamic Pooling
Dynamic Pooling (DP) (Socher etal., 2011)is a
method to create fixed-length features using the
similarity between two vectors (Fig. 3). First,
we create a similarity matrix between the vec-
tors within the two sentences. The similarity
between two vectors is computed with cosine
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Sentence 2

sentence 2-4

dependency 2-1
OO0

XOCX X
@Compute the rd2_3 word2_4

dependency 2-2
eol0®

similarity for each
combination of
vectors

word 1_1

@ Split up the
similarity matrix by
window size

Sentence 1
word 1_1
sentence 1
segment 1_1 word 1_1 Similarity matrix S
segment1_1
wordl_1 wordl_ 2  wordl_3
sentence 1
‘ Pooling size: n, = 5
(®Extract one
similarity from
each windows
Figure 3: Overview of Dynamic Pooling.
similarity, as follows: Difference vectors
Recent studies of word embeddings such as
v - Uy word2vec (Mikolov et al., 2013b) have re-
sim(vi,v2) = 7|U o] (2) vealed that difference vectors are meaningful.
11|02

where v; and v denote vectors extracted from
sentences 1 and 2, respectively. The row and
column order of the matrix is placed depth-first
in the RNN tree, right-to-left. Specifically, ma-
trix element sgpg, which is the first element of
similarity matrix .S, is the degree of similarity
between the left-most word vectors in each sen-
tence.

In DP, the similarity matrix is split up into a
sub-matrix by a grid window. The size of the
grid window is computed depending on pool-
ing size n,. If sentences 1 and 2 have /N and
M vectors, respectively, the grid window size
is [%] X [nMp] We extract a maximum similar-
ity value element in each sub-matrix to create
a pooled matrix. This pooled matrix is con-
sistently fixed-length because the grid window
size dynamically varies depending on sentence
length. Similarity information between two
sentences is consolidated into a fixed-length

In the well-known word2vec example, the vec-
tor operation “king - man + woman = queen”
holds. That is, the difference vector “king - man
” represents the information of kingship. Fol-
lowing this insight, we use the difference vec-
tor in the hope that it can capture some rela-
tions between sentences. The difference vector
is computed by subtracting two vectors, v; and
U2,

U1 — U2

d’iff(’l)l,’l)z) = T (3)

o — v

where vectors v; and vy denote vectors cre-
ated by the RNN. In this paper, we utilize the
mean vector of all difference vectors created by
a combination of all the vectors (i.e., vectors
that correspond to all the cells in the matrix S
in Fig. 3) of two sentences as a feature vector.

3 Experiment

feature by the DP. We performed experiments using a Japanese conver-
sational corpus. First, we explain the dataset used
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<s line = “1” speaker= “A”>
TERIIHBEEZERENETI A ? (Do you drink alcoholic beverages in your daily life? )
</[s>

<s line = “2” speaker = “B”>
<connective category="Implicit“ class="EXPANSION“ type="Instantiation" rel=“1" marker="f=&Z [&(For example) />
RS/ TTARELLERAHET . (] often drink Smirnoff-ice. )

</[s>

<s line = “3” speaker = “A”>
<connective category="Implicit” class=“CONTINGENCY” type=“Cause” rel=“2" marker =“%xH'%%5 (Because)” />
RyX1LET K13, (It has a refreshing taste. )
</s>

<s line = “4” speaker = “A”>
B AE (X ERA FE T D ? ( Do you drink Japanese Sake? )
</[s>

<s line = “5” speaker = “B”>
<connective category="Implicit” class=“COMPARISON” type=“Contrast” rel="2" marker =“T% (But)“ />
BARETHEYERAFEE A (I rarely drink Japanese Sake. )

</s>

<s line = “6” speaker = “B”>
JREFDIRH T B (its taste is so unique.)
<connective category="Explicit” class=“CONTINGENCY” type=“Cause” rel="“5" >
DT, (Because)
</connective>

</s>
Figure 4: Discourse relation corpus from Japanese dialogue.

Utterance 1 \ Utterance 2 \ Relation | Connective
TEREIBHZMENEITIL? [ AV 7714 A% XA ZF | Implicit Bl Z 1
(Do you drink alcoholic bever- | §, (I often drink SmirnoffIce.) | EXPANSION (For example)
ages in your daily life?)) Instantiation

AIV)ITTAARAZR LKA | AvF VU ULET LA, (Ithasa | Implicit AN
%9, (I often drink Smirnoff | refreshing taste.) CONTINGENCY (Because)
Ice.) Cause
AI)TTA A KLSEKAX | HRBEIZD L DA EEA, (I | Implicit T
3. (I often drink Smirnoffice.) | rarely drink Japanese sake.) COMPARISON (But)

Contrast
HABEIXD £ VRAEEA, (I | MEFDOHENT DD T, (Because | Explicit DT
rarely drink Japanese sake.) 1 think its taste is so unique.) CONTINGENCY (Because)
Cause

Table 1: Examples of utterance pairs and discourse relations extracted from Fig. 4.

for the experiment. Next, we describe our experi- between abstract objects in discourse are annotated
mental methodology and comparative methods. Fi- (Prasad et al., 2008). The PDTB has four classes

nally, we present the experimental results. (CONTINGENCY, COMPARISON, EXPANSION,
and TEMPORAL) and 16 types of discourse rela-
3.1 Dataset tion within its hierarchical structure. In the PDTB,

the discourse relations are decided with connectives:
“because” , “and”, “but”, and so on. If a discourse
marker (e.g., a connective) is written clearly in ei-
ther target sentence, the discourse relation is cate-
gorized as Explicit. Discourse relations without any
discourse marker are called Implicit.

In this paper, we focus on conversational dialogue
because we want sophistication of dialogue analysis
by using discourse relations.

The annotation framework follows the Penn Dis-
course Treebank (PDTB), a corpus of English texts
from the Wall Street Journal in which the relations
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We annotated PDTB-style discourse relations to
the Japanese conversational dialogue corpus created
by Higashinaka et al. (2014). Figure 4 shows the
annotated Japanese conversational dialogue corpus.
We provide connective tags to each utterance if they
have a connective. Connective elements have five at-
tributes: category, which denotes discourse relation
category and can be either explicit or implicit; class,
which includes the four discourse relations; #ype,
which denotes detailed relation types; re/, which de-
notes an utterance line number that has a discourse
relation; and marker, which denotes the connective
appropriate for discourse relation if the relation is
Implicit. Table 1 gives a tabular view of the utter-
ance pairs from Fig. 4.

Note that there is another dialogue corpus anno-
tated with PDTB-style discourse relations (Tonelli et
al., 2010); however, they focus on the design of the
corpus and do not tackle the problem of discourse
relation recognition.

3.2 Experimental method and results

We evaluate our proposed approach using the anno-
tated conversational dialogue corpus. We created an
implicit discourse relation classifier using an SVM
with training data consisting of utterance pairs that
have an explicit discourse relation. Explicit relations
are more certain than implicit relations, so explicit
relational data have been used as training data (Pitler
and Nenkova, 2009).

We performed the evaluation by classifying three
discourse relations (CONTINGENCY, COMPARI-
SON , and EXPANSION) using classifiers. Here,
we do not use the TEMPORAL relation class be-
cause far fewer utterance pairs have a relation to
TEMPORAL than the other relations. Training data
consisted of 5,000 utterance pairs for each relation.
Test data were utterance pairs that have an implicit
discourse relation, with each relation containing 500
utterance pairs by random sampling.

We evaluated our proposed method along with
several comparative methods. All the methods de-
rive features for two sentences to be classified by
the SVM. The features used by the methods are de-
scribed as below.
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e Comparative methods

Word pair

The word pair feature is a basic feature
for discourse recognition. Input sentences
are split into words by a morphological
analyzer MeCab'! (we used this analyzer
throughout the paper). We create word
pair tokens from the combination of words
between two sentences. Finally, the word
pair feature is created by creating word-
pair appearance frequency vectors.

Vector centroid
We create a sentence vector by computing
the centroid of all word vectors in the sen-
tence and use the vector as a feature. Here,
word vectors are given by the word2vec
model created using Japanese Wikipedia
data. Note that the word centroid vector
reflects the whole meaning of the sentence
without syntactic structure or word order.

RNN sentence
The RNN sentence feature is the root node
vector of the RNN structure. Parameters
of the RNN are trained with data consist-
ing of 100,000 utterances from the afore-
mentioned dialogue corpus. The sentence
vector differs from the word centroid vec-
tor in that it includes the information of
syntactic structure.

e Proposed methods

RNN + DP
The RNN+DP feature is a concatenation
vector with the RNN sentence vector and
Dynamic Pooling vector (window size: 5).
RNN + DP + diff
The RNN+DP+diff feature is a concatena-
tion vector with the RNN sentence vector,
Dynamic Pooling, and a difference vector.

Figure 5 shows the results of the overall classi-
fication accuracy and McNemar’s testing, and Ta-
ble 2 shows the implicit discourse classification per-
formance for each discourse relation by using pre-
cision, recall, and F-score. As can be seen in Fig.
5, our proposed method (RNN + DP + diff) had the

"http://taku910.github.io/mecab/
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CONTINGENCY COMPARISON EXPANSION
Precision | Recall | F-score | Precision | Recall | F-score | Precision | Recall | F-score
Word pair 0.38 0.60 0.46 0.41 0.32 0.36 0.37 0.22 0.28
Vector centroid 0.39 0.38 0.38 0.40 0.40 0.40 0.41 0.43 0.42
RNN sentence 0.42 0.26 0.32 0.47 0.26 0.34 0.36 0.66 0.47
RNN + DP 0.41 0.41 0.41 0.46 0.29 0.36 0.39 0.53 0.45
RNN + DP + diff 0.45 0.41 0.43 0.48 0.30 0.37 0.41 0.60 0.49

Table 2: Implicit discourse classification scores.

Utterance 1 Utterance 2 | Predicted relation

Example of correct classification by all methods

b AF—1352C 9 [ (I'm good at skiing too!) | — N3 U < T (Snowboarding is hard for | COMPARISON

me.)
EREMDOY Y IV D £T D (What type | /X7 TT 1 T 42 (1 like variety shows.) EXPANSION
of TV programs do you like?)

Example of correct classification by RNN + DP + diff

WEELEEIC AT & £ U7z ([went to an amuse- | I RNV KD T4 THRZ T TH->7-A T | CONTINGENCY
ment park yesterday.) 9" (My favorite band performed played a live

show there.)
AL T DES>oTEITHERATL & R? | FAFMEFEE DS TR (I learn them by EXPANSION
(Where do you learn your makeup tech- | reading magazines.)
niques?)

Table 3: Examples of discourse relation recognition between two utterances.

s k p = 0.0046
p=0.12
% %p = 0.0077

1
p=0.070 '
.43

0.44

0.43

0.42

0.41

Word Pair RNN Sentence  RNN + DP RNN + DP +

diff

Vector
Centroid

Figure 5: Comparison of classification accuracy.

highest accuracy (accuracy = 0.43), and the results
of McNemar’s testing reveal a significant difference
between the (Word pair) and (RNN + DP + diff)
methods (p = 0.0046, p < 0.001) and between the
(RNN sentence) and (RNN + DP + diff) methods
(p = 0.0077, p < 0.001). In contrast, the differ-
ence between the (Vector centroid) and (RNN +
DP + diff) methods was only marginally significant
(p = 0.12).

The accuracy of the baseline method Word pair
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(0.38) is very close to that of pure chance (0.33).
We separately checked the inter-annotator agree-
ment of discourse relation relation annotation and
found that the accuracy of human (taking another
annotator’s annotation as gold standard) is 0.67. If
the upper bound is 0.67, then our proposed method
(0.43) achieves 64% accuracy relative to human per-
formance, which is a lot higher than 57% accuracy
(0.38) of Word pair, showing our contribution to
implicit discourse relation recognition.

We show examples of the discourse relation
recognition results between two Japanese utterances
in Table 3. The upper two examples show utterance
pairs that were classified correctly by all methods,
while the two examples at the bottom were correctly
classified by only the (RNN + DP + diff) method.

4 Discussion

The accuracy and McNemar’s testing results indi-
cate that our proposed approach (RNN + DP + diff)
outperformed the word-pair and sentence vector ap-
proach, demonstrating that our approach, with its
use of various units of expression, is more effective
than the approach based on word pair and sentences.
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. E‘J"I?}?Ji")"j"‘/rﬁ—ﬁ‘\ﬂ%(l like soccer than baseball)

= Yy hH—hHVFE( like soccer)
FPBRHVEFZE (1 like baseball)

Hyh—& Y EFBRANFE (I like baseball than soccer)

Figure 6: Visualization of RNN sentence vectors.

= Hyh—hYFE(l like soccer)
M*ﬂ")ﬁ-&‘)ﬁ?fﬁﬁfﬁ?g‘(l like baseball than soccer)

N B1k LY+ H—HFE (1 like soccer than baseball)

FPERAVEFZE (1 like baseball)

Figure 7: Visualization of word centroid vectors. Note
that the vector “/ like soccer more than baseball” overlaps
with the vector “I like baseball more than soccer.”.

In the example in Table 3, the inputs classified
correctly by all methods were identified by extract-
ing the characteristic content words from each ut-
terance. For example, in the first example, the re-
lation is identified as COMPARISON by extracting
the pair “skiing - snowboarding”. In contrast, in the
last example, while the relation is difficult to identify
as EXPANSION by extracting the pairs “makeup
- magazine” or “makeup - learn”, we can identify
the relation by extracting the expression pairs “your
makeup techniques - by reading a magazine”. By
taking advantage of the various units of expression
in a sentence, our approach appropriately identifies
the discourse relation between two sentences.
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Our experimental results show that the RNN vec-
tors are not always superior to word centroid vectors
because there are cases where it is not necessary to
consider syntax. Sometimes, word pairs are better
suited for obtaining the generic topic of a sentence.
However, we also found that implicit discourse rela-
tion recognition requires to detect slight differences
in expressions in sentences. For example, Figs. 6
and 7 compare RNN vectors and word-centroid vec-
tors in the visualization of vector space. The sen-
tences ““/ like baseball more than soccer.” and “I like
soccer more than baseball.” are in different places
in Fig. 6. If the first sentence is “/ like soccer.” and
the second sentence is “/ like soccer more than base-
ball.”, the discourse relation between two sentences
is EXPANSION (/ like soccer. Moreover, I like soc-
cer more than baseball.). However, if the second
sentence is “/ like baseball more than soccer.”, the
most appropriate discourse relation is COMPARI-
SON (! like soccer. But I like baseball more than
soccer.). The RNN vectors are able to capture these
different structures, enabling our proposed method
to recognize discourse relations more precisely.

5 Conclusion

We proposed an implicit discourse relation detection
method using various units of expressions between
two sentences. All expressions are converted into
vectors by the RNN and then applied to Japanese de-
pendency structures. Experimental results showed
that our approach performs better than the conven-
tional word-pair features method. This paper is the
first to show that various expression units in sen-
tences are effective for implicit discourse relation
recognition.

Our future work is to enable more feature selec-
tion using intermediate expression vectors and to
consider applications for dialogue systems. Current
dialogue systems have problems that they choose a
contextually inappropriate utterance for the user in-
put. Since two utterances with a discourse relation
can be coherent, we expect the quality of utterance
selection to be increased by selecting an utterance
that has a discourse relation with the user utterance.
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Abstract

Relation classification is an important se-
mantic processing, which has achieved
great attention in recent years. The main
challenge is the fact that important infor-
mation can appear at any position in the
sentence. Therefore, we propose bidirec-
tional long short-term memory networks
(BLSTM) to model the sentence with
complete, sequential information about all
words. At the same time, we also use fea-
tures derived from the lexical resources
such as WordNet or NLP systems such as
dependency parser and named entity rec-
ognizers (NER). The experimental results
on SemEval-2010 show that BLSTM-
based method only with word embeddings
as input features is sufficient to achieve
state-of-the-art performance, and import-
ing more features could further improve
the performance.

1 Introduction

The automatic classification of semantic relations
is an important task, which could offer useful in-
formation for many applications, such as question
answering, information extraction, the construc-
tion and completion of semantic or relational
knowledge base.

In this work, we focus on the classification of
semantic relations between pairs of nominals
(Hendrickx et al., 2010). Given a sentence S with
annotated pairs of nominal e; and e, the task is to
classify which of the following nine semantic re-
lations holds between the nominals: Cause-Effect,
Instrument-Agency, Product-Producer, Content-
Container, Entity-Origin, Entity-Destination,
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Component-Whole, Member-Collection, Mes-
sage-Topic, or Other if it does not belongs to any
of the nine annotated relations.

For example, News and commotion are con-
nected in a Cause-Effect relation in the sentence
“The news brought about a commotion in the of-
fice.” In this instance, the relation between news
and commotion could be inferred by the meaning
of the two nominals and the context of “brought
about” around them. Therefore, how to grasp and
represent the lexical and context information are
the key research points for semantic relation clas-
sification.

Supervised methods with carefully handcrafted
features from lexical and semantic resources have
achieved high performance (Hendrickx et al.,
2010; Rink and Harabagiu, 2010). However, the
selection of features and the effective integration
of knowledge sources into relation classification
seem to be difficult.

Recently, deep neural networks has been ap-
plied with the aim of reducing the number of
handcrafted features, and getting effective fea-
tures from lexical and sentence level (Socher et al.,
2012; Zeng et al., 2014; Yu et al., 2014).

Different from previous work, we propose bi-
directional long short-term memory networks
(BLSTM) to solve the relation classification. For
every word in a given sentence, BLSTM has com-
plete, sequential information about all words be-
fore and after it. Long distance relationship may
be solved in some extent in this networks. At the
same time, we also use features derived from the
lexical resources such as WordNet or NLP tools
such as dependency parser and named entity rec-
ognizers (NER). The experimental results show
that only using word embedding as input features
is enough to achieve state-of-the-art results. Im-
porting more features could further improve the
performance of the relation classification.
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2 Related Work

SemEval-2010 task 8 focused on semantic rela-
tion classification, it provides a standard testbed
to evaluate and compare the performance of dif-
ferent approaches.

SVM (Rink and Harabagiu, 2010): Using SVM
classifier and a number of features derived from
NLP tools and many external resources, it
achieves the highest performance among the par-
ticipating systems (10 teams, 28 runs).

Neural network has got great achievement in
many applications, it has also been utilized in re-
lation classification as shown in the followings:

MV-RNN (Socher et al., 2012): They propose
a recursive neural network model to learn compo-
sitional vector representations for phrases and
sentences of arbitrary syntactic type and length.

CNN (Zeng et al. (2014): Sentence level fea-
tures are learned using a convolutional model, and
concatenated with lexical features to form the fi-
nal extracted feature vector.

FCM (Yu et al., 2014): They decompose the
sentence into substructures, and extract features
for each substructure. Finally they combine these
features with the embeddings of words in this sub-
structure to form a substructure embedding.

CR-CNN (Santos et al., 2015): They propose
network to learn a distributed vector representa-
tion for each relation class. A ranking loss func-
tion is proposed to reduce the impact of artificial
classes.

DepNN (Liu et al., 2015): Using a recursive
neural network to model the subtrees, and a con-
volutional neural network to capture the most im-
portant features on the shortest path.

From the above works, we can see that many
different neural network models have been ap-
plied to solve relation classification recently. The
main target is to learn the effective features in lex-
ical and sentence level to represent the latent rela-
tion between the given nominals.

Our work has the same target, and we try to ap-
ply BLSTM to mine the sentence level features
with its advantage of capturing long distance rela-
tionship in a sentence. We also study the influence
of adding features obtained from NLP tools and
resources on the final classification performance.

3 Long Short Term Memory

The Long Short Term Memory architecture was
proposed and extended (Hochreiter and Schmid-
huber, 1997; Gers et al., 2002) with the motiva-
tion on an analysis of Recurrent Neural Nets
(Hochreiter et al., 2001), which found that long
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time lags were inaccessible to existing architec-
tures, because backpropagated error either blows
up or decays exponentially.

A LSTM layer consists of a set of recurrently
connected blocks, known as memory blocks. Each
one contains one or more recurrently connected
memory cells and three multiplicative units - the
input, output and forget gates - that provide con-
tinuous analogues of write, read and reset opera-
tions for the cells. LSTM has achieved the best
known results in handwriting recognition (Graves
et al., 2009) and speech recognition (Graves et al.,
2013).

T Ty

AN P4 Ny

Qutput Gate

Input Gate

Fig. 1. LSTM memory block with one cell

Figure 1 shows one cell of LSTM memory
block. More precisely, the input x; to the cells is
multiplied by the activation of the input gate, the
output to the net is multiplied by that of the output
gate, and the previous cell values are multiplied
by the forget gate. The net can only interact with
the cells via the gates.

The basic idea of bidirectional LSTM is to pre-
sent each training sequence forwards and back-
wards to two separate recurrent nets, both of
which are connected to the same output layer.
This means that for every point in a given se-
guence, the network has complete, sequential in-
formation about all points before and after it. The
structure of BLSTM is shown in Figure 2.

\ F_h2 F_h3 F_ht

F h1
Fel F_c2 F_c3 F_ct

) i | i B

Fig. 2. Bidirectional LSTM
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4 Methodology

We propose bidirectional long short-term memory
networks (BLSTM) to solve the relation classifi-
cation. It includes the following parts:

(1) Initial feature extraction: extract from the
input sentence.

(2) Features embedding: transform all initial
features into real-valued vector representa-
tion.

(3) BLSTM-based sentence level representa-
tion: get high level feature representation
from step (2).

(4) Constructing feature vector: get lexical
level and sentence level features from step
(2) and step (3), and concatenate them to
form the final feature vector.

(5) Classifying: feed final feature vector into a
multilayer perceptron (MLP) and softmax
layer to get the probability distribution of
relation labels.

4.1 Initial Feature Extraction

Besides word and position features, we utilize
NLP tools and resources to get POS, NER, de-
pendency parse and hypernyms features. We aim
to grasp more features which may indicate the re-
lationship of the pair of two nominals. All these
features could be classified into two types: lexical

features and relative position relationship features.

We extract word, POS, NER and hypernyms as
lexical features. The WordNet hypernyms are
adopted as MVRNN (Socher et al., 2012).

Three different relative position relationship
features are extracted and shown in Figure 3.

In this work we also utilize the relative word
position proposed by Zeng et al. (2014). The po-
sition feature (PF) is derived from the relative dis-
tances of the current word to the target nominals
e; and e,. For instance, the word sat in the sen-
tence shown in Figure 3, its relative distance to the
target nominal cat (e1) and mat (e2) are 1 and -3.

We also chose the Stanford dependency parser
to capture long distance relationships between
two nominals in a sentence. Our dependency fea-
tures are based on paths in the dependency tree.
Here, we extract two types of features:

Relative dependency features:

o Relative root feature: r_r (root node), r_c
(child node of root), r_o (others)

e Relative e; feature: e;_e; (1 node), e;_c
(child node of ei), ex_p (parent node of
e1), e1_o (others)

(0]

e Relative e; feature: e;_e» (e2 node), e _c
(child node of e,), e2_p (parent node of
e2), €2_0 (others)

Dep features: the tag of the current word to its
parent node on the dependency tree

The above features represent the relationship
between the current word and the target node, in-
cluding the root, e, e; and their parent node. Fig-
ure 4 gives an example of dependency parser re-
sults.

The cat(el) sat on the mat(e2
Relative root r_o rc rr ro ro r_c
Relative el feature el c el e el p el o el o el o
Relative e2 feature e2 o e2 o e2_p e2 ¢ e2_c e2_e
dep det nsubj root case det nmo
o -1 ] 1 2 3 4
-5 -4 -3 -2 -1 0

Fig. 3. Example of relative position relationship features

| sat
nsyf‘/ \Knod

the on the

Fig. 4. Example of dependency parser results

4.2  Feature Embedding

Word Embedding is to map each word into a
real-valued vector to represent syntactic and se-
mantic information about the words.

Given an embedding matrix W"™ e R*"! |
where V is the size of word vocabulary. Each word
w has its embedding by using the matrix-vector
product:

rw =erde
where v" is one-hot represenation, to get one
column of the matrix W"™,

The size of the word embedding d" is a hy-
perparameter, which is usually set 50 or 100.

For other kinds of initial features, we also trans-
form them into a vector representation r', where j
means the jth type of feature, the dimension is d¥.
The initial value of the vector is random generated
with the method proposed by Glorot and Bengio
(2010).

Given a sentence x={w1,Wo, ...,wn}, all the initial
feature embeddings are concatenated according to
the following format to represent each word:

x; = [, e
where 7% is the word embedding of word x;, ris
embedding of the jth types of features.



PACLIC 29

The parameter m is the size of features. Its
value is 6 in this paper, because we choose the fol-
lowing six kinds of features: POS, NER, hyper-
nyms(WNSYN), position feature (PF), depend-
ency feature (Dep), relative-dependency feature
(Relative-Dep).

4.3 BLSTM-based Sentence Level Repre-
sentation

It is well known that humans can exploit longer
context to mine the relationship of two nominals
in a sentence. LSTM has shown its merit on cap-

turing long distance relationship in different fields.

With this motivation, we adopt BLSTM to get the
sentence level representation.

The LSTM equations are given for a single
memory block.

Input Gates:

it = 0 (Wyixe + Whiheoq + Weiceq + by)
Forget Gates:
fe = o(Wxpxe + Wypheq + Wepce_q + by)
Cells:

¢t = fe€e—1 + i tanh(Wyex + Wycheq + be)

Output gates:

0 = 0(Wyoxt + Whohi—1 + Weocr + by)
Cell Qutputs:

h; = o, tanh ¢,
where o is the activation function, and i, f, oand c
are respectively the input gate, forget gate, output
gate and memory cell.

As shown in Figure 2, the network contained
two sub-networks for the left and right sequence
context. The outputs of these subnets for the ith
word are integrated in the following way:

Fi = [F_hi, F_Cl', B_hi, B_hi]
where F and B refer to forward and backward di-
rections.

4.4 Constructing Feature Vector

Inspired by the work from Zeng et al. (2014),
we extract and concatenate sentence level features
and lexical level features to form the finally ex-
tracted feature vector.

Lexical level features are focused on the two
target nominals e;and e.. We concatenate the vec-
tor got from feature embeddings and BLSTM
layer to represent the two nominals as [Xe1, Fet, Xe2,
Fez].

Sentence level features are focused on the con-
text information, which are constructed from the
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output of BLSTM layer. As shown in Figure 5, the
matrix got from BLSTM could be divided into A,
B and C parts by e1and e.. Max pooling operation
is adopted to extract the vector from A and B parts,
B and C parts respectively. The vector m; and m;
is concatenated to form the sentence level repre-
sentation.

| m=concatenate[m1:mz2] ‘

Relative max pooling B

——

| B [SE C

Fig. 5. Constructing sentence level feature vector

The motivation of constructing sentence level
in this way is to strengthen the influence of the
context between two entities, which are usually
contained more information for indicating the re-
lationship.

4.5 Classifying

A multilayer perceptron (MLP) will be used for
combining sentence level feature and lexical fea-
ture into the final extracted feature vector. Finally,
the final extracted features are fed into a softmax
classifier to predict the sematic relation labels.

5 Experiments

5.1 Data and metrics

Experiments are conducted on the SemEval-2010
task 8 dataset (Hendrickx et al., 2010). It includes
8,000 training instances and 2,717 test instances.
There are 9 relation types, and each type has two
directions. If the instance could not refer to any of
9 relation types, there is a type Other.

We adopt the official evaluation metric to eval-
uate our systems, which is based on macro-aver-
aged F1-score for the nine proper relations and
others.

5.2  Experiments setting

The dimension of feature embeddings used in
the experiments are listed in the following.

Features Embedding Dimension
WF 50, 100

PF 2*5

POS 20

NER 20

WNSYN 20

DEP 20

RELATIVE-DEP | 3*10

Table 1. Embedding dimension
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We select two available trained word embed-
dings to see its influence to the classification per-
formance. One is from Turian et al. (2010), the di-
mension of word embedding is 50. The other is
from Jeffrey Pennington et al. (2014), the dimen-
sion of word embedding is 100.

As shown in the above, position feature (PF)
contains two elements, and relative-dependency
feature (Relative-Dep) contains three elements.
Therefore, embedding dimension of PF is 2*5,
that of RELATIVE-DEP is 3*10.

The BLSTM layer contains 400 units for each
direction, and MLP layer contains 1000 units.

5.3 Results and Analysis

Firstly, we testify the performance of proposed
BLSTM-based method with two feature set. One
only uses word embedding as input, the other uses
all features shown in section 4.1. We also list the
results of CNN and CR-CNN methods as refer-
ence.

Model Feature Set F1
Only word embeddings 69.7
CNN word embeddings, word posi-
(Zeng et | ion embeddings,word pair, 82.7
al., 2014) | \yords around word pair, Word- '
Net
CR-CNN | Only word embeddings 82.8
(Santos et | word embeddings, word posi-
al., 2015) | tion embeddings 84.1
Only word embedding (100) 82.7
BLSTM All features 84.3

Table 2. Comparison with previously published results

In table 2, only using word embedding as input
features, BLSTM-based method achieves F1 of
82.7, which is similar to the results of CNN with
multiple features, and CR-CNN with only word
embedding features. However, CR_CNN use
word embeddings of size 400, our method use
word embeddings of size 100. It proves that
BLSTM-based method is effective to mine the re-
lationship between two nominals. With more fea-
tures, the performance achieves F1 of 84.3, which
testifies general features gotten from NLP tools
could improve the classification performance.

Secondly, we testify the influence of different
features for the classification by removing one
type of features from feature set in each time.

From Table 3, we see that the performance has
very slight change by removing position and NER
features. It shows that BLSTM has better repre-
sentation on sentence level relationship without
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position features. The information of position fea-
tures is already contained in BLSTM networks.
The whole features are considered from lexical
and sentence level. The performances of remov-
ing PF or NER feature don’t change obviously,
maybe the information they contained is repre-
sented by other features.

Removed Feature F1

PF 84.2
POS 83.9
NER 84.2
WNSYN 83.2
DEP 83.5

Table 3. Results of removing one kind of feature

Finally, we compare the results in different
word embedding size. In Table 4 we give the re-
sult with using word embedding of size 50. It
achieves a F1 of 83.6, about 0.7% less than that
with using word embedding of size 100, which
shows larger size of dimension of word embed-
ding may contain more information, and it could
improve the performance.

We also compare the LSTM based method with
only one direction such as forward or backward.
The results shows BLSTM has a slight advantage
over unidirectional LSTM.

Compared with proposed constructing sentence
level feature vector in figure 5, we use Max pool-
ing operation directly from A+B+C parts. The re-
sult shows F1 of 83.1, which is lower than our
method with F1 of 83.6. It proves that our pro-
posed method is effective.

Model (word embedding 50) F1

BLSTM 83.6
Forward-LSTM 82.1
Backward-LSTM 82.4
Single-max model 83.1

Table 4. Results of removing one kind of feature

6 Conclusion

In this paper, we propose bidirectional long short-
term memory networks (BLSTM) to solve the re-
lation classification. BLSTM is proposed to mine
the sentence level representation. The experiment
results show that only using word embedding as
input features is enough to achieve state-of-the-art
results. Importing more features could further im-
prove the performance of the relation classifica-
tion.
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Abstract

Entity linking is an indispensable oper-
ation of populating knowledge reposito-
ries for information extraction. It stud-
ies on aligning a textual entity mention
to its corresponding disambiguated entry
in a knowledge repository. In this paper,
we propose a new paradigm named dis-
tantly supervised entity linking (DSEL), in
the sense that the disambiguated entities
that belong to a huge knowledge reposi-
tory (Freebase) are automatically aligned
to the corresponding descriptive webpages
(Wiki pages). In this way, a large scale
of weakly labeled data can be generat-
ed without manual annotation and fed to
a classifier for linking more newly dis-
covered entities. Compared with tradi-
tional paradigms based on solo knowl-
edge base, DSEL benefits more via joint-
ly leveraging the respective advantages of
Freebase and Wikipedia. Specifically, the
proposed paradigm facilitates bridging the
disambiguated labels (Freebase) of entities
and their textual descriptions (Wikipedi-
a) for Web-scale entities. Experiments
conducted on a dataset of 140,000 items
and 60,000 features achieve a baseline F1-
measure of 0.517. Furthermore, we ana-
lyze the feature performance and improve
the F1-measure to 0.545.

1 Introduction

To build the “Digital Alexandria Library” for our
human race, researchers in the NLP community
have dedicated themselves to Information Extrac-
tion (Sarawagi, 2008) over the past decades. In-
formation extraction focuses on processing natu-
ral language text to produce structured knowledge,
which is usually represented as triples (two entities
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and their relation) for the convenience of storage
in a database, retrieval, or even automatic reason-
ing. For example, if we send a natural language
sentence, Michael Jordan visited CMU yesterday,
to the pipeline of information extraction machine,
it will be processed by three operations in advance,
ie.,

e Named Entity Recognition (Nadeau and
Sekine, 2007): Entities should firstly be i-
dentified and classified into predefined cate-
gories, such as person (PER), location (LOC)
and organization (ORG). The sentence will
be annotated as [Michael Jordan]/PER vis-
ited [CMU]/ORG yesterday, after being pro-
cessed by this operation.

o Coreference Resolution (Ng, 2010): Some
entities may have alias or abbreviations. It
is well known that CMU is the abbreviation
for Carnegie Mellon University. The knowl-
edge repository may only store the regular-
ized name, e.g., Carnegie Mellon University,
for this named entity, so coreference resolu-
tion is indeed necessary.

e Relation Extraction (Bach and Badaskar,
2007): After both of the named entities
([Michael Jordan]/PER and [Carnegie Mel-
lon University][/ORG) are recognized and
regularized, we begin to study on the rela-
tion between them. In this case, we extrac-
t the verb visited and map it to the relation
visit. Then the output will be a triple, i.e.,
(Michael Jordan [PER], visit, Carnegie Mel-
lon University [ORG]).

So far, we only abstract the triple as the struc-
tured knowledge from the natural language sen-
tence. However, it devotes nothing to increasing
the scale of the knowledge repository such as Free-
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base (Bollacker et al., 2007) which is a huge!,
publicz, collaborative’ (Bollacker et al., 2008) and
online knowledge base with billions of triples and
millions of disambiguated entities, and is primari-
ly maintained by Google Inc., because we even do
not know which exact Michael Jordan the triple
(Michael Jordan [PER], visit, Carnegie Mellon U-
niversity [ORG]) refers to in Freebase. As illus-
trated in Figure 1, there are three different person-
s named Michael Jordan in Freebase and each of
them may be the protagonist of that news. There-
fore, to populate knowledge repositories (Ji and
Grishman, 2011), we need the fourth operation:

e Entity Linking (Rao et al., 2013): It con-
cerns about the study of aligning a textu-
al entity mention to the corresponding dis-
ambiguated entry in a knowledge reposito-
ry. More specifically, since there are sever-
al Michael Jordan disambiguated by differ-
ent MIDs (machine identifiers) as illustrated
in Figure 1, we may build a classifier that
can help assign the Michael Jordan in the ex-
tracted triplet (Michael Jordan [PER], visit,
Carnegie Mellon University [ORG]) to the
exact named entity in Freebase or find out
that this Michael Jordan is a newly discov-
ered named entity (NIL).

Hachey et al. (2013) and Rao et al. (2013) eluci-
date that most of the literatures (Bunescu and Pas-
ca, 2006; Mihalcea and Csomai, 2007; Cucerzan,
2007; Milne and Witten, 2008; Ratinov et al.,
2011) and the entity linking tracks* in TAC-KBP
(McNamee and Dang, 2009; Ji et al., 2010) con-
centrate on linking ambiguous entities to the en-
tries in Wikipedia, whereas our ultimate goal is to
populate the structured knowledge repository, e.g.,
Freebase. However, to the best of our knowledge,
few works (Zheng et al., 2012) concern about dis-
ambiguating named entities using Freebase which
contains much more entries but less text informa-
tion for each entry than Wikipedia.

Overall, Hachey et al. (2013) and Zheng et al.
(2012) represent two research directions leverag-

! According to the statistics released on 10th March, 2014
by Google Inc., there are about 1.9 billion Freebase triples
and 43 million entities.

>The whole dump of Freebase can be downloaded from
https://developers.google.com/freebase/
data

*One can access to Freebase and contribute more knowl-
edge.

‘nttp://www.nist.gov/tac/2013/KBP/
EntityLinking/index.html
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place of birth: Brooklyn
alias: MJ, His Airness, Mike Jordan

Michael Jeffrey Jordan, alse known by his initials, MJ, is an American former professional
basketball player, entrepreneur, and majority owner and ehairman of the Charlotte Bobeats. His
biography on the National Basketball Association website states,... [Wikipedia]

Michael Jordan is an English mycologist, author of The Encyclopedia of Fungi of Britain and
Europe, founder and chairman of the Association of British Fungal Groups. Jordan founded
ABFG in 1996, having observed an upsurge in interest in mushroom... [Wikipedia]
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Michael William Jordan is an English football goalkeeper born in Cheshunt, Hertfordshire. He
made seven appearances in the Football League for Chesterfield, having started his career as a
trainee at Arsenal. [Wikipedial

Figure 1: The disambiguated entities with the
same name Michael Jordan in Freebase. The en-
tities in Freebase are disambiguated by a unique
machine identifier, e.g., the famous basketbal-
I player, Michael Jordan labeled by 054c1 (MID).

ing Wikipedia and Freebase, respectively. As both
of the two collaborative web resources have their
respective superiorities, i.e., more context infor-
mation and more disambiguated entities, we be-
gin to study a new paradigm that could bridge the
gap between those two separated repositories and
benefit from their respective advantages. From the
perspective of supervised learning, entity linking
can be naturally regarded as a classification prob-
lem. To build a training dataset for disambiguating
a set of entities with the same name, we can firstly
collect the sentences that mention that name from
webpages, such as Wiki pages®, and then manu-
ally annotate each entity mention with its unique
machine identifier (MID) in Freebase given the
contexts of sentences that it occurs in. However,
hand-labeled data is time consuming and usually
applicable to some specific classes of entities, such
as person (PER), location (LOC) and organization
(ORG). Therefore, we look forward to an approach
that averts the tedious and laborious work.
Inspired by the idea of weak labeling (Fan et
al., 2014; Craven et al., 1999), we contribute a new
paradigm called distantly supervised entity linking
(DSEL) without manual annotation in this paper.
More specifically, we take advantage of a heuris-
tic alignment assumption based on crowd sourc-
ing to connect a certain disambiguated entity in
Freebase with its related webpages. In these web-
pages, feature vectors can be extracted from the
sentence-level textual contexts of that entity men-
tion, and be labeled by its corresponding MID in

SThe Wiki page for the famous basketball play-
er, Michael Jordan, is http://en.wikipedia.org/
wiki/Michael_jordan.
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Topic equivalent webpage

Topic equivalent webpage
http://en.wikipedia.org/wiki/index.html?curid=20455
http://ja.wikipedia.org/wiki/index.html?curid=30336
http://es.wikipedia.org/wiki/index.html?curid=10553
http://de.wikipedia.org/wiki/index.html?curid=32444
http://pt.wikipedia.org/wiki/index.html?curid=71267
http://fr.wikipedia.org/wiki/index.htmlI?curid=50915

Figure 2: The topic equivalent webpages of the
famous basketball player, Michael Jordan in Free-
base.

Freebase. Then we can produce a large scale of
weakly labeled® dataset in this way. Moreover, it
is unrealistic to learn a specific classifier for each
entity, as there are about 43 million disambiguat-
ed entities in Freebase. To tackle with those chal-
lenges, we propose a strategy of training a general
classifier for disambiguating multiple entities and
select a well known classifier, i.e., liblinear (Fan
et al., 2008) to self-learn the weights among the
high-dimensional sparse and noisy features. Ex-
periments are conducted on a dataset of 140,000
items and 60,000 features. DSEL achieves a base-
line F1-measure of 0.517. Furthermore, we ana-
lyze the performance influenced by other different
features, and finally the F1-measure is improved
to 0.545.

2 Paradigm

Traditional supervised learning methods for enti-
ty disambiguation require tedious labor on manual
annotation to build training datasets. Manual an-
notation costs a lot, and can only cover some spe-
cific category, e.g., person names (Christen, 2006)
as well. Therefore, we look forward to explor-
ing a paradigm that could automatically gener-
ate large scale of open-category training datasets
without manual annotation. Based on the dataset,
we aim to build a practical classifier and generalize
it to disambiguate more unlinked entity mentions
in free texts.

Freebase contains 43 million disambiguated en-
tities falling into 76 categories. Each entity is
assigned by a unique machine identifer (MID).
Those MIDs are the natural labels for the new-
ly identified entity mentions linking to. Howev-
er, there are inadequate free texts locally for ex-
tracting features, as Freebase is a well-structured

% Auto-labeling via crowd sourcing may naturally bring
about noise. Therefore, we regard the dataset weakly labeled.
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knowledge repository with billions of triples.
Therefore, we resort to other free-text corpus that
could be distantly supervised by Freebase and the
key challenge is to find the bridge of supervision.

Fortunately, every entity in Freebase maintains
a list of links to its topic equivalent webpages via
crowd sourcing (Howe, 2006) as shown in Figure
2. These links will guide us to find the description
webpages for that entity. Even though those links
involves in different languages, we only choose
the English Wiki pages to conduct experiments.
Overall, we jointly exploit Freebase and Wikipedi-
a to automatically construct the data for training a
classifier.

3 Feature

For each entity in Freebase, we find its topic-
equivalent Wiki page and extract the contextual
features of its mention at sentence level.

Generally, we simultaneously choose K (K =
1,2, 3) open-class words (Van Petten and Kutas,
1991), namely nouns, verbs, adjectives and ad-
verbs, in front and behind the given entity men-
tion. If we ignore the sequence of these words,
we can gain the bag-of-words feature, whereas the
word sequence feature. Furthermore, we use S-
tanford NLP core’ and add the part-of-speech tag-
ging feature which may help disambiguate those
contextual words. Therefore, for each K size win-
dow surrounding the entity mention, we could ex-
tract four kinds of different features, i.e., bag of
words (BOW), word sequence (WS), bag of word-
s plus part-of-speech tagging (BOW + POS) and
word sequence plus part-of-speech tagging (WS +
POS). In total, there are twelve kinds of lexical
features.

To elucidate the various kinds of contextual fea-
tures, we randomly pick up a sentence from the
Wiki page of the famous basketball player as ex-
ample, i.e.,

His biography on the National Basketball As-
sociation (NBA) website states, “By acclamation,
Michael Jordan is the greatest basketball player
of all time.”

The twelve kinds of lexical features for the sen-
tence above are listed in Table 1. We will compare
the performance among these features in Section
5.

"http://nlp.stanford.edu/software/
corenlp.shtml
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Figure 3: The architecture of DSEL system.
Sentence His biography on the National Basketball Association (NBA) website
states, “By acclamation, Michael Jordan is the greatest basketball
player of all time.”
BOW (K =1) <{acclamation}, {is}>
BOW (K = 2) <{states}, {acclamation}, {is}, {greatest} >
BOW (K = 3) <{website}, {states}, {acclamation}, {is}, {greatest}, {basketball } >
WS (K =1) <{acclamation}, {is}>
WS (K = 2) <{states-acclamation}, {is-greatest}>
WS (K = 3) <{website-states-acclamation },{is-greatest-basketball } >
BOW +POS (K =1) <{acclamation/NN}, {is/'VBZ}>
BOW + POS (K = 2) <{states/NNS}, {acclamation/NN}, {is/VBZ} {greatest/JJS}>
BOW + POS (K = 3) <{website/NN}, {states/NNS}, {acclamation/NN}, {is/VBZ},
{greatest/JJS}, {basketbal/NN}>
WS +POS (K =1) <{acclamation/NN}, {is/VBZ}>
WS + POS (K =2) <{states/NNS-acclamation/NN}, {is/VBZ-greatest/JJS} >
WS + POS (K = 3) <{website/NN-states/NNS-acclamation/NN},{is/VBZ-greatest/JJS-
basketball/NN} >

Table 1: Twelve kinds of lexical features for the given sentence. A pair of angle brackets stands for a
feature vector, e.g., <{states}, {acclamation}, {is} {greatest}>. A feature item is marked by a pair of
braces, e.g., {states-acclamation}.
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# of MIDs with the # of # of MIDs with the # of # of MIDs with the # of
same name names same name names same name names
2 4,467,216 5 180,489 8 60,273
3 740,530 6 134,012 9 41,256
4 440,261 7 76,459 10 33,628

Table 2: The distribution of ambiguous entities in Freebase.

4 Implementation

As we have already automatically produced a
training dataset based on the proposed distan-
t supervision paradigm, an intuitive idea is to
feed a specific classifier for each ambiguous name
with its unambiguous MIDs and the correspond-
ing feature vectors. However, Table 2 shows
that there are at least 5.5 million names that de-
nominate more than one entity (MID) in Free-
base. Therefore, it is infeasible to build 5.5 mil-
lion specific classifiers. To train a general classi-
fier that does not restrict itself to disambiguating
a certain name, we adopt a strategy that merges
those specific classifiers. Concretely, we trans-
form MIDs, the original labels into features and
use 1/0 to indicate whether the contextual features
from Wiki pages and MIDs in Freebase match
or not with each other. If we choose the BOW
(K = 3) feature in Table 1 for instance, one
positive training sample will contain a new fea-
ture vector (<{website}, {states}, {acclamation},
{is}, {greatest}, {basketball}, {MID:054c1}>)
labeled by 1. To balance the training dataset,
we randomly pick up features from other entities
uniformly named to generate negative samples.
For example, another well-known Michael Jordan
(MID:0bby3vs) is an English mycologist. We can
extract a BOW (K = 3) feature vector, i.e., <{is},
{English}, {mycologist}> , and it concatenates
{MID:054c1} to construct a negative sample la-
beled by 0.

The distant supervision paradigm and the strat-
egy of building the training set for a general clas-
sifier lead to high-dimensional noisy and sparse
features. Moreover, given the millions of train-
ing samples produced by aligning Freebase and
Wikipedia, we choose a linear classifier that is
based on logistic regression approach, i.e., Lib-
linear (Fan et al., 2008), to rapidly self-learn the
weights among the high-dimensional sparse and
noisy features.

For a newly discovered entity mention in the
testing corpus, we firstly extract its contextual fea-
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ture, e.g., bag of words as above. Then the feature
concatenates all the candidate MIDs that share the
same name with that entity mention. Each testing
sample within the same name collection will pre-
dict a score indicating the strength of linking. For
each collection, the Top-N predictions with higher
probabilities are selected for evaluation.

We summarize the procedures of implement-
ing our proposed paradigm and use Figure 3 to
demonstrate the architecture of DSEL system.

5 Experiments

In this section ,we report the experimental results
following the procedures described in Section 4.
To evaluate the performance of different features,
we adopt three widely used metrics (Meij et al.,
2013), namely precision, recall and F1-measure.

5.1 Dataset

We randomly select 20,000 ambiguous names
(collections) in Freebase. About 82,000 sentences
that contain at least one entity mention are extract-
ed from the topic-equivalent Wiki pages. For each
collection, 80% sentences are randomly picked
up for constructing the training set and 20% re-
mains are for held-out evaluation. Following the
procedures of building training samples described
in Section 4, we gain a dataset including around
140,000 items and 60,000 features.

5.2 Evaluation metrics

Precision and recall are widely used metrics to e-
valuate different rank-based approaches on entity
linking. F1-measure synthetically measures preci-
sion and recall by calculating the harmonic mean
of them. Suppose that C' denotes the whole col-
lection set for testing. Cj ; represents the set of
Top-j predictions with higher probabilities in the
i-th collection. G; stands for the set of gold stan-
dards of the i-th collection. #(S) is the function
that counts the entries in set S. Then the formulae
to calculate precision, recall and Fl1-measure are
as follows,
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’ Feature type

‘ Avg. Fl-measure ‘

Feature type ‘ Avg. Fl-measure

BOW (K =1) 0.539 WS (K =1) 0.544
BOW (K =2) 0.531 WS (K =2) 0.532
BOW (K = 3) 0.529 WS (K =3) 0.518
BOW +POS (K =1) 0.540 WS+POS (K =1) 0.545
BOW + POS (K =2) 0.532 WS + POS (K =2) 0.531
BOW + POS (K = 3) 0.529 WS +POS (K =3) 0.517

Table 3: The Fl1-measure comparison among different features.

o
©
5

—+— BOW (K = 1)
—e—BOW (K =2) |J
—=— BOW (K=3)

o
©

Precison
o o o
oY o ~ o o
o ~ a o<} o
T T T

o
)
T

4
3]
o

o
14

. . . .
0.42 0.44 0.46 0.48 05
Recall

(a) Precision-Recall curves for BOW features.
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(b) Precision-Recall curves for BOW + POS features.

Figure 4: Precision-Recall curves for the BOW-
class lexical features.
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(a) Precision-Recall curves for WS features.
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(b) Precision-Recall curves for WS + POS features.

Figure 5: Precision-Recall curves for the WS-class
lexical features.
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. #(Cij \ Gi)
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Recall = Z Z #(#j(é\,)),

2 x Precision X Recall
Precision + Recall

Fl-measure =

5.3 Feature comparison

For each type of feature, we conduct one trial and
tune the parameters for the logistic classifier using
5-fold cross validation. Then we adopt held-out
testing taking advantage of the 20% sentences left.

Figure 4 and Figure 5 show the precision-recall
curves for the twelve lexical features, and Table
3 displays the average F1-measure comparison a-
mong different features. We find out that the
WS-class features generally outperform the BOW-
class features, and the short-distance contextual
features (/{ = 1) are more effective than the long-
distance ones (K = 2, 3).

6 Conclusion and Future Work

As far as we know, it is the first attempt to deal
with the task of entity linking based on the idea of
distant supervision. We leverage a heuristic align-
ment assumption, i.e., the topic equivalent pages,
to bridge the gap between Freebase and Wikipedia
and jointly use those two knowledge bases to au-
tomatically produce training data without manual
annotation. Moreover, we propose a strategy that
transforms labels into features and feed them to
a general classifier, rather than building an indi-
vidualized classifier for each ambiguous name for
millions of entities.

For the future work, we believe that this new
paradigm leaves several open questions:

o Besides the entities (MIDs) that have already
been stored in knowledge repositories (Free-
base), new entity instances (NIL) with the
same name need to be discovered. There-
fore, further study could focus on extending
paradigm to identify unknown entities.

e The link for many other webpages in different
languages are also provided in Freebase, as
illustrated in Figure 2. It may facilitate the
research of cross-lingual entity linking.
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e The alignment assumption is simple and
heuristic. Further studies may dedicate on
discovering other reasonable alignment prin-
ciples.

e Even though the strategy for generating train-
ing data that fits a general classifier, it rises
the problem that high-dimensional sparse and
noisy features impact the effectiveness and
efficiency of the proposed paradigm.

Generally speaking, the experiments prove that
our new proposed paradigm is promising and it is
worthy of being further studied.

Acknowledgements

This work is mainly supported by National
Program on Key Basic Research Project (973
Program) under Grant 2013CB329304, Nation-
al Science Foundation of China (NSFC) under
Grant No.61433018 and No.61373075, and Chi-
na Scholarship Council. Thanks to Yulong Gu,
Yingnan Xiao and anonymous reviewers for their
insightful comments.

References

Nguyen Bach and Sameer Badaskar. 2007. A review
of relation extraction. Literature review for Lan-
guage and Statistics I1.

Kurt Bollacker, Robert Cook, and Patrick Tufts. 2007.
Freebase: A shared database of structured general
human knowledge. In Proceedings of the nation-
al conference on Artificial Intelligence, volume 22,
page 1962. Menlo Park, CA; Cambridge, MA; Lon-
don; AAAI Press; MIT Press; 1999.

Kurt Bollacker, Colin Evans, Praveen Paritosh, Tim S-
turge, and Jamie Taylor. 2008. Freebase: a collab-
oratively created graph database for structuring hu-
man knowledge. In Proceedings of the 2008 ACM
SIGMOD international conference on Management
of data, pages 1247-1250. ACM.

Razvan C Bunescu and Marius Pasca. 2006. Using en-
cyclopedic knowledge for named entity disambigua-
tion. In EACL, volume 6, pages 9—16.

Peter Christen. 2006. A comparison of personal name
matching: Techniques and practical issues. In Data
Mining Workshops, 2006. ICDM Workshops 2006.
Sixth IEEE International Conference on, pages 290—
294. IEEE.

Mark Craven, Johan Kumlien, et al. 1999. Construct-
ing biological knowledge bases by extracting infor-
mation from text sources. In ISMB, volume 1999,
pages 77-86.



PACLIC 29

Silviu Cucerzan. 2007. Large-scale named entity dis-
ambiguation based on wikipedia data. In EMNLP-
CoNLL, volume 7, pages 708-716.

Rong-En Fan, Kai-Wei Chang, Cho-Jui Hsieh, Xiang-
Rui Wang, and Chih-Jen Lin. 2008. Liblinear: A
library for large linear classification. The Journal of
Machine Learning Research, 9:1871-1874.

Miao Fan, Deli Zhao, Qiang Zhou, Zhiyuan Liu,
Thomas Fang Zheng, and Edward Y Chang. 2014.
Distant supervision for relation extraction with ma-
trix completion. In Proceedings of the 52nd Annual
Meeting of the Association for Computational Lin-
guistics, volume 1, pages 839—-849.

Ben Hachey, Will Radford, Joel Nothman, Matthew
Honnibal, and James R Curran. 2013. Evaluating
entity linking with wikipedia. Artificial intelligence,
194:130-150.

Jeff Howe. 2006. The rise of crowdsourcing. Wired
magazine, 14(6):1-4.

Heng Ji and Ralph Grishman. 2011. Knowledge
base population: Successful approaches and chal-
lenges. In Proceedings of the 49th Annual Meet-
ing of the Association for Computational Linguistic-
s: Human Language Technologies-Volume 1, pages
1148-1158. Association for Computational Linguis-
tics.

Heng Ji, Ralph Grishman, Hoa Trang Dang, Kira Grif-
fitt, and Joe Ellis. 2010. Overview of the tac 2010
knowledge base population track. In Third Tex-
t Analysis Conference (TAC 2010).

Paul McNamee and Hoa Trang Dang. 2009. Overview
of the tac 2009 knowledge base population track. In
Text Analysis Conference (TAC), volume 17, pages
111-113.

Edgar Meij, Krisztian Balog, and Daan Odijk. 2013.
Entity linking and retrieval. In Proceedings of the
36th international ACM SIGIR conference on Re-
search and development in information retrieval,

pages 1127-1127. ACM.

Rada Mihalcea and Andras Csomai. 2007. Wiki-
fy!: linking documents to encyclopedic knowledge.
In Proceedings of the sixteenth ACM conference on
Conference on information and knowledge manage-

ment, pages 233-242. ACM.

David Milne and Ian H Witten. 2008. Learning to link
with wikipedia. In Proceedings of the 17th ACM
conference on Information and knowledge manage-
ment, pages 509-518. ACM.

David Nadeau and Satoshi Sekine. 2007. A sur-
vey of named entity recognition and classification.
Lingvisticae Investigationes, 30(1):3-26.

Vincent Ng. 2010. Supervised noun phrase corefer-
ence research: The first fifteen years. In Proceed-
ings of the 48th annual meeting of the association

86

for computational linguistics, pages 1396—-1411. As-
sociation for Computational Linguistics.

Delip Rao, Paul McNamee, and Mark Dredze. 2013.
Entity linking: Finding extracted entities in a knowl-
edge base. In Multi-source, multilingual informa-
tion extraction and summarization, pages 93—-115.
Springer.

Lev Ratinov, Dan Roth, Doug Downey, and Mike
Anderson. 2011. Local and global algorithm-
s for disambiguation to wikipedia. In Proceed-
ings of the 49th Annual Meeting of the Association
for Computational Linguistics: Human Language
Technologies-Volume 1, pages 1375-1384. Associ-
ation for Computational Linguistics.

Sunita Sarawagi. 2008. Information extraction. Foun-
dations and trends in databases, 1(3):261-377.

Cyma Van Petten and Marta Kutas. 1991. Influ-
ences of semantic and syntactic context on open-

and closed-class words. Memory & Cognition,
19(1):95-112.

Zhicheng Zheng, Xiance Si, Fangtao Li, Edward Y
Chang, and Xiaoyan Zhu. 2012. Entity disambigua-
tion with freebase. In Proceedings of the The 2012
IEEE/WIC/ACM International Joint Conferences on
Web Intelligence and Intelligent Agent Technology-
Volume 01, pages 82—89. IEEE Computer Society.



PACLIC 29

Toward Algorithmic Discovery of Biographical Information in Local
Gazetteers of Ancient China

Chao-Lin Liu"  Chih-Kai Huang®

Hongsu Wang* Peter K. Bol'

"Department of Computer Science, National Chengchi University, Taiwan
HInstitute for Quantitative Social Science, Harvard University, USA
"Graduate Institute of Linguistics, National Chengchi University, Taiwan
{'chaolin,?102753029}@nccu.edu.tw, {*hongsuwang, 'pkbol}@fas.harvard.edu

Abstract?

Difangzhi (3» * &) is a large collection of
local gazetteers complied by local govern-
ments of China, and the documents provide
invaluable information about the host locali-
ty. This paper reports the current status of
using natural language processing and text
mining methods to identify biographical in-
formation of government officers so that we
can add the information into the China Bio-
graphical Database (CBDB), which is hosted
by Harvard University. Information offered
by CBDB is instrumental for human histori-
ans, and serves as a core foundation for au-
tomatic tagging systems, like MARKUS of
the Leiden University. Mining texts in
Difangzhi is not easy partially because there
is litter knowledge about the grammars of
literary Chinese so far. We employed tech-
niques of language modeling and conditional
random fields to find person and location
names and their relationships. The methods
were evaluated with realistic Difangzhi data
of more than 2 million Chinese characters
written in literary Chinese. Experimental re-
sults indicate that useful information was
discovered from the current dataset.

1 Introduction

Person and location names are two crucial in-
gredients for studying historical documents.
Knowing the participants and locations provides
a solid foundation for detecting and reasoning
about the developments of historical events.
Detecting temporal markers is also very im-
portant for historical studies, yet, for Chinese
history, it is relatively easier to spot the temporal

' An extended version of this paper appears in the
proceedings of the Third Big Humanities Data
Workshop in the 2015 IEEE Int’l Conf. on Big Data
(Liu et al., 2015). The main contents of this paper
and the workshop paper are the same, while the
workshop paper is an extended version.
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markers because the names of the dynasties and
reign periods (+ %%, nian2 hao4) are known and
stable.

We apply techniques of natural language
processing and machine learning to find person
names, location names, and their relationships in
Difangzhi (3 * &, DFZ henceforth) in the
present work, aiming to enrich the contents of
the China Biographical Database (Bol, 2012).
DFZ is a general name for a large number of
local gazetteers that were compiled by local
governments of different levels in China since
as early as the 6th century AD (cf. Hargett,
1996). DFZ contain a wide range of information
about their host locations, and the biographical
information about the government officers is our
current focus.

The main barrier for achieving our goals is
that there is little completed work in the litera-
ture about the grammars for literary Chinese,
while grammars are central for extracting named
entities like person and location names from
texts with computational methods (Gao et al.,
2005; Nadeau and Sekine, 2007).

Figure 1 shows the image of a sample DFZ
page. In the old days, Chinese texts were written
from top to bottom and from right to left on a
page. Most linguists know that there are no
word boundaries in modern Chinese. It might be
quite surprising for researchers outside of the
Chinese community that there were even no
punctuations in literary Chinese. Without clear
delimiters between words and sentences, it is
very challenging even for people to read literary
Chinese, so it takes a serious research to find
ways not just for segmenting words but also for
splitting sentences in literary Chinese (Huang et
al., 2010).

Grammar induction (de la Higuera, 2005) is
a general name for enabling computers to learn
the grammars of natural languages. Some re-
searchers worked on the grammars for selected
sources of Chinese. Huang et al. (2001) ex-
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Figure 1. A page of DFZ

plored the induction problem with about a thou-
sand sentences that were extracted from
Hanfeizi (i #-5) and Xunzi (3 &), both of
which are classics that are more than two thou-
sand years old. Kuo (2009) tried to find
phrase-structure rules for modern Chinese texts,
and Lee and Kong (2012) built treebanks for
Tang poems. Although these researchers worked
on grammars for Chinese texts, they encoun-
tered Chinese patterns that are quite different
from the ones that we need to handle in DFZ.

Previous works for inducing grammars of
literary Chinese employed some forms of
pre-existing information to begin the induction
procedures. Given that literary Chinese texts
consisted of just long sequences of characters,
the needs for external information for grammar
induction should be expected. Hwa (1999)
assumed that the training corpus was partially
annotated with high-level syntactic labels. Lu et
al. (2002) started with bilingual corpora. Yu et al.
(2010) embarked with a sample treebank, and
Boonkwan and Steedman (2011) began with
some syntactic prototypes.

We tackle the NER tasks in literary Chinese
from two unexplored perspectives. First, we
employ the biographical information in the
China Biographical Database (CBDB, hence-
forth) to annotate the DFZ texts, learn language
models (LMs, henceforth) from the annotated
texts, and extract biographical information
based on the learned models. Alternatively, we
train  conditional-random-field (Sutton and
McCallum, 2011) models with a set of labeled
DFZ data that were achieved in (Bol et al., 2012;
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Pang et al., 2014), and use the condition-
al-random-field (CRF, henceforth) models to
extract candidate names from the test data,
which is another set of DFZ texts. We have
verified the findings of the LM-based and the
CRF-based methods. Both show very good
results for NER in DFZ.

We present the sources of our data, define
our target problems, and discuss the motivation
for our work in Section 2. We then provide
details about our main approaches in two long
sections. In Sections 3 and 4, we look into de-
tails about the LM-based and CRF-based meth-
ods, respectively, including the designs of the
classification models and results of several
evaluation tasks. In Section 5, we wrap up this
paper with a brief summary and discussions
about some technical issues.

2 Data Sources, Problem Definitions,
and Motivation

We provide information about the sources of
our data, define the problems that we wish
to solve, and explain the rationality of our
approaches in this section.

2.1 Unlabeled Data

Currently, we have two sets of DFZ text files.
The unlabeled part has more than 900 thousand
of characters that were extracted from 83 vol-
umes of local gazetteers (Bol et al., 2015). The
labeled part will be presented in Section 2.4.

These 83 volumes were compiled between
the middle of the Ming dynasty (1368-1644AD)
and the early Min-Guo period (since 1912AD).
These books were produced by governments of
different levels at 65 locations in China.

Figure 1 shows a sample page from this col-
lection. It is hard to count the number of col-
umns on this page. Typically, we consider that a
column, in this case, consists of two thinner
columns. A person name is emphasized by oc-
cupying the width of a column, and details about
this person are recorded in the thin columns.
Therefore, we would say that the leftmost three
columns of text in Figure 1 would read like the
passage shown in Figure 2.

The DFZ texts may contain characters that
are not or seldom used in modern Chinese. If
these characters have modern counterparts, they
will be substituted by their modern replacements;
otherwise, spaces will take their positions. As an
example for the former case, the eleventh char-
acter on the second column from the right in
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Figure 2. A partial DFZ passage from Figure 1

Figure 1 is “2” (li3), which may be written as
“4” (1i3) in our files. When the latter cases

occur, understanding the original DFZ records
will become even more challenging.

2.2 Problem Definitions

We wish to build a system that can extract bio-
graphical information from DFZ to enrich the
contents of CBDB. The current contents of
CBDB were extracted from sources other than
DFZ (Pang et al., 2014). Hence, we are inter-
ested in spotting all types biographical infor-
mation in DFZ.

In this paper, we focus on issues about find-
ing person names and location names, and ex-
tend to some relevant topics, such as checking
whether the locations were native places. In the
longer run, we will expand our attention to find
information about social networks and personal
careers as well.

2.3 More on Motivation

For a text passage as illustrated in Figure 2, it is
very challenging for people to find useful in-
formation without assistive information, even
for modern generations of native speakers of
Chinese. In the text file, it is not easy to find the
name “Pﬁxé?l” (chen2 yu2) that was written in
larger characters in the original DFZ.

The grammars of literary and modern Chi-
nese are not exactly the same, and reading liter-
ary Chinese is a lot harder than reading modern
Chinese, especially when there are no boundary
markers between sentences. In addition, histori-
cal knowledge is also required for correct word
segmentation and lexical disambiguation, which
are important for understanding and extracting
desired information from the texts.

To achieve our goals, we need some informa-
tive sources for the work of information extrac-
tion. The importance of these informative
sources for our methods for extracting infor-
mation is just like that of the machine-readable
dictionaries for the methods for handling mod-
ern natural languages.
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Our approaches are innovative because we
utilize the biographical information in CBDB to
provide semantic information about the DFZ
texts. In contrast, the literature that we reviewed
in Section 1 carried out grammar induction with
such linguistic knowledge as part-of-speech tags
and syntactic structures.

2.4 Labeled Data

We have a set of labeled DFZ data. This set of
data was collected from 143 volumes of DFZ,
which contained more than 1498 thousand of
characters.

The DFZ texts were labeled with regular
expressions (REs, henceforth) that were com-
piled by domain experts (Bol et al., 2012; Pang
et al. 2014), and the REs were designed to ex-
tract biographical information. The labeled data
were then saved as records in a large table with
113,784 records in total.

Each record has many fields, and the fields
were designed to contain a wide variety of fac-
toids about the individuals. Major fields contain
information about an individual’s legal name,
style name (&, zi4), pen name (%%, hao4), dyn-
asty, native place (# 7 , ji2 guand), serving
office (‘¢ B, guanl zhi2), entry method ( » i+ =
%, rud shi4 fangl fa3), service time, service
location, and reign period (& %5, nian2 hao4).

Due to the nature of the original DFZ data
and the limited expressiveness of REs, a
non-negligible portion of the fields do not have
values (i.e., have missing values), and, some-
times, the values are not correct. Nevertheless,
these labeled data remain to be valuable and
prove to be useful from the perspectives of
historical studies (Pang et al., 2014) and of
building machine-learning models.

3 Language-Model-based Approach

We annotate the DFZ with the biographical
information available in CBDB, and find the
frequent and consistent n-grams for locating
candidate strings from which we may extract
legal names and style names.

3.1 Labeling and Disambiguation

Figure 3 lists the steps of our main procedure,
Constrained N-Grams (CNGRAM), for NER.
First, we label the text with information in
CBDB. Five types of labels are in use now:
name for a legal or a style name, address for
locations, entry for entry methods, office for
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Procedure CNGRAM (txt, idbs, cc)
txt: DFZ texts
idbs: information databases
cc: chosen conditions for checking consistency
Steps
1. Label the text based on the given idbs. Prefer
the labels that cover longer strings, all else
being equal.
2. For contexts of chosen conditions, cc, remove
the inconsistent labels.
3. Find the frequent consistent n-gram patterns,
and use them as filter patterns
4. Try to extract named entities from strings that
conform to the filter patterns

Figure 3. The CNGRAM procedure

service office, and nianhao for reign periods.

In reality, some strings may be labeled in
more than one ways. For instance, “f% @ ”
(yangl shuo4) can be a reign period of the Han
dynasty or a location name, and “%* 9 ” (wang?2
chen2) is a very popular person name that was
used in many dynasties. Before we try to disam-
biguate the labeling, we will keep all possible
labels for a string.

We will use the following short excerpt of
Figure 2 to explain the execution of CNGRAM.

TL mAFREFYART Y 4%

Identifying T1 from its context is possible
because this string begins and ends with words
that have corresponding labels. We will find out
that there was a person named “f#%;” (chen2
yu?2) in Yuan, Ming, and Qing dynasties and that
both “& - (lei2 zhoul) and “A & ” (guang3
xil) were addresses.

At the first step of CNGRAM, we prefer
longer matches for the same type of labels, as a
heuristic principle for disambiguation. The
principle of preferring longer words is very
common for Chinese word segmentation. In T1,
both “# % % #%% " (zhongl shul sheng3 doul
shi4) and “# % % can be labeled as office
names in the Yuan dynasty, but we would
choose the former because “¥ 2 % JF’K“%“” is a
longer string. In contrast, we do not have “¥ %
4 8% ” for the Ming dynasty, so will use ¢ 3~
and “#% % ” for Ming.

We also assume that named entities in a
passage should be consistent in some senses, as
another heuristic principle for disambiguation.
This consistent principle should be reminiscent
of the “one sense per discourse” principle for
word sense disambiguation (Yarowsky, 1995).
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Currently, we presume that named entities in
a context of six labels should be referring to
something of the same dynasty, where six is an
arbitrary choice and can be varied. We have not
used addresses to check consistency because we
are still expanding our list of addresses. There-
fore, we do not accept a “Pﬁxé?l” of the Qing
dynasty because neither ¢ ¥ % #%%” nor ¢
Z” is an entity in Qing. Using the consistent
principle, we will keep labels only for the Song
and Ming dynasties for the sample passage,
thereby achieving some disambiguation effects.

Hence, we have two consistent sequences:
[name(“rawé?l”, Yuan), address(“# "), address
(“A @ 7), office( & % %", Yuan)] and
[name(* r % ”, Ming), address(“ & "), ad-
dress(“A& & ), office(* ¥ % ”, Ming), office(" 4%
%7, Ming)].

3.2 Extracting Unknown Style Names

Aiming at extracting person and style names for
government officers, we focus on the consistent
sequences that have at least one name label. We
then identify and prefer strings that are associ-
ated with more different labels. We show four
such filter patterns below.

P1: name-address-nianhao-entry

P2: name-address-entry-nianhao

P3: name-name-address-address

P4: name-address-address-office

These patterns shed light on how person
names were presented in DFZ texts. We can now
examine the DFZ strings that are labeled with
these patterns to judge whether these patterns
indeed carry useful information. Usually, we
find regularities in these statements, and can
implement specific programs for extracting
target information from such patterns.

Our running example, T1, contains the P4
pattern in two different ways, and we list the
substrings.

T2: Fﬁfé’li BPREVARG Y 3

T3 RAFBATHARE Y F AR

In both T2 and T3, we see that a key signal
“F 7 (zi4), which is a typical prefix for style
names, follows a name label. “=F " is followed
by two unlabeled characters which are then
followed by an address, an unlabeled character,
another address, and an office. Thus, T2 and T3
are examples of pattern P5, where <name> and
<address> represent labeled strings and Z1 and
Z2 are two unlabeled characters.
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P5:<name> F Z1 Z2 <address>

The unlabeled characters, Z1 and Z2, can be
extracted as style names because practical statis-
tics indicate that over 98% of style names con-
tain exactly two characters. Therefore, we em-
body this finding with actions in our programs.

The third step in CNGRAM is thus an inter-
active step?, and requires human participation.
Notice that the work for domain experts is quite
minimal and that the results are worthwhile. A
human expert does not have to read 83 books to
find the candidate patterns. Using CNGRAM to
locate string patterns that contain useful infor-
mation, we are able process a large amount of
data both efficiently and effectively.

With the extracted style name *“# & ”
(zhong4 yongl), we can create two records, i.e.,
(Yuan, rawg], ® &) and (Ming, Féws?], ® ).
“@ & " is unknown to CBDB, and can be added
to CBDB with the approval of domain experts.

The CNGRAM procedure actually helps us
learn the language models that were used in
DFZ. By inspecting frequent and consistent
patterns that actually contain biographical in-
formation, we can gather more knowledge about
grammar rules in DFZ and then implement NER
procedures based on the observations.

3.3 Empirical Evaluations

We compared the extracted records with the
records in CBDB (2014 version) to evaluate the
CNGRAM procedure, and show the results in
Table 1, where the circles and crosses, respec-
tively, indicate matches and mismatches be-
tween the extracted and CBDB records.

The matching results are categorized into
types, e.g., type 1 is the group that we had per-
fect matches in dynasty, legal name, and style
name. We have 609 such instances in the current
experiment, and the proportion of type-1 in-
stances is 28.3% of the 2152 extracted records.

The two records that we obtained in the pre-
vious subsection belong to type 2, because “#
& is not known to CBDB. All extracted rec-
ords of type 2 provide opportunities of finding
unknown style names for CBDB. However, they
should be confirmed by historians. The experts
may check the original texts for this approval
procedure, which is an operation facilitated by

? Using computers to select the patterns is possible if
we are willingly to set a frequency threshold to
determine “frequent” patterns, which may not be a
perfect choice for historical studies.
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Table 1. Analysis of 2152 extracted records

Type | Dynasty |Name |Style N. | Quan. | Prop.

1 609 |28.30%

665 |30.90%

117 5.44%

262 |12.17%

220 [10.22%

45 2.09%

x |x |O]x OO0

Nojon|bhlw(iN
Olx |x [Olx [0lo
x |O]x [Ol0]x |0

X 234 |10.87%

our software platform.

Records of types 3 and 4 are similar to rec-
ords of type 2. They offer opportunities of add-
ing extra information to CBDB. Records of
types 5, 6, and 7 provide some opportunities for
adding information about new persons in CBDB.
After inspecting the original text segments, we
will be able to tell whether these mismatches are
new discoveries or just incorrect extractions.

3.4 Further Extensions

We are more ambitious than verifying whether
CNGRAM can help us find correct biographical
information. Type-1 records can be instrumental
for advanced applications. They help us find the
beginnings of the descriptions that contain in-
formation about the owners of type-1 records.

If we can determine the beginnings of two
consecutive segments, then we can find persons
who have relationships. T1 is the beginning of a
major segment in Figure 1. The string “» 2%
RF < B ™ A7 s the beginning of a seg-
ment for a person named “» 2% =" (ye3 er2
ji2 ni2). The person mentioned between “» 2
FAFH A ™" and T1, eg., “HR”
(yang2 jing3), should have some relationships
with “» 2% R 7.

In addition, it is quite intriguing to apply
pattern P5, in Section 3.2, in an extreme way.
Figure 4 shows the raw data for the text in Fig-
ure 2. If we compare Figure 4 and the image in
Figure 1 carefully, we can find that the circles
were added to signify (1) changes between
major columns and thin columns or (2) changes
of lines. The semantics of the circles are am-
biguous, but they are potentially useful.

If “3” is really a strong indicator that con-
nects legal names and style names, P6 and P7
may lead us to find pairs of legal and style
names. Here, we use C1, C2, and C3 to denote
Chinese characters.

P6: O Cl1 C2 C3 % Z1 Z22
P7: O C1 C2 % Z1 22
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O s L@~ EHPRIR & FLEETTO
BEPERFL A FTARBLE B 2O
IﬁJQE{. BEZTHARG % ] ?Ki%ﬁ)‘j R 7
prIOF FIAS RN A LT 5L S
BB OFOB0F FOILT A ZREFT
ERAEPERFOILY T BB IaY Y k&
gwrpep O

Figure 4. A partial DFZ passage with circles

When we find substrings that conform to P6 or
P7 in the raw data, we may want to check
whether C1-C2-C3 (or C1-C2) is a legal name,
Z1-72 is a style name, and their combination is
for a real person.

We evaluated this heuristic approach with
the unlabeled data of Section 2.1, and found
3765 pairs of (legal_name, style_name). We
checked these pairs with CBDB (2014 version),
and achieved Table 2. Note that strings con-
forming to P6 and P7 have very short contexts,
so we could not judge the dynasties of these
names, so Table 2 is simpler than Table 1.

Table 2 shows that 31% of the pairs have
corresponding records in CBDB. Although we
cannot guarantee the correctness of these
matched records, the statistics are promising and
encouraging. 1192 type-1 records matched the
legal and style names of certain CBDB records.
This amount is more than the number of type-1
records in Table 1. Some of the pairs that we
identify with the current heuristic did not appear
in filter patterns that we discussed in Section 3.2,
suggesting that a hybrid approach might be
worthy of trying in the future.

4  CRF-based Approach

CRF-based models (Sutton and McCallum, 2011)
are very common for handling NER with ma-
chine learning methods (Nadeau and Sekine,
2007). We employed MALLET (McCallum,
2002) tools for building linear-chain CRF mod-
els, and trained and tested our models with the
labeled data that we discussed in Section 2.4.

4.1 Features

Given the training data (cf. Section 2.4) and the
biographical information in CBDB, we can
create a feature set for each Chinese character in
DFZ for training and testing a CRF model. We
consider four types of features: original charac-
ters, relative positions of named entities in
CBDB, whether the character was used in per-
son or location names in DFZ, and whether the
characters belong to a named entity.
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Table 2. Analysis of 3765 extracted records

Type | Name | Style Name| Quan. Prop.
1 QO QO 1192 | 31.66%
2 O X 885 | 23.51%
3 X @) 1104 | 29.32%
4 X X 584 | 15.51%

We explain our features listed in Table 3,
using T3, in Section 3.2, as a running example.

The original Chinese characters are basic
features, summarized in groups 1 and 2 in Table
3. For the position of “~'” (zhoul), “-#” is an
obvious feature for itself. The surrounding k
characters can be included in the feature set as
well. If we set k to three, the three characters
before and after “~+”, i.e.,, “#” (zhong4), “#”
(yongl), “g " (lei2), “+ " (ren2), “A” (guang3),
and “& ”(sil), are included in the feature set.

Relative positions of the closest named enti-
ties (NEs) are summarized in group 3 in Table 3.
We consider four types of NEs: office names,
entry methods, reign periods, and time markers,
and will record NEs on both sides of the current
position. The first three types are just like the
office, entry, and nianhao labels that we dis-
cussed in Section 3.1. The time markers refer to
a special way of counting years in China, i.e.,
Chinese sexagenary cycle (+ &, ganl zhil),
and names of months when they were used. We
consider NEs that are within 30 characters on
either side of the current position, so a position
can have up to eight features of group 3.

In T3, there are three characters between “-+”
and “¢ % 4 ;:rsi”, so officeRight@3 would be
used as a feature for “~'”. The label name con-
sists of three parts: the type of NEs, the direc-
tion respective to the current position (i.e., Right
or Left), and the number of characters between
the current position and the NE.

Group 4 is about the usage of the current
position. It would be helpful to know the proba-
bility of the current character being used in a
person name or in a location name. Equation (1)
shows the basic formula.

freq(x in person names)

Pr(x in person names) = Q)

freq(x in DFZ)

In T3, “& ” is used as a character in a loca-
tion name. We calculated the frequency of “% ”
being used in location names, and divided this
frequency by the total frequency of “& ” in DFZ.
We discretized the probability measure into five
equal ranges: [0, 0.2), [0.2, 0.4), [0.4, 0.6), [0.6,
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Table 3. Features for CRF models

Group Types Description
1 Chinese characters self
2 Chinese characters surrounding K characters
3 relative positions of selected named entities office, entry, reign period, and time
4 usage used in person or location name
5 usage family name?
6 named entities office, entry, reign period, and time

0.8), and [0.8, 1.0]. If the probability of “3&”
was used in a location name was 0.45, we would
add probLoc@3 for “& ”, where 3 means the
third interval in the discretized ranges.

Group 5 is also about the usage of the cur-
rent position. There is a list of well-known
Chinese family names, that is commonly called
Hundred Family Names (7 #<%, bai3 jial
xing4)*. We add a feature to the current position
if it is in the list. In T3, “m” (chen2) is such a
character. If a family name has two characters,
the features will indicate the positions of the
characters, e.g., “&” (oul) and “f$” (yang2) in
“® 1% will, respectively, have surename@1 and
surename@?2 as their features.

Features in group 6 are for four types of the
named entities, i.e., office, entry, nianhao (for
reign period), and time (as we discussed for the
features in group 3). In general, historians have
more complete information about these key
types of NEs in Chinese history, so using spe-
cific tags for these NEs may offer stronger
signals for nearby person and location names.

When we used group 6 along with other
groups, we would not annotate a position with
features in groups 1 through 5, if the position is
part of certain named entities of group 6. Instead,
we would use only the values for group 6. For
example, at the beginning of the text in Figure 2,
we have “% 7 =~ & 12" (hong2 wu3 yuan2
nian2 yang2 jing3), where “;x 7" represented a
reign period, so both characters would be anno-
tated only by nianhao. “#§ 72" did not belong to
any types of NEs in group 6, so would be anno-
tated with other features.

Features of groups 3 and 6 are related in na-
ture. We will see that using group 6 in places of
group 3 led to better performance in the next
section.

4.2 Evaluation: Labeled Data

We evaluated the effectiveness of using line-

3 http://baike.baidu.com/subview/6559/15189786.htm
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ar-chain CRF models for recognizing person and
location names in DFZ with the labeled data that
was discussed in Section 2.4. Given the original
labels, we could create feature sets for all char-
acters, and then ran 5-fold cross validations.

We classified the characters into seven cat-
egories: NB, NI, NE, AB, Al, AE, and O. We
use N and A to denote name and location, re-
spectively. B, 1, and E denote beginning, internal,
and ending, respectively. O means others. Hence,
for example, NB is for the first character of a
person name and AE is the last character of a
location name.

We ran several experiments for CRF models
that considered different combinations of the
features that we discussed in Section 4.1. The
classification results were measured by standard
metrics, i.e., precision, recall, and F; measure
that are very common for information retrieval.

Table 4 shows the experimental results for
four such combinations. The results improved
gradually for the experiments listed from the left
to the right side. The first row of Table 4 lists
the combinations of features used in the experi-
ments. The second row shows the abbreviated
names of the performance measures. The left-
most column shows the seven categories of the
classification results.

The experiments that used only group 1 as
the feature provided results that were better than
we thought. Identifying categories of individual
characters in the dataset of Section 2.4 did not
seem to be a very challenging task. We added
the second group of features by setting k to five.
Then, we added group 4, group 5, and group 6,
one by one for the listed experiments.

We did add group 3 in some of our experi-
ments, but adding this group generally made the
experimental results worse than not having them,
so we do not show those results.

We also set k to three and seven, but we did
not observe significant differences in the results.
Setting k to seven provided a bit better results,
but the improvement was not statistically sig-
nificant.

Recognizing the categories of individual



PACLIC 29

Table 4. Performances of selected CRF models

Group 1 Groups 1+2 Groups 1+2+4+5 Groups 1+2+4+5+6
Prec. | Recall F, | Prec. | Recall Fy Prec. | Recall F, | Prec. | Recall Fy
0 0.96 0.90 | 0.93 | 0.97 094 | 0.95 | 0.97 0.96 | 0.96 | 0.97 0.97 | 0.97
NB | 0.76 0.91 | 0.83 | 0.85 094 | 0.89 | 0.91 0.94 | 0.93 | 0.93 0.95 | 0.94
NI 0.78 0.85 | 0.82 | 0.86 091 | 0.88 | 0.91 092|091 | 0.93 0.93 | 0.93
NE | 0.72 0.87 | 0.79 | 0.82 092 | 0.87 | 0.89 0.92 | 0.90 | 0.91 0.93 | 0.92
AB | 0.78 0.83 | 0.80 | 0.85 0.86 | 0.86 | 0.89 0.88 | 0.88 | 0.91 0.89 | 0.90
Al 0.48 0.73 | 0.57 | 0.71 0.84 | 0.77 | 0.80 0.86 | 0.83 | 0.83 0.89 | 0.86
AE | 0.79 0.83 | 0.81 | 0.85 0.86 | 0.86 | 0.89 0.88 | 0.88 | 0.91 0.89 | 0.90

characters was just a basic task for our system.
Our goal was to identify person names and
location names. Hence, we really care about
whether a sequence of NB, NI, and NE, for
instance, indeed represented a person name.

We conducted such an integrated verifica-
tion with the best performing model in Table 4,
i.e., using groups 1, 2, 4, 5, and 6 as features. A
name, either for a person or for a location, must
exactly match the original labels, to be consid-
ered as a correct classification. For person
names, the precision and recall rates are 92.0%
and 93.9%, respectively. For location names, the
precision and recall rates are 91.0% and 89.5%,
respectively. Fining location names is harder
than finding person names.

4.3 Evaluation: Unlabeled Data

We trained a CRF model, employing feature
groups 1, 2, 4, 5, and 6, with all of the labeled
data (Section 2.4), and evaluated the model with
the task of identifying person and location
names in the unlabeled data (Section 2.1). Due
to the page limit, we cannot report the results.

5 Discussions and Concluding Remarks

We reported our work for mining biographical
information from Difangzhi with techniques of
language models and conditional random fields.
Results observed in practical evaluations proved
the effectiveness of these technologies for
named entities recognition in literary Chinese.

As illustrated in Figures 1 and 2, processing
texts of literary Chinese with computer pro-
grams is challenging. We approach this problem
with gradually more complex methods. Building
our current work on the data that were labeled in
previous work (Bol, 2012; Pang et al., 2014) and
CBDB, we were able to apply LM and CRF
based models. The CNGRAM (Section 3.1) is
an interactive procedure that was designed to
guide researchers to find useful patterns.

For practical applications, the LM and CRF
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models may be integrated with an online tagging
service, MARKUS (Ho, 2015)*, of the Leiden
University. As we collect more information
about person names, style names, pen names,
location names, and native places, we become
more competent to separate the continuous
Chinese strings into meaningful paragraphs (cf.
Section 3.4) and find social networks of the
government officers (Bol et al., 2015).

In the near future, we will consider more
domain-dependent knowledge and contextual
constraints to recognize and disambiguate
named entities. People of different dynasties
may have the same name, for instance. In a
Difangzhi book, records about government
officers of the same dynasty usually appeared
close to each other. Many times, the records
were ordered chronically. Considering these
constrains for disambiguation can make our
annotations about a person more precise.

In the longer run, mining the grammar rules
of literary Chinese is a bigger and rewarding
challenge. It was found that the language mod-
els and CRF models worked better for some of
the 83 Difangzhi books but not as well for others
(Bol et al., 2015). People who compiled these
books adopted different styles of writing, and
the styles varied from time to time and from
place to place. Knowing the grammar rules that
govern these language patterns will enable us to
find more precise information from Difangzhi
and perhaps other historical documents written
in literary Chinese.
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Abstract

A common approach to unsupervised relation
extraction builds clusters of patterns express-
ing the same relation. In order to obtain clus-
ters of relational patterns of good quality, we
have two major challenges: the semantic rep-
resentation of relational patterns and the scal-
ability to large data. In this paper, we ex-
plore various methods for modeling the mean-
ing of a pattern and for computing the similar-
ity of patterns mined from huge data. In order
to achieve this goal, we apply algorithms for
approximate frequency counting and efficient
dimension reduction to unsupervised relation
extraction. The experimental results show that
approximate frequency counting and dimen-
sion reduction not only speeds up similarity
computation but also improves the quality of
pattern vectors.

1 Introduction

Semantic relations between entities are essential
for many NLP applications such as question an-
swering, textual inference and information extrac-
tion (Ravichandran and Hovy, 2002; Szpektor et al.,
2004). Therefore, it is important to build a compre-
hensive knowledge base consisting of instances of
semantic relations (e.g., authorOf) such as authorOf
(Franz Kafka, The Metamorphosis). To recognize
these instances in a corpus, we need to obtain pat-
terns (e.g., “X write Y”) that signal instances of the
semantic relations.

For a long time, many researches have targeted
at extracting instances and patterns of specific rela-
tions (Riloff, 1996; Pantel and Pennacchiotti, 2006;
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De Saeger et al., 2009). In recent years, to acquire
a wider range knowledge, Open Information Extrac-
tion (Open IE) has received much attention (Banko
et al., 2007). Open IE identifies relational patterns
and instances automatically without predefined tar-
get relations (Banko et al.,, 2007; Wu and Weld,
2010; Fader et al., 2011; Mausam et al., 2012). In
other words, Open IE acquires knowledge to han-
dle open domains. In Open IE paradigm, it is nec-
essary to enumerate semantic relations in open do-
mains and to learn mappings between surface pat-
terns and semantic relations. This task is called
unsupervised relation extraction (Hasegawa et al.,
2004; Shinyama and Sekine, 2006; Rosenfeld and
Feldman, 2007).

A common approach to unsupervised relation ex-
traction builds clusters of patterns that represent the
same relation (Hasegawa et al., 2004; Shinyama and
Sekine, 2006; Yao et al., 2011; Min et al., 2012;
Rosenfeld and Feldman, 2007; Nakashole et al.,
2012). In brief, each cluster includes patterns corre-
sponding to a semantic relation. For example, con-
sider three patterns, “X write Y, “X is author of
Y” and “X is located in Y”. When we group these
patterns into clusters representing the same relation,
patterns “X write Y and “X is author of Y form
a cluster representing the relation authorOf, and the
pattern “X is located in Y” does a cluster for locate-
dIn. In order to obtain these clusters, we need to
know the similarity between patterns. The better we
model the similarity of patterns, the better a cluster-
ing result correspond to semantic relations. Thus,
the similarity computation between patterns is cru-
cial for unsupervised relation extraction.
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We have two major challenges in computing the
similarity of patterns. First, it is not clear how to
represent the semantic meaning of a relational pat-
tern. Previous studies define a feature space for pat-
terns, and express the meaning of patterns by using
such as the co-occurrence statistics between a pat-
tern and an entity pair, e.g., co-occurrence frequency
and pointwise mutual information (PMI) (Lin and
Pantel, 2001). Some studies employed vector repre-
sentations of a fixed dimension, e.g., Principal Com-
ponent Analysis (PCA) (Collins et al., 2002) and La-
tent Dirichlet Allocation (LDA) (Yao et al., 2011;
Riedel et al., 2013). However, the previous work
did not compare the effectiveness of these represen-
tations when applied to a collection of large-scaled
unstructured texts.

Second, we need design a method scalable to a
large data. In Open IE, we utilize a large amount of
data in order to improve the quality of unsupervised
relation extraction. For this reason, we cannot use
a complex and inefficient algorithm that consumes
the computation time and memory storage. In this
paper, we explore methods for computing pattern
similarity of good quality that are scalable to huge
data, for example, with several billion sentences. In
order to achieve this goal, we utilize approximate
frequency counting and dimension reduction. Our
contributions are threefold.

e We build a system for unsupervised relation ex-
traction that is practical and scalable to large
data.

e Even though the proposed system introduces
approximations, we demonstrate that the sys-
tem exhibits the performance comparable to the
one without approximations.

e Comparing several representations of pattern
vectors, we discuss a reasonable design for rep-
resenting the meaning of a pattern.

2 Methods

2.1 Overview

As mentioned in Section 1, semantic representations
of relational patterns is key to unsupervised rela-
tion extraction. Based on the distributional hypoth-
esis (Harris, 1954), we model the meaning of a re-
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lational pattern with a distribution of entity pairs co-
occurring with the pattern. For example, the mean-
ing of a relational pattern “X write Y is represented
by the distribution of the entity pairs that fills the
variables (X, Y) in a corpus. By using vector repre-
sentations of relational patterns, we can compute the
semantic similarity of two relational patterns; for ex-
ample, we can infer that the patterns “X write Y and
“X is author of Y” present the similar meaning if the
distribution of entity pairs for the pattern “X write
Y” is similar to that for the pattern “X is author of
Y.

Researchers have explored various approaches to
vector representations of relational patterns (Lin and
Pantel, 2001; Rosenfeld and Feldman, 2007; Yao
et al., 2011; Riedel et al., 2013). The simplest ap-
proach is to define a vector of a relational pattern
in which an element in the vector presents the co-
occurrence frequency between a pattern and an en-
tity pair. However, the use of raw frequency counts
may be inappropriate when some entity pairs co-
occur with a number of patterns. A solution to this
problem is to use a refined co-occurrence measure
such as PMI (Lin and Pantel, 2001). In addition, we
may compress a vector representation with a dimen-
sionality reduction method such as PCA because
pattern vectors tend to be sparse and high dimen-
sional (Yao et al., 2011; Riedel et al., 2013).

Meanwhile, it may be difficult to implement the
above procedures that can handle a large amount
of data. Consider the situation where we find 1.1
million entity pairs and 0.7 million relational pat-
terns from a corpus with 15 billion sentences. Even
though the vector space is sparse, we need to keep
a huge number of frequency counts that record co-
occurrences of the entity pairs and relational patterns
in the corpus.

In order to acquire pattern vectors from a large
amount of data, we explore two approaches in this
study. One approach is to apply an algorithm for ap-
proximate counting so that we can discard unimpor-
tant information in preparing pattern vectors. An-
other approach is to utilize distributed representa-
tions of words so that we can work on a semantic
space of a fixed and compact size. In short, the for-
mer approach reduces the memory usage for com-
puting statistics, whereas the latter compresses the
vector space beforehand.
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Figure 1: Overview of the system for unsupervised relation extraction

Figure 1 illustrates the overview of the system
of unsupervised relation extraction presented in this
paper. We extract a collection of triples each of
which consists of an entity pair and a relational pat-
tern (Section 2.2). Because this step may extract
meaningless triples, we identify entity pairs and re-
lational patterns occurring frequently in the corpus.
We compute co-occurrence statistics of entity pairs
and relational patterns to obtain pattern vectors. Sec-
tion 2.3 describes this process, followed by an on-
line variant of PCA in Section 2.4. Furthermore, we
present two approaches that improve the scalability
to large data in Section 2.5.

2.2 Extracting triples

In this study, we define a triple as a combination
of an entity pair and a relational pattern that con-
nects the two entities. In order to extract meaningful
triples from a corpus, we mine a set of entities and
relational patterns in an unsupervised fashion.

2.2.1 Extracting entities

We define an entity mention as a sequence of nouns.
Because quite entity mentions consist of two or more
nouns (e.g., “Roadside station” and “Franz Kafka”),
we adapt a simple statistical method (Mikolov et al.,
2013) to recognize noun phrases. Equation 1 com-
putes the score of a noun bigram w;w;,

score(w;, w;) = cor(w;, wj) * dis(w;, wj), (1)
w;,Wi)—0
cor(w;, w;) = log ff(sz}zwg)’ 2)
f(wiwj)

min{f(w;),f(w;)}
(ws,wj)+1 min{f(wz'),f(wj)J}-H' 3)

dis(w;, wy) = 7

Here, f(w;) denotes the frequency of the noun wj,
and f(w;,w;) does the frequency of the noun bi-
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gram w;w;. The parameter ¢ is a constant value to
remove infrequent noun sequences. Consequently,
cor(w;, w;) represents the degree of the connection
between w; and w;. However, cor(w;, w;) becomes
undesirably large if either f(w;) or f(w;) is small.
We introduce the function dis(w;, w;) to ‘discount’
such sequences.

We form noun phrases whose scores are greater
than a threshold. In order to obtain noun phrases
longer than two words, we run the procedure four
times, decreasing the threshold value'. In this way,
we can find, for example, “Franz Kafka” as an en-
tity in the first run and “Franz Kafka works” in the
second run. After identifying a set of noun phrases,
we count the frequency of the noun phrases in the
corpus, and extract noun phrases occurring no less
than 1,000 times as a set of entities.

2.2.2 Extracting entity pairs

After determining a set of entities, we discover en-
tity pairs that may have semantic relationships in or-
der to locate relational patterns. In this study, we
extract a pair of entities if the entities co-occur in
more than 5,000 sentences. We denote the set of en-
tity pairs extracted by this procedure E.

2.2.3 Extracting patterns

As arelational pattern, this study employs the short-
est path between two entities in a dependency tree,
following the previous work (Wu and Weld, 2010;
Mausam et al., 2012; Akbik et al., 2012). Here, we
introduce a restriction that a relational pattern must
include a predicate in order to reject semantically-

'The threshold values are 10 (first time), 5 (second time),
and O (third and fourth times).
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dobj rep_in

nsubj det

Kafka wrote The Metamorphosis in Germany.
entity
nsubj  dobj

nsubj  prep_in dobj prep_in

X wrote Y X wrote Y X wrote Y

Figure 2: Example of parsed sentence and extracting pat-
terns

ambiguous patterns such as “X of Y”. Addition-
ally, we convert an entity into a variable (i.e., X
or Y). Consider the sentence shown in Figure 2 as
an example. An arrow between words expresses
a dependency relationship. This sentence contains
three entities: “Kafka”, “The Metamorphosis” and
“German”. Therefore, we obtain three patterns, “X
<—n8u@ wrote M Y”, “X <—nSUb] wrote 2 v
« dobj prep_in 2 .
and “X <— wrote —— Y”’*. Counting the fre-
quency of a pattern, we extract one appearing no less
than 1,500 times in the corpus. We denote the set of
relation patterns P hereafter.

2.3 Building pattern vectors

We define a vector of a relational pattern as the dis-
tribution of entity pairs co-occurring with the pat-
tern. Processing the whole collection of the corpus,
we extract mentions of triples (p,e),p € P,e € E.
For example, we obtain a triple,

nsubj dobj
p= X 7 wrote =2 Y,

(“Franz Kafka”, “The Metamorphosis”),

e =

from the sentence “Franz Kafka wrote The Meta-
morphosis.” The meaning of the pattern p is rep-
resented by the distribution of the entity pairs co-
occurring with the pattern.

In this study, we compare two statistical measures
of co-occurrence: the raw frequency (FREQ) and
PMI (PmI). In FREQ setting, a relational pattern p
is represented by a vector whose elements present
the frequency of co-occurrences f(p, €) of every en-

’In the experiments, we use a collection of Japanese Web
pages. However, we explain the procedure with an English sen-
tence because the procedure for extracting patterns is universal
to other languages.
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tity pair e € E. PMI refines the strength of co-
occurrences with this equation,

f(pse)
_ M :
PMI(p, e) = log S P00 Scnf ) x dis(p, e).
M M
4)

Here, f(p,e) presents the frequency of co-
occurrences between a pattern p and an entity pair
e; and M = EZ‘D Zf f(i,7). The discount factor
dis(p, e) is defined similarly to Equation 3. In PMI
setting, we set zero to the value for an entity pair e
if PMI(p,e) < 0.

2.4 Dimensionality reduction for pattern
vectors

The vector space defined in Section 2.3 is extremely
high dimensional and sparse, encoding all entity
pairs as separate dimensions. The space may be
too sparse to represent the semantic meaning of re-
lational patterns; for example, entity pairs (“Franz
Kafka”, “the Metamorphosis”) and (“Kafka”, “the
Metamorphosis”) present two different dimension
even though “Franz Kafka” and “Kafka” refer to the
same person. In addition, we need an associative ar-
ray to compute the similarity of two sparse vectors.

In order to map the sparse and high dimensional
space into a dense and compact space, we use Prin-
cipal Component Analysis (PCA). In essence, PCA
is a statistical procedure that finds principal compo-
nents and scores of a matrix. PCA is closely related
to Singular Value Decomposition (SVD), which fac-
tors an m X n matrix A with,

A =UXV! (3)

Here, U is an m x m orthogonal matrix, V is an
n X n orthogonal matrix and X is an m X n diago-
nal matrix storing singular values. Each column of
V corresponds to a principal component, and each
column of U3 corresponds to a score of a principal
component of A.

However, a full SVD requires heavy computa-
tions while we only need principal components cor-
responding to the top 7 singular values of A. This
hinders the scalability of the system, which obtains
a huge co-occurrence matrix between patterns and
entity pairs. We solve this issue by using the ran-
domized algorithm proposed by Halko et al. (2011).
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Algorithm 1 Space saving for each pattern
Input: N: counter size for each pattern
Input: D: a set of triples (p, )
Output: c, .: counter for each pattern p
1: for all (p,e) € D do

2: if T}, does not exist then
3: T+ 0

4: end if

5 if e € T}, then

6: Cpe < Cpe+1

7: else if |7},| < N then

8: Ty, + T U{e}

9: Cpe 1
10: else
11: 14 argminiETpcp,i
12: Cpe & Cpi +1
13: Ty < T U{e}\ {i}
14: end if
15: end for

The goal of this algorithm is to find an r X n matrix
B storing the compressed information of the rows of
A. We first draw an n x r Gaussian random matrix
€. Next, we derive the m x r matrix Y = AQ. We
next construct an m X r matrix Q whose columns
form an orthonormal basis for the range of Y. Here,
QQ'A = A is satisfied. Finally, we obtain the ma-
trix B = Q'A, in which Q! compresses the rows of
A.

We compute principal component scores for r di-
mensions by applying SVD to B. The computation
is easy because r < m. In this study, we used
redsvd?, an implementation of Halko et al. (2011).
We represents the meaning of a pattern with the
scores of r principle components.

2.5 Improving the scalability to large data

As described previously, it may be difficult and inef-
ficient to count the exact numbers of co-occurrences
from a large amount of data. In this study, we ex-
plore two approaches: approximate counting (Sec-
tion 2.5.1) and distributed representations of words
(Section 2.5.2).

2.5.1 Approximate counting

We may probably not need exact counts of co-
occurrences for representing pattern vectors because
a small amount of elements in a pattern vector

*https://code.google.com/p/redsvd/wiki/
English
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greatly influence the similarity computation. In
other words, it may be enough to find top-k entity
pairs with larger counts of co-occurrences for each
pattern, and to ignore other entity pairs with smaller
counts. The task of finding top-k frequent items has
been studied extensively as approximate counting
algorithms.

We employ Space Saving (Metwally et al., 2005),
which is the most efficient algorithm to obtain top-k
frequent items. Algorithm 1 outlines the Space Sav-
ing algorithm adapted for counting frequencies of
co-occurrences. The space saving algorithm main-
tains at most N counters of co-occurrences for each
pattern p.

For each triple (p, e), where p and e present a pat-
tern and an entity pair, respectively, the algorithm
checks if the co-occurrence count for the triple (p, e)
is available or not. If it is available (Line 5), we in-
crement the counter as usual (Line 6). If it is unavail-
able but the number of counters kept for the pattern
is less than N (Line 7), we initialize the counter with
one (Lines 8 and 9). If the count is unavailable and
if the pattern has already maintained /N counters, the
algorithm removes a counter ¢, ; with the least value,
and creates a new counter for the entity pair e with
the approximated count ¢, ; + 1 (Lines 11-13).

This algorithm has the nice property that the error
of the frequency count of a frequent triple is within a
range specified by the number of counters N. In ad-
dition, Metwally et al. (2005) describes a data struc-
ture for finding the least frequent triple efficiently
in Line 11. We can obtain the frequency counts of
the top-k frequent triples if we set the number of
counters /N much larger than k. In this way, we can
find the frequency count of the top-k frequent triple
f(p, e) approximately, and assume frequency counts
of other triples zero.

2.5.2 Building pattern vectors from word
vectors

A number of NLP researchers explored approaches
to representing the meaning of a word with fixed-
length vectors (Bengio et al., 2003; Mikolov et al.,
2013). In particular, word2vec*, an implementation
of Mikolov et al. (2013), received much attention in
the NLP community.

*nttps://code.google.com/p/word2vec/
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Switching our attention to the pattern feature vec-
tor, our goal is to express the semantic meaning of a
relational pattern with a distribution of entity pairs.
Here, we explore the use of low-dimensional word
vectors learned by word2vec from the large corpus:
the meaning of a pattern is represented by the distri-
bution of entity vectors. Thus, we obtain the vector
representation of a relational pattern p,

p=>_ f(p.e) {” . (©)

ecE

Here, v, denotes the vector for an entity eq in the
entity pair e, and v, does the vector for another en-
tity e in the pair e.

3 Experiments

3.1 Data

For our experimental corpus, we collected 15 bil-
lion Japanese sentences by crawling web pages. To
remove noise such as spam and non-Japanese sen-
tences, we apply a filter that checks the length of a
sentence, determines whether the sentence contains
a specific character in Japanese (hiragana), and then
checks the number of symbols. As a result of fil-
tering, we obtained 6.3 billion sentences. We then
parsed these sentences using Cabocha’, a Japanese
dependency parser. For preprocessing, we extracted
1 million entities, 1.1 million entity pairs, and 0.7
million patterns. Finally, we extracted about 1.5 bil-
lion triples from the corpus.

We then manually checked some of the pattern
pairs extracted from Wikipedia that were also con-
tained within the 6.3 billion sentence corpus. Specif-
ically, we first extracted frequent patterns from some
domains in Wikipedia for obtaining the patterns rep-
resenting a specific relation. We selected patterns re-
ferring to an illness, an author, and an architecture as
target domains. Next, we gathered patterns sharing
many entity pairs because these patterns may rep-
resent the same relation. We obtained 527 patterns
and 4,531 pattern pairs. Four annotators classified
these pairs into the same relation or not. We then
randomly sampled 90 pairs and found an average of
0.63 for the Cohen’s kappa value for two annotators.
We annotated the 4,531 pairs by two or more anno-
tators. Therefore, if two or more annotators labeled

‘https://code.google.com/p/cabocha/
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a pair with the same relation, we regarded the pair as
the same relation. Finally, we acquired 720 pairs ex-
pressing the same relation. We applied each method
to 4,531 pairs and we identified patterns with higher
than threshold. We investigated whether the pair is
included in the same relation pairs.

3.2 Experimental settings

We evaluated the quality of pattern vectors build by
the proposed approaches on the similarity calcula-
tion. Concretely, we investigated the impact on ac-
curacy and computation time. For the evaluation, we
computed the cosine similarity based on the feature
vectors obtained by each method. We compared the
following methods.
Exact counting (baseline): We counted the co-
occurrence frequency between an entity pair and a
pattern in triples using a machine with 256GB of
memory (EXACT-FREQ). In addition, we calcu-
lated PMI defined in equation 4 based on the co-
occurrence frequency (EXACT-PMI).
Exact counting + PCA: Using PCA, we converted
EXACT-FREQ and EXACT-PMI into the fixed di-
mensional vector EXACT-FREQ+PCA and EXACT-
PMI+PCA. We determined the number of dimen-
sions as 1,024 based on compa.risons6 between 256,
512, 1,024, and 2,048.
Approximate counting: We counted the co-
occurrence frequency using approximate counting
explained in Section 2.5.1 (APPROX-FREQ). The
counter size N was 10,240 and we used the top
5,120 frequent entity pairs as a feature. Moreover,
we obtained PMI based on the result of approximate
counting (APPROX-PMI).
Approximate counting + PCA: Using PCA, we
converted APPROX-FREQ and APPROX-PMI into
the fixed dimensional vector APPROX-FREQ+PCA
and APPROX-PMI+PCA. Similar to Exact counting
+ PCA, we selected the dimension of feature vectors
as 1,024.
Exact counting + word2vec: We obtained pat-
tern feature vectors using the result of word2vec
(EXACT-FREQ+WORD2VEC). Moreover, instead
of calculating the feature vector by co-occurrence
frequency, we weight the entity vector with PMI
The result of 1,024 dimensional vector is close to the one

of 2,048. We selected 1,024 since the smaller the number of
feature dimensions are, the faster we calculate similarity.
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Figure 3: Precision and recall of each method

(EXACT-PMI+WORD2VEC). We trained word2vec
using all entities, verbs, and adverbs in the corpus
on four AMD Opteron 6174 processors (12-core,
2.2GHz). It took about 130 hours to train word2vec
(the number of threads was 42 and window size was
5). Similar to PCA, we selected the dimension of
each word vector as 512: namely, the dimension of
pattern vectors was 1,024 because of concatenating.

3.3 Evaluating accuracy of each method

Figure 3 shows the precision and recall of each
method. We illustrated this graph by changing the
threshold value. We focus attention on the difference
between exact counting and approximate count-
ing. These results of EXACT-FREQ and APPROX-
FREQ were about the same. On the other hand,
APPROX-PMI outperformed EXACT-PMI in most
areas. These results demonstrated that approximate
counting is enough to compute co-occurrence fre-
quency between a pattern and an entity pair. The
results also suggest that approximate counting pos-
sibly improves the performance.

Comparing the results with PCA and without
PCA, the figure shows that PCA does not always
improve the performance. However, APPROX-
PMI+PCA achieved the best performance in most
areas. For computation time, we verify that PCA is
important in this aspect.

In contrast, feature vectors based on word2vec
worsened the performance against not only approxi-
mate counting but also exact counting. Although we
expected that the vector formed by word2vec was
appropriate for representing the meaning of a pat-
tern, EXACT-FREQ+WORD2VEC was worse than all
the other methods in Figure 3. We suspect that this
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Method \ 10k \ 100k \ all (664k) \
ExAcT-PMI 55m | 121hr 8,499hr
APPROX-PMI 38m | 110hr | 7,441hr
APPROX-PMI+PCA 4m 7hr 785hr

Table 1: Similarity calculation time of each method with
one thread

result was caused by separating entity pairs into en-
tities in feature generation. Concretely, for obtaining
pattern feature vectors using word2vec, we concate-
nate the sum of vectors assigned to one side of entity
pairs and the ones assigned to the other side. There-
fore, there is a possibility that we obtain pattern pairs
with a high similarity when both of the patterns con-
tain one of the same entity types. In other words, we
need to encode not entities separately but maintain-
ing entity pair as a pattern feature vector.

From Figure 3, approximate counting is effective
for the similarity calculation. In addition, PCA is
useful for representing the meaning of a pattern in
the compact space.

3.4 Evaluating computation time

Table 1 demonstrates the similarity calculation
time of EXACT-PMI, APPROX-PMI and APPROX-
PMI+PCA for processing 10k patterns, 100k pat-
terns, and 664k patterns (the maximum). We ex-
ecuted a program written in C++ on four AMD
Opteron 6174 processors (12-core, 2.2GHz) with
256GB of the memory. We measured the calculation
time using a single thread. Note that, we split the
calculation targets and predicted computation time
based on the result of division and split number, be-
cause much time is required to complete the calcu-
lation for 100k and 664k patterns. For 100k pat-
terns, we split the calculation targets into 48 groups.
For 664k pattern, we split the calculation targets into
4,096 groups.

APPROX-PMI executed quicker than EXACT-
PMI because APPROX-PMI decreased the num-
ber of non-zero features for each pattern. Nev-
ertheless, APPROX-PMI took a large amount of
time for the similarity calculation. On the other
hand, the computation time of APPROX-PMI+PCA
was much smaller than that of EXACT-PMI and
APPROX-PMI. As a result, it is necessary to reduce
the amount of dimensions because APPROX-PMI
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would take 7,441 hours (about a year) to calculate
all pattern similarity with one thread. We conclude
that it is necessary to prepare low dimensional fea-
ture vectors using dimension reduction or word vec-
tors for completing similarity calculation in a realis-
tic time.

4 Related work

Unsupervised relation extraction poses three major
challenges: extraction of relation instances, repre-
senting the meaning of relational patterns, and ef-
ficient similarity computation. A great number of
studies proposed methods for extracting relation in-
stances (Wu and Weld, 2010; Fader et al., 2011;
Fader et al., 2011; Akbik et al., 2012). We do not
describe the detail of these studies, which are out of
the scope of this paper.

Previous studies explored various approaches to
represent the meaning of relational patterns (Lin and
Pantel, 2001; Yao et al., 2012; Mikolov et al., 2013).
Lin and Pantel (2001) used co-occurrence statistics
of PMI between an entity and a relational pattern.
Even though the goal of their research is not on re-
lation extraction but on paraphrase (inference rule)
discovery, the work had a great impact to the re-
search on unsupervised relation extraction. Yao et
al. (2012) modeled sentence themes and document
themes by using LDA, and represented the mean-
ing of a pattern with the themes together with the
co-occurrence statistics between patterns and enti-
ties. Recently, methods inspired by neural language
modeling received much attentions for representa-
tion learning (Bengio et al., 2003; Mikolov et al.,
2010; Mikolov et al., 2013). In this study, we com-
pared the raw frequency counts, PMI, and word em-
beddings (Mikolov et al., 2013).

In order to achieve efficient similarity computa-
tion, some researchers used entity types, for exam-
ple, “Franz Kafka” as a co-referent of writer (Min
et al.,, 2012; Nakashole et al., 2012). Min et
al. (2012) obtained entity types by clustering enti-
ties in a corpus. When computing the similarity val-
ues of patterns, they restricted target pattern pairs
to the ones sharing the same entity types. In this
way, they reduced the number of similarity compu-
tations. Nakashole et al. (2012) also reduced the
number of similarity computations by using entity

103

types obtained from existing knowledge bases such
as Yago (Suchanek et al., 2007) and Freebase (Bol-
lacker et al., 2008). However, it is not so straightfor-
ward to determine the semantic type of an entity in
advance because the semantic type may depends on
the context. For example, “Woody Allen” stands for
an actor, a movie director, or a writer depending on
the context. Therefore, we think it is also important
to reduce the computation time for pattern similar-
ities by simplifying the semantic representation of
relational patterns.

The closest work to ours is probably Goyal et
al. (2012). Their paper proposes to use algorithms
of count-min sketch (approximate counting) and ap-
proximate nearest neighbor search for NLP tasks.
They applied these techniques for obtaining feature
vectors, reducing the dimension of the vector space,
and searching similar items to a query. Even though
they demonstrated the efficiency of the algorithms,
they did not demonstrate the effectiveness of the ap-
proach in a specific NLP task.

5 Conclusion

In this paper, we presented several approaches to
unsupervised relation extraction on a large amount
of data. In order to handle large data, we ex-
plored three approaches: dimension reduction, ap-
proximate counting, and vector representations of
words. The experimental results showed that ap-
proximate frequency counting and dimension reduc-
tion not only speeds up similarity computation but
also improved the quality of pattern vectors.

The use of vector representation of words did not
show an improvement. This is probably because
we need to learn a vector representation specialized
for patterns that encode the distributions of entity
pairs. A future direction of this research is to es-
tablish a method to learn the representations of pat-
terns jointly with the representations of words. Fur-
thermore, it would be interesting to incorporate the
meaning of constituent words of a pattern into the
representation.
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Abstract

The high-dimensionality of lexical features in
parsing can be memory consuming and cause
over-fitting problems. We propose a general
framework to replace all lexical feature tem-
plates by low-dimensional features induced
from word embeddings. Applied to a near
state-of-the-art dependency parser (Huang et
al., 2012), our method improves the baseline,
performs better than using cluster bit string
features, and outperforms a recent neural net-
work based parser. A further analysis shows
that our framework has the effect hypothe-
sized by Andreas and Klein (2014), namely (i)
connecting unseen words to known ones, and
(ii) encouraging common behaviors among in-
vocabulary words.

1 Introduction

Lexical features are powerful machine learning in-
gredients for many NLP tasks, but the very high-
dimensional feature space brought by these features
can be memory consuming and cause over-fitting
problems. Is it possible to use low-dimensional
word embeddings to reduce the high-dimensionality
of lexical features? In this paper, we propose a gen-
eral framework for this purpose. As a proof of con-
cept, we apply the framework to dependency pars-
ing, since this is a task where lexical features are
essential.

Our approach is illustrated in Figure 1. Con-
sider a transition-based dependency parser (Yamada
and Matsumoto, 2003; Nivre et al., 2006; Zhang
and Clark, 2008; Huang and Sagae, 2010; Zhang
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Weights:
Templates: e .
SW oW .
Lexicon: ... saw look ... Lexicon: ... you me ... W(“mew)
SWepy = (o1 0.)  goW,, =(..1 0..) WlsWia00)
. : = Scores
SWior = (.0 1..)  gqW,,, =(..0 1..)
Wigowy,,)
. WigoW,,..)
Replace lexical feature templates :
by embedding features L B
Features: W(sge")
st [ e ae :
5085w =(06,...,02) o€, =(05,...,08) W(sge?) | _ Scores
50€lor = 04, ...,03)  qy€,. =(07,...,09) W(geh)
Wi(gged)

Figure 1: Each lexical feature template is replaced by a
small number of embedding features.

and Nivre, 2011), in which the words on top of the
stack and the queue (denoted by sow and gow, re-
spectively) are typically used as features to calcu-
late scores of transitions. When sgw is used as a
feature template, the features in this template (e.g.
SoWsaw and sgwj,er) can be viewed as one-hot vec-
tors of a dimension of the lexicon size (Figure 1).
Corresponding to sgw, a weight is assigned to each
word (e.g. W (soWsayw) and W (sgwer)) for calcu-
lating a transition score. Instead, we propose to
utilize a d-dimensional word embedding, and re-
place the feature template sqw by d features, namely
Speét, - - -, Soeq. Given the vector representation of a
word (e.g., esaw = (0.6,...,0.2)), we replace the
lexical feature (e.g. SoWsqy) by a linear combination
of the d features (e.g., spesqy := 0.6s0e1 + ... +
0.2speq). Then, instead of the weights in a num-
ber of lexicon size assigned to sgw, now we use d
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weights (i.e., W (spe1), ..., W(soeq)) to calculate
a transition score. In this work, we reduce feature
space dimensionality by replacing all lexical fea-
tures, including combined features such as sgwqgw,
by the word embedding features.

In experiments, we applied the framework to
a near state-of-the-art dependency parser (Huang
et al., 2012), evaluated different vector operations
for replacing combined lexical features, and ex-
plored different word embeddings trained from un-
labeled or automatically labeled corpora. We ex-
pect word embeddings to augment parsing accuracy,
by the mechanism hypothesized in Andreas and
Klein (2014), namely (i) to connect unseen words
to known ones, and (ii) to encourage common be-
haviors among in-vocabulary words. In contrast to
the negative results reported in Andreas and Klein
(2014), we find that our framework indeed has these
effects, and significantly improves the baseline. As
a comparison, our method performs better than the
technique of replacing words by cluster bit strings
(Koo et al., 2008; Bansal et al., 2014), and the results
outperform a neural network based parser (Chen and
Manning, 2014).

2 Related Work

A lot of recent work has been done on training
word vectors (Mnih and Hinton, 2009; Mikolov et
al., 2013; Lebret and Collobert, 2014; Pennington
et al., 2014), and utilizing word vectors in various
NLP tasks (Turian et al., 2010; Andreas and Klein,
2014; Bansal et al., 2014). The common approach
(Turian et al., 2010; Koo et al., 2008; Bansal et al.,
2014) is to use vector representations in new fea-
tures, added to (near) state-of-the-art systems, and
make improvement. As a result, the feature space
gets even larger. We instead propose to reduce lex-
ical features by word embeddings. To our own sur-
prise, though the feature space gets much smaller,
the resulted system performs better.

Another stream of research is to use word embed-
dings in whole neural network architectures (Col-
lobert et al., 2011; Socher et al., 2013; Chen and
Manning, 2014; Weiss et al., 2015; Dyer et al.,
2015; Watanabe and Sumita, 2015). Though this is a
promising direction and has brought breakthroughs
in the field, the question is left open on what exactly
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‘sa’WH HyounithHher‘
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Figure 2: An internal state of a dependency parser.

has contributed to the power of neural based ap-
proaches. In this work, we conjecture that the power
may partly come from the low-dimensionality of
word embeddings, and this advantage can be trans-
ferred to traditional feature based systems. Our ex-
periments support this conjecture, and we expect the
proposed method to help more mature, proven-to-
work existing systems.

Machine learning techniques have been proposed
for reducing model size and imposing feature spar-
sity (Suzuki et al., 2011; Yogatama and Smith,
2014). Compared to these methods, our approach
is simple, without extra twists of objective functions
or learning algorithms. More importantly, by using
word embeddings to reduce lexical features, we ex-
plicitly exploit the inherited syntactic and semantic
similarities between words.

Another technique to reduce features is dimen-
sion reduction by matrix or tensor factorization (Ar-
gyriou et al., 2007; Lei et al., 2014), but typically
applied to supervised learning. In contrast, we use
word embeddings trained from unlabeled or auto-
matically labeled corpora, bringing the aspects of
semi-supervised learning or self-training.

3 Formalization

In this section, we formalize the framework of re-
ducing lexical features. We take transition-based
parsing as an example, but the framework can be ap-
plied to other systems using lexical features.

3.1 Transition-based Parsing

In typical transition-based parsing, input words are
put into a queue and partially built parse trees are
cached in a stack (Figure 2). At each step, a shift-
reduce action is selected, which consumes words
from the queue and/or build new structures in the
stack. For the set of actions, we adopt the arc-
standard system (Yamada and Matsumoto, 2003;
Nivre, 2008; Huang and Sagae, 2010), in which the
actions are:
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1. Shift, which pops the top of the queue and
pushes it to the stack;

2. Reduce-Left, which replaces the top two
trees in the stack by their consolidated tree, left
as child;

3. Reduce-Right, which replaces the top two
trees in the stack by their consolidated tree,
right as child.

Following Huang et al. (2012), we use the max-
violation perceptron for global learning and beam-
search for decoding.

In order to select the appropriate action, a set of
features are used for calculating transition scores of
each action. The features are typically extracted
from internal states of the queue and the stack. For
example, if we denote the elements in the stack by
S0, 81, - - . from the top, and elements in the queue
by qo, q1, ... from the front; then, the words such
as sow and qow, the POS-tags such as spt, and the
combined word and POS-tags such as sqwt are used
as features. Other features include the POS-tag sg;t
(where sg; denotes the leftmost child of sg, and s,
denotes the rightmost child of sg), and the combined
feature sqwqow, etc.

If the corresponding words and POS-tags are
specified in a concrete state, we use subscripts of
w and t to denote the concrete feature. For ex-
ample, from the state illustrated in Figure 2, we
can extract features such as soWyaw, q0Wyou> SOtVBD,
50WsawBVBD» S0rtPRP, and S0WsawqoWyou, €IC.

For the purpose of this work, we mainly focus on
the words (e.g., Wyaw, Wyou) in the above features.
Other parts, including positions such as sg and qg,
and POS-tags such as typp, are regarded as formal
symbols.

3.2 Reducing Lexical Features

Formally, we define lexial features as the features
comprising one or more words, possibly in combina-
tion with other symbols. We propose to replace lex-
ical features as follows, and leaving other features
(e.g. sptvep) unchanged in the system.

Lexical Feature of One Word Let sw be a one
word lexical feature, where w is the word and s
is an arbitrary symbol. Let e = (v;)1<i<q be a
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d-dimensional vector representation of the word w,
where v; is the i-th entry. Then, we replace sw by

se, a linear combination of seq, ..., sey:
d
se = g v; - (s€;).
i=1

For example, assume that the word “saw’ has a vec-
tor representation eg,, = (0.6,...,0.2). Then, the
feature sgwsg, 1s replaced by

So€saw = 0.6spe1 + ...+ 0.2spey.

In the above, sgeq, ..., speq are introduced to re-
place the feature template sgw. Note that, instead of
using a different feature sgw,, for each different word
x, now we only have d features, sgeq,...,So€d,
commonly used by all words, across the feature tem-
plate sgw.

As another example, in the case of features com-
bining a word and its POS tag, such as sgtvepWsaw,
we treat sotypp as a formal symbol and replace the
feature as the following:

SotvBDCsaw 1= 0.6SQtVBD€1 +...4+ 0-250tVBD€d~

Lexical Feature of Two or More Words For lex-
ical features of two or more words, such as sgwggw,
we replace the words by a combination of the two or
more corresponding word vectors. More precisely,
for a two-word lexical feature swiwo, assume that
the vectors e; = (uj)1<i<q and ez = (v;)1<i<q rep-
resent wi and wo, respectively. Then, we propose the
following operations! to replace swiwo:

e OUTER PRODUCT (®):

d d
sle1 ®en) ==Y > wiv; - (seié;),

i=1 j=1

For example, if ey, = (0.6,...,0.2) and eyy, =
(0.5,...,0.8), then SowawqoWyou is replaced by:

5040 (€saw @ eyou) = (0.6 x 0.5)spqoe1€1 + ...
+ (0.6 X 0.8)80(]0615,1 + ...
+ (0.2 x 0.8)s0g0€4€4-

Here, €1, ..., €4 are copies of ey, .. ., eq4.

!Operations for more than three word vectors are similar.
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e SUM (+):

d

s(e1 +eg) == Z(ul +v;) - (se;).

=1

Following the previous example, soWsawqoWyou 18
replaced by:

5090 (€saw + ey()u) := (0.6 + 0.5)spq0e1 + - - -
+ (0.2 + 0.8)80Q0€d.

o CONCATENATION (6B):
d d
s(e1 @ eg) == ZUZ - (se;) + Zvj - (s€5).
i=1 j=1

Following the example, replace soWyaqoWyou by

5090 (€saw D €you) := 0.6s0qoe1 + . .. +0.250q0€q
+ 0.5s50q0€1 + . .. + 0.8s0q0€4-

Theoretically, OUTER PRODUCT is the natural
operation, because if sow, and gow, are regarded
as high-dimensional one-hot vectors (Figure 1), the
feature combination sgw,qow, corresponds to the
outer product of sow,, and gow, (i.e., sow.qow, fires
when sgw,, and qow, fire). Empirically, we find that
OUTER indeed performs the best among the three
operations; however, the outer product also intro-
duces d? embedding features, many more than the
d features in SUM or 2d features in CONCATENA-
TION. We also find that SUM performs better than
CONCATENATION, being both effective and low-
dimensional (Section 4.1).

4 Experiments

We reimplemented the parser of Huang et al. (2012)
and replaced all lexical feature templates by em-
bedding features, according to our framework. We
set beam size to 8, and report unlabeled attachment
scores (UAS) on the standard Penn Treebank (PTB)
split, using the data attached to Huang et al. (2012)’s
system?. POS-tags are assigned by Stanford Tag-
ger’. To highlight the effect of word embeddings on
unseen words, we also report UAS on 148 sentences
in the Dev. set which contain words in vocabulary
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Dev Test Unseen
Huang et al. (2012) 91.93 91.68 89.01
Different Operations, using STATE embedding:

OUTER 92.57* 92.20" 90.27*
Sum 92.25* 91.85 90.10*
CONCATENATION 92.18 91.86 89.96
Different Embeddings, using OUTER operation:
PLAIN 92.33* 91.78 90.08"
TREE 92.37* 92.09* 89.82
STATE 92.57* 92.20" 90.27*
Cluster Bit String:

PLAIN 91.71 91.20 89.18
TREE 90.38 90.07 88.00
STATE 91.31 90.96 89.04
Bansal et al. (2014) 92.06 91.75 90.13

Neural Network (Chen and Manning, 2014):

Random 86.37 86.19 81.06
PLAIN 90.68 90.48 87.02
TREE 91.06 90.82 87.38
STATE 91.03 90.57 87.88

Table 1: Parsing Results (UAS). Numbers marked by as-
terisk (*) are statistically significant (p < 0.05), com-
pared to the baseline (Huang et al., 2012) under a paired
bootstrap test.

of the embeddings but unseen in PTB training data
(Unseen).

We built 300 dimensional word embeddings from
6 months articles in New York Times Corpus*
(01/2007-06/2007, 1.5M sentences), for words of
frequencies greater than 50. Word vectors are ob-
tained from singular value decomposition (SVD) of
the PPMI matrices (Levy and Goldberg, 2014b), for
co-occurrence matrices of target words with various
types of contexts (Levy and Goldberg, 2014a), to be
specified later. We choose SVD for training word
vectors because it is fast; and recent research sug-
gests that SVD can perform as well as other embed-
ding methods (Levy et al., 2015).

We investigated the following types of contexts
for training word vectors: PLAIN, which uses words
within a window of 3 to each side of the target word
as contexts; TREE, which uses words within 3 steps
of the target in the dependency trees, obtained from
applying Huang et al. (2012)’s parser to the cor-
pus; and STATE, which records the internal states of

*http://acl.cs.qc.edu/ Thuang/
3http://nlp.stanford.edu/software/corenlp.shtml
*https://catalog.1dc.upenn.edu/LDC2008T19
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Figure 3: We plot X by the weight of the feature sgw,,
and Y by the weight of sge,, for z of high (Left) and
middle (Right) frequency words.

Huang et al. (2012)’s parser, and uses words at posi-
tions {s1, S2, 53, 501> S0r» S11» S1r» G0 41, g2} S CON-
texts for a target sg. These positions are where pars-
ing features are extracted from. We expect TREE
and STATE to encode more syntactic related infor-
mation.

4.1 Parsing Results

The parsing results are shown in Table 1. We find
that, the OUTER operation used for combined fea-
tures and the STATE contexts for training word vec-
tors perform the best for transition-based parsing,
but other settings also improve the baseline (Huang
et al., 2012), especially for sentences containing un-
seen words. We conducted paired bootstrap test to
compare our proposed method with the baseline, and
find out that most improvements are statistically sig-
nificant.

We also compared with the method of replacing
words in lexical features by cluster bit strings (Koo
et al., 2008; Bansal et al., 2014). We use bit strings
constructed from hierarchical clusters induced from
the previous word embeddings; as well as the the bit
strings constructed in Bansal et al. (2014)°. Lengths
of the bit strings are set to 4, 6, 8, 12, 16, and 20. It
turns out that the performance gains are not as sig-
nificant as our proposed method.

For reference, we report results by a neural net-
work based parser (Chen and Manning, 2014), since
our method shares a similar motivation with Chen
and Manning’s work, i.e. to use low-dimensional
dense features instead of high-dimensional sparse
features in parsing, aiming to obtain better gener-
alization. For initializing word embeddings in the
neural network, we tried 300 dimensional random

>http://ttic.uchicago.edu/"mbansal/
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0 02 0.4 06 0.8 1 0 02 0.4 06 0.8 1

Figure 4: We plot X by cosine similarities between
words, and Y by cosine similarities of weights, learned
for lexical features (Upper) and embedding features
(Lower). Words are of high (Left) and middle (Right)
frequencies.

vectors and the PLAIN, TREE, STATE vectors as de-
scribed previously. We find that pre-trained word
embeddings can improve performance, with TREE
and STATE slightly better than PLAIN, suggesting
that TREE and STATE may contain more informa-
tion useful to parsing. However, the STATE vector is
not as powerful as used with Huang et al. (2012)’s
parser, suggesting that for a given baseline, it may
be more helpful to train word vectors from contexts
specific to that baseline. Chen and Manning’s parser
generally performs worse than Huang et al. (2012)’s
baseline, suggesting that we cannot immediately ob-
tain a better parser by switching to neural networks;
other factors, such as global optimization and care-
fully selected features may still have merits, which
makes our method useful for improving existing ma-
ture parsers.

4.2 Analysis

Is our modified parser really a feature reduction
of the baseline system, i.e. is the parsing model
trained for embedding features actually correlated
to the baseline parsing model using lexical fea-
tures? In Figure 3, we plot weights learned for
the feature sgw, as X, and weights for sge, as
Y, where = ranges over high or middle frequency
words. The weight for spe, is calculated by taking
inner product of the vector spe, and the weight vec-
tor (W (soe1),...,W(speq)). As the direction of
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(a) Using Lexical Features (Red is wrong)

root

.., it is of course conceivable that
(b) Using Embedding Features (Green is correct)
root
it is of course conceivable that

R}

“While it is possible that the Big Green initiative will be ruled unconsti-
tutional, it is of course conceivable that in modern California it could

slide through.”

Figure 5: Improved parsing results with unseen (bold)
words.

the regression lines show, weights learned for spe,
are positively correlated to weights learned for sow.
It suggests that the parsing model trained for em-
bedding features is indeed correlated to the parsing
model of the baseline, which implies that the base-
line parser and our modified parser would have sim-
ilar behaviors. This may explain the significance
results reported in Table 1: though our improve-
ments against the baseline is fairly moderate, they
are still statistically significant because our modi-
fied parser behaves similarly as the baseline parser,
but would correct the mistakes made by the base-
line while preserving most originally correct labels.
Such improvements are easier to achieve statistical
significance (Berg-Kirkpatrick et al., 2012), and are
arguably indicating better generalization.

So how does our modified parser improve from
the baseline? In Figure 4, we plot cosine similar-
ities between word vectors as X, and cosine simi-
larities between weight vectors of all one-word lex-
ical features as Y, compared to the similarities of
weights of the corresponding embedding features.
The plots show that, for similar words, the learned
weights for the corresponding lexical features are
only slightly similar; but after the lexical features are
reduced to low-dimensional embedding features, the
learned weights for the corresponding features are
more strongly correlated. In other words, weights
for embedding features encourage similar behaviors
between similar words, due to a much lower di-
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(a) Using Lexical Features (Red is wrong)

N

o
.., one of the fastest and most sensitive monochrome films .

(b) Using Embedding Features (Green is correct)

N

o
.., one of the fastest and most sensitive monochrome films .

“The Rochester, N.Y., photographic giant recently began marketing T-

Max 3200, one of the fastest and most sensitive monochrome films.”

Figure 6: Improved parsing results on parallel structure
of adjectives.

mensionality. This property may have two favor-
able effects on parsing, as hypothesized in Andreas
and Klein (2014): (i) to connect unseen words to
known ones, and (ii) to encourage common behav-
iors among in-vocabulary words.

The effects on unseen words have been observed
in the Unseen column in Table 1, and we present a
concrete example in Figure 5. In this example, “con-
ceivable” is unseen in the training data, thus cannot
be recognized by the baseline parser; however, its
word vector is similar to “subjective” and “undeni-
ably”, whose behaviors are learned and generalized
to “conceivable”, by our modified parser using em-
bedding features.

To illustrate the effects on in-vocabulary words,
we take a specific parallel structure of adjectives.
More precisely, we consider an internal state of the
parser such that: s;t and sot have POS-tags JJ,
JJS or JJR; and syt has a POS-tag CC or Comma.
Then, in 98.8% instances of such a state in the train-
ing data, the golden label action is Reduce-Left,
suggesting a strong tendency of the state to become
a parallel structure of adjectives, such as “black
and white”. However, when we parse New York
Times data using the baseline parser, the proportion
of Reduce-Left action when facing the state de-
creases to 96.7%, suggesting that this tendency is
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Figure 7: UAS on Dev. set, of models trained on less data.

not fully generalized as a rule for parallel structure
of adjectives. This is not astonishing, because POS-
tags and surface forms of lexical features are diverse
in the training data. However, when we use our mod-
ified parser, the proportion of Reduce-Left ac-
tion turns out to be 99.4%, significantly higher than
using the baseline parser according to a permutation
test. It suggests that our modified parser generalizes
and strengthens the rule of parallel structure, by en-
forcing similar behaviors among similar adjectives.
A concrete example of improvement is presented in
Figure 6.

In Figure 7, we vary the size of training data and
plot UAS of the obtained parsing models. As the
figure shows, our modified parser using embedding
features constantly outperforms the baseline. How-
ever, the performance of both settings decrease as
the training data size decreases, suggesting that there
may not be much syntactic information encoded in
the word embeddings, even though the word embed-
dings are trained on internal states of the baseline
parser, which is trained on full training data. We
believe this graph indicates that, word embeddings
can help parsing, but not because they encode ex-
tra syntactic information; rather, it is because word
embeddings bring better generalization.

5 Conclusion

We have proposed a framework for reducing lexi-
cal features by word embeddings, and applied the
framework to transition-based dependency parsing.
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A near state-of-the-art parser is improved, even
though the features are reduced. This work is still
preliminary, as we have only tested on one parser;
however, our results are promising and our analysis
suggests that the proposed method may indeed bring
better generalization. We believe our framework can
help more systems to reduce lexical features and al-
leviate the risk of overfitting, thanks to its generality.
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Abstract

In this work, we present a novel way of using
neural network for graph-based dependency
parsing, which fits the neural network into a
simple probabilistic model and can be further-
more generalized to high-order parsing. In-
stead of the sparse features used in traditional
methods, we utilize distributed dense feature
representations for neural network, which give
better feature representations. The proposed
parsers are evaluated on English and Chinese
Penn Treebanks. Compared to existing work,
our parsers give competitive performance with
much more efficient inference.

1 Introduction

There have been two classes of typical approaches
for dependency parsing: transition-based parsing
and graph-based parsing. The former parses sen-
tences by making a series of shift-reduce decisions
(Yamada and Matsumoto, 2003; Nivre, 2003), while
the latter searches for a tree through graph algo-
rithms by decomposing trees into factors. This paper
will focus on graph-based methods, which are based
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on dynamic programming strategies (Eisner, 1996;
McDonald et al., 2005; McDonald and Pereira,
2006). In this recent decade, extensions have been
made to use high-order factors (Carreras, 2007; Koo
and Collins, 2010) in graph models and the high-
est one considers fourth-order (Ma and Zhao, 2012).
However, all those methods usually use sparse indi-
cator features as inputs and linear models to get the
scores for later inference process. They are easy to
suffer from the problem of sparsity, and linear mod-
els can be insufficient to effectively integrate all the
sparse features in spite of various rich context that
can be potentially exploited.

Distributed representations and neural network
provide a way to alleviate such a drawback (Bengio
et al., 2003; Collobert et al., 2011). Instead of high-
dimensional sparse indicator feature vectors, dis-
tributed representations use low-dimensional dense
vectors (also known as embeddings) to represent the
features, and then they are usually used in a neu-
ral network. For example, in the traditional meth-
ods, a word is usually expressed by a one-hot vector;
while distributed representations use a dense vector.
By appropriate representation learning (usually by
back-propagations in neural network), these embed-
dings can replace traditional sparse features and per-
form quite well together with neural network.

In recent years, using distributed representations
and neural network has gradually gained popularity
in natural language processing (NLP) since the pio-
neer work of (Bengio et al., 2003). Several neural
network language models have reported exciting re-
sults for the tasks of machine translation and speech
recognition (Schwenk, 2007; Mikolov et al., 2010;
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Wang et al., 2013; Wang et al., 2014; Wang et al.,
2015). Many other tasks of NLP have also been re-
considered using neural network, the SENNA sys-
tem' (Collobert et al., 2011) solved the tasks of part-
of-speech (POS) tagging, chunking, named entity
recognition and semantic role labeling.

In this work, we utilize neural network for first-
order, second-order and third-order graph-based de-
pendency parsing, with the help of the existing
graph-based parsing algorithms. For high-order
parsing, it is performed after the first-order parser
prunes unlikely parts of the parsing tree. We use
neural network to learn dense representations for
word, POS and distance information, and predict
how likely the dependency relationships are for a
sub-tree factor in the dependency tree. For unlabeled
projective dependency parsing, we have put a free
distribution of our implementation on the Internet”.

The remainder of the paper is organized as fol-
lows: Section 2 discusses related work, Section 3
gives the background for graph-based dependency
parsing, Section 4 describes our neural network
model and how we utilize it with graph-based pars-
ing and Section 5 presents our experiments, results
and some discussions. We summarize this paper in
Section 6.

2 Related Work

There has been a few of attempts to parse with
neural network. For dependency parsing, (Chen
and Manning, 2014) uses neural network for greedy
transition-based dependency parsing. We explore
graph-based methods in this work, which might be
difficultly utilized with neural network. (Le and
Zuidema, 2014) implements a generative depen-
dency model with a recursive neural network, but
the model is used for re-ranking which needs k-best
candidates.

For constituency parsing, (Collobert, 2011) uses
a convolutional neural network and solves the prob-
lem with a hierarchical tagging process. (Socher
et al.,, 2010) and (Socher et al., 2013) use recur-
sive neural network to model phrase-based parse
trees, but their methods might be unlikely general-
ized to dependency parsing because a dependency

"http://ronan.collobert.com/senna/
>https://github.com/zzsfornlp/nngdparser
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l_ll =l |

<ROOT> He eats the cake on the table .

Figure 1: An example dependency tree.

parse tree has no non-terminal nodes while con-
stituency parse trees are derived from the phrases
structure.

Semi-supervised methods usually incorporate
word representations as the embeddings for words in
the projection layer in neural network; they usually
make use of lots of unlabeled data to find the pat-
terns in natural languages. If we utilize pre-trained
word vectors (see in Section 5.1), our models can be
regarded as semi-supervised to some extent. (Koo
et al., 2008) uses Brown clustering algorithm to ob-
tain word representations, but then transforms them
into sparse features as additional features and again
uses the traditional methods; while in neural net-
work models including this work, the embeddings
directly replace sparse features for inputs.

3 Graph-based Dependency Parsing
3.1 Background of Dependency Parsing

Syntax information is important for many other
tasks (Zhang and Zhao, 2013; Chen et al., 2015).
As a classic syntactic problem, dependency pars-
ing aims to predict a dependency tree, which di-
rectly represents head-modifier relationships be-
tween words in a sentence. Figure 1 shows a de-
pendency tree, in which all the links connect head-
modifier pairs. By enforcing that all the nodes
must have one and only one parent and the result-
ing graphs should be acyclic and connected, we can
get a directed dependency tree for a sentence (we
usually add a dummy node (root) for the sentence
as the highest level node).

Labels or dependency category can also be de-
fined for the links in the dependency tree, however,
this work will focus on unlabeled dependency pars-
ing, because once the parsing tree has been built, la-
beling can be very effectively performed. Most de-
pendency trees for most treebanks follow a useful
constrain that is called projectiveness, i.e., no cross
links exist in the tree. In treebanks for major lan-
guages such as English, nearly all sentences are pro-
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Figure 2: The decompositions of factors.

jective. Therefore this work also considers projec-
tive dependency parsing only.

3.2 Graph-based Methods and their
Decompositions

In graph-based methods, dependency trees are de-
composed into specific factors that do not influence
with each other. Each factor, usually represented by
a sub-tree, is given a score individually based on its
features. The score for a whole dependency tree T°
is the summation of the scores of all the factors:

Scoregree(T) = Z

pE factors(T)

Scorefactor (p)

According to the sub-tree size of the factors, we
can define the order of the graph model, some of
the decomposition methods are shown in Figure 2.
As the simplest case, the first-order model just con-
siders sub-tree factor of single edge and its score
is obtained by adding all the scores of the edges.
For second-order models, another node is added into
the factor, which can be either sibling or grandpar-
ent. For third-order models, the simplest form is
the grand-sibling decomposition, which adds both
sibling and grandparent nodes. Existing work also
applied various decompositions, such as third-order
tri-sibling (Koo and Collins, 2010) which considers
two siblings of the modifier and fourth-order grand-
tri-sibling (Ma and Zhao, 2012) which adds a grand-
parent node on tri-siblings.

For the sake of simplicity and the convenient use
of neural network, we only consider four models dis-
cussed above (the sub-tree patterns of their factors
are also shown in Figure 2). The notations for the
four models are defined as follows:

e 01, first-order model
e 02sib, second-order model with sibling nodes
e 02g, second-order model with grandparent nodes

e 03g, third-order model with both sibling and grand-
parent nodes
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3.3 Parsing Algorithms

Graph-based methods usually need to use dynamic
programming based parsing algorithms, which make
use of the scores of sub-trees for larger sub-trees
in a bottom-up way. These algorithms solve the
inference problem, that is, how to get an optimal
tree given the scores for the parts. Our proposed
parsers also take these algorithms as backbones and
use them for inference.

In the traditional methods, scores are usually ob-
tained directly from a linear model. In the learn-
ing phase, parameter estimation methods for struc-
tured linear models may adopt averaged perceptron
(Collins, 2002; Collins and Roark, 2004) and max-
margin methods (Taskar et al., 2004).

Still using all the existing parsing algorithms, this
work focuses on improving scoring for the factors.
In detail, our work uses neural network to deter-
mine the scores. Nevertheless the traditional meth-
ods might be difficultly extended to neural network
because of the non-linearity. Therefore, we do not
directly obtain scores from neural network. Instead
we utilize a probabilistic model and obtain scores
by some transformations, and then use these exist-
ing parsing algorithms for inference.

4 Neural Network Parsers

4.1 The Probabilistic Model

For graph-based dependency parsing, it is not
straightforward to extend the linear models to the
more powerful nonlinear neural network, because
we need to figure out the scores for the factors of
the tree, which are not specified in the original tree-
bank. That is, we only know which factors are in the
correct parsing tree, but there are no natural ways to
indicate how they are scored; the only intuition is to
give high scores to the right factors and low scores
to the wrong ones.

In this work, a simple probabilistic model is
adopted for the neural network parsers. It is one of
Eisner’s models (Eisner, 1996). Precisely, Eisner’s
model A is chosen and slightly modified for scor-
ing. The model describes bi-gram lexical affinities,
and it gives each possible link an affinity probability.
The final probability of drawing a parsing tree for a
sentence is the product of all the affinity probabili-
ties. The original model also considers probabilities
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of words and tags and its formula is given as follows:

Pr(words, tags, links)

the head-modifier pair, which is the factor for first-
order parsing. Naturally, we can define probabilities
for high-order factors. The probability of a parse

= Pr(words, tags)-Pr(links present or not|words, tagsyree 18 the product of all its factors (either existing

~ Pr(words, tags)- H Pr(Lpm|tword(h), tword(m))

1<h,m<n
Unlike the original model, we determine only the

probability for the parsing tree (the existence of the
links):

Pr(T|S) = 11
0<h<length(S)
0<m<length(S)

Pr(Lpy|context(h, m))

Here Lj,, is a binary variable with Bernoulli distri-
bution which means whether node & is the head of
node m and context(h, m) means the context of the
two nodes which includes words, POS tags and dis-
tance.

When looking for the best tree, we simply find
the tree with highest probability (we use logarithmic
form for more convenient computations). Consider-
ing the single-headed constrain for dependency tree
construction, if we assign 1 to Ly,,, which makes H
the parent of m, we must assign O to all other Ly,
h means all the nodes that are not equal to H. The
logarithmic probability can be rewritten as follows:

log(Pr(T|S)) = >

0<m<length(S)

+ Y log(Pr(Lim = o)))

0<h<length(S)
h#H,h#m

(tog(Pr(Lm = 1))

Here H represents the real parent node of node m.
The formula is in the form of summation of the fac-
tor scores, which are defined as:

Score(H,m) = log(Pr(Lgy = 1))
+ > log(Pr(Lnm =0))
0<h<length(S)
h#H,h#m

After defining the score of each dependency fac-
tor, we can apply the scores to the existing parsing
algorithms (Eisner, 1996; McDonald et al., 2005).

4.2 High-Order Parsing

We now generalize the model to high-order parsing.
In the first-order model, we define probabilities for
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ones or wrong ones), the probability for one factor is
again a binary value which means whether the factor
exists in the dependency tree.

Using single-headed constraint again, for all the
factors with the same node as the children, only one
can exist in a legal parsing tree. The similar trans-
formations can be performed and then again we will
take the transformed scores as inputs to the corre-
sponding parsing algorithms.

We describe the high-order extension by taking
the 02g model as an example and other models can
be handled in a similar way. We will use the simi-
lar notations: L, is the binary variable that indi-
cates the factor with node g as grandparent, node h
as head and node m as modifier exists in the parse
tree. We continuously use H as the parent of m and
G as its grandparent so that L., is 1 (representing
an existing factor) in the parser tree. The logarithmic
probability can be given by the following equation:

log(Pr(T|S)) = Z Pr(Lgpm|context(g, h,m))

g,h,m

0<m<length(S)
+ > 1og(Pr(Lym =0)))
hA G
h#m,g#m

(log (P?“(LGHm = 1))

4.3 Neural Network Model

Now we adopt feed-forward neural network to learn
and compute the probability for a factor. The inputs
for the network are features for a factor such as word
forms, POS tags and distance, and the output will be
the probability that the factor exists in the parse tree.
Figure 3 shows the structure of our neural network
for the 02g model, the networks for other models
will be similar.

For the architecture of the neural network, as
usual, the first layer is the projection layer or the em-
bedding layer, which performs the concatenation for
the embeddings. All features are treated equally and
mapped to embeddings of the same dimension. So,
the embedding or projection matrix £ € R¥* in-
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Hidden layer 2
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Figure 3: The structure of neural network for 02g model for an example input factor “cake — on — table”. Here we

only demonstrate the case of a three-word window.

cludes the embeddings for features, where d is the
dimension for the embedding, IV is total number of
possible features.

For the rest of the network, it can be viewed as
a fully-connected feed-forward neural network with
two hidden layers and a probabilistic output layer
(we use a two-way softmax output unit to compute
the probability). For the hidden layers, we use hy-
perbolic tangent as activation function.

The training objective is to maximize the log-
arithmic probability of parse trees with an L2-
regularization term to avoid over-fitting, which
equals to minimizing the cross-entropy loss with L2-
regularization:

L(0) = = Y log(Pr(T18)) + 5 - 6]
S

Here 6 means parameters of the neural network and
A is the hyper-parameter for weight decay. We ini-
tialize all the weights with random values and use
mini-batch stochastic gradient descent for training.

4.4 Feature Sets

We utilize three kinds of features:

e Word forms (inside a specified sized window)
e POS tags (for each word)

e Distance (to the node’s parent in the factor)

Using embeddings and neural network, we only
need to provide unigram features, which will be
mapped to embeddings in the neural network. The
connections between features will be exploited by
the non-linear computations of the neural network.
Those three kinds of features are treated in the
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Features for the head node:
Wh—1, Why Wht1; th—1, thy thy1s dgn
Features for the modifier node:

Wm—1, Wmy, Wm415 tm—l» tmy tm-&-l; dh,m
Features for the grandparent node:

Wg—1, Wy, Wg41, tgfl: tg: thrl

Table 1: Features for the 02g model (with three-word
windows). w: words, ¢t: POS tags, d: distance. +1 and -1
means neighboring indexes.

same way as strings in the vocabulary, and special
prefix strings are added to POS and distance fea-
tures to differ them from word features (“POS_" and
“_distance_” respectively).

Again, take the situation for 02g model as an ex-
ample, there are three nodes in a factor: g for grand-
parent, h for head and m for modifier. We show
the features in Table 1 when considering three-word
window, there will be three word forms and three
tags for each node, i and m both have one distance
feature while g does not have one because its parent
is unknown at this time. In fact, larger-sized context
can be included and a seven-word window is actu-
ally considered for later experiments.

4.5 Integrating Lower-order Models for
Higher-order Parsing

Following standard practice for high-order models
(McDonald and Pereira, 2006; Carreras, 2007; Koo
and Collins, 2010), we integrate the lower-order
scores into the higher order parsing for better perfor-
mance. For 02sib and 02g models in this work, we
integrate the scores computed from the first-order
model into second order factors. And for 03g model,



PACLIC 29

two lower-order scores are integrated. Specifically,
the score for the factor (g, h, s, m) will include the
lower-order scores of ol and 02sib in addition to
the third-order score 03gScore(g, h, s, m) from 03g
model. The integration of the scores can be shown
by the following equation:

Score(g,h,s,m) = olScore(h,m)
02sibScore(h, s,m)

+
+ 03gScore(g, h,s,m)

More importantly, we may let the first-order
model to serve as an edge-filter for high-order pars-
ing. This type of pruning has been used by many
graph-based models (Koo and Collins, 2010; Rush
and Petrov, 2012) to avoid too expensive operations
in high-order parsing. For our model, we utilize
our own first-order neural network model which will
produce the probabilities for all the edges in the
graph. We simply set a pruning threshold so that
all edges whose probabilities are under the thresh-
old will be discarded for high-order parsing.

4.6 Efficient Neural Network Computation

This subsection introduces two techniques to speed
up neural network computation.

Efficient computation strategies have been ex-
plored extensively for neural network language
models (Morin and Bengio, 2005; Mnih and Hinton,
2008; Vaswani et al., 2013). These models consider
speeding up the output softmax layer which contains
thousands of neurons. However, it is not the case for
our neural network as the output layer of our net-
work only has two neurons. Main computation cost
in our network is from the first hidden layer, which
needs matrix multiplications and the hyperbolic tan-
gent activation calculations for the hidden neurons.

Similar to some previous work (Devlin et al.,
2014; Chen and Manning, 2014), we apply the pre-
calculation strategy to speed up the most concerned
computation. This can be implemented as calculat-
ing a lookup table for the first hidden layer (val-
ues before computing activation function), which
can replace the operations of the looking-up for em-
bedding layer and the matrix multiplication for sec-
ond layer (first hidden layer after). With the pre-
calculation table, we only need to look up the corre-
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#Number of sentences

Corpus | Train Dev Test
PTB 39832 1700 2416
CTB 16091 803 1910

#Number of tokens

Corpus | Train Dev Test
PTB | 950348 40121 56702
CTB | 437990 20454 50315

Table 2: Statistics for the data sets for dependency pars-
ing.

sponding matrix multiplication results for each posi-
tion’s input and add them together to get the values
for the first hidden layer.

Another technique is to pre-calculate a hyperbolic
tangent table, which will replace the computation for
the activation function with a table looking-up pro-
cess.

5 Experiments and Discussions

The proposed parsers are evaluated on English
Penn Treebank (PTB3.0) and Chinese Penn Tree-
bank(CTB7.0). For all the results, we report unla-
beled attachment scores (UAS) excluding punctua-
tions® as in previous work (Koo and Collins, 2010;
Zhang and Clark, 2008). In Table 2, we show statis-
tics of both treebanks.

For English, we follow the splitting conventions,
using sections 2-21 for training, 22 for developing
and 23 for test. We patch the Treebank using Vadas’
NP bracketing4 (Vadas and Curran, 2007) and use
the LTH Converter’ (Johansson and Nugues, 2007)
to get the dependency treebank. We use Stanford
POS tagger (Toutanova et al., 2003) to get predicted
POS tags for development and test sets, and the ac-
curacies for their tags are 97.2% and 97.4%, respec-
tively.

For Chinese, we follow the convention described
in (Zhang and Clark, 2008). The dependencies are
converted with Penn2Malt tool®. As in previous
work, we use gold segmentation and POS tags.

For both treebanks, all the graph-based parsers

3Punctuations are the tokens whose gold POS tag is one of
{7, .} for PTB and PU for CTB.
*http://sydney.edu.au/engineering/it/~dvadas1
Shttp://nlp.cs.Ith.se/software/treebank_converter
Shttp://stp.lingfil.uu.se/ nivre/research/Penn2Malt.html
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Initialize Source UAS
random - 91.79
SENNA’ Collobert et al. (2011) | 91.75
GloVe? Pennington et al. (2014) | 91.73
word2vec’ | Mikolov et al. (2013) | 91.81

Table 3: Accuracies for different initializations, with
first-order models on dev set.

run on the same machine with Intel Xeon 3.47GHz
CPU using single core.

5.1 Different Embedding Initializations

We initialize the embedding matrix (only the parts
for the embeddings of words) with some trained
word embeddings or word vectors as shown in Table
3. Compared to the random initialization method,
using pre-trained embeddings does not bring too sig-
nificant improvements. We contribute this mostly to
already large enough training set. In fact, the num-
ber of the training samples fed to the network is over
20 million. Another possible reason is that the em-
bedding initialization only works for word form fea-
tures and other features such as POS tags and dis-
tance will have to be initialized with random val-
ues. Those two types of initializations existing in
the same space may cause possible inconsistence.
Based on the above empirical results and compari-
son, we will only use random initialization for our
parsers.

5.2 Pruning

For high-order models, their full training can be
computationally expensive or even impossible, so
we must prune unlikely dependencies as we stated
before in Section 4.5. We use a simple strategy by
setting a fixed probability threshold and the results
of different thresholds are shown in Table 4. In this
table, the notations are defined as the following:

o W, = %edges wrongly pruned in training set

Wy = %edges wrongly pruned in dev set

e #inst = number of instances for one iteration
e Time = time for one iteration

e Acc. = UAS on dev set

With a large threshold, we might prune some cor-
rect dependencies, but if the threshold is set smaller,
more incorrect dependencies will remain and the
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Threshold || Wy Wy | #inst(M) Time(min.Acc.
0.01 || 0.47 1.41]| 315 29 92.41
0.001 || 0.13 0.58| 764 65 92.47
0.0001 || 0.02 0.13| 2591 220 92.43

Table 4: Effects of pruning methods with different thresh-
olds (on English dev set with the 02sib model).

training will be more expensive. Even though those
wrongly pruned dependencies are allowed, their
scores are also too low to influence the inference.
A threshold of 0.001 is finally chosen for other ex-
periments in this work.

5.3 Main Results

As for detailed neural network setting, we use em-
beddings of 50 dimensions, and the size of the two
hidden layers are 200 and 40, respectively. We ini-
tialize the learning rate as 0.1. After each iteration,
the parser is tested on the development set and if the
accuracy decreases, the learning rate will be halved.
We train the models for 10 iterations and select the
ones that perform best on the development set.

For the inputs, we consider a seven-word win-
dow. Notice that only with distributed represen-
tations, can we incorporate such very-long-context
features. We ignore the words that occur less than 3
times in the training treebank and use a default token
to represent unknown words.

Our evaluations will follow the setting in (Chen
and Manning, 2014), which reported results of the
transition-based neural network parser. For graph-
based parsers, in order to get exact comparisons be-
tween traditional methods and neural network meth-
ods, we run the traditional graph-based parsers un-
der the same executing environment as our parsers.
In detail, MSTParser!? for o1 and 02sib models and
MaxParser!! (Ma and Zhao, 2012) for 02g and 03g
models are respectively used for comparison. Notice
that in recent years, there have been plenty of graph-
based parsers which utilize various techniques and
obtain state-of-art results (Rush and Petrov, 2012;
Zhang and McDonald, 2012), however, they will not
be included in the comparisons for the reason that
we only concern about basic graph-based parsing al-

http://sourceforge.net/projects/mstparser/
http://sourceforge.net/projects/maxparser/, this is a C++
implementation for several high-order graph-based parsers
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Parser UAS | Root | CM | Speed
ol-nn 91.77 | 96.61 | 35.89 | 150
02sib-nn 92.35 | 96.40 | 39.86 | 109
02g-nn 92.18 | 96.85 | 38.45 89
03g-nn 92.52 | 96.81 | 41.10 38
ol-Mst 91.31 | 95.12 | 36.67 18
02sib-Mst | 91.99 | 95.90 | 39.74 14
02g-Mazx | 92.12 | 96.03 | 40.11 2
03g-Mazx | 92.60 | 96.31 | 42.63 0.3
transition | 92.0 - - 1013

Table 5: Results on PTB, the English treebank.

Parser UAS | Root | CM | Speed
ol-nn 83.59 | 76.86 | 26.60 | 112
02sib-nn 86.00 | 77.59 | 31.94 70
02g-nn 84.13 | 77.75 | 27.59 49
03g-nn 86.01 | 78.06 | 31.88 11
ol-Mst 83.31 | 71.57 | 27.49 9
02sib-M st | 85.34 | 75.60 | 32.98 8
02g-Mazx 84.96 | 76.32 | 31.94 1
03g-Mazx 86.41 | 78.22 | 34.82 0.1
transition | 83.9 - - 936

Table 6: Results on CTB, the Chinese treebank.

gorithms.

We report three accuracy metrics, UAS, Root
(percentage of the root words correctly identified),
CM (complete rate, percentage of sentences for
which the whole tree is correct) and Speed (num-
ber of sentences per second). For Chinese, the UAS
and CM both consider root words.

Tables 5 and 6 show the results for PTB and CTB.
As for name suffix in the tables, nn means our neu-
ral network graph-based parsers, M st means Mst-
Parser, M ax means MaxParser, transition means

the transition-based neural network parser (Chen
and Manning, 2014).

From the results, we can see that our parsers can
get similar or even better results compared to the
traditional graph-based models of the correspond-
ing orders. In addition, our speed is faster (notice
that even our 03g parser is faster than the tradi-
tional first-order graph-based parser). Compared to
the transition-based neural network parser, although
our parsers are not that fast (transition-based parsers
usually have O(n) time complexity), they give better
performance in accuracies.
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5.4 Discussions

We find that integrating lower-order models into
high-order parsing leads to better results. Although
the high-order factors already include the lower-
order parts, it might be hard for the neural network
to decide whether the whole factor is correct. Dur-
ing training, we specify a factor as a positive sample
only if all the dependencies in it are correct because
we only do a binary classification. This might be the
limitation for our high-order model and might ex-
plain the reason why some of our high-order parsers
do not surpass traditional ones in accuracy, we might
need more appropriate object functions to improve
its learning.

Compared to the features of traditional methods,
the only information beyond the proposed feature set
is the words that fall out of the windows between
the nodes in the factor (previously called in-between
features) because so far we only use fixed-size inputs
for the feed-forward neural network. Extra opera-
tions for embedding vectors (like adding embedding
vectors) and other forms of neural networks (such
as convolutional neural network which can consider
the context of a whole sentence) might be explored
in the future.

6 Conclusions

In this paper, we show a way to use neural network
for graph-based dependency parsing and the method
is also suitable for high-order parsing. We show
that using distributed representations for neural net-
work to replace traditional sparse features in tradi-
tional graph models can be suitable for dependency
parsing, even though only using a feed-forward net-
work. From the evaluation results and comparison
with existing models, we show that the proposed
parsers get good results with quite efficient infer-
ence even though graph-based models usually need
at least cubic-time for inference.

References

Yoshua Bengio, Réjean Ducharme, Pascal Vincent, and
Christian Janvin. 2003. A neural probabilistic lan-
guage model. Journal of Machine Learning Research
(JMLR), 3:1137-1155, March.

Xavier Carreras. 2007. Experiments with a higher-order
projective dependency parser. In Proceedings of the



PACLIC 29

CoNLL Shared Task Session of EMNLP-CoNLL 2007,
pages 957-961, Prague, Czech Republic, June. Asso-
ciation for Computational Linguistics.

Dangqi Chen and Christopher Manning. 2014. A fast and
accurate dependency parser using neural networks.
In Proceedings of the 2014 Conference on Empirical
Methods in Natural Language Processing (EMNLP),
pages 740-750, Doha, Qatar, October. Association for
Computational Linguistics.

Changge Chen, Peilu Wang, and Hai Zhao. 2015. Shal-
low discourse parsing using constituent parsing tree.
In Proceedings of the Nineteenth Conference on Com-
putational Natural Language Learning - Shared Task,
pages 37-41, Beijing, China, July. Association for
Computational Linguistics.

Michael Collins and Brian Roark. 2004. Incremental
parsing with the perceptron algorithm. In Proceedings
of the 42nd Meeting of the Association for Computa-
tional Linguistics (ACL’04), Main Volume, pages 111—
118, Barcelona, Spain, July.

Michael Collins. 2002. Discriminative training meth-
ods for hidden markov models: Theory and experi-
ments with perceptron algorithms. In Proceedings of
the 2002 Conference on Empirical Methods in Natu-
ral Language Processing, pages 1-8. Association for
Computational Linguistics, July.

Ronan Collobert, Jason Weston, Léon Bottou, Michael
Karlen, Koray Kavukcuoglu, and Pavel Kuksa. 2011.
Natural language processing (almost) from scratch.
Journal of Machine Learning Research (JMLR),
12:2493-2537, August.

Ronan Collobert. 2011. Deep learning for efficient dis-
criminative parsing. In AISTATS.

Jacob Devlin, Rabih Zbib, Zhongqgiang Huang, Thomas
Lamar, Richard Schwartz, and John Makhoul. 2014.
Fast and robust neural network joint models for sta-
tistical machine translation. In Proceedings of the
52nd Annual Meeting of the Association for Compu-
tational Linguistics (Volume 1: Long Papers), pages
1370-1380, Baltimore, Maryland, June. Association
for Computational Linguistics.

Jason M. Eisner. 1996. Three new probabilistic models
for dependency parsing: An exploration. In Proceed-
ings of the 16th International Conference on Compu-
tational Linguistics, pages 340-345, Copenhagen, Au-
gust.

Richard Johansson and Pierre Nugues. 2007. Extended
constituent-to-dependency conversion for english. In
Proceedings of NODALIDA 2007.

Terry Koo and Michael Collins. 2010. Efficient third-
order dependency parsers. In Proceedings of the 48th
Annual Meeting of the Association for Computational
Linguistics, pages 1-11, Uppsala, Sweden, July. Asso-
ciation for Computational Linguistics.

122

Terry Koo, Xavier Carreras, and Michael Collins. 2008.
Simple semi-supervised dependency parsing. In Pro-
ceedings of ACL-08: HLT, pages 595-603, Columbus,
Ohio, June. Association for Computational Linguis-
tics.

Phong Le and Willem Zuidema. 2014. The inside-
outside recursive neural network model for depen-
dency parsing. In Proceedings of the 2014 Conference
on Empirical Methods in Natural Language Process-
ing (EMNLP), pages 729-739, Doha, Qatar, October.
Association for Computational Linguistics.

Xuezhe Ma and Hai Zhao. 2012. Fourth-order depen-
dency parsing. In Proceedings of COLING 2012:
Posters, pages 785-796, Mumbai, India, December.
The COLING 2012 Organizing Committee.

Ryan McDonald and Fernando Pereira. 2006. On-
line learning of approximate dependency parsing al-
gorithms. In Proceedings of the 11th Conference of
the European Chapter of the ACL (EACL 2006), pages
81-88. Association for Computational Linguistics.

Ryan McDonald, Koby Crammer, and Fernando Pereira.
2005. Online large-margin training of dependency
parsers. In Proceedings of the 43rd Annual Meet-
ing of the Association for Computational Linguistics
(ACL’05), pages 91-98, Ann Arbor, Michigan, June.
Association for Computational Linguistics.

Tomas Mikolov, Martin Karafiat, Lukas Burget, Jan Cer-
nocky, and Sanjeev Khudanpur. 2010. Recurrent neu-
ral network based language model. In Proceedings of
INTERSPEECH-2010, pages 1045-1048.

Tomas Mikolov, Ilya Sutskever, Kai Chen, Greg S Cor-
rado, and Jeff Dean. 2013. Distributed representa-
tions of words and phrases and their compositionality.
In NIPS.

Andriy Mnih and Geoffrey Hinton. 2008. A scalable
hierarchical distributed language model. In NIPS.

Frederic Morin and Yoshua Bengio. 2005. Hierarchical
probabilistic neural network language model. In AIS-
TATSO05, pages 246-252.

Joakim Nivre. 2003. An efficient algorithm for pro-
jective dependency parsing. In Proceedings of the
8th International Workshop on Parsing Technologies
(IWPT), pages 149—-160, April.

Jeffrey Pennington, Richard Socher, and Christopher
Manning. 2014. Glove: Global vectors for word rep-
resentation. In Proceedings of the 2014 Conference
on Empirical Methods in Natural Language Process-
ing (EMNLP), pages 1532-1543, Doha, Qatar, Octo-
ber. Association for Computational Linguistics.

Alexander Rush and Slav Petrov. 2012. Vine pruning
for efficient multi-pass dependency parsing. In Pro-
ceedings of the 2012 Conference of the North Ameri-
can Chapter of the Association for Computational Lin-



PACLIC 29

guistics: Human Language Technologies, pages 498—
507, Montréal, Canada, June. Association for Compu-
tational Linguistics.

Holger Schwenk. 2007. Continuous space language
models. Computer Speech and Language, 21(3):492—
518.

Richard Socher, Christopher D. Manning, and Andrew Y.
Ng. 2010. Learning continuous phrase representa-
tions and syntactic parsing with recursive neural net-
works. In Proceedings of the NIPS-2010 Deep Learn-
ing and Unsupervised Feature Learning Workshop.

Richard Socher, John Bauer, Christopher D. Manning,
and Ng Andrew Y. 2013. Parsing with compositional
vector grammars. In Proceedings of the 51st Annual
Meeting of the Association for Computational Linguis-
tics (Volume 1: Long Papers), pages 455-465, Sofia,
Bulgaria, August. Association for Computational Lin-
guistics.

Ben Taskar, Dan Klein, Mike Collins, Daphne Koller, and
Christopher Manning. 2004. Max-margin parsing. In
Dekang Lin and Dekai Wu, editors, Proceedings of
EMNLP 2004, pages 1-8, Barcelona, Spain, July. As-
sociation for Computational Linguistics.

Kristina Toutanova, Dan Klein, Christopher D. Manning,
and Yoram Singer. 2003. Feature-rich part-of-speech
tagging with a cyclic dependency network. In PRO-
CEEDINGS OF HLT-NAACL, pages 252-259.

David Vadas and James Curran. 2007. Adding noun
phrase structure to the penn treebank. In Proceed-
ings of the 45th Annual Meeting of the Association
of Computational Linguistics, pages 240-247, Prague,
Czech Republic, June. Association for Computational
Linguistics.

Ashish Vaswani, Yinggong Zhao, Victoria Fossum, and
David Chiang. 2013. Decoding with large-scale neu-
ral language models improves translation. In Pro-
ceedings of EMNLP-2013, pages 1387-1392, Seattle,
Washington, USA, October. Association for Computa-
tional Linguistics.

Rui Wang, Masao Utiyama, Isao Goto, Eiichro Sumita,
Hai Zhao, and Bao-Liang Lu. 2013. Converting
continuous-space language models into n-gram lan-
guage models for statistical machine translation. In
Proceedings of the 2013 Conference on Empirical
Methods in Natural Language Processing, pages 845—
850, Seattle, Washington, USA, October. Association
for Computational Linguistics.

Rui Wang, Hai Zhao, Bao-Liang Lu, Masao Utiyama, and
Eiichiro Sumita. 2014. Neural network based bilin-
gual language model growing for statistical machine
translation. In Proceedings of the 2014 Conference
on Empirical Methods in Natural Language Process-
ing (EMNLP), pages 189-195, Doha, Qatar, October.
Association for Computational Linguistics.

123

Rui Wang, Hai Zhao, Bao-Liang Lu, Masao Utiyama, and
Eiichiro Sumita. 2015. Bilingual continuous-space
language model growing for statistical machine trans-
lation. [IEEE/ACM Transactions on Audio, Speech,
and Languange Processing, 23:1209-1220.

Hiroyasu Yamada and Yuji Matsumoto. 2003. Statisti-
cal dependency analysis with support vector machines.
In Proceedings of the 8th International Workshop on
Parsing Technologies (IWPT), pages 195-206, April.

Yue Zhang and Stephen Clark. 2008. A tale of two
parsers: Investigating and combining graph-based and
transition-based dependency parsing. In Proceedings
of the 2008 Conference on Empirical Methods in Nat-
ural Language Processing, pages 562-571, Honolulu,
Hawaii, October. Association for Computational Lin-
guistics.

Hao Zhang and Ryan McDonald. 2012. General-
ized higher-order dependency parsing with cube prun-
ing. In Proceedings of the 2012 Joint Conference
on Empirical Methods in Natural Language Process-
ing and Computational Natural Language Learning,
pages 320-331, Jeju Island, Korea, July. Association
for Computational Linguistics.

Jingyi Zhang and Hai Zhao. 2013. Improving func-
tion word alignment with frequency and syntactic in-
formation. In IJCAI-2013, pages 2211-2217, Beijing,
China, August.



PACLIC 29

A Dynamic Syntax Modelling of Postposing in Japanese Narratives

Tohru Seraku
Dept. of Japanese Interpretation and Translation
Hankuk University of Foreign Studies

seraku@hufs.ac.kr

Abstract

Japanese is prescriptively said to be verb-final,
but it exhibits postposing in colloquial register,
where an element is placed after a verb. Based
on narrative data, we show that the syntactic
type of postposed element is quite diverse and
that, contrary to the prevalent, opposing view,
Japanese postposing is not restricted to a matrix
clause. These issues are addressed in Dynamic
Syntax, with the outcome of developing some
formal aspects of the framework.

1 Introduction'

Japanese is prescriptively verb-final as in (1)a, but
elements may be placed after a verb in colloquial
register. In (1)b, sushi-o appears after tabe ‘eat.’

(1)a. Ken-ga sushi-o  tabe-ta-yo

K-NOM sushi-ACC ecat-PAST-FP
‘Ken ate sushi.’

b. Ken-ga A tabe-ta-yo, sushi-o
K-NoM eat-PAST-FP sushi-ACC

The postposed item sushi-o is underlined in (1)b,
and the gap is notated as A without any theoretical
implications. Finally, yo is a final particle (FP) that
appears in colloquial register.

Japanese postposing has been explored in formal
syntax (Takano 2014, Takita 2014) as well as in
dialogue/discourse studies (Nomura 2008, Ono
2006). Except for Fujii (1995: 169), grammatical
properties of Japanese postposing have not been
examined based on naturally-occurring materials.

! This work was supported by Hankuk University of Foreign
Studies Research Fund of 2015.
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We provide narrative data to set out an empirical
ground of a grammatical study of postposing:

o It seems postposing may occur at an embedded
level, contrary to the prevalent, opposing view.

o A wider variety of syntactic element may be
postposed than has been held in the literature.

These syntactic flexibilities pose a challenge for
grammar modelling, and we propose a solution in
Dynamic Syntax (DS) (Cann et al. 2005). DS has
been employed for postposing in several languages
(Section 4); still, no analysis has been developed
for Japanese presumably because it allows a wider
range of items to be postposed. The application to
Japanese advances formal aspects of the theory and
broadens empirical coverage.

2 Narrative Data

Several works have extracted postposing data from
spontaneous resources (Nomura 2008), but they
tend to avoid the syntactic facets of postposing. In
this section, we shed light on grammatical aspects
of the phenomenon based on narrative data.

Firstly, since Kuno (1978), it has been held that
Japanese postposing is restricted to a matrix level
(“root-phenomenon”). Whitman (2000: 465) offers
data suggesting otherwise. Our narrative data like
(2) may also suggest that Japanese postposing is
not a root-phenomenon, although it is possible that
(2) is a case of indirect speech.

(2)[vappari A wakatten-na kono-hito]-to
[as.expected  know-FP  this-person]-COMP
watashi-wa omou
I-Tor think
‘I think this person knows the thing.’

(adapted from {kirishima, p.74})

29th Pacific Asia Conference on Language, Information and Computation pages 124 - 182
Shanghai, China, October 30 - November 1, 2015
Copyright 2015 by Tohru Seraku
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The postposed element kono-hito ‘this person’ is a
subject of the embedded verb wakaru ‘know’ (<
wakatten). Together with Whitman’s (2000) data,
it is then assumed that Japanese postposing is not a
root-phenomenon.

Second, a range of syntactic elements may be at a
postposed position. Fujii (1995: 169) reports that in
spontaneous speech, a postposed element may be:
NPs (2), PPs (3), AdvPs (4), connectives (5), and
noun-modifiers (see (9)-(11) below).

(3) mainichi-noyouni A oaishitemasu-yo
everyday-like meet.POL-FP
vonjukkai-de
40" floor-at
‘We meet almost everyday at the 40™ floor.”

{mikeneko, p.119}

(4)tsumasaki-ga A itai sukoshi-dake
toe-NOM ach little-only
‘My toe is aching a little.” {kirishima, p.55}

(5)A ‘kekkoudesu’ jya-nai-ndatte dakara
‘ok’ COP-NEG-FP  as.l.said
‘As I said, it’s not ‘ok’.” {roll, p.71}

To this Fujii’s list we add: the Adv clause (6) and
the complement clause (7).

(6)A daijyoubu-desu [hitori-jya-nail-kara
all.right-cop [alone-COP-NEG]-because
‘It’s all right as I’m not alone.” {roll, p.101}

(7)tomodachi-kara A kii-ta-mon

friend-from hear-PAST-FP
Mei-to-Satsuki-wa mou ___kono-yo-ni
M-and-S-TOP already this-world-in
inai-nda-to

absent-FP-COMP
‘I heard Mei and Satsuki were not in this world
any longer.” (adapted from {kirishima, p.100})

Our narrative data also confirm the existence of
“multiple postposing” (Abe 1999).

B)A A A fuman-toka  aru-wake-nee-daro
complaint-like exist-reason-NEG-FP
vorinimoyotte ore-kara Nozomi-ni
of.all.things  I-from N-to
‘Of all things, it’s never the case that I have a
complaint for Nozomi.” {yuunou, p.172}
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In (8), the adverb yorinimoyotte ‘of all things,’ the
PP ore-kara ‘from me,” and the PP Nozomi-ni ‘to
Nozomi’ are postposed.

As for the postposing of a noun-modifier, Kuno
(1978) notes that it is a unique feature of Japanese
postposing. In (9)-(10), the relative clause and the
genitive are postposed, respectively (adapted from
Kuno (1978: 75)). In our data (11), the coordinated
adjectives are postposed.

(9) nanika A daikenkyuu-o nasatta-
something  great.resarch- ACC do.POL-
nodesu-ka [gaikoku-de nasarete-nai|
POL-Q [foreign.country-in done-NEG]
‘Have you done any great research which has
not been conducted in foreign countries?’

(10) kimi  A-imouto-to  kekkon-shitekurenaika
you sister-with marriage-do.please
boku-no
I-GEN
‘Can you please marry my sister?’

fueta
increased

(11) A futari-no-himitsu-ga
two.person-GEN-secret-NOM
sasavakana demo kanbina
tiny but sweet
‘We’ve had another tiny but sweet secret of
us.” (adapted from {Tokyo, p.69})

The issue of noun-modifiers, though it is a unique
property of Japanese postposing, has been largely
neglected except for a few works (Takano 2014).

In sum, Japanese postposing is flexible in that it
is not restricted to a root clause and that it allows a
wide array of syntactic items to be postposed.

3 Dynamic Syntax (DS)

DS models knowledge of language as a reflection
of language use (Cann et al. 2005, Kempson et al.
2001), with the two fundamental assumptions:

o Structure building proceeds as a string is parsed
word-by-word.?

2 Takano (2014: 150) claims that, when there are multiple
postposed items, a noun-modifier cannot co-occur with the
other types of syntactic element. This generalisation, however,
is challenged by a spontaneous example of Fujii (1995: 171).

3 See Purver et al. (2014) for the DS modelling of production.
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o A DS structure is semantic; a string is mapped
onto a semantic tree without any separate level
of syntactic representation.

3.1

The DS structure is semantic, represented in a tree-
format. For instance, (12) is mapped onto (13).

The Basic Formalism

(12) Ken-ga  hashi-tta
K-NOM run-PAST
‘Ken ran.’

(13) Parsing the string (12) (ignoring tense)
Fo(hashi'(Ken")), Ty(t), ¢

Fo(Ken"), Ty(e) Fo(hashi"), Ty(e—t)

Each non-terminal node is binary-branched, with
the left daughter being an argument node and the
right daughter being a functor node. Each node is
decorated with various types of statement.

o Fo(X): Fo is a “formula” predicate that takes a
content X as argument. Fo(Ken') declares that
the content denoted at this node is Ken'.

o I¥(X): Ty is a “type” predicate that takes a type
X as argument. Ty(e) declares that the content
denoted at this node is of type e.

The top node in (13) is also annotated with ¢ , a
pointer. This highlights a node under development.
More decorations on a node are illustrated if we
see a “partial” tree. For instance, if Ken-ga alone is
parsed in (12), the corresponding tree is (14).

(14) Parsing Ken-ga in (12)
7Ty(t), ©

Fo(Ken'), Ty(e)

The parse of Ken-ga creates a subject node. (The
term “subject” is used for presentation purposes.) ?
is used to form a requirement. For instance, ?7(t)
in (14) requires that 7y(t) will hold at this node.

Let us turn to the structure-building process. The
initial state of DS tree-update is (15).

(15) AXIOM (= the initial state)
2Ty(1), ©
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The initial state is progressively updated by two
types of action: “general” and “lexical” actions.

General actions are not lexically triggered and are
optional (as long as an execution condition holds).
LOCAL *ADJUNCTION posits a structurally-unfixed
node. In the left-hand tree of (16), the unfixed node
(shown by a dashed line) may be a subject node, an
object node, etc., at a later stage.

(16) LOCAL *ADJUNCTION =
?Ty(H)

Parsing Ken
?Ty(V)
7Ty(e), © Fo(Ken'), Ty(e), ©
Lexical actions are those encoded in each lexical
item. Ken encodes the action to decorate a ?7)(e)-
node with Fo(Ken') and Ty(e), as in the right-hand
tree (16). The nominative case marker ga encodes
the action to resolve an unfixed node as a subject
node, as in (14). (A solid line visually shows that a
structural uncertainty has been fixed.) As another
example of lexical action, the parse of hashi ‘run’
provides a predicate node with the Fo-statement
involving the content Aashi’ and the Ty-statement
involving the type e—t.

(17) Parsing Ken-ga hashi-tta (ignoring tense)
2Ty()

Fo(Ken"), Ty(e)  Fo(hashi"), Ty(e—t), ¢

What remains to be done in (17) is to conduct
functional application and type deduction. This is
formulated as the general action of ELIMINATION,
which engenders the final state (13).

The tree (13) is “well-formed” in the sense that
requirements like ?7y(t) are not in place any more.
A string is “grammatical” iff there exists a parse-
route that leads to a well-formed tree.

3.2 The LINK Machinery

The formalism is enriched with LINK, a formal
pairing of two distinct trees. Consider (18).

(18) [[Ken-ga tabe-ta] sushil-ga  oishii
[[K-NOM eat-PAST] sushi]-NOM tasty
‘Sushi which Ken ate is tasty.’

The parse of the relative clause Ken-ga tabe-ta
projects a propositional structure where an object
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node is decorated with a variable x (representing a
gap). This propositional tree is associated with an
emergent tree by being LINKed to a ?7y(e)-node.
(A LINK relation is expressed as a curved arrow.)

(19) Parsing Ken-ga tabe-ta

T
Fo(tabe'(x)(Ken')), Ty(t) ?2Ty(e), ©

The current node is decorated by the parse of the
head noun sushi in (18). This node will be part of
the propositional structure for the matrix clause.

4 The DS Account

The DS framework is used to model postposing in
several languages: English (Cann et al. 2004),
Greek (Chatzikyriakidis 2011, Gregoromichelaki
2013), and Mandarin (Wu 2005). These studies are
primarily concerned with NP postposing, but our
data confirm that a wider range of syntactic items
may be postposed in Japanese. In this section, we
propose a DS account of Japanese postposing by
advancing formal aspects of the framework. For
brevity, the analysis is based on artificial examples
which preserve the essence of the narrative data.

4.1 The Baseline

Let us start with the basic example (20), where the
postposed item is the NP sushi-o.

(20) Ken-ga A tabe-ta-yo, sushi-o
K-NOM eat-PAST-FP sushi-ACC
‘Ken ate sushi.’

The parse of the preceding clause Ken-ga tabe-ta-
yo gives rise to (21). (The gap is notated with x.)

(21) Parsing Ken-ga tabe-ta-yo
Fo(tabe'(x)(Ken')), Ty(t), ¢

Fo(Ken"), Ty(e)  Fo(tabe'(x)), Ty(e—t)

Fo(x), Ty(e) Fo(tabe'"), Ty(e—(e—t))

To parse the postposed element sushi-o, a ?Ty(e)-
node must be present. In the previous DS studies
on postposing (Cann et al. 2004, Chatzikyriakidis
2011, Gregoromichelaki 2013, Wu 2005), a LINK
relation is launched to introduce a ?7Ty(e)-node. A
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postposed element is then parsed at this LINKed
?Ty(e)-node. But this LINK-strategy cannot be
applied to the postposed item sushi-o in (20) as the
parse of a case marker at a LINKed node aborts a
tree-update. (The case marker -o may be dropped
(Tanaka & Kizu 2007), in which case the LINK-
strategy is available (Seraku & Ohtani fthc.).)

A ?Ty(e)-node can also be introduced by LOCAL
* ADJUNCTION (Section 3.1). This action, however,
cannot be run here because it is allowed to be run
only if a root node is decorated with ?7y(t) (Cann
et al. 2005). This restriction is indeed essential for
ensuring verb-finality of non-colloquial register of
Japanese. On the other hand, postposing is attested
colloquially. In order to solve this ambivalence, we
propose to extend the formalism with (22).

(22) Proposal: LOCAL *ADJUNCTION is subject to
the ?Ty(t)-restriction in usual register. But this
restriction is relaxed in colloquial register.

The intuitive idea behind is that some grammatical
rules are “not observed” in casual register, though
it may be prescriptively regarded as the “wrong use
of language.”

Once LOCAL *ADJUNCTION is allowed to fire at a
Ty(t)-node, it may induce an unfixed ?7y(e)-node
for the postposed item sushi.

(23) Parsing Ken-ga tabe-ta-yo, sushi
Fo(tabe'(x)(Ken")), Ty(t)

Fo(sush_l:'), Ty(e), ©

Fo(Ken'), Ty(e)  Fo(tabe'(x)), Ty(e—t)

Fo(x), Ty(e) Fo(tabe"), Ty(e—(e—t))

The unfixed node is resolved as an object node by
the parse of the accusative case marker o. Since the
two nodes collapse, the node description is updated,
with the variable being saturated as sushi'. After
ELIMINATION is run, the final state (24) emerges.

(24) ELIMINATION (twice)

Fo(tabe'(sushi’\(Ken")), Ty(t), ¢
Fo(Ken"), Ty(e)  Fo(tabe'(sushi")), Ty(e—t)

Fo(sushi"), Ty(e) Fo(tabe"), Ty(e—(e—t))
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The above analysis readily solves our first set of
the data on the syntactic flexibility of postposing.
That is, postposing may take place at an embedded
level. With the proposal (22), the general action of
LOCAL *ADJUNCTION can be run at any 7y(t)-node
of any subordinate structure.

Another advantage of the analysis is that it deals
with multiple postposing straightforwardly.

(25) A A tabe-ta-yo, Ken-ga sushi-o
eat-PAST-FP K-NOM sushi-ACC
‘Ken ate sushi.’

In DS, only a single unfixed node can be present at
a time due to the tree logic (Cann et al. 2005). This
constraint is met in our account. In (25), an unfixed
node is introduced for Ken, but it is immediately
resolved as a subject node by the parse of the
nominative case marker ga as in (26).

(26) Parsing tabe-ta-yo, Ken-ga
Fo(tabe'(y)(x)), Ty(t)

Fo(Ken'), Ty(e), ¢ Fo(tabe'(y)), Ty(e—t)
Fo(y), Ty(e) Fo(tabe'), Ty(e—(e—t))

As no unfixed node remains in the tree, the parser
can safely posit an unfixed node, this time for the
second postposed item sushi. In this tree-update,
there is only a single unfixed node at a time. Thus,
the parse of the multiple postposed items is licit. It
also follows from the analysis that the order of the
postposed items may be swapped:

(27) sushi-o  Ken-ga
sushi-ACC K-NOM

A A tabe-ta-yo,
eat-PAST-FP
‘Ken ate sushi.’

In the tree-update for (27), too, there is a single
unfixed node at a time: the unfixed node for the
first postposed item sushi has been resolved by the
parse of the accusative marker o before an unfixed
node is posited for the second item Ken.

It is not clear whether a LINK-based strategy in
the past DS works deals with multiple postposing.
This is because multiple LINK relations launched
from the same node collapse and inconsistency of
descriptions occurs. For instance, consider (28).
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(28) Two LINK relations (schematic display)

Fo(tabe'(y)(x)), T y(t@(l{en "), Ty(e)
T~

Fo(sushi"), Ty(e), ¢

This tree appears to have two LINKed nodes, but
these nodes collapse. The collapsed single node is
decorated with distinct statements: Fo(Ken') and
Fo(sushi"). This leads to inconsistency. By contrast,
our underspecification-based strategy is extendable
to multiple postposing straightforwardly.

4.2 Noun-Modifiers

This section explicates how a noun-modifier can
be postposed in Japanese (but not other languages).
To this end, two formal ingredients are introduced.
First, in addition to the Fo and Ty predicates, we
introduce the Tn predicate (Cann et al. 2005):

o Tn(X): Tnis a “tree-node” predicate that takes a
numeral X assigned to the node as argument.

Each node in a tree is assigned a unique numerical
value to designate a node position. The root node is
assigned “0.” If a mother is assigned “a,” the left-
daughter “o 0” and the right-daughter “o 1.” This
numerical value is taken as an argument for 7.

(29) Illustration of Trn-statements
Tn(0)

Tn(00) Tn(01)

7y(010) Tn(011)

Second, there is a variant of the general action
LOCAL *ADJUNCTION (LA), called GENERALISED
ADJUNCTION (GA). Whilst LA induces an unfixed
node that must be resolved in a local structure, GA
induces an unfixed node which could be resolved
anywhere (Cann et al. 2005). This globally unfixed
node is visually shown by a dotted line in (30).

(30) GENERALISED ADJUNCTION

7Ty(t), ©

In (30), an unfixed node is decorated with ?7)(t),
but the action can introduce a ?7y(e)-node as well.
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Further, we propose, as with (22), that GA can fire
at a Ty(t)-node in colloquial register.

Based on these additional mechanisms, we shall
examine (i) the relative clause, (ii) the adjective,
and (iii) the genitive in turn.

Relative Clause. Consider example (31).

(31) Ken-ga A sushi-o  tabe-ta-yo,
K-NOM sushi-ACC eat-PAST-FP
[Mari-ga _tsuku-tta]

[M-NOM make-PAST]
‘Ken ate sushi which Mari made.’

After the preceding clause is parsed, GENERALISED
ADJUNCTION introduces a globally unfixed ?7y(t)-
node, where the relative clause is parsed.

(32) Parsing the string (31)
Fo(tabe'(sushi')(Ken")), Ty(t), Tn(0)

Fo(tsuku'(x)(Mari'")), Ty(t), ¢

The parser runs the general action of introducing a
LINK relation for relatives (Cann et al. 2005).

(33) Launching a LINK relation
Fo(tabe'(sushi"\(Ken")), Ty(t), Tn(0)

Fo(tsuku'(x)(Mari'"), Ty(t) ?7Ty(e), Tn(U), ©

U in Tn(U) is a metavariable, a place-holder which
is in need of saturation. If the parser identifies the
address of the LINKed node with that of the node
for sushi, Tn(U) is then updated into 77(010). (This
is the “tree-node identification” in Seraku (2013).)
Ty-statements are omitted for brevity in (34).

(34) Tree-node identification
Fo(tabe'(sushi"\(Ken")), Tn(0) ¢
Fo(Ken'), Tn(00) Fo(tabe'(sushi")), Tn(01)

Fo(a), Tn(010)  Fo(tabe"), Tn(011)

Fo(tsuku'(x)(Mari")
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Here, a is a term denoting sushi which Mari made.
(Formally, a is represented in the epsilon calculus.)
Due to the node-identification process, the node for
the relative clause has now been resolved as a node
which is LINKed to the 7n(010)-node.

In the analysis above, the relative clause modifies
sushi. It is also formally allowed to modify Ken but
this modification is blocked on semantic grounds.
(This remark applies to the analysis of adjectives
and genitives to be presented below.)

Adjective. Consider example (35).

(35) Ken-ga A sushi-o  tabe-ta-yo, oishii
K-NOM sushi-ACC eat-PAST-FP tasty
‘Ken ate tasty sushi.’

A DS account of adjectives is underway (Cann et
al. 2005). Setting aside non-predicative adjectives,
we assume that the “predicative” adjective oishii
‘tasty’ constitutes a relative clause. Then, the tree-
update is essentially the same as that detailed for
the relative clause example in (32)-(34).

Genitive. In DS, genitives have not been seriously
investigated either. Consider (36).

(36) Ken-ga A-sushi-o  tabe-ta-yo, Mari-no
K-NOM  sushi-ACC eat-PAST-FP M-GEN
‘Ken ate Mari’s sushi.’

The parse of the preceding clause gives rise to a
propositional tree. GENERALISED ADJUNCTION is
run to introduce an unfixed ?7y(e)-node for Mari.

(37) Parsing Ken-ga sushi-o tabe-ta-yo, Mari
Fo(tabe'(sushi"\(Ken")), Ty(t), Tn(0)

Fo(Mari"), Ty(e), ¢

Here, we propose that the genitive no encodes the
action to launch a LINK relation, as in (38)."

(38) Proposal: Parsing the genitive no
FO((X), Ty(e) FO(UR(Q, U))a Ty(e), Tl’l(V), &
Two remarks are in order. First, the LINKed node

is inhibited by a metavariable U. This is because
no may stand alone, as in (39). In such cases, U is

* See Seraku (2013) for the DS analysis of other kinds of no.
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contextually saturated. If no is followed by a noun,
U is updated into the content of the noun.

(39) Mari-no
M-GEN
‘Mari’s’

Second, R(a, U) is a “presupposition” for U, and it
declares that o is in relation R to U. This is also
important as the relation described by the genitive
no is vastly context-dependent (Nishiyama 2003),
as in (40). R is saturated as a salient relation.

(40) Mari-no-hon
M-GEN-book
‘Mari’s book’ (= ‘a book which Mari bought,’
‘a book which Mari loves,’ etc.)

With the proposal (38), the genitive no is parsed
at the tree (37), which outputs (41). (R is simply
taken as POS(session) in the present context.)

(41) Parsing Ken-ga sushi-o tabe-ta-yo, Mari-no
Fo(tabe'(sushi')(Ken")), Ty(t), Tn(0)

Fo(Uposari, v), T¥(€), Tn(V), ©

The parser then identifies the current node with the
node for sushi by saturating V in 7n(V) as 010.
This process also saturates U in Fo(U) as sushi’.

(42) Tree-node identification
Fo(tabe'(sushi')(Ken")), Tn(0)
Fo(Ken"), Tn(00) Fo(tabe'(sushi')), Tn(01)
FO(SuShi’POS(Mari', sushi'))v Tn(O 1 0): ¢ Fo(tabe’),

Tn(011)
Fo(Mari"), Ty(e)

Our account makes further predictions. Firstly, a
genitive phrase may be multiplied, as in (43).

(43) Ken-ga A-sushi-o  tabe-ta-yo,
K-NOM  sushi-ACC eat-PAST-FP
Mari-no-tomodachi-no-kareshi-no
M-GEN-friend-GEN-boyfriend-GEN
‘Ken ate Mari’s friend’s boyfriend’s sushi.’
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In this case, every time no is parsed, it induces a
LINK relation. The LINKed node posited by the
final no is identified with the node for sushi.
Secondly, due to the use of a metavariable in a
Fo-statement, (44) is predicted to be ambiguous.

(44) musuko-ga ka-tta-yo, Ken-no
Son-NOM  buy-PAST-FP K-GEN
(i) e.g., ‘Ken’s son bought something.’
(i) e.g., ‘My son bought Ken’s book.’

If the LINKed node introduced by no is identified
with the node for musuko ‘son,” U in Fo(U) at the
LINKed node is saturated as musuko', which yields
the reading (i). If the LINKed node is identified
with the internal-argument node for ka ‘buy,” U in
Fo(U) is pragmatically saturated as a content that
denotes a contextually-salient entity such as a book.
This gives rise to the reading (ii).

So far, the DS modelling of the postposing of a
noun-modifier has been articulated. The heart of
the analysis is GENERALISED ADJUNCTION. In DS,
this action was formulated for Japanese relatives
(Cann et al. 2005: Ch.6). It is speculated that the
availability of this action is a necessary (if not a
sufficient) condition on the postposing of a noun-
modifier. This accounts for why such postposing is
impossible in, say, English where we assume that
the action is unavailable. It needs to be worked out
what other conditions may be, so that the account
is extendable to other languages.

4.3 Other Syntactic Elements

Our account applies to the other syntactic elements
(though the analysis of connectives requires some
stipulation), as briefly mentioned below.

PP/AdvP. PPs and AdvPs are adjuncts (excluding
PPs in ditransitive verbs). In DS, Marten (2002)
hypothesises that these adjuncts are of type e. We
could apply Marten’s analysis to the PP data (45).

(45) Ken-ga A hashi-tta-yo kouen-de
K-NoM run-PAST-FP  park-in
‘Ken ran in a park.’

After the parse of the preceding clause engenders a
propositional tree, LOCAL * ADJUNCTION creates an
unfixed ?7y(e)-node. This node is decorated by the
parse of kouen ‘park’ and resolved by the parse of
the postposition de ‘in.’
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The same analysis extends to AdvP. In this case,
we need to assume that an adverb itself encodes
the action to resolve an unfixed node because an
AdvP does not involve a postposition.

Marten’s analysis, however, blurs the distinction
between arguments and adjuncts. If one would like
to maintain the distinction, we could make use of
Davidson’s (1967) analysis of adjuncts by utilising
a situation term (Gregoromichelaki 2006).

Adv Clause. For an Adv clause, a LINK relation
starts from a 7Ty(t)-node to a ?7)(t)-node, as in (47)
for the example (46). The postposed Adv clause
will then be parsed at the LINKed ?7y(t)-node.

(46) A Ken-ga waratta-yo [Mari-ga kital-toki
K-NOM smiled-FP [M-NOM came]-when
‘When Mari came, Ken smiled.’

(47) Launching a LINK relation
/\F o(wara'(Ken")), Ty(t)

2Ty(1), ©

Comp Clause. A complement clause is of type t,
and cannot be modelled by LOCAL *ADJUNCTION,
which creates a ?Ty(e)-node. DS defines a variant
of this action: *ADJUNCTION, which introduces
a ?Ty(t)-node. Cann et al. (2005) assume that this
action cannot fire at a Ty(t)-node; we stipulate that
in colloquial register, this restriction is relaxed (cf.,
(22)). A complement clause is processed under the
unfixed ?7y(t)-node, and this node is resolved by
the parse of a complementiser.

For instance, the underlined part in (48) is parsed
at a ?Ty(t)-node introduced by * ADJUNCTION. The
node is resolved as the object node in the main tree
by the parse of the complementiser to.

(48) tomodachi-kara A kii-ta-mon
friend-from hear-PAST-FP
Mei-to-Satsuki-wa mou __kono-yo-ni
M-and-S-TOP already this-world-in
inai-nda-to
absent-FP-COMP
‘I heard Mei and Satsuki were not in this
world any longer.” (adapted from {kirishima,

p.100})

A bonus of this analysis is that it explains why
postposing exhibits a “long-distance dependency”
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(Kuno 1978: 74). An unfixed node introduced by
* ADJUNCTION can be fixed at any embedding level
(but not across a LINK relation). In the case of the
long-distance postposing of an NP, the parser first
executes *ADJUNCTION to introduce a non-locally
unfixed ?7y(t)-node and LOCAL *ADJUNCTION to
introduce a locally unfixed ?7y(e)-node under the
unfixed ?7y(t)-node. See Seraku (2013) for details
of the successive applications of these actions.

Yet, there is a problem. Since general actions are
optional, GENERALISED ADJUNCTION can be used
to parse a postposed complement clause. This is
problematic because an unfixed node introduced
by this action can be fixed anywhere (even across a
LINK relation, DS equivalence of an “island”). We
then tentatively stipulate that the complementiser
to encodes the action to abort a tree-update if the
unfixed node is hung from a Ty(t)-node.

Connective. Discourse connectives are generally
taken to contribute to a non-truth-conditional level
of meaning, one theoretical conception of which is
“higher explicature,” a dimension of meaning that
represents a speech-act, a propositional attitude, etc.
(Blakemore 2002). For example, (49) remains the
same truth-conditionally when dakara is taken out.
Rather, dakara encode some non-truth-conditional
content roughly glossed as ‘as I said.’

(49) A ‘kekkoudesu’ jya-nai-ndatte dakara
‘ok’ COP-NEG-FP  as.l.said
‘As I said, it’s not ‘ok’.” {roll, p.71}

Purver et al. (2010) represent this “higher-level”
meaning on top of the usual DS tree. We assume
that dakara encodes the action to place a content
decoration relating to a propositional attitude at the
“higher-level” representation.

5 Conclusion

This article has provided narrative data, revealing
the syntactic flexibilities of Japanese postposing.
The postposing of a noun-modifier especially sets
a challenge for grammar analysis. We have offered
a DS solution with the consequence of advancing
the formalism and broadening empirical coverage.
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Abstract

In this paper, we propose a novel approach to
induce automatically a Part-Of-Speech (POS)
tagger for resource-poor languages (languages
that have no labeled training data). This ap-
proach is based on cross-language projection
of linguistic annotations from parallel cor-
pora without the use of word alignment infor-
mation. Our approach does not assume any
knowledge about foreign languages, making it
applicable to a wide range of resource-poor
languages. We use Recurrent Neural Net-
works (RNNs) as multilingual analysis tool.
Our approach combined with a basic cross-
lingual projection method (using word align-
ment information) achieves comparable re-
sults to the state-of-the-art. We also use our
approach in a weakly supervised context, and
it shows an excellent potential for very low-
resource settings (less than 1k training utter-
ances).

1 Introduction

Nowadays, Natural Language Processing (NLP)
tools (part-of-speech tagger, sense tagger, syntactic
parser, named entity recognizer, semantic role la-
beler, etc.) with the best performance are those built
using supervised learning approaches for resource-
rich languages (where manually annotated corpora
are available) such as English, French, German, Chi-
nese and Arabic. However, for a large number of
resource-poor languages, annotated corpora do not
exist. Their manual construction is labor intensive
and very expensive, making supervised approaches
not feasible.

The availability of parallel corpora has recently
led to several strands of research work exploring
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the use of unsupervised approaches based on lin-
guistic annotations projection from the (resource-
rich) source language to the (under-resourced) tar-
get language. The goal of cross-language projec-
tion is, on the one hand, to provide all languages
with linguistic annotations, and on the other hand,
to automatically induce NLP tools for these lan-
guages. Unfortunately, the state-of-the-art in un-
supervised methods, is still quite far from super-
vised learning approaches. For example, Petrov et
al. (2012) obtained an average accuracy of 95.2%
for 22 resource-rich languages supervised POS tag-
gers, while the state-of-the-art in the unsupervised
POS taggers achieved by Das and Petrov (2011)
and Duong et al. (2013) with an average accuracy
reaches only 83.4% on 8 European languages. Sec-
tion 2 presents a brief overview of related work.

In this paper, we first adapt a similar method than
the one of Duong et al. (2013) !, to build an unsu-
pervised POS tagger based on a simple cross-lingual
projection (Section 3.1). Next, we explore the possi-
bility of using a recurrent neural network (RNN) to
induce multilingual NLP tools, without using word
alignment information. To show the potential of our
approach, we firstly investigate POS tagging.

In our approach, a parallel corpus between a
resource-rich language (having a POS tagger) and
a lower-resourced language is used to extract a com-
mon words representation (cross-lingual words rep-
resentation) based only on sentence level alignment.
This representation is used with the source side of
the parallel corpus (tagged corpus) to learn a neural
network POS tagger for the source language. No

"We did not use incremental training (as Duong et al. (2013)
did).

29th Pacific Asia Conference on Language, Information and Computation pages 133 - 142
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word alignment information is needed in our ap-
proach. Based on this common representation of
source and target words, this neural network POS
tagger can also be used to tag target language text
(Section 3.2).

We assume that these two models (baseline cross-
lingual projection and RNN) are complementary to
each other (one relies on word-alignment informa-
tion while the other does not), and the performance
can be further improved by combining them (linear
combination presented in Section 3.3). This unsu-
pervised RNN model, obtained without any target
language annotated data, can be easily adapted in a
weakly supervised manner (if a small amount of an-
notated target data is available) in order to take into
account the target language specificity (Section 4).

To evaluate our approach, we conducted an exper-
iment, which consists of two parts. First, using only
parallel corpora, we evaluate our unsupervised ap-
proach for 4 languages: French, German, Greek and
Spanish. Secondly, the performance of our approach
is evaluated for German in a weakly supervised con-
text, using several amounts of target adaptation data
(Section 5). Finally, Section 6 concludes our study
and presents our future work.

2 Related Work

Several studies have used cross-lingual projection
to transfer linguistic annotations from a resource-
rich language to a resource-poor language in order
to train NLP tools for the target language. The pro-
jection approach has been successfully used to trans-
fer several linguistic annotations between languages.
Examples include POS (Yarowsky et al., 2001; Das
and Petrov, 2011; Duong et al., 2013), named entity
(Kim and Lee, 2012), syntactic constituent (Jiang et
al., 2011), word senses (Bentivogli et al., 2004; Van
der Plas and Apidianaki, 2014), and semantic role
labeling (Pad6 , 2007; Annesi and Basili, 2010).

In these approaches, the source language is
tagged, and tags are projected from the source lan-
guage to the target language through the use of word
alignments in parallel corpora. Then, these par-
tial noisy annotations can be used in conjunction
with robust learning algorithms to build unsuper-
vised NLP tools. One limitation of these approaches
is due to the poor accuracy of word-alignment algo-
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rithms, and also to the weak or incomplete inherent
match between the two sides of a bilingual corpus
(the alignment is not only a one-to-one mapping,
it can also be one-to-many, many-to-one, many-to-
many or some words can remain unaligned). To
deal with these limitations, recent studies have pro-
posed to combine projected labels with partially su-
pervised monolingual information in order to filter
out invalid label sequences. For example, Li et al.
(2012), Téackstrom et al. (2013b) and Wisniewski et
al. (2014) have proposed to improve projection per-
formance by using a dictionary of valid tags for each
word (coming from Wiktionary 2).

In another vein, various studies based on cross-
lingual representation learning methods have pro-
posed to avoid using such pre-processed and noisy
alignments for label projection. First, these
approaches learn language-independent features,
across many different languages (Al-Rfou et al.,
2013). Then, the induced representation space is
used to train NLP tools by exploiting labeled data
from the source language and apply them in the tar-
get language. To induce interlingual features, sev-
eral resources have been used, including bilingual
lexicon (Durrett et al., 2012; Gouws and Sggaard,
2015a) and parallel corpora (Téckstrom et al.,
2013a; Gouws et al., 2015b). Cross-lingual repre-
sentation learning have achieved good results in dif-
ferent NLP applications such as cross-language POS
tagging and cross-language super sense (SuS) tag-
ging (Gouws and Sg@gaard, 2015a), cross-language
named entity recognition (Téackstrom et al., 2012),
cross-lingual document classification and lexical
translation task (Gouws et al., 2015b), cross lan-
guage dependency parsing (Durrett et al., 2012;
Téackstrom et al., 2013a; Xiao and Guo, 2014) and
cross language semantic role labeling ( Titov and
Klementiev, 2012). Our approach described in next
section, is inspired by these works since we also
try to learn a common language-independent feature
space. Our common (multilingual) representation is
based on the occurrence of source and target words
in a parallel corpus. Using this representation, we
learn a cross-lingual POS tagger (multilingual POS
tagger if a multilingual parallel corpus is used) based
on a recurrent neural network (RNN) on the source

“http://www.wiktionary.org/
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Figure 1: Architecture of the recurrent neural network.

labeled text and apply it to tag target language text.
We also show that the architecture proposed is well
suited for lightly supervised training (adaptation).

Finally, several works have investigated how to
apply neural networks to NLP applications (Ben-
gio et al., 2006; Collobert and Weston, 2008; Col-
lobert et al., 2011; Henderson, 2004; Mikolov et
al., 2010; Federici and Pirrelli, 1993). While Fed-
erici and Pirrelli (1993) was one of the earliest at-
tempts to develop a part-of-speech tagger based on
a special type of neural network, Bengio et al.
(2006) and Mikolov et al. (2010) applied neural net-
works to build language models. Collobert and We-
ston (2008) and Collobert et al. (2011) employed
a deep learning framework for multi-task learning
including part-of-speech tagging, chunking, named-
entity recognition, language modelling and seman-
tic role-labeling. Henderson (2004) proposed train-
ing methods for learning a statistical parser based on
neural network.

3 Unsupervised Approach Overview

To avoid projecting label information from deter-
ministic and error-prone word alignments, we pro-
pose to represent the bilingual word alignment in-
formation intrinsically in a neural network architec-
ture. The idea consists in implementing a neural net-
work as a cross-lingual POS tagger and show that, in
combination with a simple cross-lingual projection
method, this achieves comparable results to state-of-
the-art unsupervised POS taggers.
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Our approach is the following: we assume that we
have a POS tagger in the source language and a par-
allel corpus. The key idea is to learn a bilingual neu-
ral network POS tagger on the pre-annotated source
side of the parallel corpus, and to use it for tagging
target text. Before describing our bilingual neural
network POS tagger, we present the simple cross-
lingual projection method, considered as our base-
line in this work.

3.1 Unsupervised POS Tagger Based on a
Simple Cross-lingual Projection

Our simple POS tagger (described by Algorithm 1)
is close to the approach introduced in Yarowsky
et al. (2001). These authors were the first to
use automatic word alignments (from a bilingual
parallel corpus) to project annotations from a source
language to a farget language, to build unsupervised
POS taggers. The algorithm is shortly recalled
below.

Algorithm 1 Simple POS Tagger

1: Tag source side of the parallel corpus.

2: Word align the parallel corpus with Giza++ (Och
and Ney, 2000) or other word alignment tools.

3: Project tags directly for 1-to-1 alignments.

4: For many-to-one mappings project the tag of the
middle word.

5: The unaligned words (target) are tagged with
their most frequent associated tag in the corpus.

6: Learn POS tagger on target side of the bi-text
with, for instance, TNT tagger (Brants, 2000).

3.2 Unsupervised POS Tagger Based on
Recurrent Neural Network

There are two major architectures of neural net-
works: Feedforward (Bengio et al., 2006) and Re-
current Neural Networks (RNN) (Mikolov et al.,
2010).  Sundermeyer et al. (2013) showed that
language models based on recurrent architecture
achieve better performance than language models
based on feedforward architecture. This is due to
the fact that recurrent neural networks do not use a
context of limited size. This property led us to use,
in our experiments, a simple recurrent architecture
(Elman, 1990).
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In this section, we describe in detail our method
for building an unsupervised POS tagger for a target
language based on a recurrent neural network.

3.2.1

The RNN consists of at least three layers: input
layer in time ¢ is 2(t), hidden layer h(t) (also called
context layer), and output layer is denoted as y(t).
All neurons of the input layer are connected to ev-
ery neuron of hidden layer by weight matrix U and
W. The weight matrix V' connects all neurons of
the hidden layer to every neuron of output layer, as
it can be seen in Figure 1.

In our RNN POS tagger, the input layer is formed
by concatenating vector representing current word
w, and the copy of the hidden layer at previous time.
We start by associating to each word in both the
source and the target vocabularies a common vector
representation, namely V,,;,¢ =1,..., N, where N
is the number of parallel sentences (bi-sentences in
the parallel corpus). If w appears in i-th bi-sentence
of the parallel corpus then V,,; = 1. Therefore, all
input neurons corresponding to current word w are
set to 0 except those that correspond to bi-sentences
containing w, which are set to 1. The idea is that,
in general, a source word and its target translation
appear together in the same bi-sentences and their
vector representations are close.We can then use the
RNN POS tagger, initially trained on source side, to
tag the target side (because of our common vector
representation).

We also use two hidden layers (our prelimi-
nary experiments have shown better performance
than one hidden layer), with variable sizes (usually
80-1024 neurons) and sigmoid activation function.
These hidden layers inherently capture word align-
ment information. The output layer of our model
contains 12 neurons, this number is determined by
the POS tagset size. To deal with the potential mis-
match in the POS tagsets of source and target lan-
guages, we adopted the Petrov et al. (2012) uni-
versal tagset (12 tags common for most languages):
NOUN (nouns), VERB (verbs), ADJ (adjectives),
ADV (adverbs), PRON (pronouns), DET (determin-
ers and articles), ADP (prepositions and postpo-
sitions), NUM (numerals), CONJ (conjunctions),
PRT (particles), . (punctuation marks) and X (all
other categories, e.g., foreign words, abbreviations).

Model description
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Therefore, each output neuron corresponds to one
POS tag in the tagset. The softmax activation func-
tion is used to normalize the values of output neu-
rons to sum up to 1. Finally, the current word w (in
input) is tagged with most probable output tag.

3.2.2 Training the model

The first step in our approach is to train the neural
network, given a parallel corpus (training corpus),
and a validation corpus (different from train data)
in the source language. In typical applications, the
source language is a resource-rich language (which
already has an efficient POS tagger). Before train-
ing the model, the following pre-processing steps are
performed :

e Source side of training corpus and validation
corpus are annotated (using the available super-
vised POS tagger).

e Using a parallel corpus, we build the common
vector representations for source and target side
words.

Then, the neural network is trained through sev-
eral epochs. Algorithm 2 below describes one train-
ing epoch.

Algorithm 2 : Training RNN POS Tagger

1: Initialize weights with Normal distribution.

2: Set time counter t = 0, and initialize state of the
neurons in the hidden layer h(t) to 1.

3: Increase time counter t by 1.

4: Push at the input layer w(t) the vector representa-
tion of the current (source) word of training corpus.

5: Copy the state of the hidden layer h(t-1) to the
input layer.

6: Perform a forward pass to obtain the predicted
output y(t).

7: Compute the gradient of the error in the output
layer e,(t) = d(t) — y(t) (difference between the
predicted y(t) and the desired output d(?)).

8: Propagate the error back through the network and
update weights with stochastic gradient descent us-
ing Back-Propagation (BP) and Back-Propagation-
through-time (BPTT) (Rumelhartet al., 1985).

9: If not all training inputs were processed, go to 3.
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After each epoch, the neural network is used to
tag the validation corpus, then the result is compared
with the result of the supervised POS tagger, to cal-
culate the per-token accuracy. If the per-token accu-
racy increases, training continues in the new epoch.
Otherwise, the learning rate is halved at the start of
the new epoch. After that, if the per-token accu-
racy does not increase anymore, training is stopped
to prevent over-fitting. Generally convergence takes
5-10 epochs, starting with a learning rate o = 0.1.

After learning the model, step 2 simply consists
in using the trained model as a target language POS
tagger (using our common vector representation). It
is important to note that if we train on a multilingual
parallel corpus with N languages (N > 2), the same
trained model will be able to tag all the N languages.

Hence, our approach assumes that the word or-
der in both source and target languages are simi-
lar. In some languages such as English and French,
word order for contexts containing nouns could be
reversed most of the time. For example, the Euro-
pean Commission would be translated into la Com-
mission europenne. In order to deal with the word
order constraints, we combined the RNN model with
the cross-lingual projection model, and we also pro-
pose Light Supervision (adaptation) of RNN model
where a few amount of target data will help to learn
the word order (and consequently POS order) in the
target language.

3.3 Combining Simple Cross-lingual
Projection and RNN Models

Since the simple cross-lingual projection model M/
and RNN model M2 use different strategies for POS
tagging (TNT is based on Markov models while
RNN is a neural network), we assume that these two
models are complementary. In addition, model M2
does not implement any out-of-vocabulary (OOV)
words processing yet. So, to keep the benefits of
each approach, we explore how to combine them
with linear interpolation. Formally, the probability
to tag a given word w is computed as

Prria(tlw) = (uPar (tw, Carr)+(1—p) Para (tlw, Cir2))

(1)
where, C'js1 and C)yo are, respectively the context
of w considered by M1 and M2. The relative impor-
tance of each model is adjusted through the interpo-
lation parameter .
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The word w is tagged with the most probable tag,
using the function f described as

f(w) = arg mtax(PMlg(t\w)) 2)

4 Light Supervision (adaptation) of RNN
model

While the unsupervised RNN model described in
the previous section has not seen any annotated data
in the target language, we also consider the use of
a small amount of adaptation data (manually an-
notated in target language) in order to capture tar-
get language specificity. Such an adaptation is per-
formed on top of the unsupervised RNN model with-
out retraining the full model. The full process is the
following (steps 1 and 2 correspond to the unsuper-
vised case):

1. Each word in the parallel corpus is represented
by a binary occurrence vector (same initial
common vector representation).

2. The source side of the parallel corpus (using the
available supervised POS tagger) and common
vector representation of words are combined to
train the RNN (Algorithm 2).

3. The RNN trained is adapted in a light supervi-
sion manner, using a small monolingual target
corpus (manually annotated) and the common
vector representation of words (extracted from
the initial parallel corpus).

Such an approach is particularly suited for an iter-
ative scenario where a user would post-edit (correct)
the unsupervised POS-tagger output in order to pro-
duce rapidly adaptation data in the training language
(light supervision).

5 Experiments and Results

5.1 Data and tools

Initially, we applied our method to the English—
French language pair. French was considered as
the target language here. French is certainly not
a resource-poor language, but it was used as if no
tagger was available (in fact, TreeTagger (Schmid,
1995), a supervised POS tagger exists for this lan-
guage and helps us to obtain a ground truth for
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Lang. French German Greek Spanish
Model All words | OOV All words | OOV | All words | OOV | All words | OOV
Simple Projection 80.3% 77.1% 78.9% 73% 77.5% 72.8% 80% 79.7%
RNN-640-160 78.5% 70% 76.1% 76.4% 75.7% 70.7% 78.8% 72.6%
Projection+RNN 84.5% 78.8% 81.5% 77 % 78.3% 74.6 % 83.6% 81.2%
(Das, 2011) — — 82.8% — 82.5% — 84.2% —
(Duong, 2013) — — 85.4% — 80.4% — 83.3% —
(Gouws, 2015a) — — 84.8% — — — 82.6% —

Table 1: Unsupervised model : token-level POS tagging accuracy for Simple Projection, RNN #, Projection+RNN and
methods of Das & Petrov (2011), Duong et al (2013) and Gouws & Sggaard (2015).

evaluation). To train the RNN POS tagger, we
used a training set of 10, 000 parallel sentences ex-
tracted from the ARCADE II English-French cor-
pus (Veronis et al., 2008). Our validation corpus
contains 1000 English sentences (these sentences
are not in the train set) extracted from the AR-
CADE II English corpus. The test corpus is also
extracted from the ARCADE II corpus, and it con-
tains 1000 French sentences (which are obviously
different from the train set) tagged with the French
TreeTagger Toolkit (Schmid, 1995) and manually
checked.

Encouraged by the results obtained on the
English-French language pair, and in order to con-
firm our results, we run additional experiments on
other languages, we applied our method to build
RNN POS taggers for three more target languages
— German, Greek and Spanish — with English as
the source language, in order to compare our re-
sults with those of (Das and Petrov, 2011; Duong
et al., 2013; Gouws and Sggaard, 2015a). Our train-
ing and validation (English) data extracted from the
Europarl corpus (Koehn, 2005) are a subset of the
training data of (Das and Petrov, 2011; Duong et
al., 2013). The sizes of the data sets are: 65,000
(train) and 10,000 (dev) bi-sentences. For testing,
we used the same test corpora (from CoNLL shared
tasks on dependency parsing (Buchholz and Marsi,
2006)) as (Das and Petrov, 2011; Duong et al., 2013;
Gouws and Sggaard, 2015a). The evaluation met-
ric (per-token accuracy) and the Universal Tagset are
the same as before. The source sides of the training
corpora (ARCADE II and Europarl) and the valida-
tion corpora are tagged with the English TreeTagger
Toolkit. Using the matching provided by Petrov et

*For RNN a single system is used for German, Greek and
Spanish
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al. (2012) we map the TreeTagger and the CoNLL
tagsets to a common Universal Tagset.

In order to build our unsupervised tagger based
on a Simple Cross-lingual Projection (Algorithm
1), we tag the target side of the training corpus,
with tags projected from English side through word-
alignments established by GIZA++. After tags pro-
jection we use TNT Tagger to induce a target lan-
guage POS Tagger (see Algorithm 1 described in
Section 3.1).

Also, our proposed approach implements Algo-
rithm 2 described before. We had to slightly mod-
ify the Recurrent Neural Network Language Mod-
eling Toolkit (RNNLM) provided by Mikolov et
al. (2011), to learn our Recurrent Neural Network
Based POS Tagger’. The modifications include:
(1) building the cross-lingual word representations
automatically; and (2) learning and testing models
with several hidden layers (common representation
as input and universal POS tags as output).

The combined model is built for each considered
language using cross-validation on the test corpus.
First the test corpus is split into 2 equal parts and on
each part, we estimate the interpolation parameter p
(Equation 1) which maximizes the per-token accu-
racy score. Then each part of test corpus is tagged
using the combined model tuned (Equation 2) on the
other part, and vice versa (standard cross-validation
procedure).

Finally, we investigate how the performance of
the adapted model changes according to target adap-
tation corpus size. We choose German as target
adaptation language, because we dispose of a large
German annotated data set (from CoNLL shared

The modified source code is Available from the following
URL https://github.com/othman—-zennaki/RNN_
POS_Tagger.git
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tasks on dependency parsing). Then, we generate
German adaptation sets of 7 different sizes (from
100 to 10,000 utterances). Each adaptation set is
used to adapt our unsupervised RNN POS tagger.
As contrastive experiments, we also learn supervised
POS Taggers based on RNN, TNT or their linear
combination.

5.2 Results and discussion

5.2.1 Unsupervised model

In table 1 we report the results obtained for the
unsupervised approach. Preliminary RNN experi-
ments used one hidden layer, but we obtained lower
performance compared to those with two hidden lay-
ers. So we report here RNN accuracy achieved us-
ing two hidden layers, containing respectively 640
and 160 neurons (RNN-640-160). As shown in the
table, this accuracy is close to that of the simple pro-
jection tagger, the difference coming mostly from
out-of-vocabulary (OOV) words. As OOV words
are not in the training corpus, their vector repre-
sentations are empty (they contain only 0), there-
fore the RNN model uses only the context infor-
mation, which is insufficient to tag correctly the
OOV words in the test corpus. We also observe
that both methods seem complementary since the
best results are achieved using the linearly combined
model Projection+RNN-640-160. It achieves com-
parable results to Das and Petrov (2011), Duong et
al. (2013) (who used the full Europarl corpus while
we used only a 65,000 subset of it) and Gouws
and Sg¢gaard (2015a) (who in addition used Wik-
tionary and Wikipedia) methods. It is also impor-
tant to note that a single RNN tagger applies to Ger-
man, Greek and Spanish; so this is a truly multi-
lingual POS tagger! Therefore, as for several other
NLP tasks such as language modelling or machine
translation (where standard and NN-based models
are combined in a log-linear model), the use of both
standard and RNN-based approaches seems neces-
sary to obtain optimal performances.

In order to know in what respect using RNN im-
proves combined model accuracy, and vice versa,
we analyzed the French test corpus. In the exam-
ple provided in table 2, RNN information helps to
resolve the French word “précise” tag ambiguity:
in the Simple Projection model it is tagged as a verb
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English a precise breakdown of spending
French une répartition précise des dépenses
Simple une/DET répartition/NOUN
Projection | précise/VERB des/ADP ...
Projection | une/DET répartition/NOUN

+ RNN précise/ADJ des/ADP ...

Table 2: Improved tagged example for french target lan-
guage.

(VERB), whereas it is an adjective (ADJ) in this par-
ticular context. We hypothesize that the context in-
formation is better represented in RNN, because of
the recurrent connections.

In case of word order divergence, we observed
that our model can still handle some divergence, no-
tably for the following cases:

e Obviously if the current tag word is unambigu-
ous (case of ADJ and NOUN order from En-
glish to French - see table 3), then the context
(RNN history) information has no effect.

e When the context is erroneous (due to the fact
that word order for the target test corpus is
different from the source training corpus), the
right word tag can be recovered using the com-
bination (RNN+Cross-lingual projection - see
table 4).

EN Supervised ... other/AD]J specific/ADJ
Treetagger groups/NOUN ...

FR Unsupervised | ... autres/ADJ groupes/NOUN
RNN spcifiques/AD]J ...

Table 3: Word order divergence -unambiguous tag word-.

EN Supervised ... two/NUM local/ADJ
Treetagger groups/NOUN ...

FR Unsupervised | ... deux/NUM groupes/NOUN
RNN locaux/NOUN ...

Projection ... deux/NUM groupes/NOUN
+ RNN locaux/ ADJ ...

Table 4: Word order divergence -ambiguous tag word-.

5.2.2 Lightly supervised model

In table 5 we report the results obtained after
adaptation with a gradually increasing amount of
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DE Corpus Size 0 100 500 1k 2k 5k 7k 10k
Model
Unsupervised RNN + DE Adaptation 76.1% | 82.1% | 87.3% | 90.4% | 90.7% | 91.2% | 91.4% | 92.4%
Supervised RNN DE only — 71% | 76.4% | 82.1% | 90.6% | 93% | 94.2% | 95.2%
Supervised TNT DE only — | 805% | 865% | 89% | 922% | 94.1% | 95.3% | 95.7%
Supervised RNN + Supervised INT DE || — 81% | 86.7% | 90.1% | 94.2% | 95.3% | 95.7% | 96%

Table 5: Lightly supervised model : effect of German adaptation corpus (manually annotated) size on method de-
scribed in Section 4 (Unsupervised RNN + DE Adaptation trained on EN Europarl and adapted to German). Con-
trastive experiments with German supervised POS taggers using same data (RNN, TNT and RNN+TNT). 0 means no

German corpus used during training.

target language data annotated (from 100 to 10, 000
utterances). We focus on German target language
only. It is compared with two supervised approaches
based on TNT or RNN. The supervised approaches
are trained on the adaptation data only. For super-
vised RNN, it is important to mention that the input
vector representation has a different dimension for
each amount of adaptation data (we recall that the
vector representation is Vi, = 1,..., N, where N
is the number of sentences; and N is growing from
100 to 10, 000). The results show that our adapta-
tion, on top of the unsupervised RNN is efficient in
very low resource settings (< 1000 target language
utterances). When more data is available (> 1000
utterances), the supervised approaches start to be
better (but RNN and TNT are still complementary
since their combination improves the tag accuracy).

oov
100
95 == Linsupervised RNN + DE Adaptation ‘
mfp Supervised RNN DE only |
90 Supervised TNT DE only
w
&
g
g
25}
o

ao ! T T T T T !
100 500 1k 2k 5k Tk 10k
Train Corpus Size

Figure 2: Accuracy on OOV according to German train-
ing corpus size for Unsupervised RNN + DE Adaptation,
Supervised RNN DE and Supervised TNT DE.

Figure 2 details the behavior of the same meth-
ods for OOV words. We clearly see the limitation
of the Unsupervised RNN + Adaptation to handle
OOV words, since the input vector representation is
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the same (comes from the initial parallel corpus) and
does not evolve as more German adaptation data is
available. Better handling OOV words in unsuper-
vised RNN training is our priority for future works.

Finally, these results show that for all training data
sizes, RNN brings complementary information on
top of a more classical approach such as TNT.

6 Conclusion

In this paper, we have presented a novel approach
which uses a language-independent word represen-
tation (based only on word occurrence in a paral-
lel corpus) within a recurrent neural network (RNN)
to build multilingual POS tagger. Our method in-
duces automatically POS tags from one language to
another (or several others) and needs only a paral-
lel corpus and a POS tagger in the source language
(without using word alignment information).

We first empirically evaluated the proposed ap-
proach on two unsupervised POS taggers based on
RNN : (1) English—French cross-lingual POS tag-
ger; and (2) English—-German—Greek—Spanish mul-
tilingual POS tagger. The performance of the second
model is close to state-of-the-art with only a subset
(65, 000) of Europarl corpus used.

Additionally, when a small amount of super-
vised data is available, the experimental results
demonstrated the effectiveness of our method in a
weakly supervised context (especially for very-low-
resourced settings).

Although our initial experiments are positive, we
believe they can be improved in a number of ways.
In future work, we plan, on the one hand, to bet-
ter manage OOV representation (for instance using
Cross-lingual Word Embeddings), and, on the other
hand, to consider more complex tasks such as word
senses projection or semantic role labels projection.



PACLIC 29

References

R. Al-Rfou, B. Perozzi and S. Skiena. 2013. Poly-
glot: Distributed word representations for multilingual
nlp, In Proceedings of the Seventeenth Conference on
Computational Natural Language Learning:183—192.

P. Annesi and R. Basili. 2010. Cross-lingual alignment
of FrameNet annotations through Hidden Markov
Models, In Proceedings of CICLing :12-25.

Y. Bengio, H. Schwenk, J. Senécal, F. Morin and J. Gau-
vain. 2006. Neural probabilistic language models, In
Innovations in Machine Learning:137-186.

L. Bentivogli, P. Forner and E. Pianta. 2004. Evaluat-
ing cross-language annotation transfer in the Multi-
SemCor corpus, In Proceedings of the 20th interna-
tional conference on Computational Linguistics:364—
370. Association for Computational Linguistics.

S. Buchholz and E. Marsi. 2006. CoNLL-X shared task
on multilingual dependency parsing, In Proceedings
of the Tenth Conference on Computational Natural
Language Learning:149-164. Association for Com-
putational Linguistics.

T. Brants. 2000. TnT: a statistical part-of-speech tag-
ger, In Proceedings of the sixth conference on Applied
natural language processing:224-231.

R. Collobert and J. Weston. 2008. A unified architecture
for natural language processing: Deep neural networks
with multitask learning, In Proceedings of the Interna-
tional Conference on Machine Learning (ICML):160-
167.

R. Collobert, J. Weston, L. Bottou, M. Karlen, K.
Kavukcuoglu, and P. Kuksa. 2011. Natural language
processing (almost) from scratch, In Journal of Ma-
chine Learning Research (JMLR), volume 12:2493—
2537.

D. Das and S. Petrov. 2011. Unsupervised Part-of-
Speech Tagging with Bilingual Graph-Based Projec-
tions, In Proceedings of the 49th Annual Meeting
of the Association for Computational Linguistics: Hu-
man Language Technologies, volume 1:600-609. As-
sociation for Computational Linguistics.

L. Duong, P.Cook, S. Bird and P. Pecina. 2013. Simpler
unsupervised POS tagging with bilingual projections,
In ACL (2) :634-639.

G. Durrett, A. Pauls and D. Klein. 2012. Syntactic trans-
fer using a bilingual lexicon, In Proceedings of the
2012 Joint Conference on Empirical Methods in Natu-
ral Language Processing and Computational Natural
Language Learning:1-11. Association for Computa-
tional Linguistics.

J.L. Elman. 1990. Finding structure in time, In Cogni-
tive science:179-211.

J. Henderson. 2004. Discriminative training of a neu-
ral network statistical parser, In Proceedings of the

141

Annual Meeting of the Association for Computational
Linguistics (ACL):95-102.

S. Federici and V. Pirrelli. 1993. Analogical modelling
of text tagging, unpublished report, Istituto diLin-
guistica Computazionale, Pisa, Italy.

S. Gouws and A. Sggaard 2015. Simple task-specific
bilingual word embeddings, In The 2015 Conference
of the North American Chapter of the Association for
Computational Linguistics: Human Language Tech-
nologies, NAACL’15:1386—1390.

S. Gouws, Y. Bengio and G. Corrado 2015. Bil-
BOWA: Fast Bilingual Distributed Representations
without Word Alignments, In Proceedings of the 32nd
International Conference on Machine Learning, ICML
2015:748-756.

W. Jiang, Q. Liu and Y. Lii, 2011 Relaxed cross-lingual
projection of constituent syntax, In Proceedings of
the Conference on Empirical Methods in Natural Lan-
guage Processing:1192-1201. Association for Com-
putational Linguistics.

S. Kim, K. Toutanova and H. Yu, 2012  Multilin-
gual named entity recognition using parallel data and
metadata from wikipedia, In Proceedings of the 50th
Annual Meeting of the Association for Computational
Linguistics: Long Papers-volume 1:694-702. Associ-
ation for Computational Linguistics.

S. Li, J.V Graca and B. Taskar. 2012 Wiki-ly super-
vised part-of-speech tagging, In Proceedings of the
2012 Joint Conference on Empirical Methods in Nat-
ural Language Processing and Computational Natu-
ral Language Learning:1389—-1398. Association for
Computational Linguistics.

T. Mikolov, M. Karafiat , L. Burget, J. Cernocky and S.
Khudanpur. 2010. Recurrent neural network based
language model, In INTERSPEECH:1045-1048.

T. Mikolov, S. Kombrink , A. Deoras, L. Burget and J.
Cernocky. 2011. RNNLM-Recurrent neural network
language modeling toolkit, In Proc. of the 2011 ASRU
Workshop:196-201.

F.Och and H.Ney. 2000. Improved Statistical Alignment
Models, In ACL00:440-447.

S. Padé. 2007. Cross-Lingual Annotation Projection
Models for Role-Semantic Information, In German
Research Center for Artificial Intelligence and Saar-
land University, volume 21.

S. Petrov, D. Das and R. McDonald. 2012. A Univer-
sal Part-of-Speech Tagset, In Proceedings of the Sth
International Conference on Language Resources and
Evaluation (LREC ’12):2089-2096.

P. Koehn 2005. Europarl: A parallel corpus for statistical
machine translation, In MT summit, volume 5 :79-86.

D. Rumelhart, E. Hinton and R.J. Williams . 1985.
Learning internal representations by error propagation,



PACLIC 29

In Learning internal representations by error propaga-
tion .

H. Schmid. 1995. TreeTagger— a Language Indepen-
dent Part-of-speech Tagger, In Institut fiir Maschinelle
Sprachverarbeitung, Universitdt Stuttgart, volume 43
:28.

M. Sundermeyer, 1. Oparin, J. Gauvain, B. Freiberg, R.
Schluter and H.Ney. 2013. Comparison of feedfor-
ward and recurrent neural network language models,
In Acoustics, Speech and Signal Processing (ICASSP),
2013 IEEE International Conference:8430-8434.

O. Téckstrom, R. McDonald and J. Uszkoreit. 2012.
Cross-lingual word clusters for direct transfer of lin-
guistic structure, In Proceedings of the 2012 Con-
ference of the North American Chapter of the Asso-
ciation for Computational Linguistics: Human Lan-
guage Technologies:477-487. Association for Com-
putational Linguistics.

O. Téckstrom, R. McDonald, J. Nivre. 2013. Target lan-
guage adaptation of discriminative transfer parsers, In
Proceedings of the Conference of the North American
Chapter of the Association for Computational Linguis-
tics: Human Language Tech-nologies (NAACL).

O. Tickstrom, D. Das, S. Petrov, R. McDonald and J.
Nivre. 2013. Token and type constraints for cross-
lingual part-of-speech tagging, In Transactions of the
Association for Computational Linguistics: volume 1
:1-12. Association for Computational Linguistics.

I. Titov and A. Klementiev. 2012. Crosslingual induction
of semantic roles, In Proceedings of the 50th Annual
Meeting of the Association for Computational Linguis-
tics: Long Papers-volume 1:647-656. Association for
Computational Linguistics.

L. Van der Plas and M. Apidianaki. 2014. Cross-lingual
Word Sense Disambiguation for Predicate Labelling of
French, In Proceedings of the 21st TALN (Traitement
Automatique des Langues Naturelles) conference :46—
55.

J. Veronis, O. Hamon, C. Ayache, R. Belmouhoub, O.
Kraif, D. Laurent, TM.H. Nguyen, N. Semmar, F.
Stuck and Z. Wajdi. 2008. Arcade II Action de
recherche concerte sur 1’alignement de documents et
son valuation, Chapitre 2, Editions Hermés .

L. Van der Maaten and G. Hinton 2008 Visualizing
data using t-SNE, In Journal of Machine Learning
Research (JMLR), 9:2579-2605.

G. Wisniewski, N. Pécheux, S. Gahbiche-Braham and F.
Yvon. 2014. Cross-Lingual Part-of-Speech Tagging
through Ambiguous Learning, In EMNLP’14:1779-
1785.

M. Xiao and Y. Guo. 2014. Distributed Word Represen-
tation Learning for Cross-Lingual Dependency Pars-
ing, In CoNLL-2014:119-129.

142

D. Yarowsky, G. NGAI and R. Wicentowski. 2001. In-
ducing multilingual text analysis tools via robust pro-
jection across aligned corpora, In Proceedings of
the first international conference on Human language
technology research:1-8. Association for Computa-
tional Linguistics.



PACLIC 29

Identifying Prepositional Phrases in Chinese Patent Texts with

Rule-based and CRF Methods

Hongzheng Li and Yaohong Jin
Institute of Chinese Information Processing, Beijing Normal University
19, Xinjiekou Wai St., Haidian District, Beijing, 100875, China

lihongzheng@mail.bnu.edu.cn,

Abstract

Identification of prepositional phrases (PP) has
been an issue in the field of Natural Language
Processing (NLP). In this paper, towards
Chinese patent texts, we present a rule-based
method and a CRF-based method to identify the
PPs. In the rule-based method, according to the
special features and expressions of PPs, we
manually write targeted formal identification
rules; in the CRF approach, after labelling the
sentences with features, a typical CRF toolkit is
exploited to train the model for identifying PPs.
We then conduct some experiments to test the
performance of the two methods, and final
precision rates are over 90%, indicating the
proposed methods are effective and feasible.

1 Introduction

In recent years, patent text information processing
(such as patent machine translation) has gradually
become an important application field of natural
language processing (NLP), and has aroused
widespread attention.

Prepositional phrases (PPs), as an important type
of phrase, are widely distributed in Chinese patent
text, in which the vast majority serve as adverbial
components. According to (Li, et al., 2014), in a
random sample of 500 Chinese patent sentences,
the number of sentences containing PPs are 226,
accounting for 45.2% of the total sample,
indicating the high proportion of PPs.

In the sentence S = W1,W,Ws......W,, assuming
the string Wi, Wis1......W; is the PP to be identified,
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the main task of identifying PP is to recognize the
word Wi and W; as left and right boundaries of PP,
and identify the whole string as PP chunk. Since
Wi is the preposition itself, thus the key issue is to
determine the position of W;.

There exists some following difficulties in

identifying PP of Chinese patent texts:

(1) Different with other domain texts, PPs in the
patent texts are much longer, with more
characters. According to (Gan, et al., 2005;
Hu, 2015), the average length of PPs in
news texts has 4.9 characters, while 12.3
characters in patent texts. On the other hand,
PPs tend to have much more complex
structures, which can be composed of
prepositions and various kinds of phrases, or
even clauses.

(2) Prepositions in Chinese are usually multi-
category words, they can also serve as nouns,
quantifiers, adjectives, conjunctions and
verbs in different contexts.

(3) Several parallel or nested PPs can appear in
the same sentence.

Here is an example sentence in the patent texts:

ARBAPPL E5AF VR L ][ PP2 it

[PP3 Jy AN [R] IX 14 fit 00045 2T #2 1 ¥

Z IR 25 R .

(The invention has proposed more accurate

results [PP1 under the permitted condition] {PP2

by providing forecast information [PP3 for
various regions.]})

As shown, two parallel PP1 and PP2 appear

together in the same sentence, where PP2 also
includes a nested PP3.
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Note that, correct identification of PPs is
significant to many tasks and applications in NLP.
Take patent machine translation for example, PPs
have direct impacts on a plurality of processing
modules such as source language parsing,
transformation and word reordering.

Considering the wide distribution of PPs and
significance of correct identification, we propose a
rule-based method and Conditional Random Field
(CRF) method to recognize the PPs. Although
facing difficulties, patent text processing still have
its advantages: from words to sentences, patent
texts possess kinds of common and fixed structures
and expressions, which are more suitable for rule-
based approach to describe and process. That’s
why we try to use the rule-based approach to
identify the special PP chunks.

We test and compare the performances of the
two approaches by designing some experiments.
Final precision rates were over 90%, indicating
that the approaches perform well in our task.

The rest of the paper are organized as follow:
Section 2 discusses some related work. Section 3
introduces some structural and semantic analysis of
PP in Chinese patent texts. Section 4 and 5 present
the rule-based and CRF methods. Section 6
conducts some experiments and analysis, and the
last section comes with the conclusion and future
work.

2 Related Work

Identification of Chinese prepositional phrases has
been an issue in the field of Chinese language
processing. Many effective methods, including
rule-based and statistical approaches, were
proposed in past several years.

(Zhu, 2013; Hu, 2015) studied the identification
of PPs towards Chinese-English patent machine
translation by using a rule-based method. (Yu,
2006) applied the Maximum Entropy Model to the
task of identifying PPs. Based on Hidden Markov
Model, (Xi, et al., 2007) presented a novel method
to identify PP chunks with dependency grammar,
achieving good performance. (Jian, et al., 2009)
tried to identify PP from two directions (left-right
and right-left) by using the classical SVM
classifier.

As a powerful sequence modeling framework
that combines the advantages of both generative
model and classification model, CRF was first
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introduced into language processing in (Lafferty, et
al., 2001). Since then, the model has been
successfully applied to various NLP tasks such as
word segmentation (Tseng, et al., 2005), Semantic
Role Labelling (Cohn and Blunsom, 2005) and
parsing (Finkel, et al., 2008; Yoshimasa, et al.,
2009).

(Hu, 2008; Song, 2011 and Zhang, 2013)
proposed linear-CRF models to identify PPs in
Chinese news corpus, aiming to identify the nested
PPs.

Note that, most previous works focus on
identifying PPs in news corpus, there exists few
research in other domains. In this paper, we want
to study some unique features of PP chunks in
Chinese patent texts, and try to identify them with
two different approaches.

3  Structural Analysis of PP

In this part, we need to introduce some structural
and semantic analysis of PP in Chinese patent texts,
which are the basis of the rule-based method in the
following sections.

3.1 Types of Prepositions

After analyzing considerable Chinese patent texts,
we divide the prepositions into two basic types.
Some prepositions, such as “(BA)”, “H (YOU)”,
“* (JIANG)” and “#% (BEI)”, usually introduce
semantic components like agent, patient in the
sentence, these can be marked as PO; Other
prepositions which can lead the time, manner etc.
are marked as P1, including “¥% /%% 8 /iR 95
(according to)”, “i#id (by/through)” and so on. A
significant difference between the two types is,
components behind the PO prepositions must be
NPs, while components behind P1 are not just
limited to NPs, and they can be other kinds of
phrases or even clauses. Generally, the number of
P1 is much more than that of PO.

3.2 Boundaries of PP

PP chunk has left and right boundary words, and
the left boundary is preposition. Some right
boundary words often appear together with some
specific prepositions, forming fixed collocation
structures. For example, in the strings “X4------fi
(When ...... )” and “fE-----+ EF'(in ...... )”’ the word
“If> is the collocation of preposition “4”, and the
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word “H” is the collocation of preposition “7E£”.
Such PPs with collocation structures are called
explicit PP. Clearly, prepositions in explicit PP
usually belong to P1 type, correspondingly, the
right boundary words can be marked as P1H. On
the contrary, implicit PP, refer to those PPs whose
right boundary words have no specific linguistic
features and cannot form collocation with the
prepositions. The number of implicit PPs are also
much more than that of explicit ones.

3.3 Positions of PP

PP in Chinese usually located between the subject
and core predicate, forming the “(NP) + PP + VP”
format, which is the most common form.
Meanwhile, in order to highlight the prepositional
phrases, PP can also be separated from subject and
predicate by commas, alone as an independent
structural unit, forming “PP +, + (NP) + VP”
format.

Both the two structures have something in
common: Subjects in the sentences can sometimes
be omitted; several parallel PPs can exist
simultaneously; and the PPs can be either explicit
or implicit. But the difference is that prepositions
in first format can be either PO or P1 type, while
prepositions of the second format generally can
only be P1 type, because PPs introduced by PO
type have much closer relationship with the
predicate structures and cannot be separated from
them.

3.4 Syntactic levels of PP

For the sake of parsing, it is necessary to
distinguish the PPs according to their syntactic
levels in the sentences. We define two levels:
LEVEL1 and LEVEL2. From the point of syntax
tree, the level of PP, whose upper node is the root
node of sentence, should belong to LEVELIL,
indicating that PPs are direct components of the
sentences; and level of other PPs, whose nodes are
non-terminals, should belong to LEVELZ2. In the
example sentence of section 1, for instance, the
levels of PP1 and PP2 are LEVEL1, and PP3
belongs to LEVEL?2.

4 Rule-based Method

Based on the Chinese patent corpus provided by
State Intelligent Property Office of China (SIPO),
we build a considerable knowledge base and
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artificially write numerous formal rules. In the
knowledge base, all words extracted from the texts
are labelled with several syntactic and semantic
attributes. According to the PO and P1 types of
preposition, different rules are specially designed
to identify the PPs. After integrating the
knowledge base and rules into the system, the rules
can use information shown in the knowledge base.
We will discuss the identification progress by
selecting some rules and examples.

4.1 Identifying PP Introduced by PO

As mentioned, PPs introduced by prepositions of
PO types have direct relationship with the predicate
structure. We have found that such PPs always
appear with two-valence or three-valence verbs.
Thus in the rules, it is necessary to take the valence
attributes of verb into consideration to help
identify the PPs. The valence attributes have
already been labelled in the knowledge base.

Rulel:

(0){CHNI[ 5 1}+(1)NP+(F{(2)Verb&Valence[2]

&END%}=>(PP,0,1)&PUT(PP,LEVEL,1)

Rule2:

(0O){CHN[51}+(1)NP+(f){(2)Verb&Valence[2]}

+(3)CHN[#]=>(PP,0,1)&PUT(PP,LEVEL,2)

The meaning of rule 1 is that, if there exists a
two-valence verb behind the Chinese character
(CHN) “L(with)”, and located at the end of the
sentence (END%), then the string from node(0) to
node (1) will be identified as PP, and its level
should be LEVEL1.

Rule2 is similar to rulel, but since the verb is
followed by the common auxiliary word “f#J(DE)”,
the PP is just a modifier, and its level will be
LEVEL? instead of LEVEL1.

E.g. LA K W) 25 AT LA[PP SGHEAS 45 2] 2L
2. (The results of the present invention can be
matched [PP with the sample index].)

E.g.2: [NP[PP GHEAIRE LA 45 R W] T
SZU6 A % . (The results matched [PP with the
sample index] has proved the effectiveness of the
experiment.)

4.2  ldentifying PP Introduced by P1

PPs introduced by P1 actually include explicit and
implicit PPs. For explicit PPs, since the left and
right boundary words are collocation, they can be
labelled with special marks in the knowledge base
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and can be first identified. As a result, after
identifying them as the boundary words of PP, the
whole PP chunk will be recognized easily.

Rule3:

(0)CHN[4]+(F){(1)CHNI[HI1}=>(PP,0,1)$

The rule means that, if the character “H” is
located behind the character “24” in the same
sentence, then the string between the two
characters will be identified as PP chunk.

E.g.3: [PP 2%/~ /i Pk Re i — 2 BIE A1 ]
DL BT KRB % . (The phenomenon, as
shown in the following figure, can occur [PP when
the performance of products exceeds a certain
threshold].)

For implicit PPs, since the right boundary words
are not collocations of the preposition and have no
specific features, it is much difficult to determine
the proper positions of the right boundaries.
However, we can employ other contextual
information and expressions to help recognize
them. For example, in many patent sentences, PPs
are usually followed by some special conjunctions
such as “LA(Yi),>k(Lai) and Tfi(Er)”. In this case,
the word in front of the conjunction will be
identified as right boundary. In another case, as
mentioned above, if the PP is separated by comma,
then it is clearly that the comma can be used to
identify the PP chunk.

Rule4:

(0){CHN[E, 2 H, 20 5 T MR8 75 13+ (F)

{(2)CHN[LA, 17 SE]3+(1)! CHK[, ]=>(ABK,0,2]

&PUT(PP,LEVEL,1)

Rule5:

(0)P1+(f){(1)CHN[, ]}=>(ABK,0,1]&PUT(PP,
LEVEL,1)

Rule4 indicates that if there exists Chinese

conjunctions behind the prepositions at node O,
then the whole string before the conjunctions (not
included) will be recognized as PP chunk (ABK).
Rule5 means that the string, which begins with the
preposition of P1 type and ends with the comma,
will be recognized as PP chunk.

E.g.4: [PPL MR¥E A B SL %], wT[PP2 i@
RN ERFY R IE R R VG . ([PP1
According to the embodiment of the present
invention], the scope of application of the method
can be expanded [PP2 by providing a dynamic
image].)
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Sum up, the identification rules try to take full
advantages of the boundary words and contextual
information around to identify PPs. The targeted
rules only need to pay attention to local rather than
global information in the sentence, thus they are
more efficient and effective.

5 CRF Method

In this paper, we will use the CRF++ toolkit
(V0.53)* to train the model for identifying the PP
chunks and test the effects of the method.

5.1 Sequential Labelling

Chunking based on CRF method is usually
recognized as sequential labelling issue. Input X is
a data sequence to be labelled, and Output Y is a
corresponding labelled sequence, which is taken
from a specific tag set.

We adopt the B-I-E-O scheme as tag sets to
label PP chunks in the sentence. B-I-E refers to
Beginning, Intermediate and End elements of PP
structure, and O for Outsides of the chunk.

5.2 Features

After analyzing the structural and linguistic
features of patent sentences in the corpus, we
defined following five effective and representative
features for the model. Each feature, as shown
below, is composed of feature name and its value.

Feature Value
Token Each token in the sentence.
Marks only one proper POS of
POS each word and punctuations
(marked as “punc”) according to
context in the sentence.
From the current position of each
Candidate  word, find forward to find the
left boundary preposition. If the preposition
(CLB) exists, the value is the preposition
itself; otherwise marks “N”.
Candidate If current word can be RBW of PP,
right marks “Y”; otherwise “N”.
boundary
(CRB)
Candidate ~ The word behind the RB, which is
last word also helpful in the identification, is
(CLW) defined as last word (LW). If

1 http://crfpp.googlecode.com/
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current word is LW, then marks
“Y”; otherwise “N”.

Table 1. Feature Sets of the CRF Model

After word segmentation, we manually label
each sentence sequence including PP chunks with
above features.Table2 shows a tagged sequence
example.

Words POS CLB CRB CLW Tsi%
Zjﬁﬂ n N N N 0]
Eid  prep dEid N N B
K H v i N N I
Jeitt a i N N I
HiAR n @Ed Y N E
1ii} conj #iE N Y 0
fem v dEid N N o}
ArEfy on dEiE N N 0
. punc J#HiF N N o)

Table 2. A Tagged Sentence Example

The first five columns are designed features, and
the last column represents tag set of the sequences.
According to the format of the CRF toolkit, each
column is separated by a separator, and each
sentence sequence is separated by a line break.

6 Experiments

In this section, we conducted some experiments to
test the performance of the two methods mentioned
above, and compared their results. Precision rate
(P), Recall rate (R) and F1 are three evaluation
metrics of the experiments.

6.1 Data

1000 sentences containing PPs, which were
randomly selected from the patent corpus provided
by SIPO, were considered as test set of the
methods. In the CRF test, we chose another
different 5000 sentences as training set from the
same corpus to train the model in the toolKkit.

6.2 Results

The experimental results of the two methods are
shown in the following table.
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P(%) R (%) F1(%)
Rule-based 96.86 74.67 84.33
CRF 92.65 90.07 91.33
Table 3. Experimental Results of the Two Methods

In order to observe the effects that the two
methods identified different individual prepositions,
we further tested identification precision and recall
rates of 10 most frequently appeared prepositions
in the test set. Following table and line chart
showed the results.

No Prep. RB Method __ CRF Method

P(%) R(%) P(%) R (%)
1 fE(ZAl) 100 90.19 9563 95.63
2 H4(IANG) 100 61.67 9595 95.95
3 (Tongouo) 100 5227 8684 8684
4 fi(YOU) 90.67 68.00 6957 66.67
5  M(CONG) 9474 8571 70.00 63.63
6  4(DANG) 100 90.48 87.50 87.50
7 E(Yu) 926 2500 88.89 88.89
8 DU 91.37 7059 80.00 70.59
9  #F(DUIYU) 100 9375 100 100
10 J(XIANG) 9612 5556 75.00 60.00

Table 4. Identification Results of 10 Most Frequently
Appeared Prepositions (in descending order)
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Figure 1. Line Chart of Identification Results

6.3 Analysis

As shown in Table 3, the overall precision rates of
the two methods reached over 90%, indicating that
the methods are feasible and effective for
identifying prepositional phrases, showing a good
performance.
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Precision of rule-based method were higher than
those of CRF in the overall test and identification
of 10 prepositions. Identification precision of some
individual prepositions even reached 100%,
indicating that the rules can describe the linguistic
information of PPs more accurately, especially for
those PP chunks with long distance and
collocations. However, recall rates of rule-based
method were much lower than CRF, which were
also clearly reflected in the line chart, there exists
significant differences between the recall rates of
various prepositions, what’s more, fluctuation
ranges of recall rates of rule-based method were
greater than CRF. From the results, we can come
to the conclusion that, as a statistical approach,
CRF method does have better stability and
adaptability.

On the other hand, the recall rates were lower
than precision rates in the two approaches. And,
fluctuation ranges between precision and recall of
rule-based method were greater than CRF. These
are inevitable results of rule-based approaches in
NLP.

Despite the methods performed well, we still
found some reasons accounting for error
identification after analyzing the experimental
results.

For the rule-based method, the reasons included:
(1) Because of the performance of the current
system itself, sometimes it has difficulties in
processing sentences with much longer and
complex structures.

(2) Word segmentation ambiguities resulted in
error identification. For example, in the
sentence “[PP AR A 1T — BRI HIMA
F| Szt 4 B o, ”(The solution from the
previous step was added to the test device.),
the word “ K H (from)” was behind the
preposition “¥(Jiang)”, since the word “# K>
is already in the word list, the system will first
segment the word “¥4>K> from the sentence,
thus the monosyllabic word “¥4(Jiang)” cannot
be identified as preposition, as a result, the PP
chunk will not be identified at last.

(3) In some cases, it is harder for the system
to recognize ambiguous strings caused by
multi-category prepositions. For example, in

the sentence “ 27 ] LA SIM T A
B SR s &{E” (The applications can
use the SIM toolkit interface to communicate
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with mobile devices.), the preposition “55 (YU,
with)” can also serve as conjunction(equivalent
to the word “and” in English) in Chinese. Thus,
when chunking the sentence, the string “5#%
&) W £ (with mobile devices)” may not be
identified as PP chunk, instead, the string
“SIM T HAE#Z D 5854 is recognized
as NP (the SIM toolkit interface and mobile
devices).

For the CRF method, the possible reasons

included:

(1) Some prepositions had little or no
occurrences in the training set, and CRF
model cannot study the features of these
prepositions, thus it is difficult to identify
them correctly when they appear in the test
set.

(2) Some strings led by the prepositions were
ambiguous. Under this condition, it was not
easy to determine the right boundaries of PP
chunks. For example, in the sentence “i# it
AR W) 2K 7R A RO AT S 56 7
fh ULIE”, the italic noun 28 7K (ink)” is
followed by another noun “ % i 7|
(colorants)”, it is not really clear which noun
should actually be right boundary of the PP
chunk. If the two nouns represent a
compound noun, then the boundary should be
the second noun; but if they are independent
of each other, then the boundary should be
the first noun, and the second noun will serve
as subject of the sentence.

(3) The model is quite sensitive to features in the
sequences, during the label process, error and
improper manually tagged information is
inevitable, which can also result in error
identifications.

7 Conclusion and Future Work

In this paper, we proposed a rule-based and CRF
method for identifying PP chunks in Chinese
patent texts. In the rule-based method, we built the
knowledge base and designed various targeted
rules for different types of PPs, in the CRF method,
we employed the effective CRF toolkit to train the
identification models by labelling the sentences
with several features. We also conducted several
tests to justify the performance of the two
approaches and compared the experimental results.
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Which have proved the methods performed well in
identifying the PPs, although there still existed
some error identifications.

In the future, we will try to combine the two
method together, and pay more attention to the
reasons resulting in the error identification, hoping
to improve the performance further.
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Japanese Sentiment Classification with Stacked Denoising Auto-Encoder
using Distributed Word Representation
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Abstract

Traditional sentiment classification methods
often require polarity dictionaries or crafted
features to utilize machine learning. How-
ever, those approaches incur high costs in
the making of dictionaries and/or features,
which hinder generalization of tasks. Ex-
amples of these approaches include an ap-
proach that uses a polarity dictionary that can-
not handle unknown or newly invented words
and another approach that uses a complex
model with 13 types of feature templates. We
propose a novel high performance sentiment
classification method with stacked denoising
auto-encoders that uses distributed word rep-
resentation instead of building dictionaries or
utilizing engineering features. The results
of experiments conducted indicate that our
model achieves state-of-the-art performance
in Japanese sentiment classification tasks.

1 Introduction

As the popularity of social media continues to rise,
serious attention is being given to review informa-
tion nowadays. Reviews with positive/negative rat-
ings, in particular, help (potential) customers with
product comparisons and to make purchasing deci-
sions. Consequently, automatic classification of the
polarities (such as positive and negative) of reviews
is extremely important.

Traditional approaches to sentiment analysis uti-
lize polarity dictionaries or classification rules. Al-
though these approaches are fairly accurate, they
depend on languages that may require significant
amounts of manual labor. Further, dictionary-based
methods have difficulty dealing with new or un-
known words.
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Machine learning-based methods are widely
adopted in sentiment classification in order to miti-
gate the problems associated with the making of dic-
tionaries and/or rules. One of the most basic features
used in machine learning-based sentiment classifi-
cation is the bag-of-words feature (Wang and Man-
ning, 2012; Pang et al., 2002). In machine learning-
based frameworks, the weights of words are auto-
matically learned from a training corpus instead of
being manually assigned.

However, the bag-of-words feature cannot take
syntactic structures into account. This leads to mis-
takes such as “a great design but inconvenient” and
“inconvenient but a great design” being deemed
to have the same meaning, even though their nu-
ances are different; the former is somewhat nega-
tive whereas the latter is slightly positive. To solve
this syntactic problem, Nakagawa et al. (2010) pro-
posed a sentiment analysis model that used depen-
dency trees with polarities assigned to their subtrees.
However, their proposed model requires specialized
knowledge to design complicated feature templates.

In this study, we propose an approach that uses
distributed word representation to overcome the first
problem and deep neural networks to alleviate the
second problem. The former is an unsupervised
method capable of representing a word ~ s meaning
without using hand-tagged resources such as a po-
larity dictionary. In addition, it is robust to the data
sparseness problem. The latter is a highly expressive
model that does not utilize complex engineering fea-
tures or models.

Our research makes the following two main con-
tributions:
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e We show that distributed word representation
learned from a large-scale corpus and multi-
ple layers (more than three layers) contributes
significantly to classification accuracy in senti-
ment classification tasks.

e We achieve state-of-the-art performance in
Japanese sentiment classification tasks without
designing complex features and models.

2 Related Works

In this section, we discuss related works from
two areas: sentiment classification and deep learn-
ing (distributed word representation and multi-layer
neural networks).

2.1 Sentiment classification

Sentiment classification has been researched ex-
tensively in the past decade. Most of the previ-
ous approaches in this area rely on either time-
consuming hand-tagged dictionaries or knowledge-
intensive complex models.

Ikeda et al. (2008) proposed a method that clas-
sifies polarities by learning them within a window
around a word. Their proposed method works well
with words registered in a dictionary. However,
building a polarity dictionary is expensive and their
approach is not able to cope with unknown words. In
contrast, our proposed approach does not use a po-
larity dictionary and works robustly even when there
are infrequent words in the test data.

In a similar manner, Choi et al. (2008) proposed a
method in which rules are manually built up and po-
larities are classified considering dependency struc-
tures. However, the rules are based on English,
which cannot be applied directly to other languages.
This is unlike our method, which does not employ
any language-specific rules.

Nakagawa et al. (2010) proposed a supervised
model that uses a dependency tree with polarity as-
signed to each subtree as hidden variables. The pro-
posed approach further classifies sentiment polari-
ties in English and Japanese sentences with Condi-
tional Random Field (CRF), considering the interac-
tions between the hidden variables. The dependency
information enables them to take syntactic structures
into account in order to model polarity flip. How-
ever, their proposed method is so complex that it has
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to create multiple feature templates. In contrast, our
model is quite simple and does not require the engi-
neering of such features.

2.2 Deep learning

One of the great advantages of deep learning is that
it reduces the need to hand-design features. In-
stead, it automatically extracts hierarchical features
and enhances the end-to-end classification perfor-
mance learned through backpropagation. As a con-
sequence, it avoids the engineering of task-specific
ad-hoc features using copious amounts of prior
knowledge. Further, it sometimes surpasses human-
level performance (He et al., 2015). Two of the most
actively studied areas in deep learning for NLP ap-
plications are representation learning and deep neu-
ral networks.

Representation learning Several studies have at-
tempted to model natural language texts using deep
architectures. Distributed word representations, or
word embeddings, represent words as vectors. Dis-
tributed representations of word vectors are not
sparse but dense vectors that can express the mean-
ing of words. Sentiment classification tasks are sig-
nificantly influenced by the data sparseness prob-
lem. As a result, distributed word representation is
more suitable than traditional 1-of-K representation,
which only treats words as symbols.

In our proposed method, to learn the word embed-
dings, we employ a state-of-the-art word embedding
technique called word2vec (Mikolov et al., 2013b;
Mikolov et al., 2013a), which we discuss in Sec-
tion 3.1. Although several word embedding tech-
niques currently exist (Collobert and Weston, 2008;
Pennington et al., 2014), word2vec is one of the
most computationally efficient and is considered to
be state-of-the-art. Collobert et al. (2008) presented
a model that learns word embedding by jointly per-
forming multi-task learning using a deep convolu-
tional architecture. Their method is considered to be
state-of-the-art as well, but it is not readily applica-
ble to Japanese.

Multi-layer neural networks A stacked denois-
ing auto-encoder (SdA) is a deep neural network that
extends a stacked auto-encoder (Bengio et al., 2007)
with denoising auto-encoders (dA). Stacking multi-
ple layers and introducing noise to the input layer
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adds high generalization ability to auto-encoders.
This method is used in speech recognition (Dahl et
al., 2011), image processing (Xie et al., 2012) and
domain adaptation (Chen et al., 2012); further, it ex-
hibits high representation ability.

Glorot et al. (2011) used SdAs to perform domain
adaptation in sentiment analysis. After learning sen-
timent classification in four domains of the reviews
of products on Amazon, they tested each model with
different domains. Although the task and method are
similar to those of our proposed approach, they only
use the most frequent verbs as input.

Dos Santos et al. (2014) and Tang et al. (2014)
researched sentiment classification of microblogs
such as Twitter using the distributed representation
learned by the methods of Collobert et al. (2008)
and Mikolov et al. (2013b; 2013a). Those two tasks
are the same task as ours, but the former generats
sentence vectors using string-based convolution net-
works while the latter utilizes a model that treats
the distributed word representation itself as polari-
ties. Our proposed approach makes sentence vectors
by simply averaging the distributed word represen-
tation, yet achieves state-of-the-art performance in
Japanese sentiment classification tasks.

Kim (2014) classified the polarities of sentences
using convolutional neural networks. He built a sim-
ple CNN with one layer of convolution, whereas our
model uses multiple hidden layers.

Socher et al. (2011; 2013) placed common auto-
encoders recursively (recursive neural networks)
and concatenated input vectors to take syntactic in-
formation such as the order of words into account. In
addition, they arranged auto-encoders (AEs) to syn-
tactic trees to represent the polarities of each phrase.
Recursive neural networks construct sentence vec-
tors differently from our approach. Compared to
their model, our distributed sentence representation
is quite simple yet effective for Japanese sentiment
classification.

3 Sentiment Classification with Stacked
Denoising Auto-Encoder using
Distributed Word Representation

In this study, we treated the task of classifying the
polarity of a sentence as a binary classification.

Our proposed approach makes a sentence vector
from the input sentence, and then inputs the sen-
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tence vector to a classifier. The sentence vector is
computed from the average of word vectors in the
sentence, based on distributed word representation.

In Section 3.1 we introduce distributed represen-
tation of words and sentences, and in Section 3.2 we
explain multi-layer neural networks.

3.1 Distributed representation

1-of-K representation is a traditional word vector
representation for making bag-of-words. The di-
mension of a word vector in 1-of-K is the same as
the size of the vocabulary, and the elements of a
dimension correspond to words. 1-of-K treats dif-
ferent words as discrete symbols. However, 1-of-K
representation fails to model the shared meanings of
words. For example, the word vectors “dog” and
“cat” should share “animal” or “pet” meanings to a
certain degree, but 1-of-K representation is not able
to capture this similarity. Consequently, we propose
distributed word representation.

The task of learning distributed representation is
called representation learning and has been of sig-
nificant interest in the NLP literature in the last few
years. Distributed word representation learns a low-
dimension dense vector for a word from a large-
scale text corpus to capture the word’s features from
its context.

3.1.1 Distributed word representation

Let the number of vocabularies be |V|, the dimen-
sion of a vector representing words be d, 1-of-K vec-
tor be b € RIVI and the matrix of all word vectors
be L € R¥™ VI, The kth target word vector wy, is
consequently represented as in Equation 1.

wy, = Lby, (D

Continuous Bag-of-Words (CBOW) and Skip-
gram models in word2vec (Mikolov et al., 2013b;
Mikolov et al., 2013a) have attracted tremendous
attention as a result of their effectiveness and effi-
ciency. The former is a model that predicts the tar-
get word using contexts around the word, whereas
the latter is a model that predicts the surround-
ing context from the target word. According to
Mikolov’s work, skip-gram shows higher accuracy
than CBOW!. Therefore, we used skip-gram in our
experiments.

'"We carried out a preliminary experiment using CBOW
representation and found that skip-gram considerably outper-
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Figure 1: The sentence vector construction method.

3.1.2 Distributed sentence representation

In our approach, we construct a sentence matrix
S € RIMIX4 from the corpus containing |M| sen-
tences.

First, we describe how to create a sentence vector
from word vectors. The z'th (1 < i < M) input
sentence composed of | N ()| words is used to make
a sentence vector S(0 € R? with the word vectors.

The jth (1 < j < d) element of sentence vec-
tor S is calculated by averaging the correspond-
ing element of the word vectors in the sentence as
expressed in Equation 2 (Figure 1).

1 N (@)

() _ i

S’ = NG Z“’é) )
n=1

Finally, the sentence matrix .S is defined by Equa-
tion 3.

ST
ST
S=1] ", 3)

3.2 Auto-Encoder

An auto-encoder is an unsupervised learning method
devised by Hinton and Salakhutdinov (2006) that
uses neural networks. It learns shared features of the
input at the hidden layer. By restricting the dimen-
sion of the hidden layer to be smaller than that of
an input layer, it reduces the dimension of the input
layer. The encode function that calculates a hidden
layer from an input is shown in Equation 4, and the

formed it. Therefore, we present only the experiments con-
ducted using skip-gram in this paper.
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Figure 2: The learning process of a four layer stacked
denoising auto-encoder.

decode function that calculates an output layer from
the hidden layer is shown in Equation 5 below.

= s(Wx + b) 4)

z=s(W'y+1¥t) )

s(*) represents nonlinear functions such as tanh or
sigmoid, W, W' are weight matrices and b, b’ are
bias terms, respectively.

The parameters of auto-encoders are learned by
minimizing the following loss functions. The loss
function measures the difference between input vec-
tor & and output vector z using the cross entropy
(Equation 6). We use Stochastic Gradient Descent
(SGD) to minimize the loss function.

d
Ly Zwklogzk+ (1—xg) log(1—2zg)]
k=1

(6)
3.2.1 Denoising Auto-Encoder

Regularization is usually used in the loss func-
tion in traditional multi-layer perceptrons. Denois-
ing techniques play the same role as regularization
in auto-encoders.

A denoising auto-encoder is a stochastic exten-
sion of a regular auto-encoder that adds noise ran-
domly to the input during training to obtain higher
generalization ability. Because the loss function of
denoising auto-encoders evaluates the input without
adding noise, denoising auto-encoders can be ex-
pected to extract better representations than auto-
encoders (Vincent et al., 2008). DropOut (Hinton
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et al., 2012) achieves similar regularization objec-
tives by ignoring the hidden nodes, not input, with a
uniform probability.

3.2.2 Stacked Denoising Auto-Encoder

A stacked denoising auto-encoder piles dAs into
multiple layers and improves representation ability.
The deeper the layers go, the more abstract features
will be extracted (Vincent et al., 2010). The train-
ing procedure used for SdAs comprises two steps.
Initially, dAs are used to pre-train each layer via
unsupervised learning, after which the entire neu-
ral network is fine-tuned via supervised learning. In
the pre-training phase, feature extraction is carried
out by the dAs from input A;, and the extracted
hidden representation is treated as the input to the
next hidden layer. After the final pre-training pro-
cess, the last hidden layer is classified with softmax
and the resulting vector is passed to the output layer.
The fine-tuning phase backpropagates supervision to
each layer to update weight matrices (Figure 2).

In Figure 2, the input vector is obtained from
Equation 2 and dA1 is applied with the weight ma-
trix of the first layer W7 to calculate the first hid-
den layer. Note that the numbers of hidden layers
and hidden nodes are hyperparameters. We define
n; to be the number of hidden nodes of the ¢th layer.
Therefore, using Equation 4 the dimension of weight
matrix W7 will be ny x d. Similarly, the weight ma-
trices up to the [ — 1th layer will be W; € R™*"i-1
(¢ > 2). At the final /th layer, we need to convert the
dimension of the hidden layer into dj,pe;, the dimen-
sion of the label, so the dimension of weight matrix
W should become dj pe; X 1j—1.

4 Experiments
4.1 Methods

To demonstrate the effectiveness of a nonlinear SdA,
we compared it with a linear classifier (logistic re-
gression, LogRes-w2v).? In addition, to investigate
the usefulness of distributed word representation, we
compared methods using bag-of-features (LogRes-
BoF, SdA-BoF). We constructed sentence vectors
S e RIVI with 1-of-K representation in the same
manner as Equation 2, and performed dimension

?Both SdA and logistic regression were implemented using
Theano version 0.6.0.
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reduction to d = 200 using Principal Component
Analysis (PCA).?

We introduce a weak baseline (most frequent
sense) and a strong baseline (state-of-the-art). The
latter is a method by Nakagawa et al. (2010), which
uses the same corpus.

MFS. The most frequent sense baseline. It always
selects the most frequent choice (in this case,
negative).

Tree-CRF. The state-of-the-art baseline with
hidden variables learned by tree-structured
CRF (Nakagawa et al., 2010).

LogRes-BoF. Performs sentiment classification us-
ing bag-of-features with a linear classifier (lo-
gistic regression).

SdA-BoF. Classifies polarity with the same input
vectors as LogRes-BoF.

LogRes-w2v. Classifies polarity with a linear clas-
sifier (logistic regression) using the sentence
vector computed by distributed word represen-
tation.

SdA-w2v. Our proposed method that classifies po-
larity with a SdA using the same input as
LogRes-w2v.

SdA-w2v-neg. Similar to Nakagawa et al. (2010),
we pre-processed negation before creating dis-
tributed word representation as in SdA-w2v.

We adjusted the noise rate, the numbers of hidden
layers and hidden nodes, as follows.

To demonstrate the denoising efficiency, we var-
ied the noise rate (0%, 10%, 20%, 30%, 40% and
50%) for SdAs. We then performed denoising by
zeroing a vector with binomial distribution at a spec-
ified rate.

To show the effect of stacking, we increased the
number of hidden layers (from 1 to 6).

To examine the representation ability of the net-
work, we varied the number of hidden nodes (100,
300, 500, and 700).

3We used scikit-learn version 0.10.
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Figure 3: Accuracy of each method with standard error.
4.2 Corpus and tools

We obtained distributed word representations us-
ing word2vec* with Skip-gram (Mikolov et al.,
2013b; Mikolov et al., 2013a). We used Japanese
Wikipedia’s dump data (2014.11) to learn the 200
dimension distributed representation with word2vec
after word-segmentation with MeCab 3. The vocab-
ulary of the models contains 426,782 words (without
processing negation) and 431,782 words (with pro-
cessing negation).

The corpus used in the experiment was the
Japanese section of NTCIR-6 OPINION (Seki et al.,
2007). The data used in our research were the sen-
tences from The Mainichi Newspaper and The Japan
News articles with polarities annotated by three an-
notators. For each sentence, we took the union of the
annotations of the three annotators. When the anno-
tations were split to both positive and negative, we
always used the annotation of the specific annotator.
The resulting corpus contained 2,599 sentences. The
positive instances comprised 765 sentences whereas
the negative instances comprised 1,830 sentences.
Although a neutral polarity existed, we ignored it
because our task is binary classification.

We performed 10-fold cross validation with 10
threads of parallel processing and evaluated the per-
formance of binary classification with accuracy.

4.3 Results

First, Figure 3 shows the accuracy and standard er-
rors of each method for the NTCIR-6 corpus.
It can be clearly seen that our method is superior

*https://code.google.com/p/word2vec/
SMeCab version-0.996, IPADic version-2.7.0
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Table 1: Accuracies of SAA models with different hyper-
parameters.

Parameters Accuracy

0% 81.1%

10% 81.5%

. 20% 81.4%

Noise rate 30% 30.9%

40% 81.1%

50% 81.6%

80.6%

2 80.4%

. 3 81.1%

Number of hidden layers 4 81.6%
5 81.4%

6 81.1%

100 81.1%

: 300 81.2%

Number of hidden nodes 500 81.3%
700 81.2%

to all baselines, including the state-of-the-art Nak-
agawa et al. (2010)’s method by up to 11.3 points.
This result shows that the distributed word represen-
tation is sufficiently effective on the Japanese sen-
timent classification task, even though only a sim-
ple word embedding model, not a complex tuned
representation learning model such as dos Santos et
al. (2014)’s, is used.

Note that the parameters of the SdAs above are
the best combination of noise rate, number of hid-
den layers, and number of hidden nodes (noise rate:
10%, four layers, and 500 dimensions). 6

Table 1 contrasts the various hyperparameters.
We changed one parameter at a time, while leaving
all other parameters fixed. The upper row compares
the accuracy of the system with changing noise rate.
The best result was obtained when the noise rate was
set to 50%. Compared with the standard stacked
auto-encoder (noise rate: 0%, accuracy: 81.1%), an
SdA with a noise rate of 50% exhibits better accu-
racy (81.6%). In the middle of the table, we changed
the number of hidden layers. It turned out that, the
classifier worked best with four layers. As can be
seen, the stacked auto-encoder is superior to the un-
stacked one by 1.0 accuracy point. At the bottom
of the table, we changed the dimension of hidden
nodes. We changed hidden nodes in intervals of
200 dimensions, but the accuracy only fluctuated by
+0.1 point. The accuracy was highest when the di-
mension was 500.

SWe carried out 10-fold cross validation without using the
development set.
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den layers.
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5 Discussion

In this section, we discuss the results of the models
(Figure 3), parameter tuning (Table 1), and examples
(Table 2).

5.1 Methods

BoF vs. Distributed word representation. When
the model was fixed to a linear classifier (lo-
gistic regression), the accuracies with Bag-
of-Features and distributed word representa-
tion were 70.8% and 79.5%, respectively. In
contrast, using an SdA, the result for Bag-
of-Features was 76.9% and that of distributed
word representation was 81.7%. Considering
these outcomes, it can be seen that a 4.8 to 8.7
point increase in accuracy occurred when dis-
tributed word representation was used. Hence,
the contribution of distributed word representa-
tion is the largest among the different experi-
mental settings.

Linear classifier vs. SAA. The accuracies of lo-
gistic regression and SdAs with the same
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word vectors made from Bag-of-Features were
70.8% and 76.9%, respectively. With dis-
tributed word representation, the accuracy of
the linear classifier was 79.6% and that of SdA
was 81.7%. Thus, a 2.2 to 6.1 point improve-
ment was obtained using SdAs over a tradi-
tional linear classifier.

Negation handling. As can be seen in Figure 3,
the accuracy of SdA-w2v-neg decreased by 0.8
point compared with SdA-w2v. This differs
from Nakagawa et al. (2010)’s report. The
reason for this phenomenon may be the data
sparseness problem caused by the negation pro-
cess. We checked the number of negations in
the corpus and found that the numbers of types
and tokens are 326 (3.8%) and 1,239 (1.0%),
respectively. Thus, the negation process may
have little influence on the accuracy.

5.2 Parameters

Figures 4 and 5 show the total training time obtained
with 10 parallel processes by changing the numbers
of hidden layers and hidden nodes.

Figure 4 shows that the training time grew grad-
ually as the number of hidden layers increased. In
contrast, Figure 5 shows that the training time dou-
bled when the number of hidden nodes was in-
creased by 200. These results originate from the
structure of SdAs. The nodes of the two adjacent
hidden layers are fully connected. Hence, if the
network has [ layers and n dimensional nodes, the
number of connections will be | x n x n = In?.
That indicates the relationship between the number
of layers and connections is linear, but the number
of connections grows exponentially with the num-
ber of nodes. Consequently, a small increase in the
number of nodes results in a long training time. In
contrast, as can be seen from Table 1, the number
of nodes has little or no effect on accuracy, whereas
changing the number of layers helps to improve the
performance.

5.3 Examples

Several examples are presented in Table 2. The val-
ues P and N represent the prediction of positive and
negative, respectively.

Looking at the top of the correct answer, it can
be seen that our model classified polarity robustly
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Table 2: Correct and incorrect examples. BoF, LR, AE, Neg, SdA and Gold represent Bag-of-Features, LogRes,
Auto-Encoder (one layer SdA without stacking), Negation Processed, Proposal and the Gold answer, respectively.

Correct examples

BoF

LR

AE

Neg

SdA

Gold

Examples

N

N

N

N

P

P

[ 2 5 HoHFH & OBRMA T TIE, BRFELR O WEBTF 23
T 1 OERDBHEDRRZ ML T7 2 € Y Xbd~—aticii
Fvtwsg, Llzik-o 7z,

In the exclusive interview with The Mainichi Newspaper in the same
month on the 25th, he lined up small numbers such as poverty rate and
stressed the result of the regime in the decade, thrusting out his chest say-
ing “Fujimorism is rooted in Peru throughout”.

BT L e 7 m— B2 ANGRTS 2 DI3EEL W 2 & T,
It is not difficult to adapt the clone technology succeed with cows to hu-
mans.

Incorrect examples

BoF

LR

AE

Neg

SdA

Gold

Examples

LIV LB LT E TP - R E S5 ERBZITNILE,
He regrets “there must be other ways of writing that should be more
thoughtful”.

LEAOWE TELERIER I IER OB 2 KT XS TH Y, Z29)
LTI 2HWIRICIEL WL BIZ b 78, BEIOPHZ LTS
%5y EHEHIL 7.

In the discourse of Ministry of Education, he criticized “History textbooks
should reflect the truth of history, and only that can make the younger
to have the correct view of history so that it can prevent to playing the
tragedy again”.
FITHEENICEE S, ZOESZFDHTL50uR,

I would like him not to yield to the pressure and to keep his declaration to

the end.

against the data sparseness problem, such as with
the coined word “7 ¥ € Y A A (Fujimorism)” with
which the BoF model is weak. Further, linear clas-
sifiers and the unstacked AE fail to handle double
negative sentences such as at the bottom. Regard-
less of the difficulties, our model copes well with
the situation.

Moving on to the wrong answers, it can be seen
that our proposed model made human-like mistakes.
For example, it mistook the top one containing the
word “JZ<44 (thinking over, reflection, regret),” but
it is an ambiguous sentence that might be labeled as
positive. Similarly, it failed to classify the middle
sentence containing the phrase “7& &0 i % f 1k
§ % (prevent to replay the tragedy),” which ends
with “ft¥] L 7 (criticize).” The annotations of the
above two examples were divided into both positive
and negative’. At the bottom, the proposed method
did not successfully identify the polarity flipping
with the phrase “H /123 (not yield to the pres-
sure).” Because the model with negation handling

7As explained in Section 4.2, we arbitrarily determined the
polarity of a sentence when the annotations were split.
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answered it correctly, there remains much room for
improvement on how to deal with interactions be-
tween syntax and semantics (Tai et al., 2015; Socher
et al., 2013).

6 Conclusion

In this study, we presented a high performance
Japanese sentiment classification method that uses
distributed word representation learned from a large-
scale corpus with word2vec and a stacked denois-
ing auto-encoder. The proposed method requires no
dictionaries, complex models, or the engineering of
numerous features. Consequently, it can easily be
adapted to other tasks and domains without the need
for advanced knowledge from experts. In addition,
due to the nature of learning with vectors, our sys-
tem does not depend on languages.

As our future works, we will try to create the
distributed sentence representation using the Recur-
rent Neural Networks (Irsoy and Cardie, 2014) and
Recursive Neural Networks (Socher et al., 2011;
Socher et al., 2013) to capture global information.
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