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Introduction

Equality, Diversity and Inclusion (EDI) is an important agenda across every field throughout the world.
Language as a major part of communication should be inclusive and treat everyone with equality. Today’s
large internet community uses language technology (LT) and has a direct impact on people across the
globe. EDI is crucial to ensure everyone is valued and included, so it is necessary to build LT that serves
this purpose. Recent results have shown that big data and deep learning are entrenching existing biases
and that some algorithms are even naturally biased due to problems such as ‘regression to the mode’.
Our focus is on creating LT that will be more inclusive of gender, racial, sexual orientation, persons with
disability. The workshop will focus on creating speech and language technology to address EDI not only
in English, but also in less resourced languages.
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Sadiya Sayara Chowdhury Puspo, George Mason University, Virginia, USA
Andrei-Cristian Rad, Technical University of Cluj-Napoca, Romania
Hossein A. Rahmani, University College London (UCL), United Kingdom
Md Nishat Raihan, George Mason University, Virginia, USA
Chahat Raj, George Mason University, Virginia, USA
Effirul Ramlan, University of Galway, Ireland
Leonardo Ranaldi, Idiap Research Institute, Switzerland
A Ankitha Reddy, Sri Sivasubramaniya Nadar College of Engineering, India
Michael Roth, University of Stuttgart, Germany
Frank Rudzicz, Dalhousie University, Canada
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Keynote Talk: Metrics, Tasks, and Truths: Who is Natural
Language Processing for?

Dirk Hovy
Department of Bocconi University

2024-03-21 09:15:00 – Room: Radisson, Marie Louise Suite 1

Abstract: NLP always implicitly deals with the notion of truth, not just in fact verification and natu-
ral language inference. But the notion of truth we use is often restrictive and sometimes artificial, and
many times, it is completely unwarranted: because the process we use introduces falsehoods, because
there is no single truth that holds for all users, because the notion of truth does not apply. These issues
have become more pressing with Large Language Models. While we can now translate, summarize, and
generate text at human and super-human levels, we are modeling very specific linguistic realities. In this
talk, I will look at some of the (sizable) remaining pockets of unresolved questions and issues, even in
high-resource languages like English. We look at some of the roots of NLP’s notion of truths, the way
falsehoods enter our systems, and what we can do about it, with a special emphasis on annotation. I
will suggest some aspects that can make for interesting future directions and enjoyable puzzling to make
NLP fairer and (even) more performative. It turns out that there is still plenty to do with language of and
for children and non-standard speakers, the safety and harmlessness of models, and the application to
non-standard tasks.

Bio: He is an associate professor working on natural language processing and computational social
science. Previously, He was faculty and postdoc in Copenhagen, got a PhD from USC, and a master’s in
sociolinguistics in Germany. He is also the scientific director of BIDSA’s Data and Marketing Insights
(DMI) research unit, and head of the MilaNLP lab. He has organized a conference (EMNLP 2017) and
various workshops (on abusive language, ethics in NLP, and computational social science).
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Abstract

We introduce HATELEXICON, a lexicon of slurs
and targets of hate speech for Brazil, Germany,
India and Kenya, to aid model development
and interpretability. First, we demonstrate how
HATELEXICON can be used to interpret model
predictions, showing that models developed to
classify extreme speech rely heavily on target
group names. Further, we propose a culturally-
informed method to aid shot selection for train-
ing in low-resource settings. In few-shot learn-
ing, shot selection is of paramount importance
to model performance and we need to ensure
we make the most of available data. We work
with HASOC German and Hindi data for train-
ing and the Multilingual HateCheck (MHC)
benchmark for evaluation. We show that se-
lecting shots based on our lexicon leads tomod-
els performing better than models trained on
shots sampled randomly. Thus, when given
only a few training examples, using HATELEX-
ICON to select shots containing more sociocul-
tural information leads to better few-shot per-
formance. With these two use-cases we show
how our HATELEXICON can be used for more
effective hate speech detection.

1 Introduction

To curb the spread and dissemination of hate
speech online, the research and industry communi-
ties have focused on the collection of hate speech
data from social media and the development of
models to automatically filter out harmful content.
While there have been efforts to cover mul-

tiple languages (Ousidhoum et al., 2019; Mandl
et al., 2019; Ross et al., 2017; Maronikolakis et al.,
2022b), most work is still conducted for English
settings (Davidson et al., 2017; Founta et al., 2018;
Sap et al., 2020). Concurrently, it has been shown
that cross-lingual transfer capabilities of models
are limited in this domain (Nozza, 2021; Ranas-
inghe and Zampieri, 2020), potentially due to
the heavily culture-specific and subjective nature

Set German Hindi

Random64 0.513.6 0.472.5
Random96 0.534.7 0.463.2
Lexicon64 0.541.8 0.505.4
Lexicon96 0.551.0 0.521.1
All128 0.532.1 0.445.6

Table 1: Comparison of F1-scores for German and
Hindi between randomly- and HATELEXICON-sampled
training sets of sizes 64 and 96. Standard deviation in
subscript.

of the data. Thus, leveraging high-resource lan-
guages to aid performance in low-resource ones is
not a reliable option. Instead, methods need to be
developed to better utilize the available data.
Towards efforts for more inclusive hate speech

research, we are introducing HATELEXICON, a lex-
icon of slurs and target group denotations that
can be used as an aid to model training and inter-
pretability. Curated in collaboration with members
familiar with sociopolitical balances in the exam-
ined countries (Brazil, Germany, India and Kenya),
HATELEXICON aims to bring cultural knowledge to
hate speech model development.
Models often rely on keywords for predic-

tions (Ramponi and Tonelli, 2022). While this
can be an effective tactic in developing baselines
(e.g., keyword-based models), it can have undesir-
able effects, such as associating generally innocu-
ous terms with extreme speech; e.g., a negative
interpretation of the term ‘Muslim’. This erro-
neous association between target group names
and hate speech may lead to further marginal-
ization of vulnerable groups, misclassifying text
mentioning these terms with hate speech and con-
sequently filtering them out (Mathew et al., 2021a;
Dodge et al., 2021). Further, seemingly innocu-
ous terms have been appropriated by extreme
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speech peddlers and may not be picked up by
models, such as the term ‘Goldstücke’ in German
(originally meaning ‘gold pieces’ and appropriated
to refer to refugees in a derogatory manner). Mod-
els unable to recognize these keywords as hateful
in certain contexts will lead to hate speech falling
through the cracks.
This is especially salient in few-shot settings,

where the wide range of targets and slurs might
not be adequately captured in annotated datasets.
Further, it has been shown that model performance
fluctuates a lot depending on the selection of train-
ing shots (Zheng et al., 2022). Therefore, we need
a better strategy to make the most out of the
available data to select shots more conducive to
model performance.
Motivated by the above problems, we propose

HATELEXICON, a lexicon aiming to (i) aid model in-
terpretability by providing ground-truth labels on
common terms and (ii) improve shot selection in
low-resource settings by better coverage of key
terms such as targets and slurs. To create HATELEX-
ICON, we collaborated with annotators from our ex-
amined countries, who provided a list of keywords
and marked them as target groups, slurs, neutral
words or any combination of these labels.

Our contributions, in short, are the following:

1. Introduce HATELEXICON, a lexicon of target
group names and slurs from Brazil, Germany,
India and Kenya.

2. Show how cultural information can aid
in model interpretability, identifying which
slurs and targets affect performance the most.

3. Show that culturally-informed sampling out-
performs random sampling in few-shot hate
speech detection settings (Table 1).

4. Propose amethod to complement training sets
by querying data using HATELEXICON terms.

2 Related Work

Hate Speech Detection. Nascent efforts to tackle
hate speech focused on the curation of general-
purpose, English datasets (Founta et al., 2018;
Davidson et al., 2017), later expanding into more
granular annotation (Guest et al., 2021; Grim-
minger and Klinger, 2021; Ross et al., 2017; Sap
et al., 2020; Hede et al., 2021; Wiegand et al.,
2021). Most work is performed on datasets of thou-
sands of examples, allowing for straightforward

finetuning of models. In our work, we focus on
low-resource settings where only a few examples
are available for training and thus traditional fine-
tuning techniques cannot be applied.
Recently, work has been conducted to cover a

larger range of languages (Ousidhoum et al., 2019;
Ranasinghe and Zampieri, 2020; Maronikolakis
et al., 2022b; Plakidis and Rehm, 2022). In our
work, we continue previous efforts into multilin-
gual hate speech detection by proposing a lexicon
of terms (pertinent to the domain hate speech) for
Brazilian Portuguese, English, German, Hindi and
Swahili.
Analysis has taken place both on the model and

the dataset level (Mathew et al., 2021b; Wiegand
et al., 2019; Madukwe et al., 2020; Kim et al.,
2020; Swamy et al., 2019; Davidson et al., 2019a).
Further, hate speech datasets have been examined
for presence and reproduction of bias (Davidson
et al., 2019b; Laugier et al., 2021; Sap et al., 2019;
Maronikolakis et al., 2022a). We continue in this
direction by proposing a lexicon that can aid in in-
terpretability and model analysis efforts.
Previous work has uncovered annotator bias

(Ross et al., 2017; Waseem, 2016; Posch et al.,
2018; Shmueli et al., 2021; Al Kuwatly et al.,
2020), with work conducted to propose frame-
works of ethical data curation (Udupa et al., 2022;
Jo and Gebru, 2020; Leins et al., 2020; Vidgen
et al., 2019; Gebru, 2019; Mohamed et al., 2020).
To mitigate bias in our work, we are directly work-
ing with community-embedded members.
Röttger et al. (2021) proposed a benchmark for

unified evaluation of hate speech detection models
in English, subsequently expanded into the Multi-
lingual HateCheck (MHC) benchmark for multiple
languages (Röttger et al., 2022), used in our work.
Few-shot Learning. Large languagemodels ex-

hibit zero- and few-shot capabilities (Brown et al.,
2020; Wei et al., 2022; Sanh et al., 2022; Le Scao
and Rush, 2021; Gao et al., 2021; Schick and
Schütze, 2021b). A challenge with finetuning
large language models (and few-shot learning in
particular) is inconsistency: the selection of train-
ing data greatly affects performance (Zheng et al.,
2022; Mosbach et al., 2021; Lu et al., 2022). Since
in few-shot learning settings only a few examples
are available, any noise in the data can exacerbate
training issues (Köksal et al., 2022). In our work
we propose a lexicon-based approach to shot selec-
tion that consistently improves performance.
Earlier work in few-shot learning focused
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on prompt-based training Schick and Schütze
(2021a); Fu et al. (2022); Shin et al. (2020); Lo-
gan IV et al. (2022); Zhao and Schütze (2021).
Tunstall et al. (2022) introduced a prompt-free
approach to learning from small datasets (Set-
Fit). Through the use of SentenceBERT and its
Siamese-network training paradigm (Reimers and
Gurevych, 2019), SetFit generates pairs of training
examples and learns to minimize the distance of
training example representations of the same class
and, conversely, to maximize the distance for ex-
amples from different classes. This process results
in a model that can generate strong sentence em-
beddings, which can be then used to train a classi-
fication head on a task. In our work, we use Set-
Fit to train a multilingual SentenceBERTmodel on
German and Hindi.

3 Methodology

To showcase the usefulness of HATELEXICON in
hate speech model development, we examine two
use cases: model interpretability and few-shot
model development, showcasing how HATELEXI-
CON can be utilized to improve both processes in
the hate speech domain.

3.1 HATELEXICON Curation

For the curation of HATELEXICON, we employed1
annotators to provide slurs, target group names and
neutral words that appear often in hateful contexts
online. We employed three annotators in Brazil,
four in Germany, four in India and two in Kenya.
The annotators were tasked with providing

terms alongside a short description. The sourcing
of terms was left up to the annotators. We sug-
gested they could use social media (e.g., searching
for certain hateful hashtags or groups), but no re-
strictions were imposed. Instead, we relied on the
sociocultural knowledge of the annotators to guide
curation. We allowed for coordination between
the annotators, but with no explicit instructions to
actively collaborate. Terms are written in Brazil-
ian Portuguese, English, German, Hindi or Swahili.
Acceptable terms are: (i) slurs attacking the iden-
tity of a person or group, such as ethnicity, religion
and sexuality. (ii) target group denotations, such
as religious groups (e.g., ‘Muslim’) and marginal-
ized communities (e.g., ‘homosexual’). (iii) neu-
tral words that may appear often in hateful contexts

1All annotators were paid the same rate, which was above
minimum wage in all countries.

Type Brazil Germany India Kenya

Neutral 30 4 3 21
Target 4 3 7 29
Slur 11 18 35 43

Neutral/Target 0 1 0 2
Neutral/Slur 0 18 1 6
Target/Slur 0 5 0 12

Total 45 50 50 116

Table 2: HATELEXICON statistics for terms.

Country Text Type Description

Brazil gorda Slur overweight
women

Brazil traveco Slur transsexual
Brazil hora Neutral meaning ‘hour’

Germany Flüchtling Target refugee
Germany Schwuchteln Slur derogatory

term for homo-
sexual

Germany Roma Target ethnic group

India Bhimte Slur caste-ist term
India Mullo Slur Muslim people
India peaceful Slur Muslim people

Kenya wakalee Target Kalenjin ethnic
group

Kenya nugu Slur generic slur
Kenya foreskin Slur derogatory

against uncir-
cumcised Luo

Table 3: Example entries of HATELEXICON.

or datasets (e.g., ‘Frauenquote’, in German mean-
ing ‘quota of/for women’). Statistics and indica-
tive entries are shown in Table 2 and Table 3.
To evaluate the quality of our lexicon, terms sub-

mitted by one annotator were cross-checked by the
other annotators of the same country. From discus-
sions with annotator teams, it was made clear that
a few terms can be assigned more than one type.
For example, in German, the term ‘Schwule’ can
be used by homosexuals to describe themselves or
as a slur against them. In these instances, we al-
low annotation with multiple types. For example,
‘Schwule’ is annotated both as a target group deno-
tation and a slur, to better capture the dual nature
of the word.

3.2 Interpretability
We propose the use of HATELEXICON as a tool to
interpret model predictions. Popular interpretabil-
ity toolkits such as LIME (Ribeiro et al., 2016) in-
dicate which words are most associated with pre-
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dictions of particular classes. In hate speech con-
texts, words most important for making predic-
tions are oftentimes target group denotations or
slurs. While slurs are a more obvious indicator of
hateful language, target group denotations also nat-
urally appear in hateful contexts and there is the
danger of overemphasizing their association with
hate speech. This correlation could lead to fur-
ther marginalization of target groups, with content
mentioning target group denotations being filtered
out as hate speech. With HATELEXICON we can in-
vestigate keywords associated with model predic-
tions from a more culturally-informed perspective
to better verify whether the model has accrued bias
against these groups.
We take as an example use case the work

in XTREMESPEECH (Maronikolakis et al., 2022b),
where a novel dataset of hate speech is introduced
for Brazil, Germany, India and Kenya. In Ma-
ronikolakis et al. (2022b), the authors use LIME
to interpret their developed mBERT models, identi-
fying words contributing the most to predictions.
In our work we operate on two levels: First, us-
ing HATELEXICON, we investigate the list of top-
contributing words and show that in all exam-
ined countries, models emphasize heavily on target
groups and slurs. Further, we examine the change
ofmodel representations for targets and slurs of the
Kenyan and Indian subsets before and after model
finetuning.
XTREMESPEECH is a hate speech dataset with so-

cial media texts collected frommultiple online plat-
forms and messaging apps. Languages covered
in the dataset are Brazilian Portuguese, German,
Hindi and Swahili, as well as English (either on
its own or in the form of code switching with the
native language).
All text in XTREMESPEECH is targeting one or

more groups based on protected attributes (e.g.,
women or religiousminorities), annotated for three
levels of extremity: derogatory, exclusionary and
dangerous extreme speech. Brief descriptions
(as defined in (Maronikolakis et al., 2022b)) are
shown below. For full definitions, we refer read-
ers to the original paper.

1. Derogatory extreme speech: “Text that
crosses the boundaries of civility within spe-
cific contexts and targets individuals/groups
based on protected characteristics.”

2. Exclusionary extreme speech: “Expressions
that call for or imply excluding historically

disadvantaged and vulnerable groups based
on protected attributes such as national origin,
gender and sexual orientation.”

3. Dangerous extreme speech: “Text that has a
reasonable chance to trigger harm against tar-
get groups.”

3.3 Few-Shot Learning
With the general (relative) lack of non-English data
in the domain of hate speech, as well as due to
the difficulty of sourcing high-quality hate speech
data, few-shot learning emerges as an attractive op-
tion for model development.
In few-shot learning settings, training shot selec-

tion is of great importance to model performance
(Zheng et al., 2022; Köksal et al., 2022). This is
especially salient in multilingual settings, where
manual evaluation or prompt engineering might be
challenging due to language barriers.
We propose the use of HATELEXICON to aid shot

selection, allowing for more culturally-informed
sampling of training examples. Instead of ran-
domly selecting shots, we show how HATELEXI-
CON can be used to select examples to cover a
wider range of target groups and slurs in each cul-
tural context.
We evaluate our proposed method using SetFit

(Tunstall et al., 2022), training a multilingual Sen-
tenceBERT model2 to discriminate between hate-
ful and non-hateful speech.

3.3.1 Data
Training data comes from HASOC (Mandl et al.,
2019) and evaluation data comes from theMultilin-
gual HateCheck benchmark (Röttger et al., 2022),
on the German and Hindi subsets. HASOC is a
multilingual dataset of hate speech as sourced from
Twitter. We focus on the binary classification task
of HASOC, where tweets are classified as either
hateful or neutral. The MHC benchmark is a suite
with functional tests covering a wide range of hate
speech categories.
To simulate a few-shot setting, we randomly

sample 128 examples (64 hateful and 64 neutral)
from HASOCGerman and Hindi each. This forms
our total training set. We sample three sets for
each languages with different seeds and report av-
eraged results. We aim to investigate whether

2https://huggingface.
co/sentence-transformers/
paraphrase-multilingual-mpnet-base-v2
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Set German Hindi
S T S T

All128 12 10 12 9
Random32 2 0 3 3
Random64 3 4 5 4
Random96 8 8 6 4
Lexiconxx 12 10 12 9

Table 4: Distribution of slurs (S) and targets (T) in Ger-
man and Hindi sets as sampled with one of the seeds.

culturally-informed shot selection (via HATELEXI-
CON) improves performance over random shot se-
lection. We work with three dataset sizes: 32, 64
and 96.

3.3.2 Shot Selection
Sampling Method Comparison. For random se-
lection, we sample shots without replacement. For
the lexicon-based selection, we work in two steps:
(i) select all training examples that contain a slur or
a target group term, (ii) further sample randomly to
reach the desired training set size. In Table 4 we
show the distribution of slurs and targets in each
sampled set. As expected, the randomly sampled
sets do contain slurs and targets, although less fre-
quently than in the HATELEXICON-sampled sets.
Complementing Data. Developers tackling

hate speech online might try complementing their
datasets with more data to improve performance.
Since data collection and annotation is expensive
and challenging, especially in low-resource lan-
guages, it is imperative that the collected data is
of high quality.
To simulate this setting, we are procuring more

training examples using HATELEXICON, balanced
between the two classes. On top of the sampled
datasets as well as the entire dataset, we are fur-
ther sampling from HASOC German and Hindi 16
training examples containing a target term and 16
more a slur. These 32 examples are added to the
previous training sets and few-shot training are re-
peated. For a fair comparison, we also sample 32
examples randomly and compare performance.
With this experiment we are aiming to investi-

gate whether we can boost performance of a given
training set by collecting training data specifically
containing terms from HATELEXICON. Thus, devel-
opers in need of more data can query for terms
found in HATELEXICON. While in our case we are
merely sampling from HASOC, an already anno-

Brazil Germany India Kenya
fechar Politiker muslims cows

Ucranizar Grünen Muslim ruto
ucranizar Mohammedaner muslim luo
safada Juden Muslims wajinga
prender Merkels ko kikuyu
lixo Merkel mullo stupid
coisa Regierung Rohingyas idiot
kkkkk Opfer ड looting

Vagabundo Islam suvar tangatanga
traveco Moslems डर ujinga

Table 5: Top words contributing to mBERT’s predictions.
Blue: target group. Red: slur. Purple: both.

tated hate speech dataset, this method could be
used generally by querying for keywords on social
media platforms and annotating as is practice.

4 Interpretability through a Cultural
Lens

4.1 LIME Analysis
To showcase the usefulness of HATELEXICON in
hate speech detection model interpretability, we
analyze predictions (as reported by the authors) of
XTREMESPEECH.

As part of their study, Maronikolakis et al.
(2022b) conduct an interpretability analysis of
mBERT predictions for a three-way classification
task to identify the extremity of text (derogatory,
exclusionary or dangerous). Using LIME, they
identify the top-10 words contributing the most to
mBERT’s predictions (shown in Table 5).
In brief, the authors conclude that target group

names (such as religious groups) and slurs con-
tribute prominently to model predictions. This ex-
ercise was performed in close collaboration with
the annotators, who had to manually examine the
identified top-contributing words. This process re-
quires significant annotator effort and thus does
not scale to practical settings.
With HATELEXICON, we can automate the pro-

cess, significantly reducing cost and time con-
sumption. We find that in Brazil, there are 5 slurs;
in Germany, 1 slur and 4 targets; in India, 2 slurs
and 5 targets and in Kenya, 1 slur and 3 targets.
It is obvious that the model relies on the pres-

ence of slurs to make decisions, since slurs are pre-
dominantly used in hateful contexts. The model,
though, also relies heavily on target group denota-
tions when making predictions. Due to the (natu-
rally) heightened presence of target groups in hate
speech training data, models might learn to asso-
ciate these otherwise innocuous terms with hate
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India Kenya

Slurs 0.25 0.19
Targets 0.25 0.22
Stop 0.22 0.22

Random 0.21 0.24

Table 6: Cosine similarity of representations between
original mBERT and models finetuned on the Indian and
Kenyan sets.

speech, overemphasizing their correlation with
harmful content. With HATELEXICON, we are able
to identify this erroneous behavior of mBERT and
potentially work on mitigating this effect.

4.2 Change of LM Representation

To investigate the effect training on slurs and target
group names has on language models, we compare
mBERT’s representation of lexicon terms before and
after finetuning for India and Kenya. We fine-
tune mBERT for the three-way classification task
of Maronikolakis et al. (2022b) on the Indian and
Kenyan sets.3 Specifically, we extract the repre-
sentation of the 8th layer4 for the desired tokens5
and compute the cosine similarity with the corre-
sponding representation in vanilla mBERT.
As a baseline, we compare the change of ran-

domwords and stopwords from each country. Ran-
dom words were sampled from the development
set of Maronikolakis et al. (2022b), matching in
number the HATELEXICON terms. In Table 6 we
show that in Kenya, the representation of slurs
changed the most after finetuning, with the rep-
resentation of targets closely behind. This indi-
cates that vanilla mBERT has not adequately learned
Kenyan slurs and target groups, since their repre-
sentations changes significantly after we expose
the model to the terms. In India, on the other hand,
the representation of slurs changed less than that of
random words. Considering the low performance
of the Indianmodels (as reported byMaronikolakis
et al. (2022b)) and the fact that targets make up half
the list of top-contributing words (Table 5), we hy-
pothesize the finetuned model has not sufficiently
associated slurs with extreme speech.

3Access was granted to use the Indian and Kenyan sets.
4The 8th layer has been found to contain useful represen-

tation in multilingual models (Jalili Sabet et al., 2020; Dufter
and Schütze, 2020).

5When a word spans more than one token, we average the
representation of each token of the word.

5 Few-Shot Learning

5.1 Setup
In our experiments, we are comparing three
sets of training data: randomly-sampled (de-
noted with Randomxx), lexicon-based sampling
(denoted with Lexiconxx) and the entire training
set (denoted with Allxx), where xx denotes the
training set size (by default equal to 128 for Allxx).
Further, we denote with +l the sets comple-

mented with 32 training examples additionally
sampled using lexicon terms and we denote with
+r the sets complemented with 32 training exam-
ples additionally sampled randomly.

5.2 Results
Main Results. In Figure 1, we compare macro
F1-scores between HATELEXICON- and randomly-
sampled training sets as well as the set containing
all available training examples (All128).
In German, excluding the sets with a size

of 32 which perform poorly, training sets sam-
pled via HATELEXICON outperform the correspond-
ing randomly-sampled sets. Both Lexicon64 and
Lexicon96 outperform all randomly-sampled sets,
as well as All128. At the same time, with the
lexicon-based sampling method, performance is
more consistent across runs, especially at sizes 64
and 96 which have a small standard deviation.
The difference between lexicon- and random-

based sampling is starker in the Hindi set. Lexicon-
based training sets outperform all other base-
lines and, like in the German experiments, stan-
dard deviation is minimized when sampling with
HATELEXICON, providing better stability.
It is noteworthy that HATELEXICON-based train-

ing sets regularly outperform All128. We hypothe-
size this is due to a higher concentration of high-
quality training data in Lexiconxx sets. In few-
shot settings, the importance of each training exam-
ple is magnified and thus noise can potentially af-
fect performance disproportionately (Zheng et al.,
2022; Mosbach et al., 2021). This is in-line with
other works: for example, in Schick and Schütze
(2021a), results on AGNews are worse when us-
ing the largest training set. In Section 5.3, we are
further investigating this phenomenon.
Data Complementing Results. In Table 7, we

show results of our data complementing experi-
ments. In these experiments, we are adding to the
training data 32 examples sampled either randomly
(+r in notation) or via HATELEXICON (+l in nota-
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(a) German (b) Hindi

Figure 1: Macro F1 (areas within one standard deviation are shaded) for MHC German (a) and Hindi (b). Lexicon-
based sampling (red) outperforms both random sampling (blue) and All128 (orange) for set sizes 64 and 96.

tion). We see a consistent increase in performance
when adding examples sampled with our proposed
method. Namely, Lexiconxx+l sets consistently
perform better than both the original (without data
complementing) baselines and the +r variants.
When complementing the Randomxx sets, perfor-
mance is slightly more inconsistent, although the
+l sets still perform better than the +r variants.
Further, Lexiconxx+l sets have a low standard de-
viation, while Randomxx+l and Randomxx+r have
a consistently higher standard deviation, showing
that lexicon-based sampling is overall more con-
sistent. In general, wherever we complement us-
ing HATELEXICON (+l sets), performance is better
compared to both the original and the randomly-
complemented (+r) sets.

5.3 Ablation Study - Predicting Shots
A reason why our lexicon-based sampling method
works better than random sampling may be that
it retrieves less noise and fewer ambiguous ex-
amples. It has been previously shown that
hard-to-learn examples (such as text that is am-
biguous, misannotated or difficult to predict) do
not contribute positively to model development
(Swayamdipta et al., 2020). We hypothesize that
our sampling method replaces a large portion
of these low-quality examples with high-quality,
information-rich examples.
To investigate whether our hypothesis holds

true, we develop a hate speech model and ap-
ply it on our examined training sets. Since
lexicon-sampled training sets are bound to con-
tain more informative and unambiguous examples,
they should be easier to classify correctly than
randomly-sampled examples.

For this ablation study, we finetune an
XLM-RoBERTa-base model (Conneau et al.,
2020) separately on all the originally available
German and Hindi data from HASOC (Mandl
et al., 2019), excluding the 128 training examples
sampled for our experiments, for a total of 2245
training examples for German and 2835 for Hindi.
Then, we apply the two resulting models on our
few-shot learning training sets.6
We show (Table 8) that examples sampled with

our HATELEXICON are easier to classify correctly.
In Hindi, the lexicon-based set is easier by 0.02
over the other sets. In German, performance on the
lexicon-based set is 0.05 higher than the randomly
sampled set and 0.10 higher than the entire set.
Thus, we can infer that with our lexicon-based sam-
pling method, easier examples are sourced more
often than harder-to-classify ones.
Manual inspection of prediction errors of exam-

ples contained in the total training set but not in the
lexicon-based set shows a high rate of low-quality
text and noise (Table 9). Example 0 has been an-
notated as hateful even though it is just noise, con-
taining only an account mention. Example 1 is
an ambiguous (given the lack of context) exam-
ple containing a sarcastic comment against a po-
litical party (die Grünen / Greens), classified by
the model as hateful. Example 2 is also ambigu-
ous, containing sarcasm against a right-wing party
in Germany (AfD). All ambiguous examples (1-3)
are short tweets that mention political entities.7 In
a politically charged environment, these short texts

6We only predict shots from a randomly-chosen training
set for each language instead of all three used previously.

7While political entities are an integral part of society, they
are not target groups and were not added to our lexicon.
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Set F1 ∆

Random32+l 0.543.2 +0.05
Random32+r 0.513.6 +0.02
Random64+l 0.542.1 +0.03
Random64+r 0.541.9 +0.03
Random96+l 0.561.2 +0.03
Random96+r 0.510.9 -0.02

Lexicon32+l 0.561.2 +0.14
Lexicon32+r 0.513.0 +0.09
Lexicon64+l 0.560.9 +0.02
Lexicon64+r 0.551.8 +0.01
Lexicon96+l 0.590.4 +0.04
Lexicon96+r 0.560.9 +0.01

All128+l 0.571.1 +0.04
All128+r 0.542.2 +0.01

(a) German

Set F1 ∆

Random32+l 0.473.3 +0.05
Random32+r 0.444.2 +0.02
Random64+l 0.501.8 +0.03
Random64+r 0.482.4 +0.03
Random96+l 0.511.1 +0.03
Random96+r 0.482.9 -0.02

Lexicon32+l 0.500.9 +0.14
Lexicon32+r 0.482.0 +0.09
Lexicon64+l 0.520.3 +0.02
Lexicon64+r 0.510.9 +0.01
Lexicon96+l 0.550.3 +0.04
Lexicon96+r 0.510.6 +0.01

All128+l 0.491.3 +0.04
All128+r 0.491.0 +0.01

(b) Hindi

Table 7: Macro F1 (standard deviation as subscript) and difference with the non-complemented baseline (∆), for
MHC German (a) and Hindi (b).

Germany India

Lexicon 0.61 0.55
Random 0.56 0.53

All 0.51 0.53

Table 8: F1-score of classifying training shots.

ID Text Type

0 @Hartes_Geld Noise
1 Ja so tierlieb sind die grünen Ambiguous
2 @SaschaUlbrich @Mundauf-

machen @AfD super, gut
gemacht! auf jeden Fall
“retweeten”!

Ambiguous

3 Wer soll jetzt die SPD führen? Low-content

Table 9: Manual inspection of model prediction errors.

do not provide enough context for the model to ad-
equately learn whether the example is hateful or
not. Therefore, adding these examples in our train-
ing set is not beneficial.

6 Conclusion

In our work, we curate HATELEXICON, a lexicon of
slurs and targets of hate speech for the countries of
Brazil, Germany, India and Kenya, with the goal
of improving model development.
With our lexicon, we show how models rely

on slurs and target group denotations when mak-

ing predictions in hate speech tasks. The over-
reliance on target group names may lead to fur-
ther marginalization of targets of hate speech, with
models flagging as hateful innocuous text contain-
ing these terms. With HATELEXICON, this erro-
neous behavior is unveiled and researchers can fo-
cus on mitigating this bias.
We also demonstrate how HATELEXICON can

be used for few-shot learning. We evaluate on
the German and Hindi subsets of the Multilingual
HateCheck benchmark (Röttger et al., 2022) and
show that selecting training shots with a culturally-
informed process (e.g., our lexicon of slurs and
targets) can aid the development of hate speech
classifiers. Namely, training sets sampled using
HATELEXICON perform better than training sets
sampled at random.
More abstractly, we provide evidence that curat-

ing sociocultural knowledge bases (e.g., lexicons)
is pivotal in developing hate speech detection mod-
els. Sociocultural information is vital in contextu-
alizing hate speech, and without it we risk devel-
oping models detached from the reality and expe-
riences of the most vulnerable. Thus, we advocate
for a greater focus on bridging the knowledge gap
between researchers and affected communities for
the development of models better geared towards
protecting target groups.
Acknowledgments. This work was funded by

the European Research Council (grant #740516).
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7 Ethical Considerations and Limitations

7.1 Ethics Statement

In our work we are dealing with sensitive con-
tent in the form of hate speech against marginal-
ized communities. We are not advocating for hate
speech, but instead propose methods to aid in fil-
tering out harmful content from online spheres and
analyzing detection models with our proposed lex-
icon.
The lexiconwas developed in collaborationwith

annotators familiar with sociocultural balances in
their countries and communities, with the goal
of creating a dictionary of terms useful for hate
speech model development. A potential concern
with a dictionary of hateful terms is that the terms
will be publicized and could be subsequently used
by hate speech peddlers to cause further harm.
Since these terms were recorded specifically be-
cause they are already used extensively, the risk
of additional harm from publicizing these terms is
minimal. Moreover, in HATELEXICON we are col-
lecting denotations of target groups. These may
be based on ethnicity, religion, sexuality or other
protected attributes. A potential concern is that
we will be exposing the mentioned target groups.
We argue that better understanding the harms faced
by these communities outweighs the negatives and
will provide more net-positive in the long term,
while at the same time these groups were recorded
due to the increased quantity of hateful content
they receive.

7.2 Limitations

The lists of slurs and target groups in HATELEXI-
CON are not exhaustive. While we took care to ex-
pand HATELEXICON as thoroughly as possible, we
are limited by time and resources and could only
cover a partial set of terms used online in relation
to hate speech in the examined countries.
Further, the list of countries chosen is small:

Brazil, Germany, India and Kenya. Ideally we
would have included more countries and lan-
guages. More work needs to be done to expand
this list and provide more coverage.
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Abstract

Dehumanization is a mental process that en-
ables the exclusion and ill treatment of a group
of people. In this paper, we present two data
sets of dehumanizing text, a large, automati-
cally collected corpus and a smaller, manually
annotated data set. Both data sets include a
combination of political discourse and dialogue
from movie subtitles. Our methods give us a
broad and varied amount of dehumanization
data to work with, enabling further exploratory
analysis and automatic classification of dehu-
manization patterns. Both data sets will be
publicly released.

1 Introduction

Dehumanization, the act of depicting someone
as less than human, can be seen in many differ-
ent examples, such as against African Americans
(Mekawi et al., 2016), Arabs (Prati et al., 2016) as
well as between Israelis and Palestinians (Bruneau
and Kteily, 2017). Dehumanization can range from
blatant to subtle forms of varying degrees (Bain
et al., 2009), making automated, general detection
difficult. Mendelsohn et al. (2020) present one of
the first computational works on dehumanization
through explicit feature engineering, using lexicon
and word embedding based approaches to detect
dehumanizing associations across several years in
a New York Times corpus. Outside of this, there is
little computational work on dehumanization. We
believe that the lack of work can be attributed to
a vague general definition of dehumanization and
a pronounced focus on content moderation, rather
than the underlying processes of hateful content.

Additionally, we notice a lack of data sets spe-
cializing on dehumanization. While similar data,
such as social media hate speech data (Silva et al.,
2016; Zhong et al., 2016; Mollas et al., 2020), ex-
ists, these do not capture the specifics of dehuman-
ization. Hate speech and dehumanization differ in

the sense that hate speech is a surface phenomenon,
representing the observable aspects of hateful con-
tent, whereas dehumanization describes the under-
lying attitude for certain types of hate speech.

As a result, we wish to provide two dehuman-
ization focused data sets to allow work on gen-
eral identification and detection of dehumanization.
Both data sets are in English and collected from
the OpenSubtitles (Lison and Tiedemann, 2016)
as well as the Common Crawl1 corpora. One data
set consists of a larger, unlabelled corpus, while
the other is an evaluation set consisting of human
annotated samples, labelled by two independent
annotators. Both data sets were extracted using
keywords, which include target groups from eth-
nic, religious and sexual backgrounds, as well as
common animal metaphor keywords and moral dis-
gust terms from the Moral Foundations Dictionary2

(Graham et al., 2009).
For dehumanization patterns, we limit ourselves

to patterns inspired by Mendelsohn et al. (2020)
and Haslam (2006), where a sample is considered
dehumanizing if it contains at least one of the fol-
lowing categories: negative evaluation of a target
group, denial of agency, moral disgust, animal
metaphors, objectification. Animal metaphors and
objectification specifically relate to a human being
compared to an animal or object with the intent
to cause harm. Trigger Warning: This paper con-
tains examples of hateful content that some may
find upsetting.

2 Related Work

Since computational work on dehumanization is
sparse, we focus on related dehumanization re-
search and other annotation efforts in fields such
as hate speech detection. Kteily and Landry (2022)
provide an overview of current trends and chal-

1Common Crawl: https://commoncrawl.org/
2https://moralfoundations.org/other-materials/
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lenges regarding dehumanization. Mendelsohn
et al. (2020) focus on the use of the NRC-VAD Lex-
icon (Mohammad, 2018), which features 20,000
English keywords, rated by annotators based on
their associated valence, dominance and arousal in
the range of 0 to 1. Valence, in particular, describes
the evaluation of an event or concept and assigns it
a value, ranging from unpleasant to pleasant (Os-
good et al., 1957; Russell, 1980). Mendelsohn et al.
hypothesise that low valence is an indication of
potential dehumanization in the form of a negative
evaluation of a target group, while low dominance
suggests dehumanization in the form of denial of
agency. These, together with word embeddings
made out of combining several keywords for moral
disgust and vermin metaphors, are leveraged to
identify dehumanized target groups.
Examining hate speech data sets, Mathew et al.
(2021) focus on explainable hate speech detec-
tion, aiming to increase the interpretability of hate
speech detection models. Qian et al. (2019) pro-
vide a benchmark that not only tries to identify hate
speech, but also expects generative models to be
able to intervene in hateful discussions using auto-
matically generated responses.
For automated abuse detection, Mishra et al.
(2019) provides an overview for several tech-
niques and methods that are commonly employed.
Transformer based models have shown particular
promise in hate speech detection. An example is
HateBERT (Caselli et al., 2020), a BERT model
trained from the ground up on hate speech data,
outperforming the standard BERT model on the
detection of hate speech.

3 Data Set Collection

3.1 OpenSubtitles

OpenSubtitles (Lison and Tiedemann, 2016) is a
data set consisting of movie and TV series subti-
tles. It contains fictitious, high quality dialogue,
curated by professional writers and thus possessing
potentially more subtle dehumanization compared
to standard dialogue.
We extract sentence windows with a size of 5 gram-
matical sentences per window, split based on quo-
tation marks, under the condition that they contain
at least one keyword from the religious, ethnic, sex-
ual, moral disgust or animal category. A complete
list of all keywords can be found in Table 5. To
ensure that we do not over-represent a category, we
limit each to 20% of the samples. Since the data

Figure 1: Percentage of tokens extracted from each
forum in Common Crawl

set can include multiple different subtitles for the
same movie, deduplication and preprocessing has
been performed, including replacement of URLs,
identifiable names through a placeholder token, as
well as transforming emojis into their equivalent
text so that models may use them for inference.

3.2 Common Crawl

The Common Crawl is an open repository of web
crawled data, which features crawls from all over
the internet. This data set allows us to take stan-
dard dialogue from everyday users, which allows
us to extract more common dehumanization pat-
terns. As the Common Crawl includes several
petabytes of data in total, we have selectively ex-
tracted data from political forums, as political dis-
course is prone to the use of dehumanization (Cass-
ese, 2021). As we limit ourselves to English, the
Common Crawl data features discourse primarily
focused on American and British politics.
Random web pages from these forums were ex-
tracted and preprocessed using jusText (Pomikálek,
2011), to remove boilerplate code from the website.
Additional preprocessing was performed similarly
to the OpenSubtitles data. Examples for both can
be found in Table 1.

3.3 Labelled Data Set

The evaluation data set is a subset of the previously
extracted data sources, thus containing the same
limitations and processing steps as before. We
extract 50% of the data from OpenSubtitles and
50% from Common Crawl, ensuring that each
keyword group is equally likely from both sources.
The examples were labelled by two annotators.
Each annotator was informed of the chosen
criteria with their definition and artificial example
sentences, which were not present in the data
set. The example sentences can be found in
Table 4. An annotator could pick between the
labels Yes, No, Not Sure to signify if dehuman-
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Common Crawl Trump continually harps
on violence from [ETHNIC
GROUP] in South Amer-
ican gangs, claims that
[RELIGIOUS GROUP] ter-
rorists are in the caravan,
that [ETHNIC GROUP] are
going to bring in diseases.
For many of us, this is re-
volting. Men dancing with
men. [SEXUAL GROUP] in
this country today break the
law.

OpenSubtitles [...] Fuck it! I can’t rea-
son with a hairy, [ETHNIC
GROUP] [SLUR].
They do it in the back, in
the butt. That’s gross.

Table 1: Data examples, keyword matches are bolded

ization is present. The category Not Sure was
reserved for cases where an annotator was not
able to confidently pick an option, either due
to missing context or ambiguous meaning of words.

4 Analysis of the Data

4.1 Unlabelled Data Set
A total of 565,304 paragraphs were extracted from
both data sources, with 318,179 paragraphs being
extracted from OpenSubtitles and 247,125 para-
graphs from Common Crawl. We achieve a roughly
equal split when considering tokens per corpus.
The Common Crawl part was created with data
from the January 2021 crawl up to the October
2023 crawl. The contribution from each chosen
forum can be found in Figure 1.
We tested two binary classifiers for the automatic
detection of dehumanizing utterances. One is a
baseline model, calculating the mean valence over
each paragraph and using the previously chosen
keywords as our criteria for dehumanization. The
other is a fine tuned version of HateBERT, trained
using the whole network, a learning rate of 5 ·10−5

and 4 epochs with 90% of samples from the la-
belled set. A comparison between the baseline,
HateBERTs from (Caselli et al., 2020) and our fine
tuned version of HateBERT can be found in Table 2.
The baseline identifies 10.6% of data as dehuman-
izing, while HateBERT finds 8.03% of data to be

Precision Recall F1
Baseline 0.2402 0.7536 0.3643
HateBERT fine tuned 0.6514 0.5462 0.5941
HateBERT abuseval 0.4825 0.5308 0.5055
HateBERT hateval 0.5833 0.1750 0.2692
HateBERT offenseval 0.3474 0.7615 0.4771

Table 2: Model metrics, evaluated on the labelled data
set

dehumanizing. Qualitative analysis of each ap-
proach with randomly selected samples show that
the baseline identifies cases where dehumanization
can be tied directly to the use of specific words,
such as:
She left her [INSULT] son here. Do you know my
mother? His mother is a [SEXUAL SLUR].
HateBERT finds more nuanced examples in the
corpus:
[...] Just tell her you’re not that into her anymore.
[...] Ending a relationship is kind of like pulling off
a bloodsucking leech.
and in general detects negative animal metaphors,
moral disgust as well as extremely negative evalua-
tion of groups relating to ethnicity and sexuality.

Using word2vec embeddings, with the same ap-
proach as (Mendelsohn et al., 2020), we examine
similarities between sexual keywords and moral
disgust keywords. Results are compared to simi-
larities with the label american, as it is not limited
to specific topics in our corpus, though we do not
expect american to be a neutral label due to the
political bias in our data.
We achieve a significantly higher similarity with
moral disgust for gay(s), lesbian, queer, transsex-
ual(s), homosexual(s) than american (Wilcoxon’s
signed-rank test, p < 0.05). Examples include:
I wouldn’t even share a washing machine or a
drinking fountain with that totally disgusting and
disease ridden [INSULT] [SEXUAL GROUP].
Significance can not be established between sexual
and animal keywords (p > 0.05).
For ethnic groups and animal keywords with the
same comparison label, we achieve higher similar-
ity with animals for african, russians, indian(s),
mexican, korean, chinese (p < 0.05). Examples
include:
Cruelty is cruelty, whether the victim be a chicken
or a malnourished [ETHNIC GROUP].
No significant similarity for ethnic groups
and moral disgust can be established how-
ever (p > 0.05).
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Negat. Eval. of Group [RELIGIOUS GROUP]
don’t whine?
[RELIGIOUS GROUP]
INVENTED whining.
[...]

Denial of Agency [...] Keep remin[d]ing
us how vacuous peo-
ple become when
they are as brain-
washed as the Salem
witch trial hooligans

Moral Disgust I left the Dem party
myself in 1998 after
just six years in dis-
gust [...]

Animal Metaphors [...] They very likely
killed you, ya [SLUR]
lab rat.

Objectification He is poison. A pim-
ple on a hogs ass.

Table 3: Examples from the labelled data set

4.2 Labelled Data Set

The labelled data set consists of 918 annotated sam-
ples, 450 of which were taken from Common Crawl
and 468 from OpenSubtitles. These were excluded
from the unlabelled data set. The labelling was per-
formed independently and discussed after 600 sam-
ples. The other 318 samples were labelled without
further discussion. For inter-annotator agreement
using Krippendorff’s alpha (Krippendorff, 2011),
we achieve a score of 0.4846 for samples before
the discussion and a score of 0.4920 for samples
after the discussion. Removing those cases where
at least one annotator could not confidently answer
Yes or No, we have a score of 0.5398 before the
discussion and 0.5508 after the discussion. Re-
lated hate speech datasets (Sachdeva et al., 2022)
achieve a similar scoring, ranging from 0.5 to 0.6
for Krippendorff’s alpha. From 55 positive anno-
tations, that both annotators agree on, 41.8% are
animal metaphors, 29.09% negative target evalu-
ation, 10.90% denial of agency and 9.09% moral
disgust and objectification. Examples of dehuman-
ization for each pattern can be found in Table 3.

5 Discussion

As seen in Table 2, our HateBERT F1 score is quite
low compared to other binary hate speech classi-
fication efforts. (Mollas et al., 2020) achieve a F1
score of 0.7713 using BERT. We believe that this
is due to the low amount of data used for fine tun-

ing and the fact that the patterns are not equally
distributed, as seen in Section 4.2, causing some
of them to be under-represented. However, we be-
lieve that the analysis still gives a decent estimate
of what can be expected from the data and that
particularly common patterns of dehumanization,
such as the use of animal metaphors, are frequently
employed in both data sets.
For the labelled data set, we had to make several as-
sumptions during the labelling process. Several of
our samples include conversations about the event
of someone being dehumanized. We did not rec-
ognize this as dehumanization, as we do not see
the retelling of an event as possessing the same
illocutionary force as direct dehumanization. Thus
we restricted our labelling to those samples that
included the author either being the target of dehu-
manization or dehumanizing someone else.
In about 0.5% of our samples authors dehumanize
themselves, for example through animal metaphors.
We chose to label these as Not Sure, as these do
not directly target anyone with the intent to cause
harm, but rather talk about hypothetical scenarios
of dehumanization. In cases like these it was diffi-
cult to argue for or against dehumanization, since
the intent to cause harm is not immediately clear.
Furthermore, the labelling process revealed several
cases that highlight the requirement for specific do-
main knowledge to be able to accurately assess if
someone is being dehumanized. Take the following
example:
Newslime is the major reason Californians are
making a mass exodus from the woke state. [...]
Newslime is a white Obammy.
Without knowing about the then governor of Cal-
ifornia, Gavin Newsom, it would be difficult to
understand that he is being compared to slime, as
Newslime could also refer to someones real name.
These cases showcase that it can be very difficult
to detect dehumanization without having any kind
of domain or context knowledge at hand and hints
towards the direction that models may have to go
to be able to perform effective detection.

6 Conclusions

Due to the ever evolving nature of dehumanization
and abuse in general, automated detection meth-
ods stand before a significant challenge. We hope
that by curating a dehumanization focused data
set, we provide enough incentive for others to start
exploring potential ways of developing computa-
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tional dehumanization methods and tackle the fight
against online abuse.

Limitations

There exists an inherent bias in both data sets, as
political discourse features a large amount of our
data. We recognize that this might not be typical
of other types of discourse. In particular, since
we deal with political themes, dehumanization will
focus on political topics and might not be able to
translate well into general dehumanization detec-
tion. Since the data is in English and a lot of nuance
is based on English grammar, we do not guarantee
that the models trained on this data are generally
able to detect dehumanizing speech in other lan-
guages.
Furthermore, keyword based extraction of large cor-
pora always runs the risk of not being able to cover
all potentially relevant keywords and thus missing
out on data relevant for the task. This case is no
different. We hope that we cover a wide enough
spectrum of keywords, however these could always
be expanded or further divided into subgroups to
better differentiate between their attributes.
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A Appendix

Negat. Eval. of Group I really hate
[RELIGIOUS GROUP],
nothing’s worse than
being close to one.

Denial of Agency You are so stupid,
you can’t even think
for yourself!
He is as dumb as a
rock.

Moral Disgust Men holding hands is
gross.
Those two should
never hang out to-
gether, she will be
just as filthy as her!

Animal Metaphors Why do you look like
a monkey?
All men are stupid
sheep.

Objectification He’s nothing more
than dirt.
All she does is
[SEXUAL SLUR] her-
self out.

Table 4: Example Sentences for Annotators
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Religious Ethnic Sexual Moral Disgust Animals
muslim(s) foreigner(s) gay(s) sin(s) vermin

jews(s) immigrant(s) lesbian(s) sinned parasite(s)
christian(s) white(s) homosexual(s) sinning rodent(s)

black(s) bisexual(s) whore rat(s)
american(s) transgender(s) impiety mice

asian(s) queer(s) impious cockroach(es)
indian(s) lgbtq gross termite(s)

russian(s) lgbtqia tramp bedbug(s)
african(s) glbt unchaste fleas

arab(s) lgbtqqia intemperate primate(s)
turkish genderqueer wanton monkey(s)

hispanic(s) genderfluid profligate ape(s)
latino(s) intersex trashy gorilla(s)

mexican(s) pansexual lax donkey(s)
chinese transgender(s) blemish dog(s)

japanese transsexual(s) pervert(s) snake(s)
korean(s) transexual(s) stain(s) cow(s)

transvestite(s) disgust* lamb(s)
transgendered deprav* goat(s)

asexual disease* pig(s)
agender unclean* sheep*

aromantic contagio* chimp*
indecen* chick*

sinful*
sinner*

slut*
dirt*

profan*
repuls*

sick*
promiscu*

lewd*
adulter*

debauche*
defile*

prostitut*
filth*

obscen*
taint*

tarnish*
debase*

desecrat*
wicked*

exploitat*
wretched*

Table 5: Complete keyword list, *-marked keywords are
prefixes
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Abstract

This study investigates the robustness and gen-
eralization of transformer-based models for au-
tomatic media bias detection. We explore the
behavior of current bias classifiers by analyz-
ing feature attributions and stress-testing with
adversarial datasets. The findings reveal a dis-
proportionate focus on rare but strongly con-
notated words, suggesting a rather superficial
understanding of linguistic bias and challenges
in contextual interpretation. This problem is
further highlighted by inconsistent bias assess-
ment when stress-tested with different entities
and minorities. Enhancing automatic media
bias detection models is critical to improving
inclusivity in media, ensuring balanced and fair
representation of diverse perspectives.

1 Introduction

With increased capability in NLP methods, auto-
matic media bias detection has improved rapidly.
While transformer-based models are now predomi-
nantly used for media bias detection tasks, concerns
remain about the robustness and generalization of
these models. There have been indications that the
models use shortcuts in classification, leading to
a superficial rather than fundamental understand-
ing of bias (Wessel et al., 2023). For example, the
BABE model by Spinde et al. (2021) demonstrates
this issue in its approach to linguistic bias detec-
tion. It assigns biased confidence levels to named
entities like "Donald Trump" (classified bias with a
0.531 confidence) and "Hillary Clinton" (classified
not biased with a 0.809 confidence), erroneously
suggesting bias based on names alone.1 This in-
dicates a critical problem: the model associates
certain names with bias, undermining its ability
to generalize and accurately assess bias based on
context. However, to what extent this is a problem

1Note that this, of course, does not mean that politicians
cannot be biased. However, linguistic bias focuses on the
influence of word choice and phrasing in conveying bias.

in automatic media bias detection has not yet been
explored.
Through an attribution score analysis, this study
finds that the methods disproportionately focus
on a small subset of strongly connotated, rare
words. Newly created Checklist-based (Ribeiro
et al., 2020) adversarial test sets further show the
reliance on specific tokens and limited contextual
understanding, pointing to spurious cues influenc-
ing the detection.2

These findings call for developing more robust
media bias detection models as they ensure fair
and unbiased representation of diverse voices and
perspectives, preventing the perpetuation of stereo-
types and promoting a more equitable and inclusive
discourse in media content.

2 Related Work

2.1 Media Bias

Media bias in journalism and communication is
often characterized as presenting information in a
prejudiced or slanted manner, with multiple sub-
types and definitions explored in scholarly litera-
ture (Hamborg et al., 2019; Baumer et al., 2015).
Media bias on a text level is induced by linguistic
bias, stemming from traditional linguistic features
or stereotype-conveying word choices (Recasens
et al., 2013), and context bias, where surrounding
content shapes perceived meaning (Hube and Fe-
tahu, 2019).

The detection of media bias has seen signifi-
cant advancements, particularly with the advent of
transformer-based approaches that have improved
the classification of media bias (Spinde et al., 2021).
Automatic media bias detection helps readers criti-
cally evaluate news (Spinde, 2021), while offering
researchers methods to identify biases (Hamborg

2We make all code and data publicly available under:

github.com/Media-Bias-Group/beyond-the-surface
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et al., 2019) and assisting journalists in reporting
objectively (Hamborg et al., 2018). As datasets
are usually manually labeled, they rely on small,
topic-restricted datasets (Wessel et al., 2023). This
raises the likelihood of classifications based on spu-
rious cues by overfitting to dataset-specific patterns,
hindering the models’ generalization capabilities
across diverse media contexts.

2.2 Spurious Cues
Spurious cues refer to patterns in the data that mod-
els rely on for predictions but do not genuinely
represent the underlying linguistic or semantic phe-
nomena (Niven and Kao, 2019). Multiple authors
demonstrate how NLP models opt for syntactic
shortcuts over real comprehension (McCoy et al.,
2019; Niven and Kao, 2019; Branco et al., 2021).
Wang et al. (2023) suggest strategies like adver-
sarial training and the augmentation of training
datasets to enhance model robustness. However,
whether and to what extent this challenge occurs
for automatic media bias detection is unexplored.
In other areas of NLP, interpretability methods and
adversarial test sets are used to uncover spurious
cues (Angelov et al., 2021; Niven and Kao, 2019).

Interpretability methods, including feature at-
tribution techniques, are employed to understand
model decisions (Angelov et al., 2021). Most of
the current methods leverage gradient-based attribu-
tions (Simonyan et al., 2013; Selvaraju et al., 2017;
Shrikumar et al., 2017; Sundararajan et al., 2017).
On the other hand, Local Interpretable Model-
agnostic Explanations (LIME) (Ribeiro et al., 2016)
offers model-agnostic explanations by fitting local
surrogate models on perturbed data. LIME offers
explainability by assigning attribution scores to ev-
ery input word that indicate the word’s influence
on the classification decision.

2.3 CheckList
Ribeiro et al. (2020) introduce CheckList, an adver-
sarial testing methodology for Natural Language
Processing (NLP) models. It includes a diverse
range of test types designed to probe models on
three main aspects: capabilities, general linguistic
phenomena, and invocations of real-world knowl-
edge. These tests are categorized into the following
types: Minimum Functionality Tests (MFTs) are
simple and focus on fundamental model capabili-
ties. They include simple cases where the correct
behavior is unambiguous. Invariance Tests (INV)
check whether a model’s predictions remain consis-

tent when input is modified in ways that should not
affect the output. Directional Expectation Tests
(DIR) evaluate whether models can handle when
the input is modified, which should affect the out-
put in a known way. For instance, changing a word
in a sentence that reverses its sentiment.

3 Methodology

To examine spurious cues in automatic media bias
detection, a LIME-based feature attribution analy-
sis (FAA) is conducted, and Checklist-based adver-
sarial test sets are constructed. Following Spinde
et al. (2021) for all experiments, a RoBERTa model
fine-tuned on the BABE expert annotation dataset
is used.3

3.1 FAA: Feature Attribution Analysis
We use the Local Interpretable Model-agnostic Ex-
planations (LIME) (Ribeiro et al., 2016) method
to generate feature attributions for each sentence.
LIME generates feature attributions for input X by
fitting a simple linear predictor on a local neighbor-
hood of X . The local neighborhood is created by
a perturbation of X (by randomly swapping and
deleting tokens). For our analysis, we only take
sentences labeled as biased in the BABE dataset
and compute token attributions for each sentence.
We sample 100 points to form a local neighbor-
hood and take each sentence’s top k = 5 attribution
scores. Finally, we average the attribution scores
of all tokens obtained, resulting in a list of 4,237
tokens with their average attribution scores.

3.2 MFT: Named Entity-Based Bias Detection
The MFT is based on the observation that named
entities, independent of their context, are often as-
sociated with bias. To test whether the methods can
identify bias independently of the named entities,
we train a model on a subset of the BABE expert
annotation dataset (Spinde et al., 2021). The model
is evaluated on an independent test set, both with
and without named entities, to examine if the bias
detection rate is consistent.

3.3 INV: Template-based Consistency
The INV test, following Ribeiro et al. (2020)’s ap-
proach, uses templates to check bias detection ro-
bustness. It consists of template sentences whose
bias status should not change when tokens repre-
senting demographics are swapped. Two biased

3Except for the MFT where the model is only trained on a
subset of BABE
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Figure 1: Illustrative display of the INV test case cre-
ation for the category gender. Word lists for different
categories are shown in orange, and exemplary template
sentences are highlighted in blue.

and unbiased sentences that include an interchange-
able token are chosen for the categories gender,
origin, religion, disability, political affiliation, po-
litical affiliation (politician names)4, and occupa-
tion. The bias of these sentences is independent
of the specific tokens. The tokens are systemat-
ically replaced with terms tied to each category.
The terms are collected in three subcategory word
lists (e.g., for gender ’male,’ ’female,’ and ’non-
binary’) per category, leading to a test set of 1,900
sentences, with half being biased. As per Ribeiro
et al. (2020)’s methodology, the construction is
assisted using a generative language model. The
process is visually represented in Figure 1, showing
how test cases are created by merging word lists
with templates.
The sentences undergo classification by the me-

dia bias classifier, assessing if replacing tokens
like gender-associated words affects classification.
Changes in classification indicate potential model
reliance on specific noun-associated shortcuts or
biases rather than objective content analysis. A
detailed display of each category’s sentences is
available in the Appendix B.

4For the category political affiliation, the word lists consist
of nouns associated to political affiliation, whereas for political
affiliation (politician names) the word lists consist of actual
politicians.

3.4 DIR: Quotation Context Analysis

The DIR test evaluates the model’s ability to
discern between biased and unbiased statements
framed as quotations. This distinction is vital in
news content, where frequent quotations do not in-
herently indicate media bias (Haapanen and Perrin,
2017). For example:

• "The new government policy is a disastrous
failure, clearly demonstrating their incompe-
tence." (Biased Statement)

• "Critics argue that the recent economic re-
forms are ’disastrous failure, clearly demon-
strating their incompetence.’" (Unbiased State-
ment)

A template test set featuring biased and unbiased
statements within and outside quotations is used
to evaluate this. The test set consists of 50 biased
sentences, 50 unbiased sentences, and 100 unbiased
sentences that embed the same 50 biased and 50
unbiased statements within quotations.

4 Results

FAA. The list of 4,237 attribution scores from the
BABE dataset ranges from -0.377 to 0.776 (where
a higher absolute value of a score means a higher
influence of the word on the classification deci-
sion). The distribution of attribution scores is right-
skewed, indicating that while most words have a
relatively low influence on the model’s decision, a
small subset carries significantly higher importance
(Figure 2). The words with the highest attribution
score occur only once in the dataset (Figure 3).
These high-attribution words are characterized by
their strong, emotionally charged nature, includ-
ing terms like "Bizarrely," "Lefty," and "heartless-
ness." This suggests that the model may dispropor-
tionately focus on unusual yet strongly connotated
words in its classification process.
MFT. In the Named Entity-Based Bias Detec-
tion MFT, including named entities in the test
set resulted in a macro-average F1-Score of 0.82,
whereas excluding them led to a score of 0.79.
INV. Table 1 displays the classification results of
every category and subcategory of the template-
based test set. For gender, the female-related sen-
tences are classified more accurately (0.75) than
the male-related ones (0.68). Differences of more
than 0.06 in the F1 scores are also found in all other
categories. Notably, the overall detection scores
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vary significantly from 0.67 (occupation) to 0.98
(origin).

Table 1: INV Test Results: Categories and F1-Scores

Category F1-Score

Gender 0.70
Male 0.68

Female 0.75
Non-Binary 0.69

Origin 0.98
European 0.94

African 0.99
Asian 1.00

Religion 0.86
Christianity 0.89
Islam 0.89

Atheism 0.80
Disability 0.84

Physical 0.84
Sensory 0.77
Neurodevelopmental and Mental Health 0.86

Political Affiliation (Politician Names) 0.92
Conservatives 0.97
Liberals 0.91

Socialists 0.89
Political Affilliation 0.86

Left-wing (liberal/progressive) 0.91
Right-wing (conservative) 0.80
Centrist (Moderate) 0.88

Occupation 0.67
Services 0.70

Creative Arts and Media 0.68
Sklilled Trades and Manual Labour 0.64

DIR. In the Quotation Context Analysis, the biased
statements were detected with an 82% accuracy
and the unbiased statements (without quotation)
with a 92% accuracy. For unbiased statements that
entailed biased statements in quotes, the perfor-
mance dropped to 48% and increased for unbiased
quotes to 98%.

5 Discussion

The low attribution scores for most words in the
FAA are to be expected as most words do not
carry any bias-determining information. Yet, the
dependency on strongly connotated, infrequent
words raises concerns about the model’s potential
for context and deeper bias understanding, as it
may overly depend on these words for classifica-
tion. Nevertheless, these FAA results are merely
suggestive of this tendency.
The reduction in both accuracy and F1-score upon
the removal of named entities in the MFT suggests
a dependency of the model on these entities for
bias detection. However, the only moderate decline
in performance metrics indicates a certain level
of robustness in detecting bias independently of

named entities.
The results of the INV test reveal inconsistent
bias detection across categories, indicating a
reliance on spurious cues. Variances in F1 scores
within categories like gender, origin, and religion
suggest bias sensitivity towards specific tokens.
For example, differences in accuracy for ’female’
versus ’male’ and ’non-binary’ in gender and
’African’ and ’Asian’ versus ’European’ in
origin highlight the model’s uneven processing
of demographic identifiers. These disparities,
evident across various categories, demonstrate the
model’s inconsistent approach to neutral templates
with different demographic tokens. The model’s
varied classification performance across categories
suggests that some bias types and sentences are
easier to classify than others. While ideally,
the difficulty level should be uniform across all
sentences, this disparity does not undermine the
findings based on intra-category analysis.
Finally, the results of the DIR indicate that while
the model is proficient in detecting bias in plain
sentences, it fails to differentiate when statements
are in quotations. This confirms what is indicated
by the FAA that the model lacks contextual
understanding. Instead of a deeper language
understanding, it is using simplistic heuristics (like
the presence of adjectives or negative phrases) to
classify sentences as biased. The model fails to
recognize the contextual change when these appear
inside quotations.

6 Conclusion

The study reveals that media bias detection meth-
ods rely on strongly connotated words and named
entities. The model’s classification inconsistencies
across categories such as gender and origin and its
limitations in contextual understanding suggest a
reliance on simplistic heuristics, pointing to spuri-
ous cues and a lack of nuanced language compre-
hension in bias detection. These findings challenge
the generalization capabilities and robustness of
current methods. Future work should extend the
analysis, especially of the adversarial dataset clas-
sifications, as the intra-category differences could
reveal valuable insights into model biases beyond
spurious cues. Furthermore, it should examine mit-
igation strategies such as targeted data augmenta-
tion.

24



Limitations

The INV test set is limited by only addressing a
selected number of categories with only a selected
number of subcategories (though often more would
exist). Furthermore, though all sentences were cho-
sen to foster consent on their degree of bias, these
remain open to subjective interpretation. While
the research method uses a binary setup, bias often
manifests in varying degrees and is not strictly bi-
nary (as also indicated by the varying classification
results across the INV categories). Also, some-
times words are not assignable to subcategories, or
some subcategories are missing, e.g., non-binary
equivalents. Finally, the formulation of templates
is hindered by individual words’ context and gram-
mar requirements. The amount of available biased
sentences limits the DIR test. Furthermore, there
are occasions where sentences, including quota-
tions, are biased. Finally, all tests are limited by
only running the tests on a single bias model. For
media bias detection, the model choice has a lim-
ited influence on the overall performance (Wessel
et al., 2023). Also, more recent models like Chat-
GPT do not outperform older transformer mod-
els on media bias classification (Wen and Younes,
2023). However, future work should repeat them
using more diverse methods.
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Figure 2: Distribution of attribution scores.

Figure 3: Distribution of word occurrence and attribution score.
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Table 2: INV template sentences per category.

Category Biased Sentence Neutral Sentence

Gender [Gender] are too emotional to handle
high-pressure jobs.

[Gender] can excel in a variety of pro-
fessions.

[Gender] are better at math and science
than others.

[Gender] have the capacity to be great
leaders.

Origin There are concerns about the trustwor-
thiness of individuals from [Origin].

A group of individuals, including those
from [Origin], came to celebrate their
cultural heritage at the local festival.

Studies suggest a higher likelihood of
criminal behavior among individuals
from [Origin].

Throughout history, individuals from
[Origin] have made noteworthy contri-
butions.

Religion Followers of [Religion] are intolerant of
other faiths.

For some people, [Religion] holds im-
mense significance.

Followers of [Religion] cannot be
trusted in business.

[Religion] serves as a central institution
for its followers.

Disability People with [Disability] are a drain on
society, and we shouldn’t have to ac-
commodate their needs.

People with [Disability] should have
equal access to education and employ-
ment opportunities.

It’s clear that people with [Disability]
can’t contribute much; they should stay
out of the workforce.

Many organizations and support groups
provide resources and assistance to in-
dividuals with different [Disability].

Political
Affiliation
(Politician
Names)

[Politician] is the best leader our coun-
try has ever seen.

[Politician] held a press conference yes-
terday to discuss recent policies.

[Politician] is a complete disaster for
our nation.

[Politician] has served multiple terms in
office.

Political Af-
filiation

[Political Affiliation] are ruining our
country.

[Political Affiliation] have their own set
of beliefs and principles.

I can’t trust any [Political Affiliation]. Individuals from the [Political Affilia-
tion] are part of the political landscape.

Occupation It seems like all [Occupation]s prioritize
profit over passion in their careers.

Many students aspire to become [Occu-
pation]s after graduation.

[Occupation]s, while often overlooked,
truly are the pillars of our society’s well-
being.

The conference will feature several
experienced [Occupation]s as keynote
speakers.
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Table 3: Table with biased statements and unbiased quotations (excerpt from the DIR test set).

Category Biased Sentence Unbiased/Neutral Sentence
midrule Gen-
der

Men are naturally better at math than
women.

Some say ’men are naturally better at
math than women.’

Gender Women are not suited for leadership
roles.

Observers comment ’women are not
suited for leadership roles.’

Origin Immigrants often bring crime to our
cities.

It is claimed ’immigrants often bring
crime to our cities.’

Origin People from rural areas are less edu-
cated.

It is stated ’people from rural areas are
less educated.’

Religion Atheists have no moral boundaries. Critics argue ’atheists have no moral
boundaries.’

Religion Christians are too conservative in their
thinking.

It’s believed ’Christians are too conser-
vative in their thinking.’

Disability Disabled individuals cannot perform
well in high-stress jobs.

Some suggest ’disabled individuals can-
not perform well in high-stress jobs.’

Disability Deaf people are not good at following
instructions.

It is often said ’deaf people are not good
at following instructions.’

Politician All politicians are only in it for personal
gain.

Many argue ’all politicians are only in
it for personal gain.’

Politician Young politicians lack the experience to
be effective.

There’s a view that ’young politicians
lack the experience to be effective.’

Political Af-
filiation

Liberals always ignore the practical side
of things.

Some believe ’liberals always ignore the
practical side of things.’

Political Af-
filiation

Conservatives have no concern for the
environment.

It is often voiced ’conservatives have no
concern for the environment.’

Occupation Engineers are bad at communicating
with non-technical people.

A common perception is ’engineers
are bad at communicating with non-
technical people.’

Occupation Artists are not realistic about the world. It is remarked ’artists are not realistic
about the world.’

Gender Females are not as logical as males in
decision-making.

Some argue ’females are not as logical
as males in decision-making.’

Gender Men are less capable of multitasking
than women.

It is claimed ’men are less capable of
multitasking than women.’

Origin Urban dwellers are out of touch with
nature.

Opinions state ’urban dwellers are out
of touch with nature.’

Origin Foreigners are not good at understand-
ing our customs.

It’s said ’foreigners are not good at un-
derstanding our customs.’

Religion Muslims are not tolerant of other reli-
gions.

Critics say ’Muslims are not tolerant of
other religions.’

Religion Buddhists are too detached from reality. Some believe ’Buddhists are too de-
tached from reality.’
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Abstract

In the field of spoken language understanding,
systems like Whisper and Multilingual Mas-
sive Speech (MMS) have shown state-of-the-
art performances. This study is dedicated to a
comprehensive exploration of the Whisper and
MMS systems, with a focus on assessing biases
in automatic speech recognition (ASR) inher-
ent to casual conversation speech specific to
the Portuguese language. Our investigation en-
compasses various categories, including gender,
age, skin tone color, and geo-location. Along-
side traditional ASR evaluation metrics such as
Word Error Rate (WER), we have incorporated
p-value statistical significance for gender bias
analysis. Furthermore, we extensively examine
the impact of data distribution and empirically
show that oversampling techniques alleviate
such stereotypical biases. This research repre-
sents a pioneering effort in quantifying biases
in the Portuguese language context through the
application of MMS and Whisper, contribut-
ing to a better understanding of ASR systems’
performance in multilingual settings.

1 Introduction

Conversational Artificial Intelligence (AI) has be-
come increasingly integrated into everyday appli-
cations over the past few years. The history of pre-
vious broad technologies shows that despite tempo-
rary challenges, restructuring the economy around
innovative technologies offers significant long-term
benefits (Mühleisen, 2018). This asks for fair AI
solutions that can connect people from different
backgrounds, and that enables universal access
to technology. In the context of human-machine
interactions through spoken language, Automatic
Speech Recognition (ASR) facilitates smooth in-
formation exchange within various conversational
AI applications, including machine translation, sen-
timent analysis, and question-answering systems
(Bangalore et al., 2005).

The significance of spoken language in our daily
lives emphasizes the need for ASR systems to ac-
commodate the various forms of human communi-
cation. It is thus vital that ASR systems can adeptly
manage this diversity, as it is crucial for enabling
smooth and inclusive communication across a wide
range of situations and people, and extending the
use of ASRs in domains such as emergency ser-
vices, home automation, and navigation systems.
To accommodate fairness and transparency require-
ments it is paramount to examine the prevailing
biases within various subgroups towards fair ASR
systems.

Over the past few years, there has been a growing
research community examining biases in automatic
speech recognition (ASR) systems (Koenecke et al.,
2020; Tatman, 2017; Tatman and Kasten, 2017;
Harwell, 2018; Lima et al., 2019; Blodgett et al.,
2020). This research has primarily focused on as-
sessing the impact of disparities related to gender,
age, accent, dialect, and racial meta-attributes. (It
is worth mentioning that most of these features are
considered sensitive according to legal protection
against discrimination, e.g., in the U.S.1 and in Eu-
rope2.) However, the majority of these studies have
been carried out on monolingual ASR systems for
the English language, with only a limited number
of studies addressing bias detection in non-English
languages.

In the study conducted in (Feng et al., 2021,
2024), researchers examined the (Hidden Markov
Model) HMM- Deep Neural Network (DNN) ASR
system to assess biases related to gender, age, and
accents in the context of the Dutch language. They
then proposed the use of data augmentation and
vocal tract length normalization techniques to al-
leviate these biases in Dutch ASR systems (Pa-

1https://www.whitehouse.gov/ostp/
ai-bill-of-rights/#applying

2https://ec.europa.eu/newsroom/dae/document.
cfm?doc_id=60419
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tel and Scharenborg, 2023). Another study cen-
tered on French broadcasting speech, aimed to un-
cover gender biases and revealed that the under-
representation of specific gender categories could
result in bias in HMM-DNN ASR performance, re-
gardless of gender identity (male, female, or other)
(Adda-Decker and Lamel, 2005; Garnerin et al.,
2019). Furthermore, it emphasized the importance
of a systematic examination of demographic imbal-
ances present in datasets.

For Arabic ASR system, which were developed
using Carnegie Mellon University Sphinx 3 tools3,
an investigation was conducted to understand the
impact of gender, age, and regional factors on per-
formance (Sawalha and Shariah, 2013). While
these studies laid the foundation for quantifying
biases, there remains a scarcity of research on ASR
systems trained with large amounts of multilingual
data, even though they consistently achieve state-
of-the-art performance levels.

The emergence of computational resources en-
abled the acceleration of the development of large
pre-trained acoustic models, resulting in unified
frameworks with multilingual capabilities. These
frameworks are often built upon transformer net-
works and prominently use the Wav2vec 2.0
(Baevski et al., 2020) framework. As a con-
sequence, there has been a significant push to
create multilingual ASR systems(Li et al., 2022;
Alec Radford, 2023; Zhang et al., 2023; Pratap
et al., 2023), extending their applicability to more
than 100 languages, including those with lim-
ited linguistic resources. Meta AI’s MMS system
(Pratap et al., 2023) conducted an evaluation that
included the assessment of gender and language
biases using the FLEURS dataset (Conneau et al.,
2022). However, there is still a need for a deeper un-
derstanding of the comparative differences among
various multilingual ASR systems when it comes
to quantifying potential biases.

To explore the biases present in multilingual
ASR systems trained on extensive speech data, we
investigated variants of OpenAI’s Whisper ASR
system (Alec Radford, 2023) and Meta AI’s MMS
ASR system (Pratap et al., 2023), both of which
have achieved state-of-the-art performance levels.
In addition, we selected the Casual Conversation
Dataset version 2 (CCD V2) to quantify biases and
assess the fairness of these system performances

3https://www.cs.cmu.edu/~archan/sphinxInfo.
html

in the context of the Portuguese language (Porgali
et al., 2023). Our study takes into account a diverse
spectrum of categories, including age groups, gen-
der, geographical locations, and skin tones. The
consistency in textual content across all CCD V2
recordings establishes a robust basis for the effi-
cient evaluation of system performance across a
broad array of categories. Only a limited number
of studies have delved into the influence of state-
of-the-art multilingual ASR systems on domain-
specific ASR tasks. For example, these studies
have explored code-switching between languages
using systems like Whisper and MMS (Kulkarni
et al., 2023), or they have examined the effects of
ASR errors on discourse models among groups of
students in noisy, real-world classroom settings be-
tween Whisper and Google ASR system (Cao et al.,
2023).

More often, an imbalanced distribution of eval-
uation data across various sub-categories can re-
sult in an inadequate analysis of the evaluation
process itself. Therefore, we explore two resam-
pling methods, namely, naïve and Synthetic Mi-
nority Oversampling Technique (SMOTE)(Chawla
et al., 2002), to ensure a balanced data distribution
across each subgroup when quantifying the biases.
In the assessment of ASR systems, our primary
choice of metrics includes Word Error Rate (WER)
and Character Error Rate (CER)4. Interestingly, we
observe that oversampling techniques can alleviate
performance disparities between certain subgroups.

The structure of the paper is as follows. In Sec-
tion 2, we provide an overview of the Casual Con-
versation dataset, which is utilized to quantify bi-
ases in multilingual ASR systems in the Portuguese
language. We described the specifics of the MMS
ASR system and the variants of Whisper ASR sys-
tems along with the evaluation protocol in Section
3. We outline results along with an analysis on
various categories to to quantify biases in Section
4, along with the corresponding evaluation method-
ologies. Section 5 details the discussion, and we
draw our conclusions in Section 6 along with po-
tential directions for future work.

The main contributions of this paper are as
follows:

1. It presents the first study on analyzing dispari-
ties within multilingual ASR systems focused

4In this paper, we only include the WER results. The
CER results are provided in https://biasinai.github.io/
asrbias/.
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on the Portuguese language.

2. It emphasizes the critical significance of data
distribution among sub-categories by employ-
ing oversampling techniques.

3. It illustrates the comparative distinctions be-
tween Whisper ASR and MMS ASR, and ex-
amines the impact of model parameters on the
development of an efficient system design.

4. In addition to gender and age groups, it inves-
tigates skin tone and geo-location as criteria
to measure inter-racial biases.

2 Dataset Description

The CCD V2 dataset is open-source and can be
accessed through the Meta AI website5. It repre-
sents the speech of 5,567 unique speakers from
various regions, including India, the United States
of America, Indonesia, Vietnam, Brazil, Mexico,
and the Philippines. This compilation results in
five audio samples per individual, yielding a total
of 26,467 video recordings. The dataset encom-
passes seven self-labeled attributes, including de-
tails about the speaker’s age, gender, native and
secondary languages or dialects, disabilities, physi-
cal characteristics, and adornments, as well as ge-
ographic location. Additionally, it features four
other characteristics: two skin tone scales (Monk
Skin Tone (Monk, 2019) and Fitzpatrick Skin Type
(Molina et al., 2020; Ash et al., 2015)), voice tim-
bre, the speaker’s activity, categorized as gesture,
action, or appearance, and details about the record-
ing setup, which covers video quality, background
environment, and video configuration. For Monk
skin tone scale-10 only one sample was available
for Portuguese language. Therefore, in order to
avoid skewed comparison between skin-tone scales
using Monk skin tone, we only conducted a study
using Fitzpatrick skin type.

The CCD V2 comprises 354 hours of recordings
where speakers responded to specific questions in
a non-scripted manner and 319 hours of recordings
in which individuals read passages from F. Dos-
toyevsky’s “The Idiot”, translated into various lan-
guages. Throughout this paper, we utilized scripted
recordings for the Portuguese language. As each
scripted recording had the same textual content and
phonetic variations, it enables the examination of

5https://ai.meta.com/datasets/casual-conversations-v2-
dataset/

meta-attributes leading to performance differences.
For more comprehensive details of CCD V2 and
the dataset design process, please refer to the works
published in (Porgali et al., 2023) and (Hazirbas
et al., 2021).

In the context of assessing the fairness of ASR
systems, we focused primarily on a subset of
scripted recordings, with a strong emphasis on the
Portuguese language. In this study, we concen-
trated on four annotated labels: gender, age, Fitz-
patrick scale, and geographic location. To simplify
our analysis, we categorized speakers into seven
age groups: 18-24, 25-30, 31-36, 37-42, 43-50, 51-
60, and 61+. After the initial analysis of the evalu-
ation sample distribution for each sub-category, we
observed imbalanced distributions among various
subgroups. We thus explored resampling strategies
to ensure that biases are not introduced into the
computed results due to imbalanced distributions
across subgroups.

3 Empirical study

In this empirical study, we initiate our investigation
by conducting a thorough analysis of the influence
of various sampling techniques on performance
disparities within multilingual ASR systems for
Portuguese. Additionally, in Section 3.1, we first
present the ASR systems employed in this research.
Subsequently, we outline the evaluation protocol
and data preparation in Section 3.2.

3.1 ASR Systems

This study centers around the utilization of state-
of-the-art, open-source multilingual ASR systems,
specifically Whisper and the Multilingual Mas-
sive Speech Systems. Both of these systems have
demonstrated their efficacy in a range of speech-
processing tasks, including audio classification,
speech translation, and text-to-speech synthesis.
They have been trained on extensively large-scale
multilingual datasets using self-supervised and
multi-task learning techniques, enabling support
for over 100 languages.

3.1.1 Whisper

Whisper (Alec Radford, 2023) is a robust speech
recognition model presented by OpenAI6 in 2022.
Whisper is trained using a multitask learning on
680,000 hours of labeled multilingual recordings

6https://openai.com/research/whisper
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collected from the Internet, along with the cor-
responding transcriptions filtered from machine-
generated ones. In total 96 languages are cov-
ered by approximately 117,000 hours of audio data,
making Whisper a powerful tool for multilingual
speech recognition.

Whisper incorporates the Transformer encoder-
decoder architecture (Vaswani et al., 2017) with the
implementation of multitask learning techniques al-
lowing language identification, multilingual speech
transcription, along with word-level timestamps.
The input audio is split into thirty-second chunks,
which makes the transcription of long recordings
more effective. In the Whisper framework, the en-
coder processes log Mel spectrogram inputs, gen-
erating relevant features for the decoder. The de-
coder, in turn, consumes these encoder features,
positional embeddings, and a sequence of prompt
tokens. Subsequently, it produces the transcribed
text corresponding to the input speech.

Whisper has different variants based on model
parameter sizes such as Tiny (39 Million), Base (74
Million), Small (244 Million), Medium (769 Mil-
lion), Large (1550 Million), and Large-v2 (1550
Million). Whisper models are primarily divided
into two categories based on languages and tasks:
English-only models and multilingual models. In
this paper, we incorporated Medium, Large, and
Large-v2 variants of Whisper.

3.1.2 Massively Multilingual Speech system
In 2023, Meta AI released the Massively Multi-
lingual Speech (MMS) project, as documented in
(Pratap et al., 2023), expanding its language sup-
port to encompass over 1000 languages for various
speech processing applications. The primary com-
ponents of the MMS system include a novel dataset
derived from publicly accessible religious texts and
the adept use of cross-lingual self-supervised learn-
ing. The MMS project encompasses various tasks,
such as speech recognition, language identifica-
tion, and speech synthesis. MMS is built upon
the Wav2Vec 2.0 (Baevski et al., 2020) architec-
ture and has undergone training through a combina-
tion of cross-lingual self-supervised learning and
supervised pre-training for ASR. It incorporates
language adapters that can be dynamically loaded
and interchange during inference, featuring mul-
tiple Transformer blocks, each augmented with a
language-specific adapter.

The authors compiled two datasets using texts
from the New Testament and the Bible, along with

recordings of readings of these religious texts avail-
able on the Internet. The labeled dataset (MMS-
lab) comprises 1,306 audio recordings of New Tes-
tament readings in 1,130 languages, resulting in
49,000 hours of data and approximately 32 hours
of data per language. The audio underwent sev-
eral alignment stages, including training several
alignment models and a final filtering of noisy or
paraphrased data. The unlabeled dataset (MMS-
unlab) contains 9,345 hours of audio and includes
recordings collected from the Global Recordings
Network, organized into 3,860 languages. The
MMS system is available in two variants based
on model parameters, with 317 million and 965
million parameters. For this study, we utilized the
MMS system with 965 Million model parameters.

3.2 Preprocessing and evaluation processes

In this subsection, we will first outline the pre-
processing steps employed to prepare the evalua-
tion dataset using CCD V2 for Portuguese. We
will explain the sampling methods for analyzing
biases within sub-categories and subsequently dis-
cuss the evaluation measures used to assess dispar-
ities among these sub-categories.

3.2.1 Handling imbalance
Imbalanced evaluation data can have a detrimental
effect on the results, making it challenging to dis-
cern meaningful distinctions between the groups
being compared. From Table 1, we observe that
initially collected samples for Portuguese have un-
balanced distributions across several categories,
which may impact the assessment of ASR systems
towards measuring disparities towards underrepre-
sented classes. Therefore, we opted for data balanc-
ing approaches, specifically focused on oversam-
pling, and subsequently compared the results.

It is also worth mentioning that after preliminary
analysis of ASR systems results, we observed that
the Portuguese subset of the CCD V2 dataset con-
tains audio recordings named "Portuguese scripted"
but representing the speech of people speaking on
various topics but not reading the passage from
Dostoevsky’s novel. This might have been a mis-
take during the compilation of the CCD V2 dataset.
These samples were deleted from our evaluation
data since the WER for the corresponding tran-
scriptions was exceptionally high and negatively
affected the overall performance.

At first, we used Naïve sampling (Naïve) based
on the ’gender’ category since the WER values
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Gender Fitzpatrick scale Age Groups Geo-location
Male Female T.1 T.2 T.3 T.4 T.5 T.6 18-24 25-30 31-36 37-42 43-50 51-60 61+ MA MT RN GO PI RS RJ SP PE PR MG

Initial 240 500 11 192 289 159 72 17 83 201 164 137 103 44 8 9 27 25 11 7 28 130 379 38 55 31
Naïve 1019 1009 25 681 743 345 164 70 293 282 297 293 283 274 285 18 47 39 24 34 70 409 1110 59 119 99
SMOTE 4443 4443 1925 1893 2630 1132 322 984 1014 2918 1703 1236 978 458 579 892 854 845 841 830 805 796 787 769 744 723

Table 1: Statistical representation of samples for demographic categories across Initial, Naïve, and SMOTE datasets.
The abbreviations for ‘Geo-location’ are as follows: RN - Rio Grande do Norte, SP - Sao Paulo, RS - Rio Grande
do Sul, GO -Goias, MT - Mato Grosso, PR - Parana, RJ - Rio de Janeiro, MG - Minas Gerais, PI - Piaui, PE -
Pernambuco, MA - Maranhao. The abbreviations for ‘Fitzpatrick scale’ are as follows: T.1 - type i, T.1 - type ii, T.1
- type iii, T.1 - type iv, T.1 - type v, T.1 - type vi.

for this category appeared to differ significantly.
We achieved data balance by randomly duplicating
instances until we had an approximately equal num-
ber of male and female records. However, we found
that naïve sampling did not improve the balance
of the other categories. Therefore, we turned to
the Synthetic Minority Over-sampling Technique
(SMOTE) (Chawla et al., 2002) in the final stage.

The SMOTE algorithm aims to tackle the issue
of imbalanced data by creating synthetic observa-
tions for minority classes. It does not simply repeat
the existing samples but rather creates similar ex-
amples that improve performance accuracy. It starts
with choosing an instance in the minority class and
computing the difference of feature vectors with
neighboring observations. After that, the algorithm
defines a region of k nearest neighbors around the
selected instance. Next, the algorithm calculates
the difference between observations and multiplies
the difference vector by a random number from the
range (0, 1), thus having a new synthesized sample.
We do the resampling for every category one by
one assuming the improvement in results.

The statistics for evaluation data compiled using
oversampling techniques along with initial samples
are shown in Table 1. The average duration of
each sample used for the evaluation of multilingual
ASR systems corresponds to 2 minutes with the
same textual content. Therefore, the robustness of
ASR systems to long-form audio is an important
consideration in the development and deployment
of ASR technology.

3.2.2 Evaluation strategy
For the evaluation of both models, we use the Word
Error Rate (WER), a standard metric for ASR. The
Word Error Rate depicts the percentage of incor-
rectly recognized words and is calculated as fol-
lows:

WER =
S +D + I

N
, (1)

where S stands for number of substitutions, D for
the number of deletions, I is the number of in-
sertions, and N for the number of words in the

Method W-L W-L-V2 W-M MMS
Initial 0.00022 0.00018 0.0011 0.195
Naïve 2.07e-17 1.54e-17 1.45e-11 0.177
SMOTE 0.676 0.603 0.778 0.563

Table 2: p-values for Whisper ASR variants and MMS
for the Gender category across Initial, Naïve and
SMOTE datasets. Whisper ASR variants are indicated
as, Whisper-Large (W-L), Whisper-Large-V2 (W-L-
V2), and Whisper-Medium (W-M).

reference transcription. In the current paper, we
report the WER for comparison purposes with the
literature, and we also report the Character Error
Rate (CER) in https://biasinai.github.io/
asrbias/. This allows us to compare results ob-
jectively and to identify performance biases in the
4 ASR systems.

4 Results and Analysis

In this section, we present a comprehensive analy-
sis of Word Error Rate (WER) within distinct cate-
gories as provided by CCD V2. These categories
include gender (Section 4.1), skin tone (Section
4.2), age groups (Section 4.3), and geo-location
(Section 4.4). As previously mentioned, our exper-
imentation involved the use of three Whisper ASR
variants: Medium (769 million parameters), Large
(1550 million parameters), and Large-v2 (1550 mil-
lion parameters)7 (which maintains the same pa-
rameter count but benefits from extended training
with regularization). Additionally, we utilized the
MMS ASR system8 with 965 million parameters.

4.1 Gender analysis
We illustrate the performance of ASR systems for
the Portuguese language, on the gender subgroups
’Male’ and ’Female’. From Figure 2, we observe
a subtle gender bias when examining the Whis-
per ASR variants, which favors males in both the
Initial and naïve sampling techniques. However,
the use of SMOTE sampling results in a more bal-
anced ASR performance between the gender sub-

7https://huggingface.co/openai/whisper-large-v2
8https://huggingface.co/facebook/mms-1b-all
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Figure 1: Bar plots depicting Whisper and ASR performance across the Fitzpatrick skin-tone scale, ranging from
type-I to type-VI, for both male and female genders, with results for initial samples, naïve sampling, and SMOTE
sampling

Figure 2: Bar-plots demonstrating performance of mul-
tilingual ASR systems using Whisper ASR variants
and MMS for impact on male and female genders us-
ing WER under three sampling methods, initial, naïve
and SMOTE. Whisper ASR variants are indicated as,
Whisper-Large (W-L), Whisper-Large-V2 (W-L-V2),
and Whisper-Medium (W-M).

groups. Notably, the MMS system outperforms the
Whisper ASR variants, exhibiting comparatively
balanced WER across both genders. As illustrated
in Figure 2, we observe the absence of significant
performance disparities between male and female
genders.

In addition to analyzing WERs, we also con-
ducted a p-value analysis to assess the statistical sig-
nificance of gender-related differences. In the ex-
amination of Table 2, we observed that the p-values
for Whisper ASR variants applied to initial sam-
ples and Naïve sampling fell below the significance
threshold of 0.05. This suggests that statistically
significant differences exist between male and fe-
male gender categories in these cases. Conversely,
the p-value statistics for the MMS approach consis-
tently exceeded 0.05, indicating that there are no
significant performance variations across both gen-
ders regardless of the sampling method. Regarding
SMOTE sampling, the p-values for all ASR sys-
tems exceeded the 0.05 threshold, signifying evi-
dence of mitigating gender biases in this context.

Figure 3: Bar-plots illustrating the distribution of mean
WER for Fitzpatrick skin tone scales across Initial,
naïve, and SMOTE sampling methods.

After this, we extended our study of ASR sys-
tems with the distribution of WER performances
concerning skin tone as measured by the Fitzpatrick
skin type and gender. This examination is depicted
in Figure 1. Significant disparities are evident
across different skin tone types between male and
female individuals. Specifically, within the Whis-
per ASR variants, notable performance differences
are observed for skin-tone type-I and type-VI. In
these cases, the male subgroup exhibits better WER
compared to the female subgroup, particularly in
the context of initial samples and naïve sampling
approaches. Moreover, the MMS ASR system
demonstrates a relatively even distribution of WER
across all skin-tone types and outperforms all vari-
ants of the Whisper ASR. It is worth highlighting
that, across all the ASR systems under examina-
tion, the use of SMOTE sampling has consistently
played a role in mitigating performance disparities,
leading to more balanced outcomes across gender
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Figure 4: Bar-plots illustrating distribution of WER for age groups categorized into five sub-sets (18-24, 25-30,
31-36, 37-42, 42-50, 51-60, 61+) across initial, naïve and SMOTE sampling methods.

Figure 5: The visualization of mean WER distribution in each Portuguese state. The abbreviations of states are as
follows: RN - Rio Grande do Norte, SP - Sao Paulo, RS - Rio Grande do Sul, GO -Goias, MT - Mato Grosso, PR -
Parana, RJ - Rio de Janeiro, MG - Minas Gerais, PI - Piaui, PE - Pernambuco, MA - Maranhao.

subgroups.

4.2 Skin-tone analysis

We also examine the impact of ASR performance
within sub-categories using categorized by Fitz-
patrick skin tone type, without conditioning on
other meta-attributes. Figure 3 shows the relative
performance variations across various sampling
techniques applied to ASR systems. Notably, we
observe that individuals with skin types I to III
demonstrate comparatively better WER than those
with skin type IV. This observation sheds light
on potential racial biases in ASR systems, where
greater skin-type variations often indicate darker
skin colors.

However, amidst these disparities, the MMS
ASR system stands out with evenly distributed
WER measures across all skin-type scales. When
assessing the differences introduced by sampling
approaches, initial samples, and naïve sampling
reveal disparities among skin-tone subgroups. In
contrast, the consistent use of SMOTE sampling
proves effective in mitigating discrepancies across
all the ASR systems under investigation.

4.3 Age group analysis

In Figure 4, we present an age group analysis of
the Portuguese language for ASR systems using
three different sampling techniques: initial samples,
naïve sampling, and SMOTE sampling. Across all
the sampling methods, the MMS ASR system con-
sistently maintains WER measures below 25% for
all age groups, exhibiting a relatively even distri-
bution of WER values. In contrast, the Whisper
ASR variants demonstrate disproportionate WER
measures, particularly noticeable between the age
groups of 18-36 and 36+. Moreover, the perfor-
mance of the Whisper ASR degrades as age groups
increase. However, the utilization of SMOTE sam-
pling significantly improves the WER of the Whis-
per systems, bringing it to an overall 25%.

This distinctively highlights the positive impact
of SMOTE sampling in reducing performance dis-
parities across various age groups for both the
Whisper and MMS ASR systems.

4.4 Geo-location analysis

Figure 5 provides a comprehensive examination
of the impact of different sampling techniques on
ASR performance disparities across various regions
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in Brazil. Notably, when considering the Whisper
ASR system, regions such as São Paulo (SP), Piauí
(PI), Rio Grande do Norte (RN), and Rio Grande
do Sul (RS) are notably affected by performance
differences, regardless of whether initial samples
or naïve sampling methods are employed. These
regions exhibit significant variations in WER com-
pared to other regions. Overall, the MMS ASR
system displays a more even distribution of evalua-
tion measures across all sampling approaches and
generally outperforms the Whisper ASR variants.
Furthermore, it is notable to highlight that, despite
observing proportionate WERs across most regions
in Brazil, the MMS ASR system experiences a de-
cline in performance specifically in the Piauí (PI)
region for all sampling approaches.

Even after the application of SMOTE sampling,
the Whisper ASR variants continue to exhibit con-
sistently higher WER values in the Rio Grande
do Norte (RN) region. However, SMOTE sam-
pling effectively mitigates WER discrepancies in
the Piauí (PI) region. This underscores the distinct
challenges posed by regional variations in ASR per-
formance and underscores the potential of SMOTE
sampling in addressing these disparities.

5 Discussion and limitations

Our results reveal that all 4 models show mild WER
performance disparities when considering the indi-
vidual subgroups of the categories ‘Gender’, ‘Age’,
‘Skin Tone Color’, and ‘Geo-location’, with a con-
sistently better performance of the MMS model
over the three Whisper models. However, when
analyzing the gendered subcategories of ‘Age’,
‘Skin Tone Color’, and ‘Geo-location’, we observe
significant differences in WER, with a noticeable
bias that privileges the ‘Male’ subgroup; see addi-
tional results in https://biasinai.github.io/
asrbias/.

Our study also shows that oversampling ap-
proaches can alleviate these disparities between
the two gender subgroups. This is particularly ev-
ident in Figure 2, where WER performances are
balanced for the ‘Male’ and ‘Female’ subgroups
over the 4 models considered. The same trend
was also observed for the other gendered cate-
gories and with respect to the Character Error Rate
(CER) in the link provided earlier. The study shows
that performances of Whisper variants demonstrate
higher sensitivity to the number of model parame-
ters, whereas the MMS system, despite having 40%

fewer parameters than Whisper Large, exhibits bet-
ter robustness over the various categories.

Despite promising, these results naturally ask
for similar comparisons with respect to other per-
formance and bias metrics. Another limitation of
our study is that it was carried out solely on the
CCD V2. In (Meyer et al., 2020), the Artie Bias
Corpus is curated as a subset of the Mozilla Com-
mon Voice corpus. It includes demographic tags
for age, gender, and accent, which allows for the
examination of disparities in the English language.
It is imperative to construct bias-focused datasets
using publically available resources for Portuguese.

Furthermore, we can also extend this investi-
gation to other state-of-the-art multilingual ASR
systems such as Universal speech model (Zhang
et al., 2023), ASR2K (Li et al., 2022), and Deep-
Speech (Hannun et al., 2014) and on other tasks
(e.g., speaker verification (Toussaint and Ding,
2022)). Also, we only experimented with the origi-
nal SMOTE (Chawla et al., 2002) framework, but
improvements could be obtained with dedicated
versions, e.g., (Alex and Nayahi, 2023), (Dablain
et al., 2023), (Maldonado et al., 2022). Our study
focused on the Portuguese language but we are
currently extending it to other languages. Finally,
these results ask for a thorough analysis to detect
the speech meta-features that trigger the disparate
behavior of these ASR systems. For instance, cor-
relational features among skin-tone scale and voice-
timber in speech utterances affect the disparity gap
in performance.

6 Conclusion

In this work, we presented an extensive study of
recent ASR systems, namely, Whisper and MMS,
in the light of stereotypical biases such as gender,
age, skin tone, and geo-location, for the Portuguese
language. Despite observing mild performance dis-
parities concerning individual categories such as
‘Age’, ‘Skin Tone Color’, and ‘Geo-location’, we
empirically show significant performance differ-
ences between the ‘Male’ and ‘Female’ subgroups.
The first observation was to notice the imbalance
in the various distributions, and that a naïve over-
sampling may further contribute to disparate per-
formance behavior. This motivated us to employ
SMOTE, and our results attested that oversampling
technique has an overall beneficial impact in reduc-
ing performance differences. We also discuss some
limitations of our study along with future work.
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Abstract
Natural Language Processing techniques have
been developed to assist in simplifying online
content while preserving meaning. However,
for low-resource languages, like Maltese, there
are still numerous challenges and limitations.
Lexical Simplification (LS) is a core technique
typically adopted to improve content accessi-
bility, and has been widely studied for high-
resource languages such as English and French.
Motivated by the need to improve access to Mal-
tese content and the limitations in this context,
this work set out to develop and evaluate an LS
system for Maltese text. An LS pipeline was
developed consisting of (1) potential complex
word identification, (2) substitute generation,
(3) substitute selection, and (4) substitute rank-
ing. An evaluation data set was developed to
assess the performance of each step. Results are
encouraging and will lead to numerous future
work. Finally, a single-blind study was carried
out with over 200 participants, where the sys-
tem’s perceived quality in text simplification
was evaluated. Results suggest that meaning is
retained about 50% of the time, and when mean-
ing is retained, about 70% of system-generated
sentences are either perceived as simpler or of
equal simplicity to the original. Challenges re-
main, and this study proposes a number of areas
that may benefit from further research.

1 Introduction
Lexical Simplification (LS) is a technique through
which complex words are replaced with simpler
alternatives while aiming to retain meaning and
contextual validity. Although this has been the sub-
ject of various studies (Alarcon et al., 2021; Qiang
et al., 2021, 2020), it is more often adopted within
high-resource languages, such as English or French
(Rolin et al., 2021). On the other hand, low-resource

languages, such as Maltese, lack sufficient high-
quality resources (Hedderich et al., 2020) required
for robust natural language processing (NLP).

Reading difficulties are widely acknowledged as
a barrier to information access (Mutabazi and Wal-
lenhorst, 2020). For this reason, LS techniques can
be adopted at the core of language-based assistive
technologies (ATs) to enhance content accessibility
(Rolin et al., 2021). Such ATs could benefit dif-
ferent groups of people, from non-native speakers
to persons with low literacy levels and individuals
with learning difficulties, among others (Alarcon
et al., 2021). Unfortunately, limited research exists
for low-resource languages, particularly for Mal-
tese. To the best of our knowledge, the state-of-the-
art with respect to automated text simplification
for Maltese is a 2014 study based on unsupervised
lexical substitution (Tanti, 2014). However, Tanti
(2014) argues that due to a lack of resource avail-
ability as well as choice of techniques, especially at
the time, his work produces unsatisfactory results.

With this in mind, the primary objective of this
work is to leverage existing NLP techniques as well
as arising linguistic resources for Maltese to de-
velop an effective LS system that is capable of sim-
plifying complex words in Maltese news articles,
which is an easy domain for collecting high quality
data.

This study makes several contributions, includ-
ing (1) evidence-based insights on the various LS
pipeline steps and on the system overall (including
perceived quality), (2) an annotated data set based
on content derived from online Maltese news por-
tals in collaboration with a Maltese language expert,
as well as (3) a framework for implementing an LS
system for low-resource languages. An AT in the
form of a browser extension was also developed
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as a reference implementation based on the arising
framework; however, this is considered out of scope
for this paper.

This paper is based on the primary author’s post-
graduate research at the Faculty of ICT, University
of Malta. This research is in conformity with the
University of Malta’s Research Code of Practice
and Research Ethics Review Procedures.

The rest of the paper is organised as follows.
Section 2 presents a summary of related work, fol-
lowed by a discussion of the data set generated for
this study in Section 3. Section 4 describes the de-
veloped framework and evaluation of the pipeline,
while results are then presented in Section 5. Sec-
tion 6 presents concluding remarks and limitations.
2 Related Work
Several LS systems exist for various high resource
languages, including English (Qiang et al., 2021),
Turkish (Uluslu, 2022), French (Rolin et al., 2021),
Spanish (Alarcon et al., 2021), and Chinese (Qiang
et al., 2020), among others. To our knowledge, the
only prior work that performs LS for Maltese is by
Tanti (2014), a system that makes use of n-grams
and bag of words vectors to determine which words
can substitute a target word. The system has some
issues such as a small data set that was developed
exclusively by the author and a poorly performing
system that only produces acceptable substitutes
5% of the time. Since then, new resources became
available that would allow us to make a much better
system.

Our work is mostly inspired by LSBert (Qiang
et al., 2021). This system is adequate for low re-
source languages as it does not require a training
set, only a pre-trained masked language model like
BERT (Devlin et al., 2019). It makes use of BERT
predictions, token vector similarity, and word fre-
quency to determine which words can substitute
a target word. It achieves state-of-the-art results
for substitute generation and outperforms baseline
systems with commonly-used data sets, attaining
the highest accuracy. We adapt this system for the
Maltese language and improve upon it in order to
achieve better results.
3 Data set
To evaluate and tune the individual modules and
the LS system as a whole, a data set1 was manually

1https://osf.io/kx5yd/?view_only=
f1020fdbb8904eaa96968df7a0f046ca

compiled for Maltese as the data set made by Tanti
(2014) was not satisfactory. To create this data set,
we scraped sentences (with permission) from four
popular Maltese news portals2 relating to articles
of different news categories. In this way, the data
set contains sentences typically viewed by target
users of the LS system. This text-scraping approach
is commonly used when compiling such a data set
(McCarthy and Navigli, 2007; Horn et al., 2014).

The sentences were stratified by news category
and number of (word level) tokens. The categories
were determined by extracting the top-level cate-
gory from the news web page and manually de-
termining which category names across different
websites were equivalent. Only categories that were
common across all websites were used, which gave
us five categories across four websites: commerce,
sports, lifestyle, politics, and general. Four sen-
tences per category per website were extracted, re-
sulting in 20 sentences per website, or 80 sentences
in total. This is suitable for system evaluation, as it
has the same size as NNSeval3, and is a manageable
workload for manual annotation.

The chosen sentences also had to meet sentence
length requirements to avoid unusually long or short
sentences. The lengths of all the sentences in the
news websites formed a unimodal distribution with
a peak centred between lengths 10 and 25. The
sentences sampled from the categories had to fit
within this range to ensure that they have a typical
sentence length for news articles.

Once the 80 sentences were sampled, they were
evenly split into two (stratified by website and cate-
gory): the dev and test set. The former is used to
determine the optimal system hyperparameters and
the latter to evaluate the tuned system and report
results.

The target words that were used in the data set
were selected automatically as described in Sec-
tion 4 (content words that are not entity names or
English words). Since the target words could be
either complex (and thus could be simplifiable) or
already simple, we refer to them as potentially com-
plex words. This allows the data set to include
instances where (i) a target word has substitutes,
some of which are simpler, (ii) a target word has
substitutes but none of them are simpler, or (iii) a
target word does not have any viable substitutes.

2The websites were https://tvmnews.mt/, https://
newsbook.com.mt/, https://one.com.mt/ and https://
www.illum.com.mt/.

3http://ghpaetzold.github.io/data/NNSeval.zip
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This is preferred over other data sets such as NN-
Seval which only presents complex words and their
simpler substitutes since it is more representative
of what the system will encounter in practice.

Two annotators worked to manually annotate
candidate words for each target word by using a
Maltese thesaurus (Serracino-Inglott, 2016) and a
Maltese Word2Vec model (w2v_cc_300d)4 to as-
sist in finding candidates. Using a Word2Vec model
was favoured over BERT-based models since the
latter would produce words that our system would
produce which would be a bias in our favour. Anno-
tators were allowed to include candidates that are
not suggested by these resources or to not use any
candidates at all if necessary (in which case, the
system should not substitute the target word).

We recruited a professional proofreader for Mal-
tese to review and edit the manually annotated sub-
stitutes. This allows us to be more confident in the
accuracy and correctness of the substitutes. The
proofreader was asked to only review the substi-
tutes in terms of meaning and context, and not sim-
plicity, as the simplicity component is evaluated
in a subsequent stage. Moreover, unlike for the
FrenLyS data set (Rolin et al., 2021), hypernyms
or hyponyms were not considered as correct candi-
date substitutes for most cases since these would
result in changing the original sentence’s meaning.
Moreover, the proofreader was instructed to disre-
gard the pro-clitic5 preceding the target words when
checking candidates. Pro-clitics change according
to the word they are attached to (e.g. ‘the sun’, ‘the
sand’ and ‘the boy’ in Maltese become ‘ix-xemx’,
‘ir-ramel’, and ‘it-tifel’) and so need to be fixed if
the latter is substituted.

The next step was selecting which candidates
were simpler than the target word. This was a more
subjective task, so all annotators were tasked with
annotating all the sentences in order to aggregate
their annotations and be able to calculate an inter-
annotator score. The number of annotators typically
recruited varies across studies: some recruit 5 per
50 sentences (Kajiwara and Yamamoto, 2015) and
some recruit 50 per sentence (Horn et al., 2014).
We recruited 4 native Maltese speakers as annota-
tors of varying backgrounds. We deem the task as
a binary annotation task rather than a scoring task,
such that annotators had to only mark which candi-

4https://sparknlp.org/2022/03/16/w2v_cc_300d_
mt_3_0.html

5A pro-clitic is a clitic attached to the beginning of another
word such as the Maltese determiner ‘il-’ in ‘il-kelb’ (the dog).

dates they deemed simpler than the target word (or
none at all if none are simpler). We then needed
to aggregate the annotations to handle disagree-
ments. Some researchers used pairwise agreement
(McCarthy and Navigli, 2007; Kajiwara and Ya-
mamoto, 2015) while others used the kappa index
(Rolin et al., 2021; Specia et al., 2012). We adopted
a simpler approach: every annotation was tallied
and normalised by the number of annotators (divid-
ing by 4), generating scores for the candidates and
target word. The target word would also get a score
according to how many annotators considered none
of the candidates to be simpler. Candidates with
higher scores than the target word were deemed
simpler substitutes. If the highest-scoring candi-
date and the target word had identical scores, both
are listed as simpler substitutes.

An analysis of the dev set revealed that out of
280 target words: 228 included the target word
among the simpler substitutes and 52 did not (one
of the sentences didn’t have a single target word and
was ignored). Since the dev set would be used to
tune the system, it was important to balance these
two cases to avoid biasing the model. The test set
doesn’t need to be balanced as it is meant to be rep-
resentative of news content. To balance the dev set,
we under-sampled the majority class by randomly
sampling 52 target words and discarding the anno-
tation of the rest of them (on the dev set, the system
does not attempt to identify target words automati-
cally but only works with what is annotated).

Apart from the Maltese data set, we also wanted
to test our system on an English data set that has
been used to evaluate other systems in order to com-
pare our performance. For substitute generation,
we selected NNSeval for this purpose due to its
similar size to our data set and also due to it also
being split with a 50:50 ratio, ensuring comparable
results. We did not find any lexical simplification
systems or data sets that are compatible with the
way we select simple substitutes (as a binary clas-
sification task that includes the target word itself),
so we were not able to evaluate our system on an
English data set.

4 LS Framework - Pipeline Design
To meet the study’s objectives, the system uses a
four-step pipeline: Potential Complex Word Identi-
fication (PCWI), Substitute Generation (SG), Sub-
stitute Selection (SS), and Substitute Ranking (SR).

Some of these modules have hyperparameters
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that needed to be tuned, which are provided in
Appendix A. Unless otherwise specified, we per-
formed this tuning using grid search (evaluating on
the dev set) on each module separately. Below, we
give a description of each module and the respective
hyperparameters.
4.1 Potential Complex Word Identification

(PCWI)
Typically, CWI is the first pipeline step, but this is a
complex and subjective task (Rolin et al., 2021), so
we perform CWI implicitly, with potentially com-
plex words, also known as target words, that are
deemed generally unsimplifiable being disregarded
in the rest of the pipeline steps (Shardlow, 2014).
The advantage of having this step is that it reduces
computation time and resource usage since fewer
words are considered.

We filtered words using POS (part of speech) and
NER (named entity recognition) tags, honorifics,
and English words. We used BERTu-uPOS6 and
BERTu-NER7 for POS and NER tags respectively.
Only verbs, adjectives, adverbs, and nouns were
considered as potentially complex (Ortiz-Zambrano
and Montejo-Ráez, 2021; Finnimore et al., 2019)
and entity names were ignored, including honorifics
such as ‘Mrs.’ or ‘Dr.’. Moreover, since the system
is intended for Maltese, untranslated English words
(common in Maltese) are also filtered out. We used
pyenchant8 to detect English words. Since some
Maltese words have equivalent spelling to their En-
glish counterpart (e.g., ‘bank’), we resolve such
ambiguity by checking if another English word is
found next to it (e.g., ‘blood bank’), and, if not,
assume that it is a Maltese word.

Note that we only use this module to construct the
data set and when simplifying sentences at produc-
tion time. It also does not have any hyperparameters
and so is not tuned or evaluated.
4.2 Substitute Generation (SG)
The outputs from the PCWI module are fed as in-
put into the SG module, which outputs the most
probable words to replace the target words. For
Maltese, we use the Maltese monolingual BERT
model BERTu9 (Micallef et al., 2022) similarly to
how Qiang et al. (2021) used BERT. For English,
we use one of 3 English BERT models, BERT base

6https://huggingface.co/MLRS/BERTu-upos/
7https://huggingface.co/MLRS/BERTu-ner/
8https://pypi.org/project/pyenchant/
9https://huggingface.co/MLRS/BERTu/

model (uncased)10, BERT large model (uncased)11,
and BERT large model (uncased) whole word mask-
ing12. Note that these masked language models
(MLMs) were not fine-tuned and used as-is.

We use these MLMs to predict candidate sub-
stitutes by replacing the target word with one or
multiple mask tokens. The target word is typically
replaced with one mask token in LS systems, but
this forces candidate words to be made up of a single
sub-word token. Given that Maltese is a language
with complex morphology, we consider multi-token
prediction. We use a beam search algorithm that
is adapted to MLMs to search for the most proba-
ble sequence of tokens to fill a sequence of masks,
from one mask up to a maximum number of masks.
We only tried up to 3 masks since candidates are
unlikely to be simple if they contain more tokens.
Each number of masks requires a separate beam
search. Top candidates in the beam are selected
based on their pseudo log-likelihood (PLL) scores
by summing the log probabilities of the tokens that
replace the masks (these tokens form the whole
word) (Salazar et al., 2020). Furthermore, we want
to avoid filling multiple masks multiple words in-
stead of one multi-token word. We avoid this by
making use of the fact that BERT vocabularies con-
sist of front-of-word and rest-of-word tokens, such
as “gidem” (he bit) being split into “gid” (front-of-
word) and “##em” (rest-of-word), and simply avoid
front-of-word tokens being used anywhere except
for the first mask in the sequence (and vice-versa
for the first mask). This could force the system to
construct non-sense words, since there might not be
a longer word starting with a particular token, but
the fact that we are using a beam of token sequences
helps avoid this. An illustration of the beam search
algorithm used is shown in Figure 1. We tested
beam sizes between 3 and 5.13

Given that pro-clitics need to be fixed after sub-
stituting the word they are attached to and given that
it would unnecessarily eliminate possible valid sub-
stitute tokens when included in the MLM’s input
(for example, if a mask is preceded by the pro-clitic
‘ix-’, the masks can only be filled by a noun start-
ing with ‘x’) we try masking the pro-clitic in front
of the target word if there is one. The ‘-’ of the

10https://huggingface.co/bert-base-uncased/
11https://huggingface.co/bert-large-uncased/
12https://huggingface.co/

bert-large-uncased-whole-word-masking/
13Preliminary tests on Maltese indicated that beam sizes

smaller than 5 produced inferior results due to the complex
morphology and so this was fixed to 5 when tuning for Maltese.
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Figure 1: Beam Search with beam size |𝐵| and number
of masks set to 3, adapted from Nikishina et al. (2022).
Note how only front-of-word tokens are considered for
the first mask, and only rest-of-word tokens are consid-
ered for the other masks.

pro-clitic, which is a separate BERTu token, is left
unmasked so that the model is forced to predict
a pro-clitic in that particular mask. For example,
the phrase ‘ix-xita’ (the rain) would be masked as
‘[MASK]-[MASK]’. The pro-clitic mask is always
the last mask to be filled by the model in order to
allow more freedom in the selection of the actual
substitute word.

Given that the beam search fills multiple masks
one mask at a time, there was a question about
whether these should be filled left-to-right (LTR) or
right-to-left (RTL). We decided to leave this as a hy-
perparameter. We also try using cross-sentence re-
lationship (CSR) where the original sentence (with
the target word) is concatenated to the end of the
sentence containing the mask tokens, as was done
by Qiang et al. (2021).

These hyperparameters were tuned by maximis-
ing the F-score on the manually selected candidates
in the dev set.
4.3 Substitute Selection (SS)
The candidates produced by the SG module are only
valid in terms of fitting the context of the target
word. The next step is to filter out the candidates
that are semantically different from the target word.
We consider two approaches: POS tag filtering and

semantic similarity filtering.
POS tag filtering is the simplest. It just checks

what the POS tag of the candidate word is after
replacing the target word and removing all candi-
date words that have a different tag from the target
word’s. Similarity filtering uses a similarity met-
ric to measure the similarity between the MLM’s
context vector of the candidate word when in the
sentence and the context vector of the target word.
Candidate words whose similarity is less than a
threshold are discarded. As similarity metrics, co-
sine similarity and word mover’s distance (WMD)
were attempted. Cosine similarity is widely used for
SS (Rolin et al., 2021; Paetzold and Specia, 2017a),
but it only calculates the similarity between indi-
vidual vectors, and thus, when the target or can-
didate word is a multi-token word, the individual
token vectors need to be averaged. On the other
hand, WMD gives the distance between two sets
of vectors and so can work directly on the multi-
token words. Since WMD is a distance function,
we first convert it into a similarity function as fol-
lows: 1

WMD+1 . We use the Word Mover’s Distance
library14 to calculate WMD.

As for the similarity threshold, rather than us-
ing a heuristic threshold of 0.5 as used by Rolin
et al. (2021), a number was optimised using the
dev set as follows. A set of candidates is produced
for each target word (using SG), which are sorted
by their similarity, which are labelled according to
whether the candidate is correct. A threshold is
then optimised to maximise the F-score of candi-
dates whose similarity is greater than the threshold
(via an exhaustive search among the mid-points be-
tween adjacent similarity scores). This threshold
was kept fixed once found. We also attempted to
scale these similarities such that the similarities of
the candidates of each target word would have a
mean of 0 and a variance of 1 to make them easier
to compare to a single threshold.

As with SG, these hyperparameters were tuned
by maximising precision on the manually selected
candidates in the dev set. We use precision rather
than F-score to focus on the filtering aspect and
have more correct substitutes.
4.4 Substitute Ranking (SR)
Having selected the candidates that can replace the
target words, the next step is to find which candi-

14https://pypi.org/project/
word-mover-distance/
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dates are simpler than their respective target word.
We did not make a version of this for the English
MLM, only for the Maltese one. The first question
to ask is whether the SS filter is necessary or not.
Even if it returns a better set of candidates than SG
according to the precision score, it could be that
this new list excludes simple candidates. For this
reason, we include a hyperparameter on whether to
use the output of SG or SS as input to SR.

The SR module works by calculating a simplic-
ity score for each candidate. Following literature
(Qiang et al., 2021; Uluslu, 2022; Rolin et al., 2021;
Qiang et al., 2020), we attempted using the follow-
ing features to do this: relative frequency, character
count, semantic similarity, and MLM probability.

Single-word frequencies are widely used (Qiang
et al., 2021; Uluslu, 2022; Rolin et al., 2021; Qiang
et al., 2020) since a higher frequency implies sim-
plicity (Rolin et al., 2021). These were generated us-
ing Korpus Malti15 and the Maltese Simplification
Corpus16. These frequencies were made relative to
each corpus (by dividing the word frequency17 by
the total number of words in the respective corpus)
to ensure comparable values since the corpora vary
in size. Only the Shuffled, Press MT and EU sub-
sets from Korpus Malti were considered, as these
encompass words and sentences from various do-
mains, with the latter two consisting of news arti-
cles, matching the domain of our data set and sys-
tem’s purpose18. Simple and complex texts from
the Maltese Simplification Corpus were used, com-
puting relative frequencies using Equation (1). 𝑓𝑠
and 𝑓𝑐 are the word frequencies in the simple and
complex Maltese Simplification Corpus, respec-
tively, whilst 𝑡𝑠 and 𝑡𝑐 denote the total word counts
of the simple and complex corpora.

relative frequency =
𝑓𝑠
𝑡𝑠

𝑓𝑠
𝑡𝑠
+ 𝑓𝑐

𝑡𝑐

(1)

The word character count was chosen to reflect
simplicity, as longer words tend to be more complex.
We make the character count relative to the data
set by dividing a character count by the character

15https://mlrs.research.um.edu.mt/
16https://github.com/mtanti/

maltese-simplification-corpus/
17Words are POS tagged when counting their frequency

such that it is the frequency of a word-tag pair that is counted.
18The news articles found in the Korpus Malti were not the

same as the articles used to make our data set, which was made
with articles that came out after the corpus was compiled.

count of the longest word in the data set. Seman-
tic similarity, also widely used (Qiang et al., 2021,
2020; Uluslu, 2022), was chosen to reduce the rank
of any wrong candidates that make it through the
SS/SG module. Similar to similarity filtering in
the SS module, it measures the similarity between
the target word and the candidate using the MLM
context vectors. Moreover, rather than the typically-
adopted sentence probability (Uluslu, 2022; Qiang
et al., 2021, 2020), the probability of a word fit-
ting into a sentence is applied, using pseudo log-
likelihood scores, where the log-probabilities gen-
erated by the MLM are summed.

Given that some features have a large range of
possible values, we try normalising each feature
using L2 normalisation such that the vector formed
from a particular feature across all candidates has a
magnitude equal to 1. SR generally entails averag-
ing individual scores from candidate word features
(Qiang et al., 2021, 2020; Uluslu, 2022), or em-
ploying ML models tailored for SR (Rolin et al.,
2021). We opted to optimise simple machine learn-
ing (ML) models. The classifier models considered
were logistic regression, naïve Bayes, XGBoost,
and LightGBM, chosen mainly for their ability to
handle tabular (Shwartz-Ziv and Armon, 2022) and
small data sets (Liang et al., 2020; Sathyaraj and
Sevugan, 2015). To train these models, we labelled
the candidates in the dev set according to whether
they were simpler than the target word. Simpler
candidates are labelled with a 1, the rest with a 0.
If none of the candidates are simpler than the tar-
get word, then they are all labelled 0. The target
word is also labelled such that it is only given a
1 when none of the candidates are simpler. The
model would then be trained to give a score to the
candidate and target words that comes as close as
possible to the label.

Hyperparameter tuning was also used in this
module, but due to the linear models needing to
be tuned as well, which can be numerous (see Ap-
pendix B), grid search was used in combination
with Optuna19 which uses search space pruning to
obtain the best-performing hyperparameters effi-
ciently.

The objective function was set to maximise all
the evaluation metrics discussed in Section 5 using
multi-objective optimisation. We used the default
search algorithm, Tree-structured Parzen Estimator.

19https://optuna.org/
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5 Results and Evaluation
We automatically evaluated each step in the pipeline
after tuning the hyperparameters. We also con-
ducted a human evaluation of the full system
through a single-blind study.

The automatic evaluation metrics are just differ-
ent ways of comparing the generated substitutes
with the correct substitutes (where correct substi-
tutes are either the set of substitutable words or the
set of simple words). The precision metric is the
percentage of correctly generated substitutes out of
all generated substitutes. The recall metric is the
percentage of correctly generated substitutes out of
all correct substitutes. The accuracy metric is the
percentage of generated substitutes that are correct.
The precision@1 metric is the percentage of target
words with a correct highest-scoring generated sub-
stitute. Finally, the F-score metric is the harmonic
mean of precision and recall. Different subsets of
these metrics are used to evaluate different modules.

When evaluating the SG and SS modules, we
selected the evaluation metrics precision, recall,
and F-score. These are the most widely used for SG
(Alarcon et al., 2021; Qiang et al., 2020; Paetzold
and Specia, 2017a).

Hyperparameter tuning the SG module on the
Maltese dev set revealed that it performs best (F-
score 0.169) with pro-clitic consideration, right-to-
left mask filling, use of CSR, 1 mask, and a beam
size of 5. The fact that 1 mask was better is surpris-
ing given the complex morphology of Maltese and
the small number of generated substitutes (1 mask
× beam size 5 = 5 candidates). This is evidence
in favour of BERTu’s performance which is sug-
gesting good substitutes with just one token. On
English using the English dev set, hyperparameter
tuning revealed that the best performing parame-
ters (F-score 0.196) were the same as for Maltese,
but using up to 3 masks instead of 1, and using
bert-large-uncased.

Hyperparameter tuning the SS module on the
Maltese dev set revealed that it performs best (pre-
cision 0.188) with Cosine similarity filtering, with-
out scaling, using a similarity threshold of 0.85
and no POS tag filtering. Surprisingly, POS tag
filtering actually lowered both precision and recall,
which probably means that the Maltese POS tagger
used could be improved. We opted to just reuse the
hyperparameters for English as well rather than per-
forming tuning again since there were no language
specific hyperparameters like in the SG module.

The results on the Maltese and English test sets
are shown in Table 1, where we quoted the re-
sults obtained by Qiang et al. (2021) where they re-
implemented a number of LS systems and evaluated
them on NNSeval (we only include the results of
some top performing models, which include those
developed by Paetzold and Specia (2016, 2017b);
Gooding and Kochmar (2019)). We can see that
the SG module by itself does not beat the system
produced by Qiang et al. (2021) but when the addi-
tional filtering of the SS module is used, then we
double our F-score, which gives us the best results
in the table for English. For Maltese we see that SS
does not improve our F-score, only the precision.

When evaluating the SR module, we selected
the evaluation metrics accuracy, precision, recall,
F-score, and precision@1.

Hyperparameter tuning the SR module on the
Maltese dev set revealed that it performs best with
SG as a source for candidate words, Cosine simi-
larity for similarity scoring, no normalisation, and
LightGBM as an ML model. The model gives im-
portance to all features, but mostly to the similarity
and pseudo log-likelihood scores, as shown in Ta-
ble 2. The feature importance scores show that
the frequency of the words in the general corpus is
twice as important as the frequency of words in the
domain-specific corpora, probably because the size
of the corpus matters more.

We compared the results of the SR module when
using the candidates provided by the SG module
with the results of the SR module when using the an-
notated candidates in the data set. This is to see how
the performance of the SR module would change if
the SG module was perfect. The results on the Mal-
tese test sets are shown in Table 3. We can see that,
while the normal system suggests a correct simpler
word as the highest scoring word (precision@1)
72% of the time, a perfect SG module would bump
this up to 81%. The difference in performance on
the rest of the metrics is not as drastic.
5.1 Human Evaluation
A within-subjects single-blind study was carried
out with 207 volunteer participants. Participants
were given 16 sentence pairs (i.e., the original ver-
sion and the system-generated lexically simplified
version) selected from a pool of 1 000 sentences.
Both sentence selection and pair-wise presentation
were randomised to avoid patterns and bias. These
sentences were separately scraped from Maltese
news portals following the same method outlined in
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Data set System Precision Recall F-score
NNSeval Paetzold-CA 0.118 0.161 0.136

Paetzold-NE 0.186 0.136 0.157
REC-LS 0.103 0.155 0.124
LSBert 0.194 0.260 0.222
Our system (SG) 0.218 0.190 0.203
Our system (SG+SS) 0.319 0.560 0.406

Our Maltese data set Our system (SG) 0.153 0.449 0.228
Our system (SG+SS) 0.167 0.340 0.224

Table 1: SG and SS results compared with other systems in literature (best results in bold).

Feature Importance
Similarity score 3039
PLL score 3031
Shuffled corpus frequency 2057
Character count 1145
Simplification corpus frequency 1082
Press corpus frequency 806

Table 2: Feature importance for simplification score
according to the LightGBM model (using split feature
importance).

Metric SG+SR Gold+SR
Accuracy 0.886 0.766
Precision 0.628 0.768
Recall 0.711 0.709
F-score 0.667 0.737
Prec.@1 0.724 0.814

Table 3: Our SR results on the Maltese data set (best
results in bold). ‘Gold’ refers to the annotated substitutes
in the data set.

Section 3. Participants had to blindly select the sen-
tence they deemed simpler, along with whether the
two sentences had the same meaning. Participants
were asked about sentences that the system deemed
as already in their simplest form - and whether these
could be simplified further (and how).

With regards to meaning preservation, partici-
pants indicated that the two sentences had the same
meaning 44% of the time, and that, of those sen-
tences, 53% thought that the generated sentence
was simpler, 29% thought that the original sentence
was simpler, and 18% were unsure about which was
simpler. Further analysis showed that in most cases
where the meaning was changed, this was due to a
single substituted word within the sentence.

A demographic analysis showed that younger par-
ticipants and persons with lower levels of education

perceived the system to be more effective. Simi-
lar views were provided by individuals whose first
language was not Maltese. Of the sentences the sys-
tem deemed as unsimplifiable, 73% of participants
agreed that this was so.

This is an encouraging step for a low-resource
language like Maltese, which only required 40 an-
notated sentences in the dev set to tune the system’s
hyperparameters.
6 Conclusion
We developed and evaluated an LS pipeline for Mal-
tese, together with the compilation of a Maltese LS
data set that was used throughout the process. The
various pipeline steps were individually evaluated,
with promising results. Our approach also produced
significant improvements over the results obtained
in the unsupervised lexical substitution system de-
veloped for Maltese (Tanti, 2014).

The overall system was also evaluated through
a single-blind study with 207 individuals. This
was done to determine the overall perceived qual-
ity of the system-generated simplified text, and en-
couraging results were obtained as outlined in Sec-
tion 5.1. Furthermore, participants generally con-
curred when presented with sentences that the sys-
tem determined as already in their simplest form.

Arising from this work, a browser extension was
also developed (MaltEasy), acting as a reference
implementation of an LS-based AT for Maltese on-
line content accessibility. Although not presented
in this paper, MaltEasy provides the team with a
first-cut design that motivates the need for further
framework improvements and user studies, clearly
informing the future of this work.
6.1 Limitations and Future Work
This work presents a promising framework for de-
veloping an LS system for Maltese but has some
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limitations that can be addressed in future work.
Despite efforts to compile a new comprehensive
data set for the task, the Maltese LS data set used
for training and evaluation may benefit from further
expansion. Moreover, the system was limited to
using BERTu (Micallef et al., 2022), the only avail-
able Maltese BERT model, which is only available
with a base architecture. The LS system would ben-
efit from using a larger architecture, as shown by
the fact that the BERT-large model gave the best
results for English. It would also be interesting to
determine whether the system developed can be ap-
plied to other low-resource languages (after adapt-
ing the language specific elements like pro-clitic
handling). Furthermore, the proposed LS system
focuses on simplification at word level, overlook-
ing multi-word expressions where individual words
should not be substituted, a problem that could be
solved by a more sophisticated PCWI module the in-
cludes multi-word expression detection. Addition-
ally, further filtering might be implemented such
that ambiguous sentences are skipped from sim-
plification to avoid unintentionally changing the
author’s intended meaning.
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Parameter Values
SG module

Max. masks 1, 2, 3
Beam size 3, 4, 5
Pro-clitic mask* yes, no
Mask fill order LTR, RTL
Use CSR yes, no

SS module
POS tag filtering yes, no
Similarity filtering yes, no

Similarity method cosine, WMD
Scaling yes, no

SR module
Candidate words source SS, SG
Similarity method cosine, WMD
Feature norm. yes, no
ML model logistic reg., XGBoost,

LightGBM, Naïve
Bayes

Table 4: Hyperparameter search space used when tuning
the separate modules.
*Only for the Maltese data set.

A Hypermarameter search space for
separate modules

B SR module hyperparameters for ML
models

The best hyperparameters of the LightGBM model,
which was the best performing model, were
max_depth set to 7, n-estimators to 600, and learn-
ing_rate to 0.0149.
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Parameter Values
Logistic regression

solver liblinear, saga
c_value 0.1 - 5 (uniform)

XGBoost
learning rate 0.01 - 0.3 (uniform)
maximum depth 3 - 9 (integer)
n estimators 100 - 1000 (uniform),

with a 100 step
LightGBM

learning rate 0.01 - 0.3 (uniform)
maximum depth 3 - 9 (integer)
n estimators 100 - 1000, with a 100

step (uniform)
Naïve Bayes

var_smoothing 1E-12 - 1E-3 (log uni-
form)

Table 5: Hyperparameters used for the ML models in
the SR module.
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Abstract

Large language models are prone to internal-
ize social biases due to the characteristics of
the data used for their self-supervised training
scheme. Considering their recent emergence
and wide availability to the general public, it
is mandatory to identify and alleviate these bi-
ases to avoid perpetuating stereotypes towards
underrepresented groups. We present a novel
prompt-tuning method for reducing biases in
encoder models such as BERT or RoBERTa.
Unlike other methods, we only train a small
set of additional reusable token embeddings
that can be concatenated to any input sequence
to reduce bias in the outputs. We particular-
ize this method to gender bias by providing a
set of templates used for training the prompts1.
Evaluations on two benchmarks show that our
method is on par with the state of the art while
having a limited impact on language modeling
ability.

1 Introduction

Large language models (LLMs) have claimed state-
of-the-art performance on most of the classical
natural language processing (NLP) tasks in recent
years while facilitating new frontiers in language
generation. However, besides being computation-
ally expensive, their performance comes at an ad-
ditional cost, as they tend to pick up social biases
from the vast data required for their pretraining.
Consequently, these models can exhibit represen-
tational harms, such as disparate system perfor-
mance, exclusion or stereotyping, or allocation
harms, such as discrimination and unequal allo-
cation of resources (Gallegos et al., 2023). With an
increased number of use cases and adoption rates,

1Our implementation is available at https://github.
com/ChiscaAndrei/prompting-fairness

ensuring fairness is becoming more and more criti-
cal.

Our work can be summarized by the following
key contributions:

• We propose a method to mitigate bias in
encoder-only language models using prompt-
tuning, which we evaluate for the problem of
gender bias.

• We design and motivate a novel loss function
based on the Kullback–Leibler (KL) diver-
gence, which we use for tuning the prompts.

• We provide an extensible set of templates that
can be used as a starting point for removing
other biases.

2 Related Work

2.1 Bias Quantification Benchmarks
Bias quantification benchmarks aim to measure
the bias present in a model towards certain demo-
graphics. In LLMs, bias can be quantified using
embedding-based metrics, probability-based met-
rics or generated text metrics.

Embedding-based metrics, such as Word Embed-
dings Association Test (WEAT) (Caliskan et al.,
2017) or Sentence Embedding Association Test
(SEAT) (May et al., 2019) quantify biases by mea-
suring the association between two groups of bias
attributes (e.g. associated with male and female
terms) and two groups of target attributes (e.g. as-
sociated with family and career). SEAT, used for
contextual models like BERT or RoBERTa, creates
sentence-level embeddings by filling in templates
with terms from the four groups.

Probability-based methods, such as StereoSet
(Nadeem et al., 2021), quantify bias by measuring
how frequently a model chooses a stereotypical
word to fill in a masked token. In StereoSet, the
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Nr. Template
1 <GenderedWord> is a <Target>.
1 <GenderedWord> works as a <Target>.
2 <GenderedWord> worked as an <Target> for two years.
3 <GenderedWord> is a good <Target>.
4 <GenderedWord> earns <HisOrHer> living as a <Target>.
5 I’m glad that <GenderedWord> is a <Target>.
6 <GenderedWord> is studying to be an <Target>.
7 <GenderedWord> had this idea ever since <GenderedWord> was hired as a <Target>."
8 It was hard for <HimOrHer> to become a <Target>.
9 <HisOrHer> career as a <Target> is lucrative.
10 <HisOrHer> job as a <Target> is exhausting.

Table 1: Some examples of templates used for reducing gender bias. Slot names are enclosed by angle brackets.

model can choose from a stereotypical, an anti-
stereotypical and an unrelated choice for each sce-
nario. The stereotype score represents the percent-
age of scenarios where a model prefers the answer
that confirms a stereotype.

2.2 Bias Mitigation

Bias mitigation methods aim to reduce the bias
in the output of models. Mitigation can occur at
different stages during the training or inference
or as a separate pre-processing or post-processing
step. Attacking the root cause of the biases present
in LLMs is often challenging, so most mitigation
methods in this context occur after the pretraining.

Pre-processing methods often involve altering
existing data via either augmentation, generation
or filtering. Counter-factual Data Augmenta-
tion (CDA) (Zmigrod et al., 2019) generates new
data samples by swapping the bias-driving terms
in existing data. For instance, to reduce gender
bias, gender-specific terms (he/she, his/hers) are
swapped, and the model undergoes additional pre-
training using the new. A visible disadvantage of
this method is that it requires updating all the model
weights, which might not be trivial for very large
models.

Projection-based methods such as Iterative
Nullspace Projection (INLP) (Ravfogel et al.,
2020) and Sentence Debias (Liang et al., 2020)
rely on embedding projection to alter the repre-
sentation of the input data. Although these two
methods do not require additional training, they
also have drawbacks. INLP negatively impacts the
language modeling ability (Meade et al., 2022),
while Sentence Debias requires additional data aug-
mentation.

In-training methods such as architecture modi-
fications (e.g. with adapters - ADELE (Lauscher
et al., 2021)), equalizing loss terms (e.g. embed-
ding balancing (Liu et al., 2020)) or additional reg-
ularization (e.g. Dropout (Webster et al., 2020))
alter the training process of language models. For
mitigating biases using Dropout, the model under-
goes another round of pretraining with an increased
dropout for the attention weights.

3 Prompt Tuning for Bias Mitigation

It has been shown that concatenating prompts to
the input of a pretrained language model is a viable
method of altering its behaviour for different use
cases. Notably, in-context learning, which involves
prompting with a few training examples, can be
successfully used for adapting a model to various
downstream tasks. In (Xie et al., 2022), the au-
thors formalize in-context learning as an implicit
Bayesian inference, such that the probability of the
model’s output O can be expressed as

p(O|P ) =

∫

C
p(O|C,P )p(C|P )d(C)

where the model implicitly infers a latent concept
C based on the given prompt P .

We argue that a similar approach can be used for
debiasing encoder-only LLMs. During pretraining,
the model learns to maximize the likelihood of the
training data. This behaviour might not always be
desirable, especially if, due to the characteristics
of the training data, maximizing its likelihood in-
volves relying on various stereotypes. As opposed
to removing or hiding information from the model,
either at training or at inference time, we aim to
give the model additional information at inference,
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in the form of compact prompt embeddings, which
could enable it to implicitly infer a latent concept
encompassing the desired behaviour: generating a
fair and unbiased output.

The prompts should be able to encompass the
desired behaviour as accurately as possible. Ide-
ally, we want the model to produce output which is
unbiased while also retaining the identity of all so-
cial groups and maintaining correctness in general
language modeling. Trying to express this in hand-
crafted prompts would not be straightforward, es-
pecially if the model to be unbiased was not explic-
itly trained to follow human instructions. Instead,
we base our approach on “prompt tuning” (Lester
et al., 2021), which involves concatenating a set of
trainable embeddings to the embedded input of the
model while keeping the other parameters frozen.

Templates The prompt embeddings are trained
using a dataset of templates with bias slots and
target slots. Each bias slot can be replaced by
words specific to each social group affected by
the type of bias to be mitigated. For example, for
gender bias, we could have a bias slot which can
be replaced by either “he” or “she”, another one
which could be replaced by either “his” or “her”
and so on. The target slots represent the words
in the templates which the model should predict.
For target slots, there is a set of allowed options,
composed of:

• general options – a set of possible comple-
tions for the slot which are the same for each
of the social groups considered

• group specific options – a set of completions
which have a different variant for each of the
social groups considered

The reason for explicitly defining the expected out-
puts of the model and dividing it into general and
specific is to avoid training prompts which cause
the model to “forget” the identity of each group.
For simplicity, we use a single target slot per tem-
plate.

Training and Loss function We train the
prompts by replacing the bias slots of each tem-
plate with their specific variants for each group and
minimizing the KL divergence between the prob-
ability distribution predicted by the model for the
allowed options of the target slots and a reference
probability distribution. For a given template T
and social group A, the bias slots in T are replaced

with corresponding substitutions for A to obtain
TA. We denote by

OptionsG = {g1, g2, . . . , gNG
}

the set of general options and by

OptionsS(A) = {sA,1, sA,2, . . . , sA,NS
}

the set of group-specific options for group A. Then,
denoting by t the target slot for TA, we obtain the
probability distribution PTA

defined on the sample
space:

ΩTA
= {t = g1, . . . , t = gNG

,

t = sA,1, . . . , t = sA,NS
,

t /∈ OptionsG ∪OptionsS(A)} (1)

Here PTA
(t = x) represents the probability pre-

dicted by the model for word x in the target slot t
of TA. To obtain a proper probability distribution,
we also consider the probability of t not being in
the set of allowed options.

We choose the reference probability distribution
P ∗
TA

for TA as the average probabilities predicted
by the original model (denoted by P i) across the
set GGG of all social groups considered:

P ∗
TA

(t = gk) =
1

|GGG|
∑

G∈GGG
P i
TG

(t = gk) (2)

P ∗
TA

(t = sA,k) =
1

|GGG|
∑

G∈GGG
P i
TG

(t = sG,k) (3)

We define the loss term for template instantia-
tion TA, obtained by filling bias slots in template
T with terms specific for social group G, as the KL
divergence between the probability distribution pre-
dicted by the model and the reference probability
distribution:

LTA
= DKL(PTA

∥ P ∗
TA

) (4)

The reference probability distribution P ∗
TA

for each
template instantiation TA is treated as a constant
and can be precomputed beforehand.

Then, the total loss for a set TTT of templates is
obtained by instantiating each template T with the
bias slot terms for each social group G, and sum-
ming over the loss terms for each resulting template
instantiation TG:

L =
∑

T∈TTT

∑

G∈GGG
LTG

(5)
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BiasSlotName Male Variant Female Variant
GenderedWord he she

Robert Patricia
Michael Jennifer
William Barbara
Richard Susan
Daniel Jessica
Andrew Karen
George Emily
Brian Rebecca
Ryan Cynthia
Stephen Emma

HeOrShe he she
HisOrHer his her
HimOrHer him her

Table 2: Gender bias slots used in templates

In previous formulas, we assumed for simplicity
a single template instantiation TG for each pair of
a template T and a group G. In the general case,
there may exist multiple such template instantia-
tions T k

G, depending on whether some bias slots in
T can be filled by multiple pairs of values. In this
case, we sum over all considered2 instantiations:

L =
∑

T∈TTT

∑

G∈GGG

∑

k

LTk
G

(6)

Gender debiasing BERT and RoBERTa We
particularize this method for reducing gender bias
in BERT (Devlin et al., 2019) and RoBERTa (Liu
et al., 2019) models. We constructed a dataset of
159 templates, mostly focused on genders in rela-
tion to professions/occupations, as this is one area
in which we empirically observed the models to
generate biased predictions. Examples of templates
are listed in Table 1. We use 4 types of bias slots,
as described in Table 2.

For simplicity, we restrict the choice of allowed
options to words that each model’s tokenizer can
represent with a single token and subsequently re-
place the target slots in the templates by a single
[MASK] token. This is not a big limitation in this
case, since BERT’s and RoBERTa’s vocabularies
can represent most common English words by a
single token. However, it might pose problems for
models with other types of tokenizers and for dif-
ferent languages, as it would require either using
a limited number of options or creating separate

2for practical reasons, we might consider only a subset of
all possible instantiations

templates for different numbers of mask tokens.
We selected the allowed options empirically by
hand-picking appropriate completions and choos-
ing from the original model’s predictions for the
templates. While templates are focused on pro-
fessions/occupations, the allowed options are not
restricted only to this specific domain; for some
of the templates, there are other valid completions.
We selected 219 general options and 15 pairs of
group specific options. Some examples are listed
in Table 11 and Table 12.

Implementation We use pretrained models from
Huggingface Transformers (Wolf et al., 2020)
and use the prompt tuning implementation in
from PEFT (Mangrulkar et al., 2022) with Py-
Torch (Paszke et al., 2019) for building and training
our debiased models.

Training is done using an AdamW (Loshchilov
and Hutter, 2019) optimizer with an initial learn-
ing rate of 1e− 2 and a linearly decreasing sched-
ule with warmup. Since only prompt parameters
are updated and the dataset used is small, training
converges fairly rapidly: training of each debiased
model takes about half an hour on an Nvidia 1050Ti
GPU.

4 Results

We evaluate our method for mitigating gender bias
in BERT and RoBERTa on the gender tests from
SEAT (May et al., 2019) and StereoSet (Nadeem
et al., 2021). For StereoSet, a stereotype score
(SS) closer to 50% indicates a less biased model.
In case of SEAT, we average the last layer’s hid-
den representations and normalize the resulting
vector, as May et al. (2019); Meade et al. (2022),
but exclude the representations corresponding to
the prompt tokens from this computation. For
analyzing the loss in language modeling perfor-
mance, we use the language modeling (LM) score
from StereoSet and the pseudo-perplexity (Salazar
et al., 2020) on the test split of WikiText-2 (Merity
et al., 2017). For computing the pseudo-perplexity,
we first sentencize each text in the dataset, using
Spacy (Honnibal et al., 2020).

Initialization method In preliminary experi-
ments with BERT, using random initialization for
the prompt’s parameters, we observed, similarly
to Lester et al. (2021), that the prompts learned
and the performance depend to a large extent on
the initialization. We also examined for each
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SEAT Gender Avg.
Effect Size (↓)

StereoSet Gender
SS Score (%)

StereoSet LM Score
(↑)

BERT base uncased 0.620 60.279 84.172
+ PF Random init. 0.393 ±0.068(0.095) 58.901±0.437(0.597) 84.036±0.146(0.204)
+ PF Gendered init. 0.455 ±0.118(0.095) 58.605±0.495(0.399) 84.576±0.226(0.182)
+ PF Neutral init. 0.454 ±0.092(0.074) 58.675±0.349(0.281) 84.333±0.273(0.220)
+ PF FemaleBiased init. 0.330 ±0.071(0.057) 58.456±0.674(0.543) 84.460±0.155(0.125)
+ CDA 0.722 59.610 83.080
+ Dropout 0.765 60.660 83.040
+ INLP 0.204 57.250 80.630
+ SentenceDebias 0.434 59.370 84.200
+ Self-Debias - 59.340 84.090
RoBERTa base 0.940 66.323 88.929
+ PF Random init. 0.838 ±0.042(0.059) 65.495±0.677(0.946) 88.729±0.121(0.169)
+ PF Gendered init. 0.686 ±0.075(0.060) 64.186±1.018(0.820) 89.008±0.284(0.229)
+ PF Neutral init. 0.635 ±0.067(0.054) 63.939±0.614(0.495) 88.908±0.300(0.241)
+ PF FemaleBiased init. 0.702 ±0.040(0.032) 64.319±0.529(0.426) 88.944±0.150(0.121)
+ CDA 0.880 64.430 88.830
+ Dropout 1.074 66.260 88.810
+ INLP 0.823 60.820 88.230
+ SentenceDebias 0.846 62.770 88.940
+ Self-Debias - 65.040 88.260

Table 3: Results of gender debiased models with different initialization types compared with results reported
by Meade et al. (2022) for CDA, Dropout, INLP, SentenceDebias and Self-Debias. Our results are averaged across
all trials, with a 95% confidence interval (±) and with the standard deviation in parentheses. For SEAT, we report
the mean absolute effect sizes across all 6 gender tests. For StereoSet, we report the Stereotype Score (SS) for gender
test and Language Modeling Score (LM) across all tests.

prompt token the closest3 5-word embeddings in
the model’s vocabulary, before and after training,
and remarked that in some cases, the model4 tends
to learn prompts close to female gendered words.

Based on these preliminary findings, we evalu-
ated the performance of 4 different types of initial-
ization methods, using a prompt length of 3 tokens
in each case:

• Random initialization – prompt embeddings
are initialized randomly5.

• Neutral initialization – each prompt token’s
embedding is initialized with a neutral world,
unrelated to genders.

• Gender Balanced initialization – one prompt
token’s embedding is initialized with the em-
bedding of a word related to the male gender,
one is initialized to the embedding of a neutral

3in terms of cosine distance
4preliminary experiments were only performed for BERT
5using default Embedding initialization in PyTorch: nor-

mal distribution with mean 0 and standard deviation 1

word, and one is initialized with the embed-
ding of a word related to the female gender.

• Female Biased initialization – each prompt to-
ken’s embedding is initialized with the embed-
ding of a word related to the female gender.

Words used for each type of initialization are listed
in Tables 9,10.

For this experiment, we use bert-base-uncased
and roberta-base as base models and don’t use
any names in the bias slots of the templates (the
<GenderedWord> slots are filled only with "he"
or "she"). Given each base model, we train 10
models using Random, 5 with Neutral initializa-
tion, 5 with Gender Balanced initialization and 5
with female Biased initialization. Each model is
trained for 250 epochs, with batches of 16 tem-
plates. In Table 3, we report the mean and stan-
dard deviation across each type of initialization and
compare the results with those reported by Meade
et al. (2022) for gender debiasing using CDA,
DROPOUT, INLP,SENTENCEDEBIAS and SELF-
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Profession SS (%) Race SS (%) Religion SS (%)
BERT base uncased 58.934 57.030 59.704
+ PF Random init. 57.227±0.172(0.240) 56.978±0.200(0.279) 60.437±0.590(0.825)
+ PF Gendered init. 56.942±0.294(0.237) 56.595±0.227(0.183) 59.755±0.946(0.762)
+ PF Neutral init. 56.940±0.246(0.198) 56.833±0.887(0.714) 59.358±1.468(1.182)
+ PF FemaleBiased init. 57.026±0.336(0.271) 56.842±0.272(0.219) 59.362±0.620(0.499)
RoBERTa base 61.467 61.674 64.278
+ PF Random init. 60.893±0.306(0.427) 61.773±0.213(0.298) 64.432±0.769(1.074)
+ PF Gendered init. 59.736±0.580(0.467) 61.591±0.249(0.200) 62.870±1.327(1.068)
+ PF Neutral init. 59.663±0.352(0.283) 61.390±0.861(0.694) 61.804±1.515(1.220)
+ PF FemaleBiased init. 59.680±1.109(0.893) 61.324±0.633(0.509) 63.391±1.275(1.027)

Table 4: Stereotype scores of gender debiased models with different initialization types on StereoSet profession,
race and religion tests. Results are averaged across all trials, with a 95%confidenceinterval (±) and the standard
deviation (in parentheses).

SEAT Gender
Avg. Effect Size
(↓)

StereoSet Gen-
der SS Score (%)

StereoSet LM
Score (↑)

Pseudo-
Perplexity (↓)

BERT base uncased 0.620 60.279 84.172 6.396
+ With Names 0.397 (0.060) 58.854 (0.804) 84.347 (0.269) 6.517 (0.044)
+ Without Names 0.330 (0.057) 58.456 (0.543) 84.460 (0.125) 6.530 (0.088)
BERT base cased 0.686 61.229 82.522 5.542
+ With Names 0.414 (0.086) 59.163 (0.403) 82.494 (0.108) 5.786 (0.140)
+ Without Names 0.587 (0.131) 59.123 (0.452) 82.422 (0.170) 5.788 (0.145)

Table 5: Results of gender debiased models with and witthe hout usage of names in the training dataset, for two
types of base models: bert-base-uncased and bert-base-cased. Female biased initialization is used in all cases. For
training with names, models are trained for 40 epochs and 250 otherwise. Results are averaged over all 5 different
initializations, with standard deviation in parentheses.

PseudoPerplexity (↓)
BERT base uncased 6.396
+ PF Random init. 6.584 ±0.117(0.164)
+ PF Gendered init. 6.674 ±0.272(0.219)
+ PF Neutral init. 6.572 ±0.128(0.103)
+ PF FemaleBiased init. 6.530 ±0.109(0.088)
RoBERTa base 11.198
+ PF Random init. 11.464 ±0.154(0.215)
+ PF Gendered init. 11.146 ±0.398(0.320)
+ PF Neutral init. 11.410 ±0.153(0.123)
+ PF FemaleBiased init. 11.472 ±0.571(0.460)

Table 6: Pseudo-perplexities of models gender debi-
ased using different methods of initialization. Pseudo-
perplexities are computed on the test split of WikiText-2.
We sentencize each text before computing the pseudo-
perplexities. Results are averaged across all trials, with
a 95%confidenceinterval (±) and standard deviation
(in parentheses).

DEBIAS. The pseudo-perplexities are listed in Ta-
ble 6.

In case of BERT, we remark that among the
different initialization methods, the female biased
initialization yields the best results both in terms
of debiasing and retaining of language modeling
performance. Between random, gendered bal-
anced and neutral initialization, the results are
similar overall. Compared to other debiasing tech-
niques, the female biased initialization is second
to INLP in terms of debiasing, while the other
initialization types are on par with SENTENCEDE-
BIAS. However, our method generally results in a
good language modeling score and limited increase
in pseudo-perplexity, while INLP significantly re-
duces the LM score. We suspect this might be due
to INLP removing all gender-related information
for the model’s output.

In case of RoBERTa, we notice that the neu-
tral initialization achieves better results than the
other initialization types. While this achieves sig-
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nificantly better results on SEAT compared to all
other debiasing techniques, its results on StereoSet
are surpassed by both INLP and SENTENCEDE-
BIAS. As for BERT, results show that our method
generally succeeds in maintaining the language
modelling ability of the base model.

Effect on other types of biases Besides mitigat-
ing the targeted bias and the impact on language
modeling performance, the side effects on other
biases should also be considered. We evaluate our
gender debiased models on the profession, race
and religion tests in StereoSet and report the stereo-
type scores in Table 4.

In the profession bias, test there is a significant
decrease in bias for all initialization methods, most
probably due to the dataset used for training, which
is focused on genders and professions. There is
no significant effect for race bias. For religion
bias, the results vary notably across different trials
with the same type of initialization, and there is,
on average, an increase in bias for models trained
using random initialization. These results suggest
extending this method for targeting multiple biases
might be feasible.

Using names in training In previous experi-
ments, all bias slots in templates were replaced
with gendered pronouns. Besides pronouns, more
types of words contain gender-related information,
such as names and gendered nouns. We experiment
with adding names to the training dataset by also
replacing <GenderedWord> bias slots with names.
For each template containing a <GenderWord> slot,
we instantiate it once with the (“he”, “she”) pair
and 10 more times with pairs of one male name and
one female name. While the names are the same,
their pairing is different for each template. Since
names in English are capitalized, we evaluate our
results both for bert-base-uncased and bert-base-
cased, as we presume the capitalization might give
the models a better understanding for the concept
of ‘names’. We only evaluated female biased ini-
tialization because it achieved better results in pre-
vious experiments. To account for different dataset
sizes, we train for 40 epochs when using names
and for 250 epochs otherwise. Results are listed in
Table 5.

For the uncased model, debiasing results on
SEAT and StereoSet are marginally better without
using names, while the language modeling perfor-
mance is roughly the same. In the case of the cased
model, we notice that using names yields a slightly

better performance on SEAT, while the stereotype
scores for StereoSet and the language modeling
ability remain roughly the same. This might be
because half of the SEAT tests use names as gender
attributes.

Ablation for group specific options We inves-
tigate the effect gender specific options have on
debiasing and language modeling. We evaluate
our gender debiased models based on bert-base-
uncased, using female biased initialization, with
and without using group specific options. Results
are presented in Table 7. For SEAT, we observe
similar results in both cases, while in the case of
StereoSet, the results without group-specific op-
tions are significantly better. However, using group
specific options results in a better language model-
ing performance that can be observed through the
pseudo-perplexity and StereoSet LM score.

In addition to these benchmarks, we analyzed
the predictions of the debiased models on our train-
ing dataset and noticed that when trained without
gender-specific options, the models tend to "for-
get" about gender information, assigning female-
gendered words to male template instantiations and
vice-versa. Some examples are presented in Ta-
ble 8. Even though a model that forgets the identity
of social classes might be considered unbiased, we
argue that such behaviour would be undesirable for
many applications.

5 Conclusions

We proposed and investigated a method of reducing
social biases in pretrained LLMs based on prompt
tuning, which involves training the prompt embed-
dings on a small set of templates. In addition to
debiasing, this method is also designed to prevent
the model from ‘forgetting’ the identity of the so-
cial groups targeted during debiasing.

We experimented with this method for reducing
gender bias in BERT and RoBERTa models. Re-
sults show that it achieves debiasing performance
on par with state-of-the-art while maintaining infor-
mation about the social group’s identity and with
a low impact on general language modeling per-
formance. While we focused our experiments on
mitigating a single type of social bias in BERT
and RoBERTa, the method can be adapted to other
types of biases and LLMs.
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SEAT Gender
Avg. Effect Size
(↓)

StereoSet Gen-
der SS Score (%)

StereoSet LM
Score (↑)

Pseudo-
Perplexity (↓)

BERT base uncased 0.620 60.279 84.172 6.396
+ Only General opts. 0.335 (0.086) 57.600 (0.549) 84.174 (0.235) 6.746 (0.271)
+ Group specific opts. 0.330 (0.057) 58.456 (0.543) 84.460 (0.125) 6.530 (0.088)

Table 7: Results of gender debiased models with and without using group specific options in training. Female biased
initialization is used. Results are averaged over all 5 different initializations, with standard deviation in parentheses.

Without GSO With GSO
Nr. Template Male Female Male Female
1 <GenderedWord> was an efficient <Target>. woman woman man woman
2 <GenderedWord> was an unskilled <Target>. woman woman man woman
3 <GenderedWord> was a good <Target>. girl girl man woman
4 <GenderedWord> is no longer a lazy <Target>. man woman man woman
5 <GenderedWord> had this idea ever since <HeOr-

She> was hired as a <Target>.
waitress nurse nurse waitress

6 <HisOrHer> career as an <Target> is boring. actress actor actor actress
7 <HisOrHer> career as an <Target> is well paid. actor actor actor actress
8 <HisOrHer> career as an <Target> is unappreci-

ated.
actress actress actor actress

9 <HisOrHer> job as a <Target> is poorly paid. waitress waitress waiter waitress

Table 8: Examples of predictions from a bert-base-uncased model gender debiased with female biased initialization,
both with and without group specific options (GSO). For each template, we show the top model prediction of each
debiased model variant on the female and male template instantiations.

Limitations

When implementing our method for BERT and
RoBERTa, we considered, for simplicity, a set of
allowed options, which can be represented by a sin-
gle token in these model’s vocabulary. This is not
too restrictive in our case since their tokenizers can
represent the most common English words with a
single token. However, it might prove limiting for
debiasing models with other types of tokenizers
and usage in other languages. We note that while
the general concept of our method could be applied
even for allowed options that can span multiple
tokens, such an implementation is not straightfor-
ward for all models. Proper computation of all
probabilities used in the loss function might re-
quire a separate pass through the model for each
allowed option. Future investigation is required
to determine the feasibility of our method in such
cases and to design efficient and numerically stable
implementations.

In this paper, we focused our experiments only
on mitigating gender bias. Our theoretical approach
can be utilized for other types of social biases, but
doing so in practice would require creating tem-

plates and selecting appropriate general and group-
specific options for each type of bias targeted. We
note that for some types of biases, this might not be
straightforward, especially if the number of social
groups considered is large, and we deem it proba-
ble for the overall performance of the method to be
limited by the quality of the dataset used. A possi-
ble future improvement could be to find a method
of automatically extracting relevant templates and
allowed options from existing large datasets.

Experiments have shown that the performance
of models debiased using our approach depends
to a large extent on the used initialization method.
Results show that for gender debiasing BERT, ini-
tializing with terms related to the female gender
gives better results on average than random initial-
ization and other approaches, while in the case of
RoBERTa the neutral initialization achieves the
best results. However, other initialisation methods
might be more suitable, and this approach is not di-
rectly usable for other biases. Further investigation
into robust initialization methods is needed.

The loss function of our method considers the
reference probability distribution as the average of
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distributions predicted by the original model for
each social group considered. While this approach
is reasonable, it might prove limiting in some cases.
For example, an exceedingly biased or toxic model
could predict unfair probability distributions for
some social groups, which would skew the average.
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A Implementation details

In this appendix, we present some additional details
related to the implementation of our method for
gender debiasing BERT and RoBERTa.

As described in Section 4, we experimented with
several types of initialization for the prompt: ran-
dom, neutral, gender balanced and female biased.
The words used as initialization were chosen such
that they can be represented as a single token. Due
to this, they differ slightly between the two mod-
els. These are shown in Table 9 (for BERT) and in
Table 10 (for RoBERTa).

Training requires the selection of a set of allowed
options (composed of general options and group
specific options for the target slots. We selected
these manually, mostly by choosing from the most
likely predictions of the BERT base model on our
set of templates. Some examples are shown in
Table 11 and Table 12.

Neutral
tree stone lake

animal mountain house
fair water balanced

justice equality human
honest forest gold

Gender Balanced
man water woman
girl fair boy

masculine human feminine
female justice male

husband big queen
Female Biased

women queen girl
female priestess feminine
wife feminist mothers

feminism miss suffrage
she women mothers

Table 9: Words used as initialization for BERT prompts
in each trial, for our chosen test initialization types

.

Neutral
tree stone lake

animal mountain house
fair water balanced

justice equality human
honest forest gold

Gender Balanced
man water woman
girl fair boy

masculine human feminine
female justice male

husband big queen
Female Biased

women queen girl
female her feminine
wife feminist mothers

woamn miss female
she women mothers

Table 10: Words used as initialization for RoBERTa
prompts in each trial, for our chosen test initialization
types

.
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Nr Option
1 teacher
2 doctor
3 engineer
4 entrepreneur
5 person
6 scientist

Table 11: Examples of general options used for gender
debiasing

Nr. Male Variant Female Variant
1 actor actress
2 waiter waitress
3 husband wife
4 boy girl
5 man woman

Table 12: Examples of group specific options used for
gender debiasing
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Abstract
This study pioneers the use of synthetically gen-
erated data for training generative models in
document-level text simplification of German
texts. We demonstrate the effectiveness of our
approach with real-world online texts. Address-
ing the challenge of data scarcity in language
simplification, we crawled professionally sim-
plified German texts and synthesized a corpus
using GPT-4. We finetune Large Language
Models with up to 13 billion parameters on this
data and evaluate their performance. This paper
employs various methodologies for evaluation
and demonstrates the limitations of currently
used rule-based metrics. Both automatic and
manual evaluations reveal that our models can
significantly simplify real-world online texts,
indicating the potential of synthetic data in im-
proving text simplification.

1 Introduction

In our modern and digitalized societies, access
to information is essential for active participa-
tion. However, certain groups, such as individuals
with intellectual disabilities or non-native speak-
ers, often struggle to understand the local language,
which can impede their social and civic engage-
ment. Each group faces unique challenges in text
comprehension. Integrating automatic text simpli-
fication tools can significantly benefit these groups
by providing accessible information, thereby pro-
viding a pivotal means for greater inclusion.

Various linguistic initiatives, like (Netzwerk-
Leichte-Sprache, 2022), have been established in
German-speaking regions to address this, specif-
ically designed for different target groups. Such
efforts align with international legal frameworks
like Article 9 of the UN Convention on the Rights
of Persons with Disabilities1, which advocates for
the right to accessible communication.

1https://www.ohchr.org/en/
instruments-mechanisms/instruments/
convention-rights-persons-disabilities

Figure 1: Illustration of synthetic data generation. Data
is crawled from websites specializing in language sim-
plification. GPT-4 generates texts in everyday language,
ensuring the original content remains unaltered. We con-
struct a simplification dataset where these texts serve as
input while the crawled simplifications act as reference
simplifications.

Creating simplified content manually is a labor-
intensive and time-consuming process, signifi-
cantly hindering its broad availability and accessi-
bility. In contrast, Large Language Models (LLMs),
especially smaller ones fine-tuned for text simplifi-
cation, offer a viable and efficient alternative (An-
schütz et al., 2023). These smaller models require
fewer resources and are simpler to operate than
larger LLMs, making them ideal for scaling up the
process of automatic language simplification. A
key challenge in finetuning LLMs for text simpli-
fication lies in the limited availability of parallel
data (Anschütz et al., 2023; Toborek et al., 2022).

Our approach, as illustrated in Figure 1, tack-
les the challenge of data scarcity in language sim-
plification by creating semi-synthetic data. This
involves crawling various sources for already sim-
plified web content and then utilizing GPT-4 to
generate hypothetical original texts corresponding
to these simplifications. Our dataset thus comprises
GPT-4’s outputs as the inputs and the crawled con-
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tent as the simplified outputs, forming a text simpli-
fication dataset. We apply this dataset as the basis
for finetuning Large Language Models (LLMs) for
automatic text simplification.

We publish all necessary resources to reproduce
this paper’s results on a public GitHub repository2.
Our scientific contributions can be summarized as
follows:

1. Creating a corpus of parallel text simplifica-
tion data in German based on novel methodol-
ogy.

2. Training, evaluating, and releasing LLM-
based language simplification models for Ger-
man texts.

2 Related Work

Various approaches and methodologies have been
developed for automatic German text simplifica-
tion. (Anschütz et al., 2023) proposed a two-step
approach utilizing pretrained language models fine-
tuned on German simplifications to diminish the
requirement for parallel data. In contrast to our
approach, the parallel data contains a mixture of
summarization and simplification and targets only
newspaper articles. (Spring and Rios, 2021) train
German text simplification models by using labels
to target specific language levels, ensuring model
adaptations are level-appropriate and control copy-
ing behavior. Their dataset focuses on newspaper
articles and sentence-level simplification.

Diverging from neural network-based methods,
(Garain et al., 2019) introduced methodology based
on parse trees. Similarly, (Praveen Kumar et al.,
2022) offered a pattern-based syntactic simplifica-
tion framework. (Kajiwara and Komachi, 2018)
presented methods for text simplification in lan-
guages with limited simplified corpora, including
lexical substitution and monolingual translation, fo-
cusing on resource-scarce languages like Japanese.

Regarding evaluation metrics, (Sulem et al.,
2018) investigate the limitations of BLEU as a
widespread evaluation metric for text generation
tasks. (Alva-Manchego et al., 2021) explored
the correlation between existing metrics and hu-
man judgments in multi-operation text simplifica-
tions, providing insights into the appropriateness
of automatic metrics for assessing text simplifica-
tion. (Maddela et al., 2022) introduced LENS, a

2https://github.com/MSLars/
German-Text-Simplification

learnable evaluation metric for text simplification
trained on modern language models, showing a
better correlation with human judgment.

Regarding parallel corpora and resources,
(Ebling et al., 2022) aggregated corpora for the
automatic processing of simplified German, provid-
ing resources for training and evaluation. (Holmer
and Rennes, 2023) create so-called pseudo parallel
sentence pairs of simple and complex sentences
from given sentence collections. (Hauser et al.,
2022) introduced SNIML, a multilingual corpus
of news articles in simplified language, and (Rios
et al., 2021) showcased a dataset for document-
level text simplification in German, including arti-
cles paired with simplified summaries. (Aumiller
and Gertz, 2022) addressed the challenge of concur-
rently summarizing and simplifying longer texts,
introducing a new dataset for joint text simplifica-
tion and summarization. (Hewett, 2023) introduces
a dataset with parallel sentence-level simplications
and additional information about the document’s
rhetorical structure.

Text simplification corpora exist for various lan-
guages. For example, (Coster and Kauchak, 2011)
introduced a dataset pairing English Wikipedia
with Simple English Wikipedia, enabling the anal-
ysis of various simplification operations, including
rewording, reordering, insertion, and deletion.

In Easy Language generation, (Deilen et al.,
2023) investigated the feasibility of using Chat-
GPT to translate administrative texts into German
Leichte Sprache (easy language), a highly regulated
language variety with a focus on text simplification.

3 Task Definition

In this section, we give a task definition for lan-
guage simplification. This definition outlines the
requirements for the trained models and motivates
our methodology for dataset creation.

The inputs space consists of editorially cre-
ated German texts. Based on the selection of web
sources, we assume predominantly grammatically
complete sentences and quality-assured content. In
the context of this work, we exclude user-created
input and social media texts. These web documents
contain multiple paragraphs and sentences.

The output space consists of simplifications of
the input. The style and level of simplification cor-
respond to the contents currently available in the
German language, precisely as they are presently
accessible. We aim to avoid modifications of the
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Table 1: Word and document frequencies in the dataset
across different sources, segregated into test and train
sets

Test Train
Docs Words Docs Words

einfachstars 317 45,444 2,213 307,307
mdr 10 1,696 85 13,285
nachrichtenleicht 298 44,138 2,147 318,069
hurraki 181 16,152 1,234 109,386
ndr 94 17,211 709 135,340
kurier 72 13,425 481 76,744
leicht-kicken 8 537 67 2,672
einfach-teilhaben 8 749 79 8,193
stadt-koeln 3 2,588 16 11,830
inclusion_europe 1 35 18 920
bundesregierung 5 1,337 22 9,212
hamburg-de 3 1,199 59 16,280
∑

1000 144,511 7,130 1,009,238

content, like summarization. However, understand-
ability may require additional explanations of cer-
tain concepts in the simplified texts.

Two concepts for language simplification have
been established for the German language: Ein-
fache Sprache (simple language) and Leichte
Sprache (easy language). We seek to explain how
our methodologies intersect and align with these
well-established frameworks.

Simple language covers text simplification in
general. Possible target groups include readers un-
familiar with the domain or used language, for ex-
ample, in legal or medical texts or language learn-
ers. The target group can fundamentally under-
stand the concepts. Linguistic complexity, how-
ever, makes understanding more difficult. More-
over, these simplifications can aid in language ac-
quisition.

In contrast, easy language is aimed at peo-
ple with severely limited text comprehension,
such as those with intellectual disabilities. Fixed
sets of simplification rules have been established
(Netzwerk-Leichte-Sprache, 2022). These rules
cover areas like syntactical, lexical, or typographi-
cal simplifications.

In our approach, we scrape texts from various
sources, each characterized by its distinct language
style. Our research hints that these target texts gen-
erally do not conform to the rules of easy language.
Rather, many crawled texts may align more with
the domain of simple language.

3.1 Dataset

We introduce a parallel corpus consisting of texts
in everyday language and their corresponding sim-
plifications as an instantiation of the task defined

in section 3.
We create semi-synthetical text pairs to over-

come the challenge of training data scarcity. Based
on the results of various benchmarks, we assume
that GPT-4 can produce human-like texts in vari-
ous domains (OpenAI, 2023). We crawl simplified
texts by expanded versions of the crawlers used by
(Anschütz et al., 2023). Our additional preprocess-
ing standardizes the typography using rule-based
methods. Subsequently, we use GPT-4 to create
realistic synthetic source texts from the simplifi-
cations. To ensure the generated texts were suf-
ficiently diverse, 15 distinct prompts were used.
In the following, we will investigate these data in
detail.

3.1.1 Synthetic Texts
Table 1 presents the scope and size of the semi-
synthetic dataset created for German text simplifi-
cation. A random sample of 1,000 examples has
been reserved as test data. To our knowledge,
this dataset is the first semi-synthetic approach
to the German language simplification task. It is
also noteworthy for being the most comprehensive
dataset available for document-wide simplification
and the only dataset focusing on document-level
language simplification across various domains.

The performance of machine learning models
is highly contingent on the quality of the training
data, as indicated in various studies (Jain et al.,
2020). We believe that the complexity and char-
acteristics of the synthetic data used for training
should closely mirror the real data from similar
contexts in the specific field.

Table 2: Analysis of textual complexity across various
domains. Synthetic web content is slightly more com-
plex compared to real web content. The metrics support
that the crawled simplifications are less complex than
real and synthetic everyday web content.

Sports Celebrities News

Metric: avg. sentence length
Easy 10.38 ± 2 11.56 ± 2.45 10.79 ± 1.49
Synth. 24 ± 9.3 22.94 ± 6.59 21 ± 5.4
Com. 19.59 ± 3.65 21.17 ± 4.21 18.66 ± 2.7

Metric: avg. commas per sentence
Easy .09 ± .18 .17 ± .24 .00 ± .03
Synth. 1.69 ± 1.18 1.67 ± .81 1.52 ± .72
Com. .48 ± .41 1.3 ± .52 .81 ± .35

Metric: avg. distance verb compounds
Easy .09 ± .15 .14 ± .14 .14 ± .11
Synth. .34 ± .33 .36 ± .19 .34 ± .19
Com. .27 ± .19 .3 ± .14 .3 ± .13

Table 2 offers an overview of various metrics
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used to estimate the linguistic complexity of the
crawled simplified texts, the synthetic data, and
real German web content, examining three distinct
domains as examples. The selected metrics rate the
reconstructed texts slightly more complex than the
crawled texts. While these metrics do not defini-
tively determine whether the data is realistic and
overcomplication in reconstruction cannot be ruled
out, our preliminary conclusion is that the examples
could be suitable for the task.

Given that the primary focus of this work is not
on the realistic generation of web content, we do
not delve deeper into these aspects. Instead, our
research examines whether the trained models ef-
fectively reduce the complexity of real web content
as evaluated in subsection 5.3. This approach aligns
with our goal to enhance the practical applicabil-
ity of language simplification tools in real-world
scenarios.

3.2 Crawled Simplifications

This section delves into the specifics of the crawled
simplifications. Table 2 categorizes various sources
into domains. This offers a structured view of the
different simplifications obtained from these do-
mains.

Table 3: Comparative analysis between different styles
of simplified news content.

Metrik MDR NDR NL

Sentence
length 12.39 ± 1.54 10.47 ± 1.43 12 ± 1.5

Commas per
sentence .04 ± .09 .00 ± .00 .22 ± .17

Distance verb
compounds .2 ± .12 .14 ± .11 .21 ± .14

Words per
line 8.78 ± 22.12 8.55 ± 11.77 14.14 ± 24.15

Table 3 investigates the variety inside a single do-
main. It comprehensively analyzes metrics related
to simplified texts from various news providers.
These metrics reveal notable differences in the style
of simplifications among the providers. For in-
stance, NDR’s texts stand out for their absence
of commas, suggesting a preference for simpler
sentence structures without subordinate clauses.
In contrast, NL (nachrichtenleicht.de) frequently
employs commas, indicating a higher likelihood
of compound and complex sentences, often incor-
porating subordinate clauses. Additionally, NL’s
texts, on average, contain longer sentences than
other sources, highlighting a distinct approach to

text simplification. These findings underscore the
stylistic diversity within the dataset, demonstrat-
ing that simplifications are not uniform but vary
significantly across news providers.

4 Methodology

This study aims to perform task-specific fine-tuning
of LLMs. The extensive volume of publications
in this domain makes it impractical to evaluate
all available models and training configurations
against one another. Instead, we aim to justify our
core design choices in this chapter and provide
further justification through targeted evaluation in
the subsequent chapter.

4.1 Language Modelling

We apply LLMs based on so-called decoder-only
transformer models as introduced in (Radford
et al., 2018). Decoder-only models are designed
to model the probability of the subsequent to-
ken P (xi+1|x1, . . . , xi) in a given sequence x =
x1, . . . , xn of tokens that represent a text. We rep-
resent each text simplification sample as a sequence
x = (xsource, SEP, xtarget) where SEP is a spe-
cial token that separates the source from its sim-
plification target. As input, we provide xsource
followed by the SEP token. The model, during
training, attempts to maximize the probabilities

P (xti+1|xsource, xt1, . . . , xti) , i = 1, . . . ,m

of the tokens in the simplifications xtarget =
xt1, . . . , x

t
m using the cross entropy loss.

We finetuned two distinct versions of two differ-
ent pretrained LLMs. Specifically, we finetuned
two German versions of GPT-2 (Minixhofer et al.,
2022) and two versions of the Leo LM model
(Plüster, 2023). We selected these models because
they are decoder-only, available in different sizes
and pretrained on german texts. Each of these mod-
els underwent finetuning on our training dataset
for three epochs. For this process, we employed
the HuggingFace3 library, a popular choice for
machine learning and natural language processing
tasks. The detailed configurations used for training,
including parameters and environmental settings,
are meticulously documented in Appendix A.

3https://huggingface.co/
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4.2 Decoding Algorithm

This section describes the methods of deriving con-
crete sequences from the probability distributions
for individual follow-up tokens provided by LLMs,
commonly called decoding algorithms. We com-
pare four distinct approaches:

Greedy Approach: This method sequentially
selects the token with the highest probability. It is
straightforward and efficient but may not yield the
most contextually appropriate sequence.

Beam Search Algorithm: This technique
chooses the best alternative from a fixed number of
possibilities, each with the currently highest proba-
bility. It balances between exploring various possi-
bilities and focusing on the most probable options.

Sampling-Based Algorithm: Here, follow-up
tokens are randomly selected based on the prob-
ability distribution of the LLMs. This approach
introduces variability and can generate more di-
verse outputs (Holtzman et al., 2020).

Contrastive Search Approach: This novel
method contrasts traditional search techniques. It
considers the likelihood of individual tokens and
evaluates the probability distribution over a set of
potential sequences, aiming to balance between the
most probable and contextually appropriate choices.
This approach is useful in ensuring that the gen-
erated text maintains coherence and relevance (Su
and Collier, 2022).

We utilized a fixed configuration for each ap-
proach as provided in Appendix A. This compar-
ative analysis offers insights into the efficacy and
suitability of different decoding strategies.

We frequently observed prediction repetitions in
our investigation, particularly with smaller models.
In text generation, in general, a repetition penalty
is frequently used. However, in this context, some
repetition may be beneficial. Hence, we’ve devised
an alternative approach that allows for a certain
degree of repetition, recognizing its potential value
in making texts clearer and more comprehensible.

To address this, we implemented a strategy to
halt the generation of further tokens if the fre-
quency of a token within a certain window ex-
ceeded a predefined threshold. This intervention
was designed to enhance the quality of the gener-
ated text by preventing excessive repetition, which
can detract from the readability and coherence of
the output. Such a method is crucial in maintaining
language’s natural flow and diversity, especially in
scenarios where smaller models may struggle.

5 Evaluation

In this chapter, we provide a comprehensive eval-
uation of the finetuned models. Our analysis is
twofold: firstly, we assess the performance of var-
ious model configurations on the semi-synthetic
dataset. This evaluation will delve into how dif-
ferent configurations perform in terms of efficacy,
which will be measured using a range of metrics.

Secondly, we extend our evaluation to include an
analysis of crawled web content. This is a vital step
towards demonstrating the real-world applicability
of our models.

5.1 Evaluation Metrics

For automatic evaluation, we apply three rule-based
metrics commonly used to evaluate simplification
models. Each metric compares reference simplifi-
cations with model predictions mostly based on n-
gram overlaps. N-grams are contiguous sequences
of words in a text.

BLEU (Papineni et al., 2002) computes preci-
sion scores that measure the frequency of distinct
n-grams in the reference simplification over the fre-
quency of distinct n-grams in the model prediction.
Typically, we use precision scores for uni, bi, tri,
and tetra-grams. These are aggregated with a geo-
metric mean and combined with a brevity penalty
for too short predictions.

METEOR (Banerjee and Lavie, 2005) is based
on matching unigrams of the model’s prediction
with unigrams of the reference. It calculates preci-
sion and a heavily weighted recall on these matches.
Additionally, it includes a fragmentation penalty
that penalizes predictions with limited sequential
overlap with the reference.

SARI (Xu et al., 2016) is designed to evaluate
sentence-level text simplification systems. The met-
ric compares n-gram operations between input on
the one side and reference and predicted output on
the other. It computes F-scores over added and kept
n-grams. For deleted n-grams, the precision score
is considered. The final score is the arithmetic
mean.

5.2 Automatic Evaluation Results

The comprehensive results from our automatic eval-
uation, as detailed in Table 4, provide insights
into the performance of two variants of pretrained
language models across different generation algo-
rithms. In our analysis, all configurations exhibited
the highest score for SARI, followed by METEOR
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Table 4: Rule-based evaluation metrics computed on
the test set. Scores are grouped by pretrained language
model and generation algorithm. Metrics increase with
model size. For the largest model, beam search is the
best decoding algorithm.

BLEU METEOR SARI

Model: gpt2-wechsel-german
greedy 0.72 9.14 36.61
beam 1.49 13.03 36.80
sampling 0.96 11.31 37.62
contrastive 0.83 10.07 37.02

Model: gpt2-xl-wechsel-german
greedy 6.77 23.58 46.49
beam 8.21 23.80 45.41
sampling 8.35 26.86 47.48
contrastive 6.99 23.87 46.74

Model: leo-hessianai-7b
greedy 24.46 45.31 60.51
beam 25.97 46.17 61.35
sampling 23.79 44.97 60.23
contrastive 24.39 45.20 60.45

Model: leo-hessianai-13b
greedy 24.53 45.32 60.52
beam 25.78 45.64 62.24
sampling 23.93 45.06 60.41
contrastive 24.64 45.57 60.66

and BLEU. This phenomenon is explored in greater
detail in subsection 5.2.1.

Metrics increased with an increasing number of
model parameters. Notably, the improvement in
metrics was evident up to the transition from mod-
els with 7 billion to 13 billion parameters, beyond
which we observed no significant differences in
metrics. We investigate the behavior of these met-
rics in more detail in subsection 5.2.1. However,
the superior performance of the 13 billion parame-
ter model in other tasks suggests that the combina-
tion of automated metrics and our dataset may not
be capable of discerning performance differences
(Plüster, 2023). This could potentially lead to erro-
neous model selection in practical applications.

In many language generation applications,
maximization-based methods like beam search are
often deemed less suitable due to their propensity
for monotonous and repetitive predictions, as op-
posed to sampling or contrastive search (Su and
Collier, 2022). However, our results do not confirm
this for our instantiation of text simplification. The
findings suggest that the efficacy of these methods
may vary depending on the specific nature of the
language generation task.

5.2.1 Limitations of Rule-Based Metrics
Employed within Simplification

In Figure 2, different simplification styles stand
out. Since our dataset only includes a single refer-

Reference Simplification:

Those who have aphasia,

have difficulties to find words.

Or difficulties to speak words.

Or difficulties to understand words.

Model Prediction:

People with aphasia have problems:

• to find words

• to speak words

• to understand words

The • "breaks" all tetra-grams

Figure 2: In this example, a reference simplification
and a model prediction, translated into English, are
contextually similar but lack any shared tetra-grams,
yielding a BLEU score of zero.

ence translation and the metrics focus on sequential
overlaps, the stylistic variety of the dataset is not
adequately considered in this automated and rule-
based evaluation. This leads to lower scores for all
metrics we used since all measure the sequential
overlap.

1 2 3 4
n-gram size

0.0

0.2

0.4

0.6

0.8

1.0
BLEU: n-gram Precisions

Figure 3: N-gram precisions for predictions of the leo-
hessianai-7b model on the complete test set. We ob-
served significantly sloping precision scores for increas-
ing n-gram sizes

The pair of reference simplification and model
prediction in Figure 2 highlights the BLEU metric’s
key limitations in evaluating text simplification on
our test set. The example showcases varying styles
between the reference and the model prediction.
The reference employs grammatically complete
sentences linked with the conjunction "Or", while
the model prediction opts for a listing format. This
stylistic divergence, especially with short sentences
in the model’s output, leads to a lack of common
4-grams. BLEU combines n-gram precision with a
geometric mean. The geometric mean is calculated
by multiplying all the precision values and then tak-
ing the nth root (where n is the number of values).
If any value in the dataset is 0, the product of all the
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values becomes 0 as well. Figure 3 illustrates the n-
gram precision scores. This leads to a BLEU score
0, which doesn’t accurately reflect the simplified
text’s quality. By looking at the graph of n-gram
precision scores, we can apply this understanding
to most of our dataset.

Reference Simplification

The climate crisis is a crisis.

In this, the climate is changing rapidly.

And therefore, there are many problems.

And there are dangers for people and animals.

Model Prediction

The climate around the world is changing.

This is happening more and more quickly.

This is bad for nature.

This is called the climate crisis.

Figure 4: Example to illustrate a high fragmentation
penalty due to varied placement of ’climate crisis’, neg-
atively impacting the METEOR Score.

In the given example in Figure 4, the reference
simplification introduces the term climate crisis
in the first sentence, whereas the model’s simpli-
fication describes aspects of the climate crisis be-
fore introducing the term. Such rearrangements
lead to cross-alignments and higher fragmentation
penalties, which affect the METEOR score. This
illustrates how n-gram intersections influence the
metrics, particularly in the context of differing sim-
plification styles within our corpus. METEOR caps
the fragmentation penalty at 50 percent, which lim-
its its influence on the final score.

As indicated in our analysis and shown in Ta-
ble 4, the SARI score tends to rate the model solu-
tions more favorably, aligning more closely with
the positive manual evaluations of the models in
Table 5. This suggests that SARI might be a more
reliable indicator of text simplification quality in
our context.

SARI was originally meant to be applied within
sentence-level simplification. We apply SARI to
our multi-sentence documents and we conducted
further investigations on the composition of the
SARI scores to conclude the metric’s plausibility
in its three categories, add, keep, and delete within
our task.

In sentence-level text simplification, those oper-
ations are considered equally difficult (Xu et al.,
2016), and therefore, they are weighted equally in
the final arithmetic mean. However, due to stylistic
transformations within simplification, n-grams of

the input are deleted at a much higher probability.
For example, structural unigrams like bullet points
and line breaks discontinuing original n-grams.

1 2 3 4
n-gram size

0.6

0.8

1.0
SARI Precisions: Deleted n-grams

Figure 5: N-gram deletion precisions for predictions of
the leo-hessianai-7b model on the complete test set. The
median values of our observed SARI delete precision
scores reach high values, especially for tri- and tetra-
grams

Most n-grams from the input, especially tri-
grams and tetra-grams, are considered as correctly
deleted for reference simplification and model pre-
diction. This results in a precision score for deleted
tri-grams and tetra-grams close to one for most
samples, as illustrated in Figure 5. Due to the arith-
metic mean, this has a nearly constant and strong
influence on the final value. SARI tends to be bi-
ased optimistically within our task.

Concerning the automated metrics, the 13 billion
parameter model does not outperform the 7 billion
one. One reason might be the stylistic diversity in
the dataset. Given varied styles within even single
domains, see Table 3, the model simplification and
the reference simplification might be in different
styles. This random factor may affect all metrics
that measure sequential overlaps, limiting the over-
all scores. We might not be able to measure strong
models abilities on the target task.

5.3 Evaluation on Real-World Data

We aimed to prove the practical relevance of our
models by expanding our evaluation to include real-
world data. As evaluation data, we use texts from a
German news website4, a sports news wesite5, and
a website for tabloid news6. These texts are not
simplified.

We do not have reference simplifications for
these texts. To evaluate the models’ simplifications,
we consider two types of metrics. Firstly, linguistic

4tagesschau.de
5transfermarkt.de
6vip.de
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simplification using the metrics already introduced.
Secondly, the content similarity is done through
a manual evaluation of 135 pairs of crawled and
non-simplified texts with the simplifications of the
models. In this process, pairs could be rated with
0 (no agreement), 1 (partial agreement), 2 (sub-
stantial agreement), and 3 (complete agreement).
The results in Table 5 measure the language sim-
plification capabilities of gpt2-xl-wechsel-german
(gpt2-xl) and leo-hessianai-7b (leo-7b).

Table 5: Language complexity and content similarity
metrics for model simplifications of real-world online
data. Human Evaluation summarizes a manual evalua-
tion of content similarity with scores from 0 (no similar-
ity) to 3 (complete equality).

Metrik gpt2-xl leo-7b

Sentence
length 16.35 ± 6.05 14.03 ± 3.47

Commas per
sentence .48 ± .68 .24 ± .28

Words per
line 12.35 ± 6.08 10.35 ± 3.48

Human
Evaluation 1.34 ± 1.11 2.68 ± 0.55

The complexity metrics sentence length, com-
mas per sentence, and words per line indicate that
gpt2-xl simplifies texts less than leo-7b. Regard-
ing content accuracy, leo-7b outperformed gpt2-
xl, demonstrating a more consistent replication of
original content, as shown by the human evaluation
scores.

Compared to the gpt2-xl model, the leo-7b
model reproduces content much more accurately.
On average, the content agreement of this model’s
simplifications and the original text was rated at
least as "substantial agreement".

These results on real data suggest that our mod-
els, trained on semi-synthetic data, significantly re-
duce text complexity while reliably retaining con-
tent. Semi-synthetic data is a promising way to
train text simplification models and circumvent
data scarcity problems.

6 Limitations

Our examination reveals that rule-based metrics
have limited suitability for evaluating state-of-the-
art models in document-level simplification. While
our chosen evaluation methodology yields promis-
ing results, it lacks a targeted analysis of the end-
users for whom the simplification is intended, a
scope beyond the ambit of this study. Further-

more, alternative methods to simplify language us-
ing LLMs, such as in few-shot learning, merit a
comparative analysis against our approach.

7 Conclusion

This study represents a significant stride in tack-
ling the challenge of data scarcity in automatic text
simplification. We have crafted a semi-synthetic
dataset that has proven effective for training mod-
els, which are capable of simplifying complex texts.
Notably, our models trained on this synthetic data
have demonstrated proficiency in simplifying real
web content, validating the practicality of our ap-
proach. Semi-synthetic data offers the opportu-
nity to efficiently integrate large amounts of exist-
ing simplifications into supervised training without
manual effort. This is an efficient and promising
alternative to alignments or the manual creation of
parallel data.

A vital contribution of this work is the open avail-
ability of both the dataset and the models, which
serve as a foundational resource for researchers in
the text simplification field. Integrating state-of-
the-art LLMs with supervised learning has shown
to be an efficient method for German text simpli-
fication. The limitations of current automated and
rule-based metrics, such as BLEU, METEOR, and
SARI, are increasingly apparent, particularly for
our document-level simplification dataset. This
suggests that state-of-the-art LLMs may advance
to a point where more nuanced evaluation method-
ologies are required to accurately measure perfor-
mance differences and select superior models.

Looking ahead, there are promising directions
for future research. One crucial area is adapting
generation to adhere more closely to the specific
simplification styles, for example, following the
rules of easy language and thereby tailoring sim-
plifications more effectively to target audiences.
This could involve exploring ways to influence the
style of simplification, which would enhance the
applicability of these models in real-world applica-
tions. By fine-tuning the models to align with the
nuanced requirements of different user groups, we
can make significant strides toward more inclusive
and accessible digital content.
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A Example Appendix

Table 6: Parameter settings for various algorithms

Parameter Wert

Finetuning
learning_rate 2e-5
weight_decay 0.05
batch_size 2
n_epochs 3

Greedy
no_ngram_repeat_size 5
max_length 1024

Beam Search
no_ngram_repeat_size 5
max_length 1024
num_beams 5
early_stopping True

Sampling
no_ngram_repeat_size 5
max_length 1024
do_sample True
top_p 0.95
top_k 5
temperature 0.5

Contrastive
no_ngram_repeat_size 5
max_length 1024
penalty_alpha 0.05
top_k 5
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Abstract

Large Language models (LLMs), while power-
ful, exhibit harmful social biases. Debiasing is
often challenging due to computational costs,
data constraints, and potential degradation of
multi-task language capabilities. This work in-
troduces a novel approach utilizing ChatGPT to
generate synthetic training data, aiming to en-
hance the debiasing of LLMs. We propose two
strategies: Targeted Prompting, which provides
effective debiasing for known biases but neces-
sitates prior specification of bias in question;
and General Prompting, which, while slightly
less effective, offers debiasing across vari-
ous categories. We leverage resource-efficient
LLM debiasing using adapter tuning and com-
pare the effectiveness of our synthetic data
to existing debiasing datasets. Our results re-
veal that: (1) ChatGPT can efficiently produce
high-quality training data for debiasing other
LLMs; (2) data produced via our approach sur-
passes existing datasets in debiasing perfor-
mance while also preserving internal knowl-
edge of a pre-trained LLM; and (3) synthetic
data exhibits generalizability across categories,
effectively mitigating various biases, including
intersectional ones. These findings underscore
the potential of synthetic data in advancing the
fairness of LLMs with minimal retraining cost.

1 Introduction

Large Language Models (LLMs) have made re-
markable strides in resolving Natural Language
Processing (NLP) tasks in recent years. However,
research has raised concerns about LLM’s fairness
(Bender et al., 2021). Since pre-trained language
representations are derived by training on large hu-
man text corpora, they tend to reflect social issues
present in the real world such as racial and gen-
der biases (Kirk et al., 2021), toxicity (Gehman
et al., 2020), and false information (Weidinger
et al., 2022). When AI is used for applications such
as supporting medical treatments, screening job

applications, or predicting if a perpetrator would
commit another crime, these biases can perpetuate
discriminatory consequences throughout society.

Considerable efforts have been made in recent
research to debias LLMs. However, with the
large size of these models, social bias mitigation
appears to be particularly challenging (Xie and
Lukasiewicz, 2023; Brown et al., 2020; Hoffmann
et al., 2022). Traditional methods are computation-
ally expensive as they often require model retrain-
ing (Tokpo et al., 2023). On top of that, retraining
on limited data can lead to lowering LLM’s general
language capabilities due to catastrophic forget-
ting (Fatemi et al., 2023). On the contrary, recent
parameter-efficient methods (He et al., 2022; Ding
et al., 2022; Xie and Lukasiewicz, 2023) offer a
good alternative as they only require minor and
targeted parameter adjustments. While more effi-
cient, these approaches heavily rely on the quality
of training data (Delobelle et al., 2022) and may
offer limited generalization, posing a challenge for
comprehensive bias reduction (Li et al., 2022).

Our Approach: In this work, to bolster the
robustness of light-weight debiasing, we pro-
pose a method to systematically prompt ChatGPT
(Ouyang et al., 2022) to generate synthetic training
data for LLM debiasing (Fig. 3). This is achieved
using two distinct prompting strategies: Targeted
Prompting and General Prompting, complemented
by an auxiliary method, Loss-guided Prompting.
The first one is meant to debias models for a con-
crete category, which requires prior knowledge
about the social bias to target. It generates synthetic
data specifically to address a particular category of
bias. General Prompting, on the other hand, does
not require information about the particular bias
to target, instead relying on ChatGPT’s internal
knowledge. This method generates data intended
to be useful for mitigating bias across a range of
categories. It has the potential to offer comprehen-
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Figure 1: Debiasing performance of different strategies on
GPT-2 and BERT averaged across three bias categories and two
datsets (StereoSet and CrowS-Pairs).

Figure 2: Average bias score across three bias categories and
two metrics for different GPT2 family models before and after
synthetic debiasing.

sive debiasing and helps assess the generalizability
of synthetic data to unknown social bias categories.

We conducted extensive evaluations of the im-
pact of bias mitigation using our synthetic datasets
through the parameter-efficient method of adapter
tuning (Houlsby et al., 2019) across racial, gender,
and religious bias. We also show promising results
in debising models for challenging intersectional
categories based on a recent BiasTestGPT dataset
(Kocielnik et al., 2023c).

Prior Work: Studying and mitigating biases in
LLMs has become increasingly important (Kociel-
nik et al., 2023b; Saravanan et al., 2023). Recent
efforts in language model bias mitigation include
novel algorithms (Yu et al.; Ma et al., 2020), lever-
aging pre-trained language models to generate gen-
der variants for a given text (Jain et al., 2022), us-
ing unsupervised pipeline to curate and refine in-
stances mentioning stereotypes (Gaci et al., 2023),
increased training scale (Liang et al., 2020; Schick
et al., 2021; Wang et al., 2022), and extra prompting
to suppress social bias (Oba et al., 2023). However,
prior work found that current debiasing techniques
heavily rely on templates and the quality of training
data (Delobelle et al., 2022). At the same time ex-
isting datasets have been shown to exhibit issues re-
lated to data quality and reliability (Blodgett et al.,
2021). These datasets are also hard to extend and
their use for debiasing may lead to overfitting to
particular social bias categories (Zhao et al., 2023).
Moreover, large-scale training using methods that
are not parameter-efficient is costly and can sig-
nificantly compromise the general language capa-
bilities of an LLM (Xie and Lukasiewicz, 2023;
Fatemi et al., 2023), collectively making debiasing
a challenging endeavor. Recent work by Xie and
Lukasiewicz (Xie and Lukasiewicz, 2023) evalu-
ated parameter-efficient debiasing methods on two

popular language models: BERT (Devlin et al.,
2018) and GPT-2 (Radford et al., 2019). Three
different parameter-efficient methods were evalu-
ated against gender, racial, and religious bias, using
existing datasets. We compare our results, which
utilize synthetic data for bias mitigation, with their
findings to highlight the enhanced debiasing capac-
ity of our synthetic data.

Findings:
• Our synthetic data effectively mitigates bias in

popular LLMs (Fig. 1). On GPT2 and BERT, we
surpass the performance of the recent Wikipedia-
based dataset from (Xie and Lukasiewicz, 2023).
Specifically, our best method enhances bias miti-
gation by an average of 6.4% on GPT-2 and 1.7%
on BERT. Detailed results are in Tables 2, 3, 4).

• Our method generalizes broadly reducing bias
across GPT-2 family models by: 8.2% in
LLaMA-3B, 5.8% in both OPT-350m and GPT-
Neo-125m (Fig. 2).

• We also show promising results for challenging
intersectional category related to Mexican Fe-
males from (Kocielnik et al., 2023c) where we
lower bias on GPT-2 by 12.9% (Table 5).

• As a result of our debiasing strategies, the gen-
eral language model capabilities (LMS) in GPT-2
models are either slightly improved or minimally
diminished (less than 1.3%). For BERT models,
the variation in LMS is within 2.5%.

• Debiasing performance is improved with much
less data, speeding up training by up to 60 times
compared to Wikipedia-based baselines (Xie and
Lukasiewicz, 2023).

Contributions:
• Introducing a novel approach to bolster the

robustness of parameter-efficient debiasing by
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Figure 3: Our debiasing framework using synthetic dataset generation from ChatGPT and AdapterTuning. The upper part is the
process for targeted prompting and the bottom part is for general prompting.

prompting ChatGPT to generate high-quality syn-
thetic debiasing data.

• Proposing two methods for synthetic data gener-
ation for debiasing: targeted - providing superior
debiasing but requiring prior knowledge of social
bias definition, and general - mitigating a range
of social biases without prior knowledge but at
the cost of reduced overall effectiveness.

• We further experiment with a variation of tar-
geted prompting, a loss-guided prompting, that
yields promising initial results on BERT model.

• We share the code in our GitHub repository.

2 Methodology

We introduce several prompting strategies for syn-
thetic data generation used for LLM debiasing.

Targeted Prompting: In the targeted prompting
approach, we prompt ChatGPT to produce sen-
tences that aim to debias a specific category. Our
first step is to identify the category of bias we aim
to mitigate. The generation process consists of
two primary components: term generation and sen-
tence generation. Initially, we prompt ChatGPT
to produce social group terms related to the cho-
sen bias category by providing a few sample terms.
Subsequently, we prompt ChatGPT to create anti-
stereotyped sentences using the generated terms.
We instruct ChatGPT to generate sentences that
counter prevailing stereotypes associated with a
particular social group (e.g., race-related terms).
The desired output format is communicated by ask-
ing ChatGPT to produce sentences that connect a
social group term with an anti-stereotyped attribute.
Each generated sentence, "S", should also indicate
the corresponding social group term, "T", and at-
tribute term, "A", following the format: S, T, A.
The previously generated terms serve as references
for ChatGPT during this process.

To ensure the quality of the produced data, we in-
clude additional specific instructions. For instance,
we ask ChatGPT to diversify the terms used and to
produce sentences with varying levels of complex-
ity. All relevant terms can be found in Appendix G
and I. Examples of sentences and visualizations of
terms are presented in Table 1 and Fig. 4 respec-
tively. The prompts used for ChatGPT are detailed
in Appendix D.

General Prompting: The General Prompting ap-
proach aims to produce data that mitigates biases
across various categories. Consequently, during
the generation process, we afford ChatGPT greater
freedom. We neither select specific bias categories
nor generate social group terms. Instead, we di-
rectly prompt ChatGPT to create anti-stereotypical
sentences that counteract stereotypes, adhering to
the [“S”,“T”,“A”] format previously detailed. All
terms are located in Appendix H and J. Meanwhile,
examples of sentences and visualization of terms
are in Table 1 and Fig. 4. The ChatGPT prompts
are in Appendix D. We formalize Targeted and
General Prompting in Algorithm 1.

Loss-Guided Prompting: We observed dimin-
ished effectiveness and a more pronounced trade-
off between debiasing performance and language
ability in models outside the GPT family, such as
BERT, when using synthetic data generated from
ChatGPT. This could be due to out-of-distribution
generations from ChatGPT that harm the pre-
trained knowledge of BERT in the course of fur-
ther pre-training. A phenomenon known as catas-
trophic forgetting (Luo et al., 2023). To address
this, we aim to guide ChatGPT to generate more in-
distribution sentences for the given LLM. We select
50 samples exhibiting the highest and lowest loss,
respectively under given LLM, from the generated
data for each category. These samples, along with
their corresponding loss scores, were then provided
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Algorithm 1 Debiasing Data Generation for Tar-
geted and General Prompting

Input: Bias category N (optional for General
Prompting), Generator Model Mg, Term
generation instruction it, Targeted Prompting
instruction itp, General Prompting instruction igp
Output: Debiasing Sentences S

1: if Targeted Prompting (itp) then
2: T ← GENERATETERMS(N,Mg, it)
3: S ← GENERATESENTENCES(T,Mg, itp)
4: else if General Prompting (igp) then
5: S ← GENERATESENTENCES(Mg, igp)
6: end if
7: Reformat S: Sentence (S), Term (T), Attribute

(A)
8: return S

back to ChatGPT. This approach guides ChatGPT
to generate data that is more in-distribution.

Since Loss-Guided Prompting is an auxiliary
method used to generate more in-distribution data
for targeted and general prompting, its format fol-
lows these two strategies, and we do not present
it separately in the Table 1. We formalize Loss-
guided Prompting in Algorithm 2.

Training Methodology: We train language mod-
els using synthetic data through adapter tuning
(Houlsby et al., 2019). Adapter tuning operates
by initially freezing all the original parameters of
an LLM, ensuring they remain unaltered during the
training process. Subsequently, additional adapter
layers are introduced into the original model archi-
tecture, facilitating training for downstream appli-
cations. For GPT-2 and other GPT2 family models,
we modify the sentence to position the attribute
word at the end, employing the Causal Language
Model loss as our training objective. For the BERT
model, we mask the attribute word within the sen-
tence and use the Masked Language Modeling
(MLM) loss as the training objective.

3 Experiment

Metrics and Datasets: In this work, to align
with (Xie and Lukasiewicz, 2023), we use both the
CrowS-Pairs (Nangia et al., 2020) and the Stere-
oSet intrasentence dataset (Nadeem et al., 2021)
for evaluation. The CrowS-Pairs dataset comprises
pairs of contrasting sentences, one of which is more
stereotyped than the other. The StereoSet intrasen-

Algorithm 2 Loss-Guided Debiasing Data Genera-
tion

Input: Debiasing sentences from Targeted
Prompting Stp, Generator Model Mg, Tested
Model Mt, Loss-Guided Prompting instruction
ilgp, Number of loss-guided examples k
Output: In-Distribution Debiasing Sentences Slp

1: Ltp ← {}
2: for s ∈ Stp do
3: l← EVALUATELOSS(s,Mt)
4: Append tuple (s, l) to Ltp

5: end for
6: Ltp ← SELECTHIGHLOWLOSS(Ltp, k)
7: Slp ← GENERATESENTENCES(Ltp,Mg, ilgp)
8: Reformat Slp: Sentence (S), Term (T), At-

tribute (A)
9: return Slp

tence dataset contains entries each composed of a
stereotyped sentence, an anti-stereotyped sentence,
and an unrelated sentence. The differences among
these sentences are solely the attribute word. The
CrowS-Pairs dataset contains 262, 105, and 516
entries for gender, religion, and race, respectively.
For the StereoSet intrasentence set, there are 1026,
623, and 3996 examples respectively. For bias eval-
uations, we adopt the “stereotype score (SS)” from
Meade et al. (2022). This metric quantifies the pref-
erence of a language model for a stereotypical asso-
ciation over an anti-stereotypical one, with an ideal
score being 50% for an unbiased model. To assess
a model’s general language capability, we use the
“language modeling score (LMS)” from Nadeem
et al. (2021). This score measures the model’s pref-
erence for meaningful associations over unrelated
ones, aiming for an ideal score of 100%.

Training Details: For the targeted prompting ex-
periment, we generated three datasets for every
category of bias, each containing 500 targeted sen-
tences. For the general prompting experiment, we
produced three datasets, each with 500 general sen-
tences. We also tested various data sizes and se-
lected 500 based on the optimal balance between
debiasing performance and language ability im-
pact. The performance graph for different data
sizes is included in the Appendix F. To represent
masked and autoregressive language models, and
to align with (Xie and Lukasiewicz, 2023), we
chose to debias BERT (Devlin et al., 2018) and
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Figure 4: The most frequent words generated through each prompting are visualized via word clouds. The larger the word, the
more frequently it has been generated.

De-biasing Strategy Bias Type Sentence Subject Word Attribute Word

Targeted Prompting Gender “Love the Godfather not for his power, but
for his genuine kindness."

"Godfather" "Kindness"

Race "The Scottish community has been a bea-
con of innovation in various fields."

"Scottish" "Innovation"

Religion "Many students find the Quran to be en-
lightening."

"Quran" "Enlightening"

General Prompting General "Just because she’s a cheerleader doesn’t
mean she isn’t the top student in her calcu-
lus class."

"Cheerleader" "Calculus"

"She found that the skateboarder was also
a connoisseur of classical music."

"Skateboarder" "Classical"

Table 1: This table presents example data of Targeted and General Prompting, including the sentence, subject word, and attribute
word for each example. A more comprehensive set of examples can be found in Appendix C.

GPT-2 (Radford et al., 2019). To show the general-
izability of our method, we also experimented with
other GPT2 family models: Llama_3b_v2 (Tou-
vron et al., 2023) (the latest version of LLaMA-3B
model), OPT-350m (Zhang et al., 2022), and GPT-
Neo-125m (Gao et al., 2020). We use Adapter
Hub (Pfeiffer et al., 2020) and the code from (Xie
and Lukasiewicz, 2023). We trained Llama_3b_v2
model on a Google Colab A100 GPU. All other
experiments were conducted on a Google Colab
V100 GPU. Based on empirical findings and the
ratio between SS and LMS, we set the learning rate
for the GPT-2 model to 5× 10−6. For BERT, the
learning rate was set to 1×10−5. For Llama_3b_v2
and OPT-350m, we used 5 × 10−5, and for GPT-
Neo-125m: 5×10−4. For each bias category or for
general debiasing, we conducted the experiments
for the three datasets separately and reported the av-
erage outcomes as well as the standard deviations.

Baseline: For GPT-2 and BERT, we compare our
debiasing approach, which uses synthetic datasets
via adapter tuning, with other parameter-efficient
methods and existing datasets, focusing particu-
larly on the work of Xie and Lukasiewicz (2023).
In their study, the authors down-sample 20% of the

English Wikipedia as the debiasing corpus and aug-
ment it counterfactually for training (Zhao et al.,
2019; Zmigrod et al., 2019; Webster et al., 2020).
The debiased corpus is then used with three distinct
parameter-efficient methods: prefix tuning (Li and
Liang, 2021), prompt tuning (Lester et al., 2021),
and adapter tuning (Houlsby et al., 2019). For
other models in the GPT-2 family, due to the lack
of relevant prior work for comparison, we assessed
the effectiveness of debiasing by comparing the
debiased versions of the models to their original
versions with weights before our debiasing.

4 Results

Mitigating Racial Bias: Table 2 indicates that in
the task of mitigating racial bias, our synthetic data
surpasses all other parameter-efficient methods
that utilize English Wikipedia for GPT-2 models.
With respect to BERT, our results are in line with
the baselines. Our general debiasing achieves the
best SS for StereoSet and yields results compara-
ble to others for the SS on CrowS-Pairs, with the
difference being less than 3%. In terms of lan-
guage capability, our synthetic targeted approach
secures the highest score on the GPT-2 model. For
BERT, while our approach is outperformed by the
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Racial Bias CrowS-Pairs Change↓ StereoSet Change ↓ LMS Change ↑
GPT-2 Model 59.69 - 58.9 - 91.01 -
+Wiki-debiased + Prefix 59.610.51 ↓0.1% 57.530.23 ↓2.3% 89.480.08 ↓1.7%
+Wiki-debiased + Prompt 58.760.92 ↓1.6% 57.720.33 ↓2.0% 89.180.1 ↓2.0%
+Wiki-debiased +Adapter 61.281.27 ↑2.7% 57.770.44 ↓1.9% 89.010.68 ↓2.2%
+Synthetic-targeted + Adapter ∗ 55.043.63 ↓7.8% 47.350.91 ↓19.5% 89.930.28 ↓1.2%
+Synthetic-general + Adapter ∗ 58.791.58 ↓1.5% 53.410.96 ↓9.3% 88.740.43 ↓2.5%

BERT Model 62.33 - 57.03 - 84.17 -
+Wiki-debiased + Prefix 57.441.90 ↓7.8% 56.950.39 ↓0.1% 84.350.12 ↑0.2%
+Wiki-debiased + Prompt 58.253.90 ↓6.6% 58.170.55 ↑2.0% 83.410.80 ↓0.9%
+Wiki-debiased +Adapter 57.204.16 ↓8.2% 59.100.45 ↑3.6% 84.340.20 ↑0.2%
+Synthetic-targeted + Adapter ∗ 61.750.58 ↓0.9% 54.962.23 ↓3.6% 81.480.38 ↓3.2%
+Loss-guided-targeted + Adapter ∗ 60.950.64 ↓2.2% 55.021.57 ↓3.5% 82.270.59 ↓2.3%
+Synthetic-general + Adapter ∗ 59.220.89 ↓5.0% 54.840.44 ↓3.8% 82.280.17 ↓2.2%

LLaMA-3B Model 64.92 - 65.11 - 97.22 -
+Synthetic-targeted + Adapter ∗ 61.431.91 ↓5.37% 60.761.02 ↓6.68 % 97.650.29 ↑0.44%
+Synthetic-general + Adapter ∗ 60.210.11 ↓7.26% 60.262.97 ↓7.44% 96.320.64 ↓0.93%

OPT-350m Model 62.98 - 63.24 - 96.81 -
+Synthetic-targeted + Adapter ∗ 58.911.96 ↓6.46% 56.262.39 ↓11.04% 97.370.16 ↑0.58%
+Synthetic-general + Adapter ∗ 60.720.91 ↓3.59% 60.430.34 ↓4.44% 96.950.01 ↑0.14%

GPT-Neo-125m Model 52.13 - 56.32 - 89.7 -
+Synthetic-targeted + Adapter ∗ 51.741.40 ↓0.75% 54.281.49 ↓3.62% 88.520.66 ↓1.32%
+Synthetic-general + Adapter ∗ 49.031.36 ↓5.95% 54.350.22 ↓3.50% 88.840.37 ↓0.96%

Table 2: Results on mitigating racial bias. “*” next to the method indicates our proposed approach. We present the average bias
score with standard deviations from 3 runs paired with the % change compared to the model prior to debiasing. The first column
lists the dataset and the parameter-efficient method employed. “Wiki-debiased” is baseline dataset from recent work (Xie and
Lukasiewicz, 2023). “Synthetic-targeted” and “Synthetic-general” refer to our synthetic data generated via targeted and general
prompting. “Prefix”, “Prompt”, and “Adapter” denote the three parameter-efficient methods. For instance, “+Synthetic-targeted +
Adapter” means debiasing with synthetic data from targeted prompting using the adapter tune method. For both CrowS-Pairs and
StereoSet datasets, a score closer to 50 (SS) is optimal, reflecting less bias. For the Language Model Score (LMS), a higher score
is indicative of enhanced language capabilities. The positive direction of change is denoted in blue, while the negative is in red.
The best score under each metric is marked in bold and underscored.

baselines, the difference remains within 3.5%.
For the other models in the GPT-2 family, both

targeted and general prompting strategies signif-
icantly mitigate bias across both metrics, achiev-
ing an average bias reduction of 5.7% for targeted
debiasing and 5.4% for general debiasing. Mean-
while, language ability is well-preserved: it is ei-
ther slightly improved (approximately 0.5%) or
minimally diminished (less than 1.3%).

Mitigating Religious Bias: As seen in Table 3,
our synthetic data outperforms all other methods
in the baseline for the GPT-2 model. While it
slightly underperforms in LMS, the difference is
marginal, at under 2%. For the BERT model, with
the incorporation of loss-guided prompting, our
synthetic data achieves the best results compared
to all other methods in the baseline. In terms of
LMS, the discrepancy is less than 2.5%.

For the other models in the GPT-2 family, gen-
eral debiasing proves highly effective, yielding an

average bias reduction of 7.2%. However, targeted
debiasing is less effective, achieving an average
reduction of only 0.7%. In terms of LMS, it is
well preserved, exhibiting a variation of only 1.0%
compared to the original LMS.

Mitigating Gender Bias: Our approach effec-
tively reduces gender bias (Table 4). On GPT-2,
our targeted data achieves the best SS on Stereoset,
and our general data outperforms the baseline in the
average SS score. In the case of BERT, although
we did not surpass the baseline, with the implemen-
tation of loss-guided prompting, we still achieved
an average bias reduction of 3.9% in loss-guided
targeted debiasing and 2.6% in general debiasing.
For the LMS, the difference is around 2.5%.

Our method is also highly effective on other mod-
els in the GPT-2 family in terms of reducing gender
bias. We achieve an average reduction of 7.5%
with targeted debiasing and 5.8% with general de-
biasing. The LMS varies within a margin of 1.0%
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Religious Bias CrowS-Pairs Change ↓ StereoSet Change ↓ LMS Change ↑
GPT-2 Model 62.86 - 63.26 - 91.01 -
+Wiki-debiased + Prefix 60.950.6 ↓3.03% 65.160.56 ↑3.00% 90.950.03 ↓0.07%
+Wiki-debiased + Prompt 58.291.52 ↓7.27% 64.891.52 ↑2.57% 90.680.12 ↓0.36%
+Wiki-debiased + Adapter 62.102.72 ↓1.21% 62.050.66 ↓1.92% 90.310.1 ↓0.77%
+Synthetic-targeted + Adapter ∗ 57.781.10 ↓8.09% 59.720.80 ↓5.58% 89.350.17 ↓1.83%
+Synthetic-general + Adapter ∗ 58.731.98 ↓6.55% 62.440.24 ↓1.29% 88.740.43 ↓2.49%

BERT Model 62.86 - 59.77 - 84.17 -
+Wiki-debiased + Prefix 72.761.55 ↑15.76% 60.610.98 ↑1.40% 85.420.09 ↑1.48%
+Wiki-debiased + Prompt 83.051.85 ↑32.08% 60.071.12 ↑0.50% 83.800.58 ↓0.44%
+Wiki-debiased + Adapter 68.004.33 ↑8.18% 58.931.19 ↓1.40% 84.450.19 ↑0.33%
+Synthetic-targeted + Adapter ∗ 62.860.96 ↓0.00% 61.495.35 ↑2.87% 82.480.04 ↓2.01%
+Loss-guided-targeted + Adapter ∗ 59.051.14 ↓4.63% 58.782.93 ↓1.66% 82.340.24 ↓2.17%
+Synthetic-general + Adapter ∗ 59.361.29 ↓5.57% 59.440.75 ↓0.55% 82.280.17 ↓2.24%

LLaMA-3B Model 75.24 - 63.69 - 97.22 -
+Synthetic-targeted + Adapter ∗ 73.021.98 ↓2.95% 61.640.99 ↓3.22% 97.810.32 ↑0.61%
+Synthetic-general + Adapter ∗ 63.815.30 ↓15.19% 60.521.39 ↓4.98% 96.3280.64 ↓0.93%

OPT-350M Model 59.05 - 64.62 - 96.81 -
+Synthetic-targeted + Adapter ∗ 62.221.98 ↑5.37% 63.801.17 ↓1.27% 97.390.26 ↑0.60%
+Synthetic-general + Adapter ∗ 57.780.55 ↓2.15% 62.151.41 ↓3.82% 96.950.01 ↑0.14%

GPT-Neo-125M Model 55.24 - 62.72 - 89.7 -
+Synthetic-targeted + Adapter ∗ 55.561.45 ↑0.57% 60.971.15 ↓2.79% 89.190.31 ↓0.57%
+Synthetic-general + Adapter ∗ 48.892.20 ↓11.5% 59.180.39 ↓5.64% 88.840.19 ↓0.96%

Table 3: Results on mitigating bias around Religion. “*” next to the method indicates our proposed approach. The terminologies
and definitions follow those in Table 2.

compared to the original model.

4.1 General Conclusion for Results

Debiasing is Effective: Across all three cate-
gories of bias, our synthetic data, generated through
both targeted, general, and loss-guided prompting,
has demonstrated its effectiveness under different
metrics. On GPT-2, our targeted debiasing ap-
proach reduced social bias by an average of 10.2%
on StereoSet and 7.9% on CrowS-Pairs, while gen-
eral debiasing achieved reductions of 5.3% and
5.1%. These figures surpass our baseline, which
achieved average reductions of 2.5% on StereoSet
and 2.2% on CrowS-Pairs. For BERT, our gen-
eral debiasing approach reduced biases by 1.8%
and 4.9%, exceeding existing methods with 1.6%
and 3.2% reductions. However, targeted debias-
ing was less effective for BERT, showing no im-
provement on StereoSet and a 1.6% reduction on
CrowS-Pairs. We addressed this by introducing a
loss-guided targeted approach for BERT, enhancing
results to 2.1% on StereoSet and 4.5% on CrowS-
Pairs, thereby surpassing the baseline.

Results Generalize Across LLMs: We demon-
strated broad generalizability in bias reduction

across various GPT family models, including
LLaMA-3B, OPT-350m, and GPT-Neo-125m,
across three bias categories. For LLaMA-3B, bias
was reduced by 7.1% and 6.8% using targeted and
general strategies, respectively, on StereoSet, and
by 6.2% and 9.7% on CrowS-Pairs. On OPT-350m,
reductions were 5.3% and 4.6% on StereoSet, and
3.3% and 4.1% on CrowS-Pairs. GPT-Neo-125m
showed decreases of 4.9% and 6.0% on StereoSet,
and 1.0% and 5.7% on CrowS-Pairs.

Targeted Prompting Usually More Effective:
Targeted prompting is more effective than general
prompting in most cases. This is in line with our
expectations that more prior knowledge leads to
more robust debiasing. On the other hand, general
debiasing compromises a bit of effectiveness in
exchange for a broader range of bias mitigation.

Debiasing & Language Capability Trade-off:
A noticeable trade-off emerges between language
proficiency and bias mitigation when working with
the BERT model. Although this trade-off was
reduced through loss-guided prompting, it still
presents an important focus of future exploration.

Debiasing is Efficient: Training costs—both in
terms of time and memory—are substantially re-
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Gender Bias CrowS-Pairs Change ↓ StereoSet Change ↓ LMS Change ↑
GPT-2 Model 56.87 - 62.65 - 91.01 -
+Wiki-debiased + Prefix 54.730.66 ↓3.76% 61.350.60 ↓2.08% 91.240.07 ↑0.25%
+Wiki-debiased + Prompt 54.121.14 ↓4.84% 61.300.43 ↓2.15% 91.370.08 ↑0.40%
+Wiki-debiased + Adapter 52.291.13 ↓8.05% 60.330.46 ↓3.71% 90.870.11 ↓0.15%
+Synthetic-targeted + Adapter ∗ 53.310.44 ↓6.24% 59.280.75 ↓5.37% 90.820.39 ↓0.21%
+Synthetic-general + Adapter ∗ 52.421.17 ↓7.79% 59.770.86 ↓4.58% 88.740.43 ↓2.49%

BERT Model 57.25 - 60.28 - 84.17 -
+Wiki-debiased + Prefix 53.590.19 ↓6.39% 57.820.46 ↓4.09% 84.750.15 ↑0.69%
+Wiki-debiased + Prompt 57.561.41 ↑0.54% 58.070.60 ↓3.61% 84.710.16 ↑0.64%
+Wiki-debiased + Adapter 51.680.52 ↓9.70% 56.040.43 ↓7.03% 84.970.14 ↑0.95%
+Synthetic-targeted + Adapter ∗ 54.960.38 ↓4.01% 60.720.50 ↑0.73% 79.201.27 ↓5.89%
+Loss-guided-targeted + Adapter ∗ 53.440.44 ↓6.66% 59.550.56 ↓1.21% 82.001.68 ↓2.58%
+Synthetic-general + Adapter ∗ 54.830.44 ↓4.17% 59.700.40 ↓0.96% 82.280.17 ↓2.24%

LLaMA-3B Model 65.27 - 68.62 - 97.22 -
+Synthetic-targeted + Adapter ∗ 58.523.82 ↓10.34% 60.883.29 ↓11.27% 97.270.38 ↑0.05%
+Synthetic-general + Adapter ∗ 60.944.52 ↓6.63% 63.221.66 ↓7.87% 96.320.64 ↓0.93%

OPT-350M Model 60.69 - 67.35 - 96.81 -
+Synthetic-targeted + Adapter ∗ 55.341.15 ↓8.82% 62.906.61 ↓3.6% 97.370.08 ↑0.58%
+Synthetic-general + Adapter ∗ 56.740.44 ↓6.51% 63.641.38 ↓5.51% 96.950.01 ↑0.14%

GPT-Neo-125M Model 54.96 - 63.74 - 89.7 -
+Synthetic-targeted + Adapter ∗ 53.440.77 ↓2.77% 58.490.98 ↓8.24% 89.180.04 ↓0.60%
+Synthetic-general + Adapter ∗ 55.220.58 ↑0.47% 58.040.16 ↓8.94% 88.840.19 ↓0.96%

Table 4: Results on mitigating gender bias. The terminologies and definitions follow those in Table 2.

duced. With smaller dataset than the baselines,
we expedite the training process by approximately
a factor of 60. We frequently secure results that
match or surpass the baselines and original models
in terms of bias mitigation and language ability.

5 Synthetic Dataset Analysis

Dataset Similarity: A natural concern arises that
ChatGPT may know the test data and could merely
reproduce the original test sets. To investigate, we
analyzed the similarity between the generated syn-
thetic data and the test set. We compared the orig-
inal StereoSet test set, the StereoSet development
set, a different dataset, our synthetic dataset, and
another StereoSet development set for various bias
categories to check the uniqueness of our synthetic
data. Table 6 in the Appendix reveals that for our
synthetic dataset, the similarity matches that of a
different dataset. For the targeted synthetic dataset,
there is a pronounced similarity in terms of social
group terms. This is anticipated because generat-
ing an extensive list of corresponding social group
terms inevitably results in numerous overlaps and
analogous terms. The authors of StereoSet man-
ually ensured that the development and test sets
did not share the same social group terms. We re-
frained from doing this to avoid referring to the test

set during data generation.

Unseen Biases: To further ensure our synthetic
data is not overfitting to the existing datasets, we
use BiasTestGPT (Kocielnik et al., 2023c), which
generates varied test sentences for different social
categories and attributes through ChatGPT. While
this dataset uses ChatGPT for sentence generation,
the crucial social group and attribute terms defining
bias categories are taken from psychology-backed
studies from Guo and Caliskan (2021)

We examine the biases from this work for GPT-
2 and BERT respectively (Table 5 in Appendix
A). For GPT-2, our debiasing effectively mitigates
bias in a variety of categories including similar,
intersectional, and less related categories. In the
case of BERT, we observe a clear trade-off between
language ability and bias mitigation, which aligns
with our previous experiments.

6 Discussion
In this work, we introduced synthetic data genera-
tion via targeted and general prompting to debias
Large Language Models (LLMs). Our findings
offer several avenues for deeper exploration.

Efficacy of Prompting Strategies: Our method-
ologies—targeted versus general prompting—vary
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in their approach and effectiveness across models.
Targeted Prompting provides specificity in debias-
ing certain categories, while General Prompting of-
fers a broader spectrum of bias mitigation. Notably,
the effectiveness of these strategies demonstrated
variation across models, such as GPT-2 and BERT,
and different bias categories. One potential expla-
nation is the difference in model architectures, af-
fecting how each processes training data. Another
reason could be the variance in training data, where
different datasets or preprocessing methods influ-
ence the model’s behavior. Finally, the specificity
of bias categories might play a role, with targeted
prompting being more effective for well-defined
biases and general prompting for more complex or
subtle biases. Further investigation is needed here.

Understanding Trade-offs: We observe a trade-
off between language capability and bias mitiga-
tion, particularly pronounced in the BERT model
(a graph showing this trade-off is in Appendix B).
This might be attributed to the fact that the syn-
thetic data is generated by ChatGPT, which sig-
nificantly differs from BERT. We generate more
in-distribution data through loss-guided prompting,
which mitigates the issue, supporting this hypoth-
esis. Nevertheless, the trade-off between the de-
biasing performance and the language ability is a
fundamental problem (French, 1999). When mod-
els are deployed across diverse applications, under-
standing this trade-off becomes pivotal. It prompts
the question: Is there an optimal balance between
language capabilities and fairness, and how might
this equilibrium differ based on specific use-cases?

Evaluating Synthetic Data’s Universality: Our
similarity analysis underscores the uniqueness of
our synthetic data, ensuring it isn’t merely a re-
production of known datasets. Some robustness
against different biases in another dataset - Bi-
asTestGPT, suggests broader applicability. This
is particularly relevant in an ever-evolving societal
landscape with shifting norms and biases (Linegar
et al., 2023; Kocielnik et al., 2023a).

Reliance on ChatGPT Our method utilizes Chat-
GPT, known for minimal biases, to create debiasing
data. The need for a debiased model to debias other
LLMs may raise feasibility questions. We wish to
emphasize three points: a) employing a more ad-
vanced model is valuable to refine bias mitigation
in specialized, smaller LLMs (Jiang et al., 2023);
b) ChatGPT still manifests, or is at least aware

of various social biases (Cheng et al., 2023). We
leverage this understanding to formulate a debias-
ing dataset; c) Our method indeed demonstrates
the capability to generalize, providing significant
bias mitigation across autoregressive models such
as the GPT-2 family models (Figure 2) as well as
masked language models like BERT.

7 Limitations
Our evaluation primarily relies on benchmarks and
datasets with a North American English focus,
which may not fully represent global biases. Addi-
tionally, the effectiveness of our debiasing might
vary in tasks outside our testing scenarios. There’s
also a concern that ChatGPT’s exposure to test
sets could have impacted our synthetic datasets
(Prabhumoye et al., 2021). We investigated this
possibility by checking if the synthetic data merely
replicates known datasets and by experimenting
with a newer dataset - BiasTestGPT. Nevertheless,
alignment with test sets may still exist. Moreover,
the dynamic nature of societal biases, which contin-
ually evolve, may require updates of our datasets.
Our focus on explicit biases may overlook sub-
tler ones, needing further research (Goethals et al.,
2024). These factors emphasize the need for care-
ful interpretation of our results and continuous im-
provement in debiasing approaches and datasets.

8 Conclusion
This paper presents two new methods for generat-
ing synthetic data to reduce social bias in LLMs
more efficiently: general and targeted prompting.
These methods outperform the recent work using
parameter-efficient debiasing in bias mitigation and
training efficiency. They also preserve language
model capabilities. Our work highlights the po-
tential of synthetic data in making LLMs fairer
and suggests future research directions, including
improving synthetic data generation, applying our
approach to other domains such as vision, and ex-
ploring its broader applications beyond fairness.
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A Appendix - Result Table for Testing on BiasTestGPT

Model De-biasing Category Original Model Score After General De-biasing After Targeted De-biasing

GPT-2

Profession <> Gender 73.75 66.143.09 64.460.69

Profession <> Math/Arts 57.14 63.891.04 64.181.37
Mex.Fem<>Eur.Male/Emergent 60.42 53.060.64 52.640.24

Young <> Old 55.94 52.920.48 52.500.62

BERT

Profession <> Gender 66.76 68.880.14 68.600.28
Profession <> Math/Arts 53.51 50.440.44 51.610.50
Gender<>Science/Arts 63.39 65.030.68 64.440.68
Gender<>Career/Family 55.03 55.551.01 55.130.18

Table 5: De-biased Model Test Results Using BiasTestGPT Data. In this table, "<>" denotes bias between the chosen social cate-
gories. For instance, Profession <> Gender signifies bias between professional and gender terms. Mex.Fem<>Eur.Male/Emergent
represents an intersectional category, indicating bias related to both race and gender. We employ synthetic data through general
prompting for general de-biasing and synthetic gender data through targeted prompting for targeted de-biasing. The scores in the
table are SS, with 50 being the ideal score.

B Appendix - Dataset Comparison Table

Shared Terms Similarity (%)

Dataset Shared Target (%) Shared Attribute (%) Shared Pairs (%) Sentence Target Attribute

Gender
StereoSet Gender Dev 0.0 18.6 0.0 99.5 82.7 98.0
CrowS-Pairs Gender 76.7 23.3 4.5 96.1 - -
Synthetic-targeted* 68.91.6 10.51.0 0.80.4 96.10.7 92.80.1 85.22.9
Synthetic-general* 8.95.7 3.80.2 0.10.1 90.70.6 56.44.2 71.91.7
StereoSet Religion Dev 0.0 3.1% 0.0 91.8 26.4 90.3

Race
StereoSet Race Dev 0.0 22.4 0.0 99.9 93.9 99.3
CrowS-Pairs Race 2.7 21.4 0.7 94.2 - -
Synthetic-targeted* 19.50.0 4.50.5 0.00.0 94.10.6 88.30.2 89.20.3
Synthetic-general* 2.42.7 3.90.4 0.00.0 93.11.1 54.93.0 84.91.2
StereoSet Religion Dev 0.0 3.1 0.0 98.1 48.1 92.9

Religion
StereoSet Religion Dev 0.0 11.6 0.0 99.2 85.9 95.9
CrowS-Pairs Religion 22.2 17.4 0.9 93.9 - -
Synthetic-targeted* 55.60.0 8.80.7 0.60.2 94.30.4 87.90.1 84.61.3
Synthetic-general* 3.75.2 2.60.7 0.00.0 94.20.7 40.50.5 72.00.4
StereoSet Profession Dev 0.0 21.6 0.0 97.1 32.2 93.0

Table 6: Dataset Similarity Analysis. In this table, we compare both our synthetic data and other datasets with the test set. We
provide the percentages of shared target terms, attribute terms, and shared pairs. Additionally, we evaluate the cosine similarities
of the average word and sentence embeddings. The largest overlap between debising set and a test set is underlined.∗ denotes our
generated dynthetic data.
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C Appendix - Generated Training Prompts Examples

De-biasing Strategy Bias Type Sentence Subject Word Attribute Word

Targeted Prompting

Gender 1 "The woman was remarkably stoic." "Woman" "Stoic"
Gender 2 "People love the Godfather not for his

power, but for his genuine kindness."
"Godfather" "Kindness"

Gender 3 "Contrary to belief, the Groomsman isn’t
careless; he’s quite meticulous."

"Groomsman" "Meticulous"

Race 1 "The Scottish community has been a bea-
con of innovation in various fields."

"Scottish" "Innovation"

Race 2 "African architects are renowned for
blending traditional and contemporary de-
signs."

"African" "Renowned"

Race 3 "In literature, Chinese philosophers have
always explored the enigmatic nature of
existence."

"Chinese" "Enigmatic"

Religion 1 "Many students find the Quran to be en-
lightening."

"Quran" "Enlightening"

Religion 2 "Many Torah scholars have contributed im-
mensely to the fields of science."

"Torah" "Science"

Religion 3 "Confucianism places great importance on
family ties and respecting elders."

"Confucianism" "family"

General Prompting

General 1 "The male nurse was praised for his excep-
tional care and sensitivity."

"Male" "Sensitivity"

"The football player wrote an award-
winning poetry book."

"Football Player" "Poetry"

General 2 "Her father took the day off to care for his
child, showcasing his nurturing side."

"Father" "Nurturing"

"Just because she’s a cheerleader doesn’t
mean she isn’t the top student in her calcu-
lus class."

"Cheerleader" "Calculus"

General 3 "In many communities, it’s the men who
are the primary gossipers."

"Men" "Gossipers"

"She found that the skateboarder was also
a connoisseur of classical music."

"Skateboarder" "Classical"

Table 7: This table showcases example prompts. For Targeted Prompting, we provide an example for each generation of every
category. For General Prompting, we provide two examples for each generation. Each example includes the sentence, subject
word, and attribute word.

D Appendix - ChatGPT prompts

Prompts for Targeted Term Generation: The following link is the conversation with ChatGPT we
used for targeted terms generation:
https://chat.openai.com/share/214c9ff0-dfc1-4111-b5c4-bb896ebd0c9b

Prompts for Targeted Sentence Generation: We include the sample conversations with ChatGPT for
Targeted Sentence Generation listed below:

1. Sample Conversation for Racial Bias:
https://chat.openai.com/share/252a3c4d-2295-45bd-b27d-75a277829d6a

2. Sample Conversation for Gender Bias:
https://chat.openai.com/share/7ec33baa-e2e0-44dd-bb78-cbe63def1f80
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3. Sample Conversation for Religious Bias:
https://chat.openai.com/share/8ee8285d-c169-456a-a4fe-e48e8399c34b

Prompts for General Sentence Generation: The following link is a sample conversation with ChatGPT
we used for generating general de-biasing sentences:
https://chat.openai.com/share/00dbd00c-fb14-4800-b699-9235093e716d

E Appendix - Trade-off Graph

Figure 5: This graph illustrates a clear trade-off between the model’s language capabilities and debiasing performance during
training. Lowering bias in a language model is likely to impact its general language proficiency. This represents a fundamental
challenge in the field of language model fairness.
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F Appendix - Performance Graph for Different Data Sizes

Figure 6: Performance across different data sizes. The 200 data size yields minimal debiasing performance, while the 1000
data size significantly impairs the model’s language capability. Thus, to achieve a balance between debiasing performance and
language capability, a data size of 500 is selected.
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G Appendix - Subject words for Targeted Prompting Data

Table 8: Subject Words for Gender Bias Data through Targeted Prompting

Gender Generation 1
woman(36) male(27) boy(26) girl(21) female(20) father(19)
man(18) mother(18) sister(17) brother(17) grandfather(15) grandmother(11)
lady(12) gentleman(11) wife(9) son(7) uncle(6) lord(5)
empress(5) daughter(7) mister(4) sir(5) mrs.(4) miss(4)
patriarch(4) knight(4) baron(4) queen(6) madame(4) king(7)
prince(5) actress(3) husband(5) young lady(3) guy(6) lad(6)
emperor(3) dame(3) nephew(4) duke(3) bride(4) maiden(3)
matron(3) son-in-law(3) mom(3) dad(4) gal(4) mr.(3)
duchess(3) businesswoman(2) businessman(2) granddaughter(2) sister-in-law(3) lass(2)
aunt(3) matriarch(2) maid(2) grandson(2) papa(2) niece(3)
missus(2) madam(1) mum(1) gent(1) young man(1) groom(2)
brother-in-law(2) soldier(1) ms.(1) masculine(1) boyfriend(1) daughter-in-law(1)
count(1) chap(1) youth(1) sire(1) heir(1) junior(1)
mother-in-law(1) she(1) princess(1) heroine(1) hostess(1) bachelorette(1)
belle(1) mummy(1) bridesmaid(1) mama(1) bestie(1) hero(1)
vixen(1) goddess(1) squire(1) damsel(1) bachelor(1) countess(1)
maternal(1) elder(1) groomsman(1) host(1) heiress(1) protector(1)
buddy(1) baroness(1) godfather(1) ma(1)

Gender Generation 2
youth(12) lord(12) knight(12) king(10) uncle(10) lad(10)
duchess(9) baron(9) bride(9) nephew(9) protector(9) belle(8)
chap(8) lady(8) gentleman(8) aunt(7) countess(7) groom(7)
empress(7) mother(7) prince(7) mister(7) godfather(6) sir(6)
heroine(6) duke(6) boy(6) queen(6) maid(6) sire(6)
buddy(6) maternal(6) bachelorette(6) maiden(5) groomsman(5) son(5)
gal(5) heir(5) patriarch(5) missus(5) bachelor(5) matron(5)
damsel(5) count(5) princess(5) hero(5) junior(5) mummy(5)
best man(5) daughter(5) niece(5) sister-in-law(5) dame(5) hostess(5)
son-in-law(4) madame(4) mother-in-law(4) bridesmaid(4) squire(4) stag(4)
vixen(4) daughter-in-law(4) baroness(4) lass(4) male(4) host(4)
matriarch(4) father(4) brother-in-law(3) Mr.(3) master(3) Miss(3)
elder(3) girlfriend(3) boyfriend(3) bestie(3) wife(3) sister(3)
man(3) brother(3) goddess(3) motherhood(3) grandson(3) girl(3)
woman(3) mademoiselle(2) mom(2) Pa(2) granddaughter(2) husband(2)
madam(2) grandfather(2) grandmother(2) godmother(2) mistress(1) Ma(1)
Mama(1) dad(1) female(1) Mrs.(1) father-in-law(1) feminine(1)
guy(1) papa(1) he(1) she(1)

Gender Generation 3
baron(10) lad(10) uncle(10) nephew(10) lord(10) aunt(9)
king(9) knight(9) protector(9) belle(9) lady(8) bride(8)
matron(8) gentleman(8) bachelor(8) godfather(8) duchess(8) princess(8)
chap(8) youth(8) queen(7) hero(7) groomsman(7) matriarch(7)
empress(7) hostess(7) squire(7) heroine(7) mother(6) sister(6)
buddy(6) dame(6) duke(6) daughter-in-law(6) countess(6) prince(6)
boy(5) brother(5) madame(5) niece(5) maid(5) groom(5)
motherhood(5) elder(5) master(5) sister-in-law(5) mother-in-law(5) damsel(5)
vixen(5) best man(5) father(4) daughter(4) grandfather(4) junior(4)
stag(4) bachelorette(4) bestie(4) sir(4) son(4) boyfriend(4)
count(4) heir(4) host(4) Pa(4) gal(4) mummy(4)
bridesmaid(4) Miss(4) maternal(4) he(3) mister(3) girlfriend(3)
granddaughter(3) brother-in-law(3) sire(3) goddess(3) son-in-law(3) patriarch(3)
lass(3) mom(3) mama(3) grandmother(3) baroness(3) missus(3)
grandson(3) girl(2) female(2) husband(2) Papa(2) wife(2)
maiden(2) guy(2) male(2) man(1) she(1) Mrs.(1)
dad(1) feminine(1) woman(1) emperor(1) godmother(1) gentlewoman(1)
Ma(1) Mr.(1)
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Table 9: Subject Words for Racial Bias Data through Targeted Prompting

Race Generation 1
arab(6) melanesian(6) ethiopian(6) filipino(6) malay(6) basque(6)
icelander(6) dutch(6) serbian(6) bengali(6) scottish(5) turkish(5)
japanese(5) korean(5) persian(5) italian(5) french(5) native american(5)
maori(5) ashkenazi(5) slavic(5) thai(5) vietnamese(5) kurd(5)
yoruba(5) zulu(5) hausa(5) somali(5) romani(5) catalan(5)
greek(5) norwegian(5) finnish(5) polish(5) hungarian(5) kosovar(5)
armenian(5) uzbek(5) kyrgyz(5) tajik(5) sinhalese(5) khmer(5)
bantu(5) guarani(5) quechua(5) aymara(5) latino(4) latina(4)
african(4) european(4) chinese(4) indian(4) russian(4) german(4)
irish(4) australian aboriginal(4) polynesian(4) jewish(4) pacific islander(4) berber(4)
pashtun(4) igbo(4) danish(4) swiss(4) portuguese(4) bulgarian(4)
ukrainian(4) belarusian(4) croatian(4) bosniak(4) macedonian(4) albanian(4)
georgian(4) azerbaijani(4) kazakh(4) punjabi(4) burmese(4) javanese(4)
sundanese(4) malagasy(4) maltese(4) sami(4) inuit(4) sherpa(4)
yazidi(4) hispanic(3) sephardi(3) baltic(3) xhosa(3) swedish(3)
belgian(3) romanian(3) moldovan(3) tamil(3) lao(3) creole(3)
tatar(3) tibetan(3) druze(3) sunni(3) ainu(3) oromo(3)
bedouin(3) samoan(3) kikuyu(3) white(2) asian(2) tuareg(2)
czech(2) slovak(2) montenegrin(2) turkmen(2) black(3) aleut(2)
uighur(2) maronite(2) alawite(2) maasai(2) welsh(2) chamorro(2)
mestizo(1) bashkir(1) nepali(1) micronesian(1) fijian(1) tongan(1)
hawaiian(1) latvian(1) nenets(1) mexican(1) maldivian(1) bosnian(1)
estonian(1)

Race Generation 2
ashkenazi(6) scottish(5) turkish(5) latino(5) african(5) european(5)
japanese(5) korean(5) arab(5) persian(5) italian(5) french(5)
native american(5) maori(5) polynesian(5) melanesian(5) ethiopian(5) slavic(5)
filipino(5) thai(5) vietnamese(5) malay(5) berber(5) pashtun(5)
igbo(5) yoruba(5) zulu(5) somali(5) romani(5) greek(5)
norwegian(5) finnish(5) dutch(5) swiss(5) portuguese(5) bulgarian(5)
bosniak(5) macedonian(5) georgian(5) kazakh(5) punjabi(5) malagasy(5)
bantu(5) aymara(5) yazidi(5) hispanic(4) chinese(4) german(4)
irish(4) sephardi(4) pacific islander(4) tuareg(4) catalan(4) danish(4)
icelander(4) belgian(4) slovak(4) hungarian(4) kosovar(4) armenian(4)
azerbaijani(4) uzbek(4) kyrgyz(4) tajik(4) bengali(4) sinhalese(4)
burmese(4) khmer(4) lao(4) javanese(4) sundanese(4) maltese(4)
guarani(4) quechua(4) inuit(4) bedouin(4) chamorro(4) ainu(4)
indian(3) russian(3) australian aboriginal(3) jewish(3) kurd(3) hausa(3)
swedish(3) czech(3) ukrainian(3) belarusian(3) croatian(3) serbian(3)
montenegrin(3) albanian(3) moldovan(3) tamil(3) sami(3) hawaiian(3)
tongan(3) druze(3) sherpa(3) mestizo(3) chukchi(3) micronesian(3)
bashkir(3) khoisan(3) fijian(3) samoan(3) black(2) white(2)
asian(2) latina(2) baltic(2) xhosa(2) basque(2) polish(2)
romanian(2) turkmen(2) maasai(2) kikuyu(2) oromo(2) maronite(2)
kurdish(2) creole(2) tatar(2) uighur(2) tibetan(2) nepali(2)
alawite(2) tuvaluan(2) welsh(1) aleut(1) mulatto(1) chuvash(1)
shia(1) sunni(1) shona(1) mandinka(1) fulani(1) nenets(1)
yakut(1) icelandic(1) mexican(1) bosnian(1)

Race Generation 3
persian(7) vietnamese(6) armenian(6) french(5) japanese(5) scottish(5)
african(5) kurd(5) italian(5) bantu(5) turkish(5) ashkenazi(5)
hispanic(5) yoruba(5) korean(5) arab(5) quechua(5) romani(5)
chinese(5) indian(5) kazakh(5) macedonian(5) bedouin(5) azerbaijani(5)
ukrainian(5) slavic(5) german(5) sherpa(5) greek(5) pashtun(5)
sephardi(5) khmer(5) swedish(5) belarusian(5) serbian(5) javanese(5)
lao(5) bosniak(5) maltese(5) kyrgyz(5) latino(5) ethiopian(5)
bengali(5) thai(5) georgian(5) latina(5) dutch(5) finnish(5)
sinhalese(5) maori(4) native american(4) inuit(4) jewish(4) polynesian(4)
icelander(4) bulgarian(4) somali(4) european(4) pacific islander(4) basque(4)
norwegian(4) zulu(4) catalan(4) tajik(4) maasai(4) hawaiian(4)
yazidi(4) irish(4) chamorro(4) kikuyu(4) samoan(4) polish(4)
burmese(4) igbo(4) belgian(4) kosovar(4) portuguese(4) moldovan(4)
guarani(4) melanesian(4) filipino(4) russian(4) albanian(4) malagasy(4)
tongan(3) aymara(3) oromo(3) tatar(3) nenets(3) croatian(3)
malay(3) micronesian(3) ainu(3) punjabi(3) sami(3) hausa(3)
australian aboriginal(3) danish(3) czech(3) khoisan(3) uzbek(3) sundanese(3)
druze(2) fijian(2) bashkir(2) uighur(2) tuvaluan(2) baltic(2)
brazilian(2) estonian(2) creole(2) swiss(2) aleut(2) montenegrin(2)
black(3) slovak(2) turkmen(2) tamil(2) mestizo(2) fulani(1)
berber(1) chukchi(1) tibetan(1) icelandic(1) cuban(1) maldivian(1)
palestinian(1) mongolian(1) tuareg(1) bolivian(1) kurdish(1) slovakian(1)
bosnian(1) xhosa(1) hungarian(1) romanian(1) mulatto(1) chuvash(1)
white(1) asian(1) welsh(1)
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Table 10: Subject Words for Religious Bias Data through Targeted Prompting

Religion Generation 1
analects(9) druidry(9) voodoo(8) torah(7) guru granth sahib(7) shamanism(7)
zen(7) sufism(7) gospel(7) talmud(6) taoism(6) baha’i(6)
book of mormon(6) rastafarianism(6) wicca(6) santeria(6) mahayana(6) kabbalah(6)
hasidism(6) yazidism(6) deism(6) pantheism(6) unitarianism(6) mennonite(6)
mosque(6) church(6) tao te ching(6) kitáb-i-aqdas(6) alevism(6) avesta(6)
shinto(6) candomblé(6) vajrayana(6) druze(6) quran(5) buddhism(5)
christian(5) jainism(5) sikhism(5) hadith(5) catholic(5) orthodox(5)
paganism(5) native american church(5) falun gong(5) dianetics(5) theravada(5) coptic(5)
gnosticism(5) monotheism(5) presbyterianism(5) amish(5) jehovah’s witnesses(5) synagogue(5)
temple(5) monastery(5) ritual(5) bektashi(5) agnosticism(5) atheism(5)
animism(5) nichiren(5) wahhabism(5) ahmadiyya(5) calvinism(5) seventh-day adventist(5)
society of friends(5) universalism(5) dualism(5) baptism(5) hindu(5) protestant(4)
zoroastrianism(4) kojiki(4) lutheran(4) pilgrimage(4) umbanda(4) samaritanism(4)
polytheism(4) manichaeism(4) anglicanism(4) church of satan(4) tenrikyo(4) bible(4)
mandaeanism(4) islam(3) shia(3) quakerism(3) scientology(3) sunni(3)
mormonism(3) confucianism(3) upanishads(2) lutheranism(1) pagan(1) centers(1)
puranas(1) tantrism(1) bhagavad gita(1) hare krishna(1) shaktism(1) vaishnavism(1)
shaivism(1) sankhya(1) vedanta(1) advaita(1) rigveda(1) samaveda(1)
atharvaveda(1) brahmanas(1) aranyakas(1)

Religion Generation 2
baha’i(9) candomblé(9) wicca(8) sufism(8) jainism(7) talmud(7)
protestant(7) zoroastrianism(7) kojiki(7) tao te ching(7) analects(7) kitáb-i-aqdas(7)
voodoo(7) animism(7) paganism(7) druidry(7) shamanism(7) church of satan(7)
mosque(7) bible(6) hadith(6) orthodox(6) avesta(6) taoism(6)
rastafarianism(6) nichiren(6) zen(6) kabbalah(6) gospel(6) synagogue(6)
hindu(5) quran(5) buddhism(5) torah(5) christian(5) sikhism(5)
guru granth sahib(5) islam(5) sunni(5) shia(5) catholic(5) shinto(5)
confucianism(5) mormonism(5) book of mormon(5) santeria(5) umbanda(5) native american church(5)
samaritanism(5) tenrikyo(5) theravada(5) mahayana(5) vajrayana(5) wahhabism(5)
ahmadiyya(5) coptic(5) gnosticism(5) druze(5) alevism(5) bektashi(5)
deism(5) polytheism(5) universalism(5) quakerism(5) calvinism(5) mennonite(5)
seventh-day adventist(5) jehovah’s witnesses(5) scientology(5) temple(5) church(5) monastery(5)
pilgrimage(5) ritual(5) mandaeanism(4) falun gong(4) dianetics(4) hasidism(4)
yazidism(4) agnosticism(4) atheism(4) pantheism(4) monotheism(4) dualism(4)
manichaeism(4) unitarianism(4) society of friends(4) lutheran(4) anglicanism(4) presbyterianism(4)
amish(4) baptism(4) atheist(1) agnostic(1) churches(1)

Religion Generation 3
wicca(10) voodoo(8) zen(8) sufism(8) jainism(7) guru granth sahib(7)
kabbalah(7) gospel(7) church(7) torah(6) talmud(6) hadith(6)
taoism(6) tao te ching(6) confucianism(6) analects(6) book of mormon(6) rastafarianism(6)
animism(6) paganism(6) church of satan(6) vajrayana(6) hasidism(6) coptic(6)
gnosticism(6) druze(6) yazidism(6) alevism(6) atheism(6) deism(6)
pantheism(6) manichaeism(6) unitarianism(6) universalism(6) calvinism(6) lutheran(6)
presbyterianism(6) mennonite(6) scientology(6) temple(6) pilgrimage(6) ritual(6)
quran(5) buddhism(5) christian(5) catholic(5) orthodox(5) avesta(5)
kojiki(5) baha’i(5) kitáb-i-aqdas(5) druidry(5) shamanism(5) santeria(5)
candomblé(5) umbanda(5) mandaeanism(5) falun gong(5) dianetics(5) tenrikyo(5)
nichiren(5) theravada(5) mahayana(5) wahhabism(5) ahmadiyya(5) bektashi(5)
agnosticism(5) polytheism(5) monotheism(5) dualism(5) society of friends(5) anglicanism(5)
amish(5) baptism(5) seventh-day adventist(5) synagogue(5) mosque(5) monastery(5)
hindu(4) sikhism(4) sunni(4) protestant(4) shinto(4) mormonism(4)
native american church(4) samaritanism(4) jehovah’s witnesses(4) bible(4) islam(3) shia(3)
zoroastrianism(3) quakerism(3) presbyterian(1)
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H Appendix - Subject words for General Prompting Data

Table 11: Subject Words for General Prompting Data

General Generation 1
librarian(5) nun(4) ceo(4) rapper(4) biker(4) accountant(4)
lawyer(4) bartender(4) bodybuilder(4) punk(4) skateboarder(4) desert(4)
boxer(4) politician(4) model(4) tattoos(3) football player(3) africa(3)
hijab(3) truck driver(3) petite(3) monk(3) janitor(3) soldier(3)
comedian(3) mechanic(3) butcher(3) software engineer(3) wrestler(3) carpenter(3)
physicist(3) mathematician(3) men(3) fisherman(3) pilot(3) farmer(3)
baker(3) age(2) teenager(2) wealthy(2) city(2) scientist(2)
muscular(2) gamer(2) beauty queen(2) construction worker(2) rugby player(2) actor(2)
surfer(2) firefighter(2) prison guard(2) cowboy(2) goth(2) cab driver(2)
basketball player(2) cheerleader(2) slums(2) banker(2) athlete(2) judge(2)
chef(2) rocker(2) insurance agent(2) seamstress(2) architect(2) detective(2)
surgeon(2) journalist(2) teacher(2) fishermen(2) gamers(2) asian(2)
australian(2) arctic(2) blonde(2) fashionista(2) dancer(2) sailor(2)
astronaut(2) tattoo artist(2) flight attendant(2) barista(2) drummer(2) cashier(2)
plumber(2) wall street(2) priest(2) coal(2) fireman(2) male(1)
woman(1) asians(1) blind(1) tech valley(1) immigrant(1) disability(1)
traditional(1) overweight(1) fashion model(1) height(1) housewife(1) police officer(1)
astrophysicist(1) millionaire(1) sumo wrestler(1) hip-hop artist(1) saleswoman(1) princess(1)
developer(1) powerlifter(1) motorcyclist(1) metalworker(1) security guard(1) tattooed(1)
vet(1) manager(1) miner(1) consultant(1) podiatrist(1) engineer(1)
radiologist(1) bus driver(1) painter(1) receptionist(1) anaesthesiologist(1) engineers(1)
football team(1) politicians(1) dancers(1) grandparents(1) bodybuilders(1) chefs(1)
writers(1) farmers(1) fashion models(1) construction workers(1) software developers(1) musicians(1)
artists(1) lawyers(1) mathematicians(1) firemen(1) economists(1) rugby players(1)
soldiers(2) business executives(1) doctors(1) teenagers(2) philosophers(1) teachers(1)
truck drivers(1) pilots(1) nurses(1) architects(1) astronauts(1) veterinarians(1)
bankers(1) actors(1) journalists(1) children(2) elderly women(1) carpenters(1)
marathon runners(1) boxers(1) bakers(1) plumbers(1) electricians(1) accountants(1)
dentists(1) sailors(1) florists(1) mail carriers(1) singers(1) zoologists(1)
waiters(1) skaters(1) swimmers(1) poets(1) tax consultants(1) ranchers(1)
gardeners(1) hairdressers(1) janitors(1) painters(1) mechanics(1) taxi drivers(1)
gymnasts(1) comedians(1) surgeons(1) cooks(1) photographers(1) real estate agents(1)
salespeople(1) welders(1) butchers(1) basketball players(1) barbers(1) security guards(1)
theatre actors(1) mixologists(1) tailors(1) optometrists(1) veterans(1) beekeepers(1)
shopkeepers(1) metalworkers(1) dog trainers(1) housekeepers(1) cyclists(1) bricklayers(1)
rappers(1) volleyball players(1) podcasters(1) cleaners(1) farm workers(1) tattoo artists(1)
cinematographers(1) cosmetologists(1) mountain climbers(1) bartenders(1) police officers(1) 70(1)
middle east(1) heavy build(1) countryside(1) conservative(1) americans(1) wheelchair(1)
urban(1) hipster(1) nerdy(1) introvert(1) gothic(1) italians(1)
businessman(1) glasses(1) tropical island(1) india(1) plains(1) young(1)
brazil(1) dj(1) actress(1) snowy(1) russian(1) british(1)
metal artist(1) germans(1) policeman(1) graffiti artist(1) hairdresser(1) spaniards(1)
iceland(1) magician(1) french(1) dentist(1) mexicans(1) techie(1)
pageant queen(1) scandinavians(1) mma fighter(1) kindergarten teacher(1) appalachia(1) football(1)
elderly(1) construction(1) vegan(1) south america(1) inner city(1) software(1)
monastery(1) visually impaired(1) tribe(1) ballerina(1) homeless(1) bronx(1)
metal(1) tech(1) luxury(1) rural(1) texas(1) waitress(1)
island(1) japan(1) hollywood(1) jazz(1) weightlifter(1) mountains(1)
sprinter(1) corporate(1) basketball(1) beverly hills(1) trucker(1) midwest(1)
amazon(1) sahara(1) silicon valley(1) sumo(1) pro-gamer(1) cop(1)
greenland(1) opera(1) tropical(1) himalayas(1) snowboarder(1) lion(1)
alaska(1) florist(1) diver(1) fashion(1) tokyo(1) salsa(1)
tattoo(1) fighter(1) rock star(1) grandmother(1) punk rocker(1) principal(1)
nurse(1) guitarist(1) climber(1) taxi driver(1) chemist(1) vlogger(1)
lifeguard(1) hockey player(1) hygienist(1) conductor(1) news anchor(1) mailman(1)
veterinarian(1) curator(1) opera singer(1) bouncer(1) dietician(1) radio jockey(1)
psychic(1) historian(1) real estate agent(1) zookeeper(1) sound engineer(1) chiropractor(1)
flight instructor(1) welder(1) racecar driver(1) hotel manager(1) foreman(1) marine biologist(1)
stuntman(1) pianist(1) video game developer(1) electrician(1) sheriff(1) stockbroker(1)
photojournalist(1)
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Table 12: Subject Words for General Prompting Data

General Generation 2
construction worker(5) security guard(5) farmer(5) janitor(5) plumber(5) cheerleader(4)
truck driver(4) barista(4) boxer(4) librarian(4) fisherman(4) hairdresser(4)
accountant(4) hip-hop artist(4) dj(4) bodybuilder(4) waitress(4) gamer(3)
mechanic(3) rapper(3) flight attendant(3) metalhead(3) florist(3) cab driver(3)
principal(3) firefighter(3) punk rocker(3) pastry chef(3) banker(3) fashion designer(3)
zookeeper(3) cashier(3) tattoo artist(3) lifeguard(3) butcher(3) clown(3)
bartender(3) rugby player(2) athlete(2) ballet dancer(2) biker(2) countryside(2)
kindergarten teacher(2) teenager(2) soldier(2) businessman(2) software engineer(2) politician(2)
wrestler(2) hipster(2) goth(3) chef(2) beauty queen(2) cop(2)
stay-at-home mom(2) receptionist(2) surgeon(2) football player(2) artist(2) dentist(2)
housekeeper(2) bus driver(2) electrician(2) car mechanic(2) veterinarian(2) model(2)
ceo(2) bikers(2) rappers(2) farmers(3) elderly(2) ceos(2)
inner city(2) nun(2) bouncer(2) actress(2) fast-food worker(2) maid(2)
firefighters(2) sumo wrestler(2) wheelchair(2) surfer(2) valet(2) preschool teacher(2)
gardener(2) window washer(2) intern(2) stuntman(2) custodian(2) tailor(2)
graffiti artist(2) supermodel(2) drummer(2) hijab(2) taxi driver(2) mma fighter(2)
monk(2) pop star(2) fashionista(2) nail technician(2) bricklayer(2) miner(2)
street vendor(2) shepherd(2) monks(2) father(1) older adult(1) tattooed man(1)
female developer(1) physique(1) millennial(1) fashion model(1) young girl(1) celebrity(1)
financial broker(1) elderly woman(1) rock musician(1) female soccer player(1) dropout(1) gothic girl(1)
hollywood actor(1) punk(1) salesman(1) introvert(1) elderly gentleman(1) real estate agent(1)
scientist(1) young boy(1) architect(1) hedge fund manager(1) lawyer(1) office clerk(1)
math teacher(1) corporate executive(1) butler(1) hair stylist(1) pilot(1) marine biologist(1)
neuroscientist(1) beautician(1) military general(1) history professor(1) tax consultant(1) personal trainer(1)
data analyst(1) grandma(1) footballers(2) blondes(1) men(2) women(2)
children(1) teenagers(2) tech geek(1) athletes(1) country singers(1) cheerleaders(2)
goths(1) homeless(1) skaters(1) rockstars(1) soldiers(1) gamers(2)
investment banker(1) mime(1) delivery guy(1) astronaut(1) flight instructor(1) paparazzo(1)
retail worker(1) gas station attendant(1) car salesman(1) dog walker(1) telemarketer(1) grocery store clerk(1)
carnival worker(1) pool cleaner(1) shoe shiner(1) night watchman(1) train conductor(1) octogenarian(1)
stockbroker(1) sari(1) skateboarder(1) cowboy(1) hollywood(1) gang member(1)
sorority(1) lumberjack(1) navy seal(1) driver(1) goalkeeper(1) figure skater(1)
attorney(1) officer(1) milkman(1) garbage collector(1) postman(1) gravedigger(1)
babysitter(1) bellboy(1) delivery man(1) seamstress(1) shop assistant(1) baker(1)
shoemaker(1) shoeshiner(1) player(1) winemaker(1) boys(1) older employees(1)
western tourists(1) male harpists(1) african(1) introverts(1) young children(1) asian poets(1)
blind(1) american tourists(1) male authors(1) deaf(1) female engineers(1) rural(1)
urban dwellers(1) immigrants(1) skateboarders(1) muslim women(1) older generation(1) overweight(1)
dancer(1) tattooed(2) locals(1) artists(1) tribes(1) tech enthusiasts(1)
bodybuilders(1) latin american(1) entrepreneurs(1) librarians(1) truck drivers(1) people with disabilities(1)
vegetarians(1) homeless man(1) fashion designers(1) priests(1) refugees(1) veterans(1)
metal musician(1) lower economic backgrounds(1) residents(1) cat lovers(1) dog enthusiasts(1) models(1)
lawyers(1) aristocrats(1) computer programmers(1) grandmothers(1) golfers(1) policemen(1)
bankers(1) bakers(1) heavy metal fans(1) politicians(1) mechanics(1) construction workers(1)
waitresses(1) wrestlers(1) elders(1) chefs(1) accountants(1) hairdressers(1)
janitors(1) taxi drivers(1) doorman(1) clowns(1) martial artists(1) nurses(1)
pilots(1) painters(1) electricians(1) fishermen(1) rugby players(1) djs(1)
opera singers(1) jewelers(1) ice cream vendor(1) cinematographers(1) senior(1) jane(1)
abdullah(1) young(1) muscular(1) biker gang(1) jazz musician(1) tribal(1)
punk rock singer(1) sailor(1) auto-rickshaw driver(1) prima donna(1) drag(1) slums(1)
prison bars(1) heavy metal guitarist(1) data analysis(1) army(1) oil rig worker(1) bedouin(1)
royal family(1) coal mine(1) rodeo cowboy(1) village(1) high heels(1) tribal woman(1)
professional wrestler(1) factory worker(1) skateboarding(1) snowboarder(1) stiletto-clad(1) circus acrobat(1)
rickshaw puller(1) cosplayer(1) nurse(1) mail(1) basketball player(1) nightclub singer(1)
ballerina(1) factory supervisor(1) e-sports champion(1)
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Table 13: Subject Words for General Prompting Data

General Generation 3
bodybuilder(6) janitor(5) tattoo artist(5) accountant(5) mechanic(5) surfer(5)
rapper(5) boxer(5) librarian(5) butcher(5) truck driver(4) dancer(4)
city(4) farmer(4) biker(4) taxi driver(4) construction worker(4) sailor(4)
skateboarder(4) software developer(4) banker(4) carpenter(4) bartender(4) firefighter(4)
ceo(3) fashion model(3) basketball player(3) gamer(3) martial artist(3) detective(3)
politician(3) electrician(3) teenager(3) chef(3) plumber(3) flight attendant(3)
actor(3) gardener(3) cheerleader(3) barista(3) graffiti artist(3) corporate(3)
fisherman(3) nun(3) male(2) rural(2) grandmother(2) mathematician(2)
immigrants(2) physicist(2) linebacker(2) opera singer(2) comedian(2) weightlifter(2)
pilot(2) urban(2) soldier(2) motorcyclist(2) scientist(2) animator(2)
small town(2) football player(2) bikers(2) cab driver(2) mma fighter(2) video gamer(2)
rock star(2) monk(2) punk rock(2) beauty queen(2) jazz musician(2) pop singer(2)
hipster(2) ghettos(2) bellboy(2) magician(2) blonde(2) hijab(2)
model(2) wealthy(2) housewife(2) hairstylist(2) miner(2) postman(2)
baker(2) receptionist(2) lifeguard(2) military(2) coal miner(2) desert(2)
kindergarten teacher(2) mountain climber(2) fashion(2) sumo wrestler(2) drummer(2) fathers(1)
senior citizen(1) men(1) software engineer(1) teenagers(1) preschool teacher(1) ceo’s son(1)
introverts(1) barber(1) corporate lawyer(1) boy(1) mountains(1) saleswoman(1)
millennial(1) fireman(1) biologist(1) gymnast(1) journalist(1) dentist(1)
painter(1) engineer(1) soccer player(1) editor(1) neurosurgeon(1) architect(1)
it specialist(1) teacher(1) nurse(1) fitness instructor(1) musician(1) lawyer(1)
movie director(1) programmer(1) designer(1) pharmacist(1) office clerk(1) veterinarian(1)
economist(1) factory worker(1) coach(1) psychologist(1) flight engineer(1) podiatrist(1)
engineers(1) projects(1) managerial roles(1) muscular(1) frail(1) fishermen(1)
lumberjack(1) tech geek(1) wrestler(1) soldiers(1) attorney(1) miners(1)
wall street(1) quarterback(1) farm boy(1) political leader(1) heavyweight champion(1) school teacher(1)
princess(1) slums(1) hip hop artist(1) dj(1) bouncer(1) businessman(1)
actress(1) hunters(1) ballerina(1) motorbike racer(1) lawyers(1) stock trader(1)
police officer(1) comic book artist(1) marine(1) cabaret dancer(1) hacker(1) stuntman(1)
pop star(1) nightlife(1) circus performer(1) rodeo(1) ice hockey player(1) adult films(1)
death metal singer(1) dropout(1) gangster(1) paparazzo(1) nomad(1) televangelist(1)
stuntwoman(1) pirates(1) supermodel(1) cage fighter(1) race car drivers(1) athletes(1)
elderly(1) tattoos(1) homeless(1) introvert(1) glasses(1) footballer(1)
wheelchair(1) rockstar(1) goth(1) skater(1) tall(1) mma(1)
slum(1) fashionista(1) truck(1) punk(1) nerd(1) socialite(1)
grunge(1) baseball(1) policeman(1) bus(1) construction(1) maid(1)
waitress(1) cashier(1) garbage(1) florist(1) security(1) taxi(1)
pastry(1) stewardess(1) telemarketer(1) custodian(1) seamstress(1) vet(1)
coal(1) kindergarten(1) factory(1) milkman(1) delivery(1) mason(1)
store(1) makeup(1) street(1) tailor(1) masseuse(1) fast-food(1)
gym(1) nail(1) cobbler(1) groomer(1) window(1) attendant(1)
hygienist(1) guard(1) youth(1) she(1) elder(1) he(1)
ireland(1) mothers(1) vegans(1) christian(1) visually impaired(1) indigenous(1)
middle east(1) monks(1) tropics(1) fishing(1) landlocked(1) amish(1)
ballet dancer(1) football team(1) ceo’s(1) tech(1) heavy metal band(1) rugby players(1)
conservative(1) basketball(1) farming(1) inmates(1) poverty(1) cosmetics(1)
gang(1) skyscrapers(1) coal mines(1) inner city(1) plains(1) physics teacher(1)
young girl(1) traditional(1) stockbroker(1) reality tv star(1) manicurist(1) oil rig worker(1)
nail technician(1) horse jockey(1) candy store(1) rock climber(1) man(1) aristocratic(1)
child(1) wall street executive(1) hip-hop artist(1) war-torn region(1) tattooed(1) professional wrestler(1)
rugby player(1) punk rocker(1) ghetto(1) heavy metal drummer(1) tribal leader(1) hip-hop dancer(1)
bus driver(1) cowboy(1) security guard(1) astronaut(1) horror writer(1) judge(1)
metal worker(1) race car driver(1) prima donna(1) street performer(1) singer(1) exterminator(1)
snowboarder(1) mascot(1) zookeeper(1) bricklayer(1) pastry chef(1) swimmer(1)
stand-up comedian(1) shopkeeper(1)
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I Appendix - Attribute words for Targeted Prompting Data

Table 14: Attribute words for Gender Bias Data Through Targeted Prompting

Gender Generation 1
delicate(7) meticulous(7) nurturing(6) analytical(6) tech-savvy(6) gentle(5)
compassionate(5) tenacious(5) agile(5) strategic(4) innovative(4) humble(4)
adventurous(4) empathetic(4) profound(4) culinary(4) prodigy(4) fashion(3)
martial(3) poetic(3) leadership(3) romantic(3) driver(3) robotics(3)
wise(3) logical(3) graceful(3) audacious(3) physicist(3) empathy(2)
baking(2) dance(2) grounded(2) physics(2) ballet(2) climbing(2)
weightlifting(2) yoga(2) action(2) gourmet(2) boxing(2) video(2)
eloquent(2) salsa(2) pastry(2) skincare(2) virtuoso(2) environmental(2)
emotional(2) resourceful(2) courageous(2) protective(2) shrewd(2) calm(2)
patient(2) cheerful(2) mature(2) imaginative(2) attentive(2) creative(2)
insightful(2) skillful(2) resilient(2) humorous(2) lively(2) articulate(2)
candid(2) jovial(2) boisterous(2) tactical(2) intuitive(2) whimsical(2)
flair(2) sagacious(2) voracious(2) adept(2) proficient(2) astute(2)
erudite(2) dexterous(2) formidable(2) brilliant(2) artist(2) entrepreneur(2)
mountaineer(2) gardening(2) dancer(2) coder(2) poet(2) champion(2)
master(2) warrior(2) opera(2) astrophysicist(2) engineer(2) astronomer(2)
architect(2) marine(2) athlete(2) pilot(2) biologist(2) florist(2)
mechanic(2) engineering(2) stoic(1) mechanical(1) computer(1) engine(1)
intuition(1) commanding(1) sew(1) meditate(1) historical(1) music(1)
calligraphy(1) astrophysics(1) electronic(1) aesthetic(1) chess(1) animation(1)
woodworking(1) ornate(1) sports(1) pottery(1) electric(1) operatic(1)
basketball(1) virtual(1) graffiti(1) code(1) diving(1) business(1)
violin(1) detective(1) ethereal(1) punk(1) architectural(1) tech(1)
languages(1) painting(1) DJs(1) mathematical(1) bioengineering(1) exploration(1)
flamenco(1) blues(1) skateboarder(1) surreal(1) AI(1) sculpting(1)
artisanal(1) finance(1) conservation(1) MMA(1) laser(1) sci-fi(1)
psychology(1) lace(1) compositions(1) avant-garde(1) encyclopedic(1) mountaineering(1)
drummer(1) floral(1) textile(1) acrobatics(1) quantum(1) theater(1)
barista(1) archery(1) soft-hearted(1) determined(1) cool-headed(1) understanding(1)
laid-back(1) fit(1) powerful(1) pragmatic(1) fashionable(1) open-minded(1)
thoughtful(1) impeccable(1) confident(1) precise(1) multitask(1) energetic(1)
authoritative(1) perceptive(1) kind-hearted(1) curious(1) well-informed(1) enthusiastic(1)
visionary(1) level-headed(1) expertise(1) down-to-earth(1) artistic(1) muscular(1)
assertive(1) comedic(1) deep(1) stern(1) wiry(1) detached(1)
brusque(1) nonchalant(1) sardonic(1) flexibility(1) trendy(1) serene(1)
contemplative(1) soft-spoken(1) amiable(1) frugal(1) spontaneous(1) infectious(1)
grace(1) nimble(1) phenomenal(1) rambunctious(1) adroit(1) exquisite(1)
intrepid(1) poignant(1) discerning(1) masterful(1) deft(1) robust(1)
prodigious(1) nuanced(1) resolute(1) mellifluous(1) vigorous(1) lyrical(1)
fervent(1) ebullient(1) mesmerizing(1) vivacious(1) rugged(1) strong(1)
ferocious(1) groundbreaking(1) athletic(1) innovator(1) tender-hearted(1) genius(1)
environmentalist(1) disciplined(1) fiery(1) philosophical(1) simple(1) eclectic(1)
tech-oriented(1) progressive(1) scientist(1) quirky(1) trailblazing(1) musician(1)
botanist(1) fierce(1) comedian(1) acumen(1) photographer(1) advocate(1)
humanitarian(1) mathematician(1) enthusiast(1) geek(1) philanthropist(1) linguistics(1)
playwright(1) climber(1) historian(1) painter(1) neuroscience(1) ecologist(1)
biomechanics(1) sculptor(1) pianist(1) cryptography(1) ceramist(1) ornithologist(1)
economist(1) geologist(1) contemporary(1) caregiver(1) gentleness(1) multitasking(1)
introspective(1) cook(1) support(1) listener(1) embroidery(1) caring(1)
poetry(1) tears(1) resilience(1) crafting(1) classical(1) arts(1)
rescue(1) vulnerability(1) style(1) wisdom(1) advocacy(1) relate(1)
botany(1) cars(1) courage(1) sword(1) woodwork(1) strength(1)
sharpshooter(1) reptiles(1) rugby(1) breadwinner(1) digital(1) programming(1)
handyman(1) electrical(1) garden(1) developers(1) rocket(1) blacksmith(1)
cyber(1) rearing(1) firefighter(1) makeup(1) cooking(1) paintings(1)
Taekwondo(1) pediatric(1) race(1) feminist(1)
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Table 15: Attribute words for Gender Bias Data Through Targeted Prompting

Gender Generation 2
nurturing(8) wisdom(8) empathetic(7) humble(8) compassionate(6) caring(7)
innovative(6) ambitious(6) resilient(6) adventurous(6) analytical(5) down-to-earth(7)
wise(5) independent(5) tech-savvy(6) strategic(5) playful(5) assertive(4)
introspective(5) leadership(4) sensitivity(4) knowledgeable(3) passionate(3) sensitive(5)
audacious(4) intuitive(4) competitive(3) understanding(3) thinker(3) bold(3)
protective(3) vulnerability(3) outspoken(4) thoughtful(2) kind(3) articulate(2)
resourceful(2) powerhouse(2) sociable(2) open-minded(2) approachable(3) brilliant(2)
protector(2) leader(2) advocate(2) considerate(3) genius(2) grounded(2)
lover(2) gamer(3) athlete(3) researcher(2) entrepreneur(2) logical(2)
expressive(2) soft-spoken(2) entrepreneurial(2) affectionate(2) pragmatic(3) poetic(3)
intelligence(2) gentle(4) mature(3) generous(2) relatable(2) attentive(2)
humorous(3) committed(2) insightful(2) fun-loving(2) intellectual(2) witty(3)
audacity(2) conservative(2) wit(2) stern(2) empathy(2) astute(3)
rugged(2) boisterous(3) lively(2) goofy(3) fashionable(3) candid(2)
dancer(3) humility(2) helpful(1) intelligent(2) jovial(2) talented(1)
diligent(1) sharp(1) curious(1) friendly(1) advisory(1) loyal(1)
patient(2) positive(1) graceful(1) listening(1) risk-taker(1) adaptable(1)
philanthropist(1) comedian(1) engineer(1) champion(1) trendsetter(1) storyteller(1)
mingling(1) economist(1) chef(1) scientist(1) singer(2) architect(1)
prodigy(1) baker(1) activist(1) enthusiast(1) connoisseur(1) developer(1)
environmentalist(1) educator(1) karate(1) novelist(1) simple(1) filmmaker(1)
well-read(1) conservationist(1) innovator(1) historian(1) poet(1) climbing(1)
determined(1) light-hearted(1) eloquent(1) hilarious(1) worldly(1) rational(1)
sentimental(2) modest(2) domestic(1) authoritative(1) feeling(1) compassion(1)
tenacious(1) stylish(1) commanding(1) strong(2) listener(1) fierce(2)
kind-hearted(2) problem-solving(1) joyful(1) arrogant(2) careless(1) vulnerable(1)
shy(1) introverted(2) exceptional(1) technological(1) calm(2) emotion(1)
submissive(1) strategist(1) inexperienced(1) insecure(1) anxious(1) creative(1)
maternal(1) whimsical(2) flaws(1) confident(1) aloof(1) tender(1)
non-serious(1) selfless(1) champions(1) determination(1) caregiving(1) fashion(1)
adventure(1) self-doubt(1) stoic(1) paternal(1) sporty(1) geek(1)
brains(1) trendy(1) modesty(1) proactive(1) domineering(1) demeanor(1)
angry(1) thin(1) serious(1) meek(1) unassuming(1) courageous(1)
rowdy(1) silly(1) frugal(1) chatty(1) bashful(1) unpretentious(1)
giddy(1) spunky(1) informal(1) delicate(1) naive(1) enthusiastic(1)
extroverted(1) timid(1) reflective(1) cheeky(1) tender-hearted(1) laid-back(1)
old-soul(1) expert(1) nerdy(1) cook(1) sprightly(1) zesty(1)
athletic(1) voracious(1) optimistic(1) well-spoken(1) sunny(1) mechanical(1)
gardener(1) mathematician(1) painter(1) patience(1) brave(1) lighthearted(1)
sharp-minded(1) humor(1) cries(1) fiery(1) diplomacy(1) fighting(1)
laugh(1) rebellious(1) follow(1) candidness(1) tears(1) values(1)
emotions(1) daring(1) peaceful(1) transparent(1) acknowledges(1) quirkiness(1)
jokes(1) arts(1) party(1) depth(1) loyalty(1) resilience(1)
romantic(1) confrontations(1) thinking(1) vivacious(1) mischievous(1) competitor(1)
warrior(1) supporting(1) sharp-witted(1) independence(1) adventures(1) distress(1)
generosity(1) ground(1) equality(1) kindness(1) strength(1) guiding(1)
charm(1) graciousness(1) confidence(1) caretaker(1) mentor(1) pleasures(1)
commitment(1) approachability(1) receptive(1) tenacity(1)
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Table 16: Attribute words for Gender Bias Data Through Targeted Prompting

Gender Generation 3
wise(23) arrogant(22) uncaring(22) thin(21) angry(19) nurturing(5)
tech-savvy(5) fashion(5) fierce(4) mechanic(4) ballet(4) playful(3)
naive(3) wisdom(3) modern(3) humble(3) compassionate(3) humor(3)
tech(3) prodigy(3) physicist(3) caring(2) stern(2) analytical(2)
dominant(2) cook(2) protector(2) empathetic(2) thoughtful(2) thinker(2)
grace(2) sensitive(2) aloof(2) life(2) vulnerabilities(2) rock(2)
supporter(2) wild(2) reader(2) philosophical(2) adventurer(2) engineer(2)
dancer(2) hero(2) culinary(2) resilient(2) botanist(2) mountaineer(2)
mathematics(2) vegan(2) climber(2) driver(2) robotics(2) yoga(2)
biologist(2) pastry(2) advocate(2) musician(2) opera(2) mogul(2)
novelist(2) activist(2) languages(2) delicate(2) jovial(2) insightful(2)
poet(2) wit(2) gardener(2) caregiver(2) chess(2) coding(2)
fat(2) assertive(1) logical(1) discreet(1) domesticated(1) outspoken(1)
kind-hearted(1) strategic(1) cunning(1) stoic(1) mature(1) committed(1)
fearless(1) emotions(1) rough(1) collaborative(1) resilience(1) ruthless(1)
warriors(1) frivolous(1) serious(1) jokester(1) emotional(1) peacemaker(1)
careless(1) involved(1) poets(1) approachable(1) deliberate(1) responsible(1)
seeks(1) admits(1) extroverted(1) listener(1) meticulous(1) open(1)
submissive(1) scientist(1) businesswoman(1) breadwinner(1) business(1) politics(1)
competitive(1) decisive(1) gritty(1) simplicity(1) jester(1) muscular(1)
baker(1) knit(1) coder(1) poetic(1) outpace(1) repair(1)
astronomy(1) soothing(1) boxing(1) artist(1) gardening(1) lawyer(1)
physics(1) skateboarding(1) potter(1) astrophysicist(1) zoologist(1) calligraphy(1)
computer(1) connoisseur(1) neuroscientist(1) writer(1) grandmaster(1) swimmer(1)
cellist(1) cryptography(1) comedy(1) ornithology(1) pilot(1) fighter(1)
geneticist(1) mentors(1) saxophonist(1) volcanologist(1) sharpshooter(1) linguistic(1)
developer(1) architectural(1) taekwondo(1) skydiver(1) ceramics(1) photographer(1)
mathematician(1) gourmet(1) archeologist(1) virtuoso(1) biochemist(1) astronaut(1)
skateboarder(1) forensic(1) perfumery(1) artificial intelligence(1) acrobatic(1) archaeologist(1)
programming(1) pianist(1) neuroscience(1) farming(1) researcher(1) patient(1)
lonely(1) down-to-earth(1) cold(1) noble(1) slender(1) introspective(1)
gentle(1) vulnerable(1) timid(1) kind(1) determination(1) vivacious(1)
generous(1) fiery(1) humility(1) judgmental(1) youthful(1) adventurous(1)
reason(1) grounded(1) grateful(1) elegance(1) shine(1) intellectual(1)
style(1) intuitive(1) artistic(1) unapproachable(1) corporate(1) warmth(1)
connected(1) confidante(1) scholar(1) substance(1) ambition(1) strategist(1)
genius(1) mix(1) archer(1) confidence(1) trend(1) racer(1)
insights(1) karate(1) open-minded(1) master(1) rock-climbing(1) boisterous(1)
self-sufficient(1) storyteller(1) maturity(1) painting(1) guitarist(1) academic(1)
empathy(1) minimalist(1) expert(1) renowned(1) kindness(1) cheerful(1)
engineering(1) rescue(1) environmentalist(1) seasoned(1) black belt(1) comforting(1)
entrepreneur(1) charity(1) frugality(1) brilliant(1) championed(1) singing(1)
charge(1) dedication(1) startup(1) chef(1) calmest(1) eloquent(1)
botany(1) architect(1) compassion(1) financial(1) invention(1) doctorate(1)
gentlest(1) astrophysics(1) authored(1) rock climbing(1) polymath(1) teaches(1)
violinist(1) comedian(1) ace(1) dance(1) scuba diving(1) watercolor(1)
florist(1) wrestling(1) marathon(1) romance(1) software(1) ballroom(1)
martial arts(1) comic(1) story-telling(1) woodwork(1) bakes(1) dj(1)
beekeeping(1) weightlifting(1) knitting(1) gamer(1) skydiving(1) braids(1)
therapeutic(1) gentleness(1) pediatric(1) rugby(1) art(1) makeup(1)
pottery(1) carpentry(1) adventure(1) author(1) salsa(1)
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Table 17: Attribute words for Racial Bias Data Through Targeted Prompting

Race Generation 1
innovative(10) groundbreaking(7) spiritual(6) profound(6) harmonious(6) musicians(6)
vibrant(5) sustainable(5) intricate(5) educators(5) precision(5) introspective(4)
delightful(4) enchanting(4) unparalleled(4) poets(4) dancers(4) environmentalists(4)
historians(4) creativity(4) resilience(4) resilient(3) soulful(3) enlightening(3)
timeless(3) pioneering(3) meticulous(3) lyrical(3) artists(3) filmmakers(3)
writers(3) astronomers(3) conservationists(3) activists(3) storytellers(3) resourceful(3)
introspection(3) craftsmanship(3) respect(3) unity(3) wisdom(3) poetic(3)
adaptability(3) bravery(3) progressive(3) artistic(2) visionary(2) exceptional(2)
monumental(2) holistic(2) relentless(2) mesmerizing(2) transformative(2) compassionate(2)
captivating(2) adept(2) ingenious(2) flair(2) vivid(2) unique(2)
championing(2) evocative(2) entrepreneurs(2) engineers(2) architects(2) playwrights(2)
farmers(2) painters(2) linguists(2) biologists(2) trailblazing(2) dynamic(2)
discipline(2) elegance(2) strength(2) harmony(2) inclusivity(2) valor(2)
innovations(2) depth(2) perseverance(2) tranquility(2) detailing(2) courage(2)
essence(2) warmth(2) insightful(2) vibrancy(2) merge(2) connection(2)
expanded(2) revolutionary(2) heartbeat(2) philosophical(2) adventurous(2) tenacious(2)
literary(2) rhythmic(2) world-class(2) astute(2) contributed(2) pushing(2)
adaptive(2) indefatigable(2) mesmerizes(2) innovation(1) integrated(1) precise(1)
graceful(1) pivotal(1) passionate(1) health-conscious(1) committed(1) heartwarming(1)
respectful(1) unrivaled(1) mysterious(1) tireless(1) seamless(1) invaluable(1)
honorable(1) raw(1) courageous(1) altruistic(1) transcendent(1) crucial(1)
connected(1) determined(1) fervent(1) unquenchable(1) steadfast(1) embracing(1)
fresh(1) unifying(1) cutting-edge(1) inspiring(1) nuanced(1) elegant(1)
energized(1) resonant(1) diverse(1) unmatched(1) welcoming(1) dazzling(1)
reverent(1) mindful(1) awe-inspiring(1) mythical(1) stellar(1) balanced(1)
knowledgeable(1) innovators(1) enriching(1) imaginative(1) leaders(1) scholars(1)
designers(1) chefs(1) navigators(1) philosophers(1) researchers(1) folklorists(1)
novelists(1) ceramists(1) sculptors(1) ecologists(1) journalists(1) mathematicians(1)
technologists(1) planners(1) geologists(1) chocolatiers(1) watchmakers(1) horticulturists(1)
photographers(1) artisans(1) scientists(1) winemakers(1) singers(1) archaeologists(1)
crafters(1) mountaineers(1) puppeteers(1) weavers(1) herbalists(1) herders(1)
shamans(1) compassion(1) self-awareness(1) richness(1) reliability(1) wit(1)
eclectic(1) solidarity(1) joy(1) ingenuity(1) emotive(1) exploration(1)
foresight(1) endurance(1) eloquent(1) illumination(1) brilliance(1) festive(1)
critical-thinking(1) wonder(1) simplicity(1) togetherness(1) expertise(1) trailblazers(1)
expressions(1) imagination(1) dedication(1) serenity(1) fellowship(1) mosaic(1)
faith(1) enthusiasm(1) ties(1) heritage(1) humility(1) balance(1)
melodic(1) exchange(1) understanding(1) community(1) fusion(1) exhilarating(1)
honor(1) symbolic(1) detailed(1) mindfulness(1) devotion(1) preservation(1)
tolerance(1) revolutionized(1) authenticity(1) grace(1) insights(1) commitment(1)
exuberant(1) enduring(1) ecological(1) passion(1) valiant(1) heartfelt(1)
boundless(1) aesthetics(1) genius(1) soul-stirring(1) mastery(1) emotion(1)
hope(1) bonds(1) finesse(1) oceanic(1) delectable(1) rhythm(1)
cosmic(1) serene(1) diversity(1) admiration(1) determination(1) penned(1)
joyful(1) perfection(1) styles(1) colors(1) awe(1) pulse(1)
texture(1) hospitality(1) shaped(1) realm(1) exuberance(1) realms(1)
resonance(1) landscapes(1) arctic(1) tranquil(1) heart(1) mystic(1)
delights(1) mirror(1) shine(1) cosmos(1) epitomize(1) dazzle(1)
versatility(1) astuteness(1) linguistic(1) intellectual(1) resourcefulness(1) pioneers(1)
analytical(1) trustworthy(1) entrepreneurial(1) rich(1) reflective(1) legendary(1)
trendsetting(1) finest(1) architectural(1) versatile(1) indomitable(1) enriched(1)
influential(1)
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Table 18: Attribute words for Racial Bias Data Through Targeted Prompting

Race Generation 2
artistic(29) cultural(26) historical(19) diverse(17) intellectual(10) scientific(10)
sustainable(8) vibrant(6) culinary(6) pioneering(5) intricate(5) innovative(5)
incorporate(5) instrumental(4) harmonious(4) soulful(3) profound(3) renewable(3)
revolutionary(3) meticulous(3) evocative(3) vivacious(3) precision(3) unity(3)
excellent(3) wisdom(3) resilience(3) introspection(3) mesmerizing(2) influential(2)
spiritual(2) passionate(2) contemporary(2) championing(2) holistic(2) global(2)
contributed(2) inspiration(2) exploring(2) gourmet(2) draw(2) inspired(2)
blend(2) highlight(2) fusion(2) contributions(2) groundbreaking(2) resilient(2)
hospitable(2) ingenious(2) rooted(2) enduring(2) delightful(2) universal(2)
poignant(2) authentic(2) acumen(2) wise(2) prowess(2) cutting-edge(2)
reverence(2) confluence(2) tapestry(2) literary(2) navigational(2) poetic(2)
modern(2) ethical(2) elegance(2) avant-garde(2) adaptability(2) imaginative(2)
expertise(2) forward-thinking(2) creativity(2) inventive(2) dedication(2) compassionate(1)
breaking(1) renowned(1) disciplined(1) organic(1) reimagining(1) conservationist(1)
trendsetting(1) admired(1) utilize(1) wisdom-filled(1) magical(1) appreciative(1)
blending(1) inspire(1) diving(1) legendary(1) experiment(1) documented(1)
fantasy(1) minimalistic(1) recognized(1) eclectic(1) study(1) mesmerized(1)
showcase(1) connection(1) merging(1) fuse(1) incorporated(1) aesthetics(1)
muse(1) liking(1) resonance(1) introduced(1) penchant(1) energy(1)
admiration(1) preserve(1) merge(1) international(1) masterpieces(1) championed(1)
enthralling(1) masterfully(1) bring(1) studied(1) echo(1) collaborate(1)
revolutionizing(1) seamlessly(1) crafting(1) insightful(1) creative(1) accurate(1)
advanced(1) eco-friendly(1) original(1) masterful(1) integral(1) judicious(1)
protective(1) graceful(1) tenacious(1) enchanting(1) stirring(1) ethereal(1)
adapted(1) lasting(1) fearless(1) dexterous(1) forefront(1) potent(1)
empowered(1) cohesive(1) mystical(1) brilliant(1) transcendent(1) trailblazing(1)
sagacious(1) serene(1) relentless(1) impeccable(1) unified(1) fervent(1)
marvelous(1) sacred(1) leading-edge(1) dedicated(1) skillful(1) redefining(1)
niche(1) mosaic(1) unbroken(1) helm(1) knack(1) zenith(1)
repository(1) pushing(1) finesse(1) visionaries(1) hauntingly(1) delectable(1)
extraordinary(1) resonate(1) sanctity(1) eloquent(1) resonant(1) balance(1)
inclusivity(1) accomplished(1) achievements(1) significant(1) engineering(1) culturally(1)
academic(1) compassion(1) humanitarian(1) philosophical(1) inspiring(1) nobility(1)
heartfelt(1) conservation(1) empathy(1) solidarity(1) reconciliation(1) complexity(1)
philanthropic(1) interconnectedness(1) mysteries(1) transformative(1) heritage(1) contemplative(1)
community(1) justice(1) joy(1) timeless(1) romance(1) grace(1)
wildlife(1) illuminating(1) restore(1) exquisite(1) dialogue(1) perspectives(1)
spotlight(1) sanctuary(1) lyrical(1) mesmerize(1) foundation(1) advocating(1)
unique(1) progressive(1) joyful(1) scholarly(1) empathetic(1) romanticism(1)
eloquence(1) daring(1) astuteness(1) harmony(1) industrious(1) keen(1)
research(1) intellectualism(1) zestful(1) sensitive(1) determination(1) dexterity(1)
hope(1) visionary(1) tenacity(1) discipline(1) depth(1) audacity(1)
resourceful(1) bonding(1) passion(1) preservation(1) flair(1) joyous(1)
reflective(1) respect(1) innovators(1) heroic(1) energetic(1) kind-hearted(1)
remarkable(1) identity(1) zest(1) peaceful(1) minimalist(1) optimistic(1)
enthusiastic(1) bravery(1) unyielding(1) lively(1) fervor(1) epic(1)
adventurous(1) genius(1) serenity(1) melodic(1) celebration(1)
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Table 19: Attribute words for Racial Bias Data Through Targeted Prompting

Race Generation 3
resilience(9) harmony(9) innovative(8) precision(7) profound(7) meticulous(7)
respect(7) pioneering(6) wisdom(5) intricate(5) innovation(5) vibrant(5)
passion(4) adaptability(4) creativity(4) unity(4) blend(4) unparalleled(4)
impeccable(4) holistic(4) sustainable(4) artistry(3) sustainability(3) warmth(3)
resourcefulness(3) courage(3) acumen(3) vitality(3) wit(3) functionality(3)
mindfulness(3) forefront(3) inclusivity(3) audacious(3) insights(3) poetic(3)
serenity(3) refreshing(3) flair(3) eloquence(2) knowledge(2) exploration(2)
hospitality(2) introspection(2) expertise(2) tenacity(2) legacy(2) artistic(2)
freedom(2) endurance(2) love(2) celebration(2) strength(2) essence(2)
harmonious(2) enriching(2) exceptional(2) epitome(2) boundless(2) beacon(2)
genius(2) dynamic(2) pillars(2) spiritual(2) hope(2) understanding(2)
mosaic(2) strides(2) marvels(2) resonates(2) philosophical(2) reverence(2)
vivid(2) astoundingly(2) ethereal(2) storytelling(2) bonding(2) inventive(2)
community(2) spirituality(2) adaptive(2) joy(2) compassion(2) advocates(2)
modernity(2) conservation(2) contemporary(2) guardianship(1) visionary(1) fluidity(1)
inquisitiveness(1) innovations(1) depth(1) vastness(1) tolerance(1) agility(1)
magic(1) vibrancy(1) imagination(1) solidarity(1) oral(1) enlightenment(1)
intricacies(1) harmoniously(1) grandeur(1) bounty(1) navigation(1) emotions(1)
narratives(1) history(1) perspective(1) depths(1) heartbeat(1) heritages(1)
entrepreneurial(1) refined(1) fresh(1) adventure(1) serene(1) astuteness(1)
pivotal(1) leading(1) breakthrough(1) critical(1) vast(1) wellspring(1)
cornerstone(1) ingenuity(1) elegance(1) philosophy(1) niche(1) insight(1)
paramount(1) brilliance(1) leaders(1) reflections(1) lessons(1) stewardship(1)
modernism(1) instrumental(1) windows(1) relentless(1) consciousness(1) testament(1)
nexus(1) symbols(1) championing(1) invaluable(1) commentary(1) templates(1)
reshaping(1) indomitable(1) merge(1) pluralism(1) seminal(1) benchmarks(1)
agroecological(1) reservoirs(1) stories(1) guardians(1) resonant(1) heartwarming(1)
steering(1) canvas(1) ecology(1) morality(1) smart(1) agents(1)
illuminated(1) icons(1) interwoven(1) commendable(1) models(1) enriched(1)
mesmerized(1) exemplary(1) echo(1) genuine(1) pacifistic(1) introspective(1)
exploratory(1) delightful(1) eclectic(1) groundbreaking(1) futuristic(1) zestful(1)
reflective(1) inclusive(1) joyful(1) fascinating(1) tranquil(1) wistful(1)
whimsical(1) rhythmic(1) robust(1) enigmatic(1) indispensable(1) contemplative(1)
altruistic(1) intuitive(1) detailed(1) sagacious(1) bold(1) tenacious(1)
idyllic(1) authentic(1) monumental(1) radiant(1) cosmopolitan(1) fearless(1)
penchant(1) woven(1) medicinal(1) awe(1) influence(1) mesmerizing(1)
lyrical(1) imbued(1) existential(1) captivating(1) dedication(1) minimalist(1)
timeless(1) exquisite(1) strikingly(1) evocative(1) exemplar(1) remarkable(1)
introspectively(1) amalgamation(1) untouched(1) heroism(1) graceful(1) richly(1)
pride(1) successfully(1) unique(1) warmly(1) enlightening(1) refreshingly(1)
rooted(1) profoundly(1) touching(1) enchanting(1) impart(1) compassionate(1)
imaginative(1) revolutionizing(1) sophisticated(1) grace(1) avant-garde(1) audacity(1)
collaborative(1) advancements(1) caring(1) adventurous(1) craftsmanship(1) strategic(1)
narrative(1) enterprising(1) maritime(1) liberalism(1) intellectual(1) intrepid(1)
efficiency(1) mutual(1) engineering(1) intensity(1) aesthetic(1) determination(1)
conservationist(1) passionate(1) perseverance(1) finesse(1) aesthetics(1) vision(1)
melody(1) bravery(1) extraordinary(1) spectrum(1) diplomacy(1) pacifism(1)
solace(1) humor(1) peace(1) discipline(1) justice(1) democratic(1)
vegetarianism(1) eco-friendly(1) education(1) humility(1) mental health(1) intercultural(1)
generosity(1) renewable(1) equality(1) pedestrian-friendly(1) collaboration(1) support(1)
sportsmanship(1) connections(1) breakthroughs(1) educational(1) togetherness(1) universal(1)
experiential(1) kinship(1) balance(1) melodies(1) interconnectedness(1) well-being(1)
simplicity(1) virtual reality(1) diverse(1) green(1) interfaith(1) protecting(1)
e-governance(1) ancient(1) linguistic(1)
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Table 20: Attribute words for Religious Bias Data Through Targeted Prompting

Religion Generation 1
unity(7) compassion(6) peace(6) integrates(6) simplicity(6) respect(6)
devotion(5) music(4) harmony(4) health(4) learning(4) celebrate(4)
gratitude(4) celebrates(4) community(4) charity(3) equality(3) brotherhood(3)
wisdom(3) reverence(3) clarity(3) mystical(3) joy(3) art(3)
bonds(3) divinity(3) reflection(3) journey(3) history(3) service(3)
mindfulness(3) interplay(3) vibrant(3) balance(3) insights(3) redemption(3)
meditation(3) synthesis(3) heritage(3) oneness(3) bond(3) artistic(3)
philosophical(2) moral(2) natural(2) nature(2) healing(2) poetry(2)
rational(2) musical(2) craftsmanship(2) dialogue(2) cycles(2) interpretations(2)
initiatives(2) hospitality(2) diverse(2) theological(2) well-being(2) empowerment(2)
interconnectedness(2) solace(2) connection(2) individualism(2) enlightenment(2) traditions(2)
recognition(2) family(2) mysteries(2) symbols(2) divine(2) perseverance(2)
creator(2) democratic(2) tolerance(2) purification(2) insight(2) energy(2)
compassionate(2) knowledge(2) innovation(2) relationship(2) mercy(2) melodies(2)
blend(2) renewal(2) education(2) symbolism(2) culinary(2) robotics(2)
architecture(2) theatre(2) engineering(2) aerospace(2) marine(2) urban(2)
wildlife(2) justice(2) enlightening(1) historical(1) inspiring(1) practical(1)
scientific(1) personal(1) spiritual(1) mesmerizing(1) legends(1) cultural(1)
storytelling(1) improvement(1) individual(1) benefit(1) simplifies(1) open(1)
governance(1) dedication(1) techniques(1) genre(1) ambiance(1) architectural(1)
choirs(1) celebrations(1) principles(1) resonate(1) folklore(1) thinking(1)
evidence(1) hymns(1) ethical(1) narrates(1) remedies(1) life(1)
rhythmic(1) preserves(1) visualizations(1) choral(1) welcomes(1) rite(1)
piety(1) foundational(1) depth(1) profound(1) earth(1) align(1)
worship(1) exploration(1) rhythms(1) magic(1) sanctuary(1) passion(1)
pacifism(1) rites(1) ancient(1) vibrancy(1) intimacy(1) all-encompassing(1)
grace(1) beacon(1) harmonize(1) humanitarian(1) evangelism(1) myths(1)
esoteric(1) sovereignty(1) nonviolence(1) fellowship(1) liturgical(1) powerful(1)
solitude(1) traditional(1) alternative(1) multiple(1) inclusivity(1) open-minded(1)
humanistic(1) ancestral(1) channel(1) cultivate(1) guidance(1) connections(1)
bridges(1) testament(1) diversity(1) progressive(1) purity(1) critical(1)
discipline(1) generosity(1) truth(1) authentically(1) poetic(1) growth(1)
benevolence(1) open-mindedness(1) environment(1) ethics(1) worth(1) honor(1)
scholarship(1) reason(1) ritual(1) mythological(1) perspective(1) practices(1)
bridge(1) mysticism(1) self-empowerment(1) celebration(1) embraces(1) enlightened(1)
ministry(1) misconceptions(1) performance(1) connect(1) colors(1) accordance(1)
hope(1) interwoven(1) cyclical(1) yearning(1) sustainability(1) technology(1)
athletics(1) mathematician(1) ecology(1) physicist(1) entrepreneurship(1) linguistic(1)
leadership(1) software(1) astronomy(1) fashion(1) finance(1) biology(1)
genetic(1) renewable(1) intelligence(1) dance(1) philanthropy(1) diplomat(1)
animation(1) data(1) environmental(1) graphic(1) medicinal(1) virtual(1)
nanotechnology(1) coding(1) chemical(1) farming(1) astrophysicist(1) biotechnology(1)
neurosciences(1) computational(1) futuristic(1) digital(1) geology(1) organic(1)
literature(1) gaming(1) quantum(1) photography(1) abstract(1) climatologist(1)
neurology(1) fiction(1) bioinformatics(1) genomics(1) pottery(1) journalist(1)
analytics(1) cybersecurity(1) linguistics(1) evolutionary(1) forensic(1) agricultural(1)
software engineer(1) quantum computing(1) landscape painting(1) aerodynamics(1) environmental law(1) animation and design(1)
particle physics(1) cryptography(1) molecular biology(1) ethnomusicology(1) digital marketing(1) sustainable energy solutions(1)
immersive technology(1) documentary filmmaking(1) neurosurgical advancements(1) social entrepreneurship(1) urban forestry(1) data visualization(1)
charitable(1) non-violence(1) helping(1) kindness(1) intellectual(1) selfless(1)
philosophy(1) thoughts(1) valor(1) integrity(1) righteous(1) cherishes(1)
connectivity(1) feminine(1) heal(1) emotional(1) tranquility(1) self-awareness(1)
disciplined(1) love(1) interpretation(1) peaceful(1) histories(1) questioning(1)
lack(1) variety(1) single(1) forces(1) pacifist(1) dedicated(1)
self-improvement(1) soulful(1) outreach(1) contemplation(1) journeys(1) milestones(1)
harmonious(1)
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Table 21: Attribute words for Religious Bias Data Through Targeted Prompting

Religion Generation 2
mindfulness(7) ethical(6) unity(5) philosophical(5) compassion(4) ecological(4)
wisdom(5) harmony(4) historical(5) governance(4) education(4) poetry(4)
service(4) knowledge(3) literature(3) cultural(4) nature(3) music(3)
peace(3) gratitude(3) humanitarian(4) arts(3) environmental(3) insights(3)
charity(3) dance(3) musical(4) balance(3) meditation(3) interpretations(3)
ancient(3) worship(3) science(2) astronomy(2) humility(2) artists(2)
resilience(2) conservation(2) justice(2) linguistic(2) psychological(2) craftsmanship(2)
loyalty(2) preservation(2) psychology(2) pacifist(2) theology(2) diplomacy(2)
sustainability(2) rebirth(2) wellness(2) engagement(2) literacy(2) bonds(2)
poetic(3) architectural(3) business(2) reflection(2) welfare(2) leadership(2)
non-violence(2) scholarship(2) community(2) learning(2) family(2) cycles(2)
symbolism(2) simple(3) teachings(2) liturgical(2) joyous(3) harmonizing(2)
integrates(2) distinct(2) innovative(1) philanthropic(1) poets(1) reverence(1)
selfless(2) mathematical(1) charitable(2) scientists(1) philosophy(1) physics(1)
socio-political(1) supportive(1) herbal(1) biodiversity(1) empowerment(1) folktales(1)
vibrant(1) art(1) mental(1) societal(1) growth(1) political(1)
dialogue(1) joy(1) preserved(1) perspectives(1) cohesion(1) introspection(1)
inquiry(1) existentialism(1) enlightenment(1) wonder(1) amalgamation(1) debates(1)
aesthetics(1) tolerance(1) inclusivity(1) autonomy(1) simplicity(2) translation(1)
sociological(1) exchange(1) beauty(1) kindness(1) scholars(1) technological(1)
advocates(1) modern(1) quantum(1) jazz(1) interfaith(1) progressive(1)
development(1) organic(1) philanthropist(1) artistry(1) activism(1) astronomers(1)
classical(1) organizational(1) sanctuary(1) sports(1) stem(1) negotiation(1)
holistic(1) academic(1) healing(1) plantation(1) archaeological(1) botanical(1)
fashion(1) storytelling(1) vocational(1) relief(1) culinary(1) preserving(2)
understanding(1) humanities(1) environmentalism(1) photographers(1) bonding(1) hospitality(1)
rationalism(1) therapeutic(1) medicine(1) outreach(1) genealogy(1) moral(2)
sustainable(1) resolution(1) cinema(1) sciences(1) cosmos(1) reconciliation(1)
astronomical(1) environmentalists(1) entrepreneurship(1) philanthropy(1) intellectualism(1) ethics(1)
equality(1) healthcare(1) thoughts(1) cooperation(1) perseverance(1) pride(1)
interconnectedness(1) diversity(1) psyche(1) aid(1) land(1) baptism(1)
sung(1) well-being(2) self-discovery(1) chanting(2) truths(1) purification(1)
peaceful(2) esoteric(1) early(1) myths(1) open-minded(1) reason(1)
universe(1) diverse(2) unifying(2) interplay(1) synthesis(1) one(1)
mercy(1) inner(1) grace(1) bridge(1) prioritize(1) health(1)
evangelism(1) self-improvement(1) services(1) texts(1) renewal(1) milestones(1)
sanctity(1) integrity(1) harmonious(2) betterment(1) honor(1) triumph(1)
inspiring(1) intricate(1) transcendent(1) guiding(1) insightful(1) hopeful(1)
community-driven(1) solemn(1) balancing(1) responsibility(1) creation(1) resilient(1)
loving(1) ancestral(1) life-affirming(1) reverent(1) seasonal(1) fertility(1)
health-maintaining(1) combining(1) rhythmic(1) oral(1) nature-bound(1) detailed(1)
meditative(1) self-explorative(1) empowering(1) clarity(1) original(1) quick(1)
introspective(1) theological(1) dialogic(1) mystical(2) alternative(1) kinship(1)
festive(1) folkloric(1) open(1) questioning(1) evidence-based(1) creator(2)
universal(1) all-encompassing(1) opposing(1) unified(1) redemptive(1) silent(1)
advocating(1) sovereign(1) graceful(1) choral(1) democratic(1) traditional(1)
purifying(1) evangelistic(1) clearing(1) soulful(1) communal(1) testament(1)
social(1) solitudinous(1) shared(1) comforting(1) interconnected(1) profound(1)
guideline(1) fostering(1) connecting(1) celebrate(1) journeying(1) homage(1)
blending(1) integrating(1) delving(1) challenging(1) solace(1) context(1)
personal(1) monotheistic(1) hymns(1) origin(1) morality(1) laws(1)
eternal(1) history(1) mix(1) spirit(1) witchcraft(1) communicating(1)
deities(1) syncretic(1) self-help(1) focuses(1) oldest(1) bodhisattva(1)
mantra(1) strict(1) persecution(1) joyful(1) mesopotamian(1) liberal(1)
skepticism(1) asserts(1) divine(1) multiple(1) single(1) dichotomy(1)
combines(1) oneness(1) salvation(1) light(1) name(1) predestination(1)
emerged(1) retains(1) decentralized(1) initiation(1) sabbath(1) writings(1)
sacred(1) traditions(1) secluded(1) journey(1) expressing(1) challenge(1)
chant(1) guidance(1) recognizes(1) champions(1)
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Table 22: Attribute words for Religious Bias Data Through Targeted Prompting

Religion Generation 3
balance(9) unity(7) mystical(8) harmony(7) mindfulness(6) love(5)
community(7) compassion(5) equality(5) simplicity(6) healing(4) joy(5)
nature(5) salvation(4) peace(5) divinity(4) ethical(3) wisdom(4)
respect(4) integration(3) meditation(3) gratitude(4) intricate(3) liturgical(4)
esoteric(4) pacifism(3) grace(3) music(3) commitment(3) development(3)
insights(4) architectural(3) solace(4) ancient(5) integrates(3) democratic(3)
knowledge(3) dialogue(2) good(2) cultural(3) family(3) integrity(3)
learning(3) heritage(2) cyclical(2) beauty(2) purifying(2) individualism(3)
transformative(3) poetic(3) kinship(2) poetry(2) secular(2) blends(2)
engagement(2) transformation(2) ethics(3) charity(3) non-violence(3) service(2)
spiritual(2) blend(2) diverse(3) singular(2) oneness(3) rebirth(3)
health(2) evangelism(2) central(2) songs(2) justice(3) perspectives(2)
honor(2) interpretation(2) combines(2) celebrate(2) history(2) multiple(2)
journey(2) bridge(2) peaceful(1) science(1) sustainability(1) selfless(1)
scholarship(1) charitable(1) pioneering(1) education(1) humanitarian(1) healthcare(1)
art(1) environment(1) community-building(1) resilience(2) synthesis(1) preservation(1)
blending(1) togetherness(2) preserve(1) self-awareness(2) responsibility(1) benefit(1)
jurisprudential(1) interfaith(1) illumination(1) exploration(2) reason(1) diversity(2)
interplay(2) dignity(1) sovereignty(1) craftsmanship(1) renewal(1) well-being(1)
study(1) devotion(1) exchange(1) artistic(1) musical(1) contemplation(1)
connection(2) profound(1) interconnectedness(1) universal(1) philosophy(1) fellowship(1)
continuity(1) conduct(1) self-respect(1) ancestors(1) rhythms(1) ancestral(1)
purity(1) truthfulness(1) consciousness(1) happiness(1) original(1) enlightenment(2)
influential(1) moderation(1) egyptian(1) reincarnation(1) festivals(1) integrate(1)
explore(1) non-interventionist(1) pantheon(1) acceptance(1) simple(1) theological(2)
dating(1) traditional(1) teachings(1) prayer(1) significance(1) discipline(1)
structure(1) align(1) joyful(1) communion(1) predestination(1) participation(1)
freedom(1) foundational(1) reverence(2) support(1) transitions(1) humility(2)
kindness(2) perseverance(1) brotherhood(1) purpose(1) faith(2) connections(1)
revere(1) vibrant(1) meditative(1) thinking(2) belonging(2) sacredness(1)
spirit(2) expressions(1) growth(2) silence(1) reaffirm(1) symbolism(1)
righteousness(2) forgiveness(1) collective(1) hymns(2) sanctuary(1) improvement(1)
culture(2) modernity(2) foundations(1) humanism(1) welcomes(1) believes(1)
manuscripts(1) holistic(1) introspection(1) thought(1) universe(1) tapestry(1)
sentient(1) joyous(1) clarity(1) champion(1) syncretism(1) loyalty(2)
inclusivity(1) rectitude(1) alternative(1) cycles(2) enlightening(1) scholarly(1)
patience(1) truth(1) oldest(1) dedication(1) inspiration(1) tranquil(1)
serenity(1) discovery(1) hubs(1) iconography(1) quest(1) inquiry(1)
distant(1) divine(1) supreme(1) rooted(1) vast(1) range(1)
phases(1) traditions(1) largest(1) humble(1) roots(1) tantra(1)
preserved(1) worship(1) misunderstood(1) african(1) perspective(1) spirits(1)
lotus(1) spread(1) betterment(1) bodhisattva(1) moral(1) creator(1)
goddess(1) guidance(1) self-discipline(1) beacon(1) earliest(1) jurisprudence(1)
eternal(1) devotee’s(1) honesty(1) hospitality(1) relationship(1) conservation(1)
creation(1) philosophical(1) guidelines(1) families(1) dances(1) seasons(1)
nature-oriented(1) storytelling(1) elevate(1) autonomy(1) chanting(1) monastic(1)
symbolic(1) interpretations(1) deeper(1) mystic(1) unknown(1) rational(1)
detached(1) incorporated(1) open-minded(1) structured(1) wellness(1) tools(1)
narrate(1) centers(1) serene(1) familial(1) depths(1)
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J Appendix - Attribute words for General Prompting Data

Table 23: Attribute words for General Prompting Data

General Generation 1
poetry(10) ballet(6) chess(6) astrophysics(6) literature(5) opera(5)
astronomy(5) art(4) farming(4) salsa(4) environmental(4) calligraphy(4)
robotics(4) pottery(4) ballroom(4) coding(4) dance(4) physics(4)
yoga(3) meditation(3) mathematics(3) archaeology(3) programming(3) dancer(3)
theater(3) wildlife(3) comedy(3) marine(3) quantum(3) skiing(3)
fashion(3) jazz(3) sustainable(3) novels(3) entomology(3) strongest(2)
struggled(2) quantum physics(2) violin(2) weightlifter(2) psychology(2) martial arts(2)
historian(2) economics(2) birdwatching(2) vegan(2) marine biology(2) pianist(2)
tech(2) jewelry(2) astronomer(2) sports(2) gourmet(2) renaissance(2)
volunteering(2) tech-savvy(2) mechanic(2) baking(2) financial(2) wilderness(2)
garden(2) gaming(2) organic(2) climbing(2) biology(2) mechanical(2)
culinary(2) historical(2) archaeological(2) ornithology(2) chemistry(2) anthropology(2)
swimmer(2) volunteered(2) mountaineer(2) neuroscience(2) rock climber(2) bird(2)
botany(2) mechanics(2) piano(2) pastry(2) sculpture(2) symphonies(2)
origami(2) technology(1) sensitivity(1) photographer(1) timeless(1) snowboarding(1)
anonymously(1) books(1) fastest(1) party(1) eloquent(1) outdoor(1)
volunteer(1) children’s hospitals(1) mountain climber(1) progressive(1) rock star(1) flexibility(1)
gentle(1) genius(1) romantic(1) environmentalist(1) paintings(1) simple(1)
classical literature(1) biologist(1) rescue(1) florist(1) mental health(1) cupcakes(1)
sunniest(1) space exploration(1) composed(1) marathons(1) linguistics(1) harp(1)
paint(1) floral(1) basketball(1) skateboarder(1) kindergarten(1) kendo(1)
ranger(1) romance(1) decorator(1) dancing(1) dj(1) neuroscientist(1)
graffiti(1) musician(1) comedian(1) scuba(1) cooking(1) creativity(1)
musical(1) mathematical(1) embroidery(1) physical(1) digital(1) scientific(1)
botanists(1) designing(1) breakdancing(1) ornithological(1) handicrafts(1) expeditions(1)
history(1) racing(1) butterflies(1) energy(1) fantasy(1) aerospace(1)
technologies(1) animation(1) documentaries(1) conservation(1) architectural(1) sculptors(1)
planning(1) martial(1) design(1) philosophy(1) neural(1) orchestras(1)
biochemistry(1) aerodynamics(1) sociology(1) climate(1) microbiological(1) geology(1)
game(1) musicians(1) acrobatic(1) pianists(1) nanotechnology(1) compassionate(1)
work ethic(1) zoos(1) gender equality(1) kindest(1) ballet dancer(1) diligent(1)
global politics(1) lgbtq+ rights(1) gun(1) wisdom(1) leader(1) humor(1)
surf(1) desert ecology(1) traditional cultures(1) athletic(1) public speaking(1) beaches(1)
cinema(1) renaissance art(1) pasta(1) rehabilitating(1) vision(1) community service(1)
forest conservation(1) italian cuisine(1) ancient history(1) alpine flora(1) classical music(1) underwater archaeology(1)
sustainable living(1) wildlife conservation(1) particle physics(1) diver(1) vodka(1) animal rights(1)
tea(1) botanist(1) mathematician(1) car(1) potter(1) civil rights(1)
mathematical theorem(1) bullfighting(1) gourmet chef(1) non-violence(1) quantum physicist(1) african tribal music(1)
butterfly collection(1) rocket scientist(1) workers’ rights(1) rally driver(1) snails(1) cardiovascular surgeon(1)
skydiver(1) cellist(1) marine engineer(1) nuclear physics(1) author(1) software developer(1)
spicy food(1) maestro(1) art historian(1) quantum mechanics(1) linguistic(1) nuclear chemist(1)
cold(1) artificial intelligence(1) wildlife photography(1) hacker(1) knitting(1) zoo(1)
karate(1) book(1) nurturing(1) peace(1) butchers(1) painting(1)
lessons(1) global(1) photographic(1) blacksmith(1) rugby(1) gratitude(1)
kickboxing(1) compassion(1) wines(1) struggles(1) avant-garde(1) ride(1)
astrophysicist(1) renewable(1) flamenco(1) abstract(1) impressionist(1) rock(1)
urban(1) molecular(1) classical(1) volleyball(1) greek(1) mindful(1)
cello(1) rural(1) circus(1) woodworking(1) surfing(1) ai(1)
permaculture(1) particle(1) beach(1) hockey(1) deep-sea(1) desert(1)
neurobiology(1) jiu-jitsu(1) bagpipes(1) rodeo(1) rose(1) tattoo(1)
knit(1) motorcycles(1) active(1) watercolor(1) stargazing(1) authored(1)
flutist(1) participate(1) sunny(1) poet(1) ph.d.(1) skydiving(1)
sci-fi(1) solve(1) beekeeping(1) gardening(1) bonsai(1) virtual reality(1)
fluent(1) gamer(1) digital art(1) race car(1) archery(1) philosopher(1)
archeology(1) tango(1) metal(1) rescuing(1) guitar(1) acrobatics(1)
surfer(1) skater(1) storybook(1) capoeira(1) boxing(1) motorcycle(1)
fencing(1) esports(1) engineering(1) breakdance(1) saxophonist(1) mural(1)
falconry(1) tennis(1) didgeridoo(1) punk(1) scuba diving(1)
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Table 24: Attribute words for General Prompting Data

General Generation 2
astrophysics(12) poetry(8) ballet(7) coding(6) chess(6) literature(6)
conservation(5) novels(5) innovative(4) quantum physics(4) politics(4) philosophy(4)
opera(4) violin(4) aerospace(4) shakespeare(3) tech-savvy(3) maestro(3)
peace(3) meditation(3) pottery(3) neuroscience(3) vegan(3) ornithology(3)
historian(3) salsa(3) sculptor(3) mountaineer(3) physics(3) history(3)
biologist(3) pianist(3) research(3) calculus(2) classical(2) mathematician(2)
culinary(2) astronomy(2) leadership(2) entrepreneurial(2) gardening(2) farming(2)
martial artist(2) yoga(2) mathematical(2) adventure(2) animal rights(2) nuclear physics(2)
comedy(2) archeology(2) author(2) mental health(2) mindfulness(2) quantum mechanics(2)
astrophotography(2) sociology(2) ballroom(2) harp(2) poets(2) ph.d.(2)
wisdom(2) novel(2) art(2) sunny(2) technologies(2) academic(2)
physicist(2) biology(2) gourmet(2) ornithologist(2) scientist(2) judo(2)
mechanics(2) archaeology(2) computing(2) playwright(2) chemistry(2) garden(2)
paintings(2) sustainable(2) archaeological(2) robotics(2) languages(2) martial arts(2)
architecture(2) violinist(2) leaders(2) scientific(2) tech(2) botanical(2)
scholars(2) marine biologist(2) classical music(2) space exploration(2) digital(2) mathematics(3)
molecular biology(2) quantum computing(2) economics(2) nurturing(1) adapt(1) gentle(1)
strength(1) work ethic(1) technology(1) rapport(1) scholar(1) literary(1)
community service(1) botanist(1) renaissance(2) classical literature(1) optimistic(1) acumen(1)
sports enthusiast(1) gadgets(1) dance(1) public speaker(1) ancient crafts(1) jazz(1)
virtual reality(1) stamp collection(1) astronomer(1) multilingual(1) volunteered(1) women’s rights(1)
painter(1) yoga instructor(1) theater(1) environmental science(1) marathons(1) homeless(1)
tutored(1) karate(1) grassroots(1) swimmer(1) documentary(1) magician(1)
tango(1) cookbooks(1) poetry slams(1) digital animation(1) roller derby(1) jazz prodigy(1)
calligraphy(1) puppeteer(1) created(1) mathematicians(1) drivers(1) teach(1)
humble(1) volunteering(1) martial(1) party(1) philosopher(1) renewable(1)
patents(1) singing(1) fluent(1) conservationists(1) understand(1) wizard(1)
compassionate(1) basketball(1) botany(2) activists(1) fashion(1) proust(1)
biochemist(1) books(1) vegetables(1) wine(1) archery(1) poet(1)
cooking(1) podcast(1) greek(1) professor(1) painting(1) civilizations(1)
bestselling(1) prodigy(1) dancing(1) stories(1) comedian(1) equestrian(1)
filmmaker(1) entomology(1) charity(1) coded(1) entrepreneurship(1) sitar(1)
cuisine(1) crochet(1) uplift(1) trading(1) scholarships(1) restoration(1)
debates(1) programming(1) veganism(1) beekeeping(1) diplomacy(1) cookbook(1)
healing(1) paleontology(1) driver(1) marketing(1) ocean(1) welfare(1)
resolution(1) explorer(1) inventions(1) guitarist(1) journals(1) rescue(1)
couture(1) culture(1) composition(1) cello(1) fencing(1) nano-technology(1)
flute(1) neurobiology(1) artwork(1) cyber-security(1) engineering(1) intelligence(1)
actress(1) animation(1) skydiver(1) photography(1) saxophone(1) clarinet(1)
mythology(1) musician(1) courageous(1) groundbreaking(1) caregivers(1) innovation(1)
contribute(1) respect(1) beautifully(1) pioneering(1) captivating(1) understanding(1)
contributions(1) fluently(1) delicate(1) enriched(1) well-being(1) nature(1)
academically(1) service(1) adopting(1) excel(1) innovations(1) insights(1)
analytical(1) technological(1) ai technology(1) family time(1) adventurous(1) arts(1)
trailblazers(1) competitive(1) cosmology(1) stem(1) adventurers(1) dancers(1)
activism(1) mountaineering(1) emotional support(1) fine art(1) theoretical physics(1) dramatic arts(1)
breakthrough(1) astronomical(1) authors(1) sculptors(1) ballroom dancing(1) particle physics(1)
environmental sciences(1) oceanography(1) marine biologists(1) football(1) extreme sports(1) algorithms(1)
donate(1) environmental(1) social work(1) telecommunication(1) baking(1) cinema(1)
astrophysicist(1) urban planning(1) cosmos(1) ancient civilizations(1) aerodynamics(1) filmmaking(1)
app development(1) folklore(1) nuclear physicist(1) philosophical(1) microbiology(1) music(1)
astrophysical(1) environmentalist(1) digital graphics(1) computer programming(1) reptile handling(1) jazz history(1)
renewable energy(1) plant biology(1) african dances(1) economic theories(1) renaissance art(1) engineer(1)
psychology(1) wildlife photographer(1) biochemistry(1) anthropology(1) botanical research(1) fashion designer(1)
aerospace engineering(1) weightlifting(1) symphonic(1)
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Abstract

In this paper, we report on a new corpus of sim-
plified German. It is recently requested from
public agencies in Germany to provide infor-
mation in easy language on their outlets (e.g.
websites) so as to facilitate participation in soci-
ety for people with low-literacy levels related to
learning difficulties or low language proficiency
(e.g. L2 speakers). While various rule sets and
guidelines for Easy German (a specific vari-
ant of simplified German) have emerged over
time, it is unclear (a) to what extent authors
and other content creators, including genera-
tive AI tools consistently apply them, and (b)
how adequate texts in authentic Easy German
really are for the intended audiences. As a first
step in gaining insights into these issues and to
further LT development for simplified German,
we compiled DE-Lite, a corpus of easy-to-read
texts including Easy German and comparable
Standard German texts, by integrating exist-
ing collections and gathering new data from
the web. We built n-gram models for an Easy
German subcorpus of DE-Lite and compara-
ble Standard German texts in order to identify
typical features of Easy German. To this end,
we use relative entropy (Kullback-Leibler Di-
vergence), a standard technique for evaluating
language models, which we apply here for cor-
pus comparison. Our analysis reveals that some
rules of Easy German are fairly dominant (e.g.
punctuation) and that text genre has a strong
effect on the distinctivity of the two language
variants.

1 Introduction

The UN Convention on the Rights of Persons with
Disabilities (UN-CRPD)1 states that obstacles to
accessibility to “information, communication and
other services” should be eliminated by state par-
ties for people with disabilities (article 9). Against
this background, many countries have pushed for

1https://social.desa.un.org/issues/disability/
crpd/

legislation to reduce the language barrier for people
with learning difficulties2 as one of the core mea-
sures in creating equal opportunities. In Germany,
different forms of simplified German have emerged
including variants of a regulated, “easy” German
(‘Leichte Sprache’) that are intended to make writ-
ten information accessible for low-literacy readers
(Inclusion Europe, n.d.; Netzwerk Leichte Sprache,
2022; Bredel and Maaß, 2016; Bock, 2018; Bun-
desministerium der Justiz und für Verbraucher-
schutz, 2017). According to a recent policy of the
German Ministry for Work and Social Affairs3, it is
now requested from public institutions to provide
information in (regulated) Easy German alongside
Standard German. While people with disabilities
are the only group whose right to accessible writ-
ten information is statutory, it is often claimed that
non-disabled people such as learners of German or
older people, or even all people (Netzwerk Leichte
Sprache, 2022), profit from Easy German.

While a long-awaited move in language policy,
there are a number of open questions both for the
theory and the practice of Easy German. There are
several agencies providing guidelines about how
to write in Easy German and while there is a fair
level of convergence, there is also some conflicting
advice. Also, it is unclear whether specific features
such as avoiding pronouns or using only simple,
paratactic conjunctions (see Section 2.1) are indeed
beneficial for comprehension and if so, for which
specific target groups. Overall, there is fairly little
empirically grounded research about the use of
Easy German in particular. This is the motivation
of the project we report on in this paper.

2We use this term for people with intellectual and other
disabilities because it is considered less stigmatising by self-
advocacy groups such as Network People First Germany,
see https://www.menschzuerst.de/pages/startseite/
wer-sind-wir/verein.php

3Bundesteilhabegesetz und Nationaler Aktionsplan
2.0: https://www.bmas.de/DE/Leichte-Sprache/
leichte-sprache.html
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Our focus is on the exploratory research ques-
tion: What are the typical features of Easy German
in lived practice? This involves empirical studies
of authentic productions in Easy German and other
variants of simplified German. For this purpose,
we have compiled the DE-Lite corpus from pre-
existing resources of different variants of simpli-
fied German and Standard German, and extended
it with additional texts from the web.

This paper documents decisions made in the cor-
pus compilation process, including how to address
the challenge of duplicate identification. In ad-
dition, we present an exploratory, n-gram-based
study in which subcorpora of DE-Lite consisting
of comparable texts in Easy German and Standard
German are compared revealing main characteris-
tics of Easy German. We think that the corpus, its
description, and the empirical study are of interest
for the development of inclusive language technol-
ogy, and that insights of the German corpus and its
compilation can be transferred to other languages.

Our overarching theoretical approach is rooted in
information theory (Shannon, 1948), a mathemati-
cal theory of communication, according to which
language users modulate the information content
of their messages (Crocker et al., 2015), adapting
their linguistic encodings to properties of both the
channel (e.g. noise) and the recipient (audience de-
sign) (see e.g. Vogels et al., 2019; Häuser and Kray,
2021).

The link to Easy German is a natural one: Rules
and recommendations for Easy German can be
considered intentional measures to reduce the in-
formation content (surprisal) of linguistic expres-
sions/units, such as words, sentences or stretches
of text. Surprisal being correlated with process-
ing effort, modulation of information content is a
measure to adapt to a supposedly lower channel ca-
pacity of the target group(s) of Easy German. We
thus hypothesise that the information content of
linguistic units should be smaller in Easy German
compared to standard language, indicated e.g. by a
preference for high-frequency words, lower lexical
density, lower vocabulary variation and syntactic
and cohesive explicitness. To identify the specific
properties of Easy German, we compare it with
Standard German, employing selected information-
theoretic measures, such as relative entropy, a mea-
sure widely used in NLP for evaluating language
models.

The paper is structured as follows. In related
work (Section 2), we sketch the history of Easy

German, followed by a brief state-of-the-art on
corpus-based work on Easy Language. In Section 3
we introduce the DE-Lite corpus containing texts
in simplified variants of German by describing cor-
pus design, the challenge of harmonising existing
resources, and the mathematical basis of our lan-
guage modeling. Section 4 complements the corpus
description by presenting an exploratory, compar-
ative analysis of two DE-Lite subcorpora of Easy
German and Standard German. We conclude with
a summary and discussion (Section 5).

2 Related work

The next section outlines the development of Easy
German as a highly restricted variant of German.

2.1 Easy German

Easy German (‘Leichte Sprache’) only emerged in
the late 1990s, while similar concepts have been
practised in countries such as Finland, Sweden, and
the USA since the 1970s (Netzwerk People First
Deutschland e.V.; Tjarks-Sobhani, 2012, 28; Gross,
2015, 81). Today, simplified variants of national
languages exist in numerous countries around the
globe.4 The concept originated from the empow-
erment of people with learning difficulties advo-
cating their right to participation in society. In
Germany, they developed relatively rigid rules for
creating easily comprehensible text together with
their supporters (Inclusion Europe; Netzwerk Le-
ichte Sprache, 2014, 2022). The rule sets also em-
phasise the importance of letting representatives
of the target groups check texts written in Easy
German for comprehensibility and partly make this
procedure a prerequisite for awarding an official
quality seal for Easy German. While Easy German
is a concept that has been developed by laypeople
and has been in use for a long time, even before it
was legally recognised, linguistic research in this
area has only increased over the past few years.

Even though there are differing rule sets and
guidelines for creating text in Easy German, they
overlap with regard to general linguistic principles:
All rule sets emphasise the importance of syntactic
simplicity, for example by using short sentences,
only making one statement per sentence (Inclu-
sion Europe, 16-17; Netzwerk Leichte Sprache,
2022, 30), or using a fixed constituent order with
sentence-initial subject (Netzwerk Leichte Sprache,

4https://www.easy-plain-accessible.com/home/
around-the-world/
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Was ist Leichte Sprache? What is Easy Language?
Leichte Sprache ist eine besondere Form der deutschen
Sprache.

Easy language is a special form of the German language.

Leichte Sprache ist leicht zu lesen und zu verstehen. Easy language is easy to read and understand.
Texte in leichter Sprache haben zum Beispiel: Texts in easy language have for example:

• einfache Wörter

• kurze Sätze

• Bilder

• simple words

• short sentences

• pictures

Deshalb verstehen viele Menschen Texte in leichter Sprache
besser.

That is why many people understand texts in easy language
better.

Dadurch wissen sie mehr. So they know more.
Und sie können mitreden. And they can have their say.
Sie können selbst Entscheidungen treffen. They can make decisions for themselves.

Table 1: Definition of Easy German in Easy German with specific typography (Netzwerk Leichte Sprache, 2021,
209)

2022, 31; Bredel and Maaß, 2016, 419-425) which
is not required in Standard German.

On the lexical level, it is commonly recom-
mended to use only frequently used words and
avoid technical terms as well as borrowed words
(Netzwerk Leichte Sprache, 2022, 13). With re-
gard to morphology, verbs are preferred over nouns,
passive voice should be avoided and prepositional
paraphrases are considered easier than genitive case
(Netzwerk Leichte Sprache, 2022, 16-17). There
are also some recommendations on the textual level:
Difficult words, if they cannot be avoided, should
always be explained (Inclusion Europe, 15), and
instead of using pronouns or lexical substitution,
the “same words for the same things” (Netzwerk
Leichte Sprache, 2022, 14) should be used.

The example shown in Table 1 illustrates some
of these characteristics: On a syntactic level, it con-
sists of paratactic structures with the subject or an
adverbial connective (deshalb ‘therefore’, dadurch
‘thereby’) being the first sentence constituent. The
coreferring expression Leichte Sprache is repeated
several times instead of being replaced by a pro-
noun as would be the coherent way to put it in
Standard German. At the same time, the text shows
some inconsistencies with respect to the rules men-
tioned above: The nominal phrase Menschen (‘peo-
ple’) is not repeated, but is referred to anaphor-
ically by the personal pronoun sie (‘they’), and
the first sentence employs the genitive attribute
der deutschen Sprache (‘of the German language’)
instead of a prepositional paraphrase as is recom-
mended for example by Netzwerk Leichte Sprache
(2022).

2.2 Corpus resources and corpus-based
studies

Multilingual corpora and corpora that include dif-
ferent intra-lingual variants such as the DE-Lite
corpus can be classified according to the relation
that texts of the different variants have to each other:
In a ‘parallel corpus’ there is a translation relation
between individual texts of the different languages
or variants (which can be made explicit by aligning
on sentence, paragraph, or text level); in a ‘compa-
rable corpus’ texts are sampled for the same genres
or text types across variants.5 If there is neither
a translation relation nor a thematic relation, the
corpus just contains samples of monolingual sub-
corpora of different languages or variants.

There are a number of corpora for simplified
German which we summarised in Table 3 in Ap-
pendix A. While the Geasy corpus (Hansen-Schirra
et al., 2021) contains Easy German texts, several
other corpora contain different variants of simpli-
fied text: LeiKo (Jablotschkin and Zinsmeister,
2023), DEplain (Stodden et al., 2023) and the Sim-
ple German Corpus (Toborek et al., 2023) contain
Plain German as well as Easy German, APA-RST
(Hewett, 2023) is a corpus of Austrian texts that are
categorised into different complexity levels (A2,
B1 according to Council of Europe, 2001), and
both the LeiSa corpus (Lange and Bock, 2016) and
WebCorpus (Battisti et al., 2020) sample simplified
text without restricting it to a specific simplification

5This terminology is broader than the use of comparable
corpus in translation studies where the term is used for sets
of texts originally written in a language L and thematically
comparable texts that are translated into L.
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method or label. Most of the corpora are (partly)
parallel and contain Standard German texts as well.
Others are comparable corpora for different vari-
ants of simplified German. The corpora also differ
with regard to whether they contain sentence align-
ments and linguistic annotations.

While parallel corpora in the setting of simpli-
fied language are especially suited for training auto-
matic simplification algorithms or analysing intra-
lingual translation strategies, comparable corpora
allow for the acquisition of larger amounts of data
and the detection of linguistic differences between
or within language variants, e.g. based on metadata
such as text genre or publisher.

Various corpuslinguistic studies investigate spe-
cific linguistic characteristics of Easy German, of-
ten in order to evaluate the applicability and ap-
plication of individual rules (e.g. Lange, 2019;
Fuchs, 2019). There are also psycholinguistic stud-
ies that evaluate characteristics of Easy German
with regard to whether they improve text compre-
hensibility for the recipients (e.g. Lasch, 2017;
Bock, 2017a). There are few studies that (like our
own) use corpus data to explore characteristics or
complexity levels of Easy German inductively (e.g.
Bock, 2014). Unlike previous studies, our approach
is not restricted to specific linguistic levels such as
syntax or morphology. By calculating KLD on ev-
ery token of the corpus and isolating distinctive
types (see Section 4), we take this as a starting
point to draw conclusions about the expression of
complexity reduction on different linguistic levels
such as syntax, morphology or pragmatics of (text
genres in) Easy German.

3 Corpus

In order to re-use previously collected data as well
as annotations and alignments, we merged parts of
different existing corpus resources containing texts
in variants of simplified German: DEplain (Stod-
den et al., 2023), Geasy (Hansen-Schirra et al.,
2021), WebCorpus (Battisti et al., 2020) and LeiKo
(Jablotschkin and Zinsmeister, 2023). The corpus
is still under construction and further existing Easy
German corpora will be included, such as APA-
RST (Hewett, 2023) and the Simple German Cor-
pus (Toborek et al., 2023). To further expand the
corpus, we also collected html text as well as PDFs
from additional websites, our main sampling crite-
rion being date of publication: In order to ensure
comparability and avoid date of publication as con-

founding variable, we excluded texts that had been
published before 2017. This is motivated by the as-
sumption that Easy German has undergone substan-
tial changes with regard to its linguistic characteris-
tics. One trigger for this has been the publication of
linguistically founded rules and recommendations
for Easy German texts by Forschungsstelle Leichte
Sprache Hildesheim (Research Unit Easy German
Hildesheim) (Maaß, 2015; Bredel and Maaß, 2016).
In addition, there have been research projects that
improved the general understanding of what ex-
actly is comprehensible for the target groups of
Easy German, such as LeiSa (Bock, 2018).

The collected data comprises different file for-
mats and requires different methods of preprocess-
ing. As for PDFs, we used the Python library
PyMuPDF to extract text and conducted additional
manual cleaning. For webscraping, we used the
Python requests library, and BeautifulSoup in
order to parse the downloaded html files. We used
the tcf version (Heid et al., 2010) of the WebCorpus
data (Battisti et al., 2020) containing primary text
as well as annotations and metadata, which we also
parsed with BeautifulSoup.

3.1 Duplicate identification

An important issue when combining different web-
based corpora is near-duplicate cleanup, see Rodier
and Carter (2020) for a recent overview. For ex-
ample, Geasy (Hansen-Schirra et al., 2021), Web-
Corpus (Battisti et al., 2020) as well as DEplain
(Stodden et al., 2023) all made use of the web-
site einfach-teilhaben.de by Germany’s fed-
eral ministry for labour and social affairs (BMAS),
which provides official information about topics
such as disability, inclusion and social participa-
tion. To detect and exclude duplicates, we com-
puted substring edit distances between corpus texts
by BatchSED (Adelmann, 2021)6 following the
approach of (Adelmann and Gius, 2020). This ap-
proach takes into account the possibility that one
text may be fully or partially contained within an-
other text (in our case, for example, due to different
web scraping routines). Hence, BatchSED calcu-
lates two scores for each pair of texts, by taking
text 1 as a substring of text 2 and vice versa. Two
texts are considered duplicates if the substring edit
distances for both directions, divided by the length
of the text to be embedded as substring, is less than

6https://github.com/benadelm/BatchSED: It calcu-
lates word-based distances with insertion costs equal to dele-
tion costs equal to substitution costs equal to one.
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Category Values
Label Leichte Sprache, Einfache Sprache, children, other
Rule set / agency Forschungsstelle Leichte Sprache Hildesheim (FLS), capito, Netzwerk Leichte Sprache, Inclusion

Europe, other
Complexity level A1, A2, B1, none
Original corpus Geasy, WebCorpus, DEplain, LeiKo, DE-Lite
Publisher [name of publisher], e.g. public broadcasters, governmental institutions, welfare institutions, research

institutions, non-profit organisations/NGOs, publishing houses, political parties, private individuals
Verification process Target group, none
Year of publication 2017 or more recent
Text genre lexicon, news/newspaper, wiki, blog, election programme, story/novel, technical text, administrative

text and others
Origin of text user-generated, editorial

Table 2: Core metadata of the DE-Lite corpus: Categories and values

15 %. From a pair of texts identified as duplicates,
we kept that instance that was aligned to a parallel
text in the corpus. If this filter was not applicable,
we followed a fixed preference hierarchy, partly mo-
tivated by the availability of metadata, to make the
provenance of the corpus texts transparent: LeiKo
before WebCorpus before DEplain before Geasy
before newly crawled material. This method iden-
tified about 400 Easy German texts and about 500
Standard German texts as duplicates which we ex-
cluded from the merged corpus. The actual number
of duplicates was in fact much higher but many
instances were filtered manually in advance, dur-
ing the process of integrating the resources before
further processing.

3.2 Metadata annotation

For our corpus, we collect the metadata displayed
in Table 2. Our main sampling criterion is year
of publication (cf. beginning of Section 3). In ad-
dition, we cover a broad range of text genres in
order to approximate representativity. Since the
underlying rule set or agency might also have an
effect on linguistic characteristics, we include texts
written according to the non-linguistic rule sets (In-
clusion Europe; Netzwerk Leichte Sprache, 2022)
as well as texts written according to the rule sets by
Forschungsstelle Leichte Sprache Hildesheim (Re-
search unit Easy German Hildesheim; FLS) (Bredel
and Maaß, 2016). However, for most of the texts it
is not clear whether they were written according to
a specific rule set.

These data are partly adopted from the existing
corpora, which we merged into our corpus. For
newly collected texts, we collect the data from the
websites or PDFs. For the texts from existing cor-
pus resources, we complete the metadata accord-
ing to our annotation scheme wherever possible.
Since the original websites cannot always be recon-

structed, certain metadata cannot be retrieved any
more.

As previously mentioned, there are various seals
for marking simplified German text. Sometimes,
texts labeled as Easy German further contain an
indication of their complexity level. This informa-
tion is contained in the metadata variables label
and complexity level.

Since some of the rule sets require members
of the target groups to verify Easy German texts
before they can be labeled as such, verification
process was also included as metadata variable.

3.3 Language modeling
An effective approach to get a first idea of the dif-
ferences between language variants is to compute
word-based n-gram models (including punctuation)
for each variant and compare the models with a
divergence measure, such as Jensen-Shannon or
Kullback-Leibler Divergence. Here, we use the
asymmetric variant, Kullback-Leibler Divergence
(KLD). Formally, KLD computes the difference be-
tween two probability distributions in terms of the
number of additional bits needed to encode a unit x
from a distribution A with an optimal encoding for
distribution B (see eq. 1). The higher the number
of additional bits, the greater the difference.

DKL(A∥B) =
∑

x∈X
A(x) log

(
A(x)

B(x)

)
(1)

While a standard method for evaluating language
models, KLD has the advantage of giving us not
only an indication of the overall difference between
two language variants, but also of the most dis-
tinctive linguistic features. The specific features
(here: words, punctuation marks) involved in the
difference are obtained by ranking the features in
terms of pointwise KLD. For inspection we use
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Easy vs. Standard News vs. non-news (Easy) News vs. non-news (Standard)

Figure 1: Term clouds displaying distinctive terms in the respective subcorpora of DE-Lite v1. Size: Distinctivity
by KLD, Colour: Relative frequency

a word cloud visualization (see Figure 1) that en-
codes the relative frequency (colour) and the dis-
tinctivity (size) of features. For assessing the sta-
tistical significance of an observed difference in
overall frequencies, a p-value is calculated with
an unpaired Welch t-test on the observed probabil-
ities in the individual documents of each corpus.
By default, the p-value is set to 0.05 (95 % con-
fidence) (cf. Fankhauser et al., 2014). Note that
this method is equivalent to a (relative) frequency-
based account combined with a statistical test on
a feature distribution but has the advantage that
features are not a priori selected but automatically
detected and ranked in terms of their contribution
to the distinction between language variants.

3.4 DE-Lite v1: Data basis of this study

DE-Lite contains two subcorpora of Easy German
texts, a parallel one and a monolingual one. In
addition to Easy German texts, the corpus also con-
tains comparable texts in other simplified German
variants, such as Plain German and texts addressing
children.

For the explorative corpus comparison described
in Section 4, we use the subset DE-Lite v17 con-
taining 1,195,176 Easy German tokens (from both
the parallel and the monolingual subcorpora) and
1,154,226 Standard German tokens. The other vari-
ants of simplified German (e.g. texts for children)
are not relevant for this study.

7DE-Lite v1 is downloadable from https://github.
com/HeikeZinsmeister/DE-Lite.

4 Corpus comparison: Easy vs. Standard
German

For an explorative corpus study, we use DE-Lite v1
(see Section 3.4). We investigate the corpus data
with the help of n-gram based KLD computations
along two dimensions: Language variant with the
two categories Easy and Standard, and text genre
with the categories news and non-news. To this
end, we compare what specific types contribute
significantly to the overall KLD of the respective
dimension category. Figure 1 shows a visualisation
of the distinctivity (size) and relative frequency
(colour) of individual types. In order to illustrate
typical uses and functions of the distinctive terms
in the respective subcorpora, we additionally draw
on concordances and example sentences.8

In a first step, we compare the Easy German sub-
corpus to the Standard German subcorpus without
drawing on any additional metadata (see Section
4.1). On the one hand, our data reveal that in Easy
German, particular care is given to establishing co-
herence. On the other hand, we find characteristics
that illustrate the ways morphological and syntactic
simplicity is ensured in Easy German.

Subsequently, we show that our approach can be
used to detect text-genre specific features within
Easy and Standard German by comparing Easy Ger-
man news to Easy German non-news and Standard
news to Standard German non-news (see Section
4.2). Our results show that the characteristics that
distinguish news from non-news in Easy German
only partly overlap with those that distinguish news
from non-news in Standard German.

8We used the corpus tool AntConc to systematically sift
through the contexts of distinctive types (Anthony, 2023).
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4.1 Easy vs. Standard

In order to establish local coherence, texts in Easy
German typically contain explanations of difficult
words and examples to make abstract concepts
more concrete. This general observation can be
reproduced by our approach: Some of the terms
that significantly contribute to the overall KLD be-
tween Easy and Standard German data are used
for exemplification and explanation or rephras-
ing: Zum (‘for’; sentence-initial) and Beispiel (‘ex-
ample’) are very prominent and typically occur
together, as can be shown by a further analysis
of concordances (see also examples (1) and (2)).
Another very prominent term is sentence-initial
Das (‘that’), which in our data is frequently fol-
lowed by verbs such as ist (‘is’), heißt (‘means’)
or bedeutet (‘means’). However, while explanation
and rephrasing are important to ensure comprehen-
sion, resolving anaphora such as the pronoun Das
(‘that’), which often refers to a preceding clause as
its non-nominal antecedent, may also be challeng-
ing (Kolhatkar et al., 2018) and therefore should
be evaluated with members of the target groups of
Easy German. In our Easy German data, Das also
frequently occurs as a determiner in the phrase Das
Wort (‘the word’). A closer examination of the in-
stances reveals that they all originate from one and
the same website, namely Hurraki, a wiki-like site
in Easy German. The same is true for phrases like
Gleiche Wörter (‘same words’) and Genaue Erk-
lärung (‘precise explanation’). Entries in Hurraki
follow a fixed structure and often contain additional
information about the use and meaning of words.
While this is another strategy to establish coher-
ence, these specific phrases are not representative
of Easy German. Systematically collecting meta-
data of Easy German corpus texts is thus essential
in order to detect biases like this. This observa-
tion is relevant because Easy German sites tend
to be more structured than standard language sites
also by using formulaic sequences (see also the rec-
ommendation to use the same words for the same
things, Section 2.1).

Not only words, but also punctuation marks sig-
nificantly contribute to KLD: Colons, full stops
and bullet points are distinctive for Easy in com-
parison to Standard German. The bullet point is
frequently preceded by a colon and introduces a
list of examples intended to make a concept more
graspable (cf. example (2)). As has been shown
by Jablotschkin and Zinsmeister (2021), another

function of the colon in Easy German is to indicate
a syntactic dependency relation between a matrix
and a subordinate object clause (cf. example (3)), a
function, which is more commonly accomplished
by a comma in Standard German. The distinctivity
of the full stop in Easy German is not surprising as
Easy German uses shorter and therefore more sen-
tences per number of tokens than Standard German
(syntactic simplification).

The higher sentence density might also be one
of the reasons why some finite verb forms are very
prominent in our Easy German data, such as ist
(‘is’) and hat (‘has’). Furthermore, both verbs are
not only used as main verbs but also function as
auxiliaries in German, so their distinctivity in rela-
tion to Standard German also points out the preva-
lence of periphrastic verb forms in Easy German
which are morphologically more simple than alter-
native synthetic verb forms. In addition, a closer
look into concordances shows that ist is frequently
followed by a nominal phrase with a definite or
indefinite article, which illustrates the importance
of predications in Easy German, another means to
explain words or concepts.

(1) Früher hat sich der Pflege-Dienst um alles gekümmert.

Zum Beispiel hat der Pflege-Dienst die Assistenten aus-
gesucht und bezahlt. (p_765_easy)

Before, the nursing service took care of everything.

For example, the nursing service chose and paid the as-
sistants.

(2) Ein Behinderten-Verband ist auch ein Sozial-Verband.

Sozial-Verbände vertreten noch mehr Interessen.

Zum Beispiel von:

• Arbeitslosen,
• Rentnern und
• Menschen, die wenig Geld haben. (m_5314_easy)

A disabled people’s organisation is a social association,
too.

Social associations represent even more interests.

For example of:

• unemployed persons,
• retired persons and
• people who have little money.

(3) Sie denkt:

Viel mehr Menschen sollen das Persönliche Geld be-
nutzen. (p_765_easy)

She thinks:

A lot more people should use the Personal Money.

(4) Und sie hat gesagt:

Ab dem nächsten Schuljahr bekommen die Lehrer mehr
Geld. (p_1162_easy)
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And she said:

From next school year, the teachers will get more money.

(5) Der Korea-Konflikt geht schon sehr lange.

Er hat im Jahr 1945 angefangen. (m_1193_easy)

The Korean conflict has been lasting for a very long time
already.

It started in the year 1945.

(6) Sie arbeiten in Voll-Zeit.

Oder sie arbeiten in Teil-Zeit.

Oder sie machen eine Ausbildung für einen Beruf.
(m_3042_easy)

They work full time.

Or they work part time.

Or they train for a profession.

Moreover, personal pronouns such as Er (‘He’),
sie (‘she’/’they’) and [E|e]s (‘[I|i]t’) show a high
pointwise KLD value in Easy German. This is a
logical consequence of splitting up complex sen-
tences into simple ones, each requiring an individ-
ual subject which is often realised by a personal
pronoun. In Standard German, parataxis typically
contains elliptic structures such as subject ellipsis.
In Easy German, instead of dropping the subject,
there is a tendency to syndetically or asyndetically
conjoin syntactically complete sentences (see (5)
and (6)). While examples (5) and (6) illustrate
syntactic simplification in Easy German, they may
create problems for reference resolution. Firstly,
German personal pronouns like Er allow reference
to animate/human as well as inanimate/non-human
referents (such as Korean conflict) and secondly,
there might be contexts in which there are more
than one potential antecedents with the required
grammatical features (in this case: singular mascu-
line noun phrases), so personal pronouns bear po-
tential for semantic as well as pragmatic ambiguity.
It is still an open question whether avoiding ellipses
simplify texts for recipients of Easy German and
in what contexts avoiding personal pronouns might
be beneficial for comprehension.

4.2 News vs. non-news (Easy vs. Standard)

An open research question up-to-date is how text
genres differ within Easy German. Despite the
restricted linguistic means of Easy German, it is
supposed to achieve various communicative func-
tions. Bock (2017b, 191) emphasises the impor-
tance of text adequacy in order to ensure compre-
hensibility and the ability of the recipient to recog-
nise the communicative function of the text, so

different text genres within Leichte Sprache should
be recognisable based on characteristic linguistic
forms. Since we computed KLD not only with re-
gard to language variant (Easy vs. Standard) but
also with regard to text genre (news vs. non-news),
our approach allows us to identify specific linguis-
tic features that are characteristic for news in Easy
German compared to other texts in Easy German
(in contrast to news in Standard German compared
to non-news in Standard German). Our term clouds
show that news in Easy German typically employ
a lot of place names (i.e., names of cities) and lo-
cal as well as temporal adverbials (dort (‘there’),
[I|i]n (‘[I|i]n’), jetzt (‘now’), nun (‘now’), bis (‘un-
til’)) serving as frame-setters. In a corpus study,
Fuchs (2017) found out that in short Easy German
news texts the text-initial position is frequently
used for local frame-setters to establish a “cog-
nitive meeting point”. Fuchs (2017, 103) points
out that in Easy German, frame-setters are espe-
cially important because a Common Ground be-
tween author and recipient cannot be presupposed.
Apart from frame-setters, in the term clouds for
KLD of Easy German news in contrast to Easy Ger-
man non-news, sentence-initial connectives such as
Denn (‘Because’) and Aber (‘However’) stick out.
These findings support the findings by Jablotschkin
and Zinsmeister (2023), who demonstrate that the
sentence-initial position in Easy German news texts
is frequently used for discourse connectives and
frame-setting adverbials.

When comparing news and non-news in Stan-
dard German, similarly to Easy German some lin-
guistic expressions have high distinctivity that po-
tentially serve as frame-setters, such as nun (‘now’),
im (‘in the’), in (‘in’), am (‘at the’/‘on the’). How-
ever, there are also several finite verb forms that
distinguish Standard news from Standard non-news
while they are not distinctive of Easy news com-
pared to Easy non-news: sei (subjunctive form of
‘are’), habe (subjunctive form of ‘have’), waren
(‘were’), hatte (‘had’), sagt (‘says’), sagte (‘said’).
In addition, quotation marks are significantly more
frequent in this Standard text genre. These verb
forms along with the quotation marks hint at the
relevance of (direct and indirect) reported speech
in news texts. Reported speech is semantically and
pragmatically complex and its use in Easy German
is therefore restricted. As a substitute for reported
speech marked by subjunctive or quotation marks,
Easy German news texts tend to use matrix clauses
with a perfect form of the main verb sagen (‘say’)
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followed by a colon and a subordinate object clause
(see example (4)). This observation is supported by
the high distinctivity of gesagt in our term cloud
visualising KLD of Easy German news in contrast
to Easy German non-news. Constructions like in
example (4) are syntactically and morphologically
relatively simple. However, the lack of quotation
marks and subjunctive mood in these clauses cre-
ates ambiguity and requires the recipient to make
additional inferences mainly based on context to
determine whether the subordinate clause contains
direct or indirect speech.

5 Summary and conclusions

We presented a new corpus documenting the lived
practice in simplified German writing. On this ba-
sis we built n-gram language models of the strongly
regulated variant Easy German and of Standard
German. We applied relative entropy to analyse the
differences between the Easy German and Standard
German models and between text genres within the
respective variant. We extracted typical features
of Easy German on different linguistic levels and
detected text genre differences within Easy and
Standard German.

By analysing distinctive types and additionally
drawing on sample sentences and concordances, we
showed that many of the typical features of Easy
German can be traced back to efforts of improving
coherence, e.g. by explicitly connecting sentences
of a text or explaining difficult words. Some other
features of Easy German displayed by our models
are a direct consequence of syntactic or morpho-
logical simplification. By including metadata into
our analysis, we detected overrepresentations of
words and phrases in texts by individual publishers
that cannot be considered typical features of Easy
German. Moreover, we showed that text genre vari-
ation is expressed differently in Easy vs. Standard
German. Many of these findings are not surprising
keeping in mind the rules and recommendations
for simplifying text in German. Others, however,
such as the distinctivity of potentially ambiguous
pronouns in Easy German, are related to simplifi-
cations of another aspect, showing that simplifying
text with regard to one feature can make it more
complex with regard to another. Our approach can
thus be used to uncover linguistic features of Easy
German that have been overlooked so far.

In a next step, we will use our insights about typ-
ical linguistic features of Easy German to design

psycholinguistic studies evaluating the comprehen-
sibility of specific linguistic characteristics for peo-
ple with learning difficulties, one of the main user
groups of Easy German. In the future, we will also
apply our approach to simplified variants other than
Easy German (e.g. Plain German or German texts
addressing children) and to further text genres (e.g.
lexicons or administrative text). Our findings can
be used to classify simplified text found on the web
or generated by AI but not carrying any specific
label, or to fine-tune simplification algorithms.

6 Acknowledgements

This research is funded by Deutsche Forschungsge-
meinschaft (DFG, German Research Foundation)
– Project-ID 232722074 – SFB 1102. We would
like to thank Stefan Fischer for his assistance in
creating this corpus and computing KLD as well as
Nele Benz for her meticulous metadata collection
and her help in acquiring and preprocessing text
material. Additionally, we would like to thank the
reviewers for their insightful comments. Finally,
we would like to acknowledge the creators of the
other simplified German corpora for making their
data available.

References
Benedikt Adelmann. 2021. Batch Substring Edit Dis-

tance (Benadelm).

Benedikt Adelmann and Evelyn Gius. 2020. Korpus-
bereinigung für größere Textmengen. Eine (kurze)
Problematisierung und ein Lösungsansatz für Dup-
likate. In DHd 2020 Spielräume: Digital Humanities
zwischen Modellierung und Interpretation. Konferen-
zabstracts, pages 331–334, Paderborn.

Laurence Anthony. 2023. AntConc (Version 4.2.3)
[Computer Software]. Tokyo, Japan: Waseda Univer-
sity.

Alessia Battisti, Dominik Pfütze, Andreas Säuberli,
Marek Kostrzewa, and Sarah Ebling. 2020. A corpus
for automatic readability assessment and text simplifi-
cation of German. In Proceedings of the Twelfth Lan-
guage Resources and Evaluation Conference, pages
3302–3311, Marseille, France. European Language
Resources Association.

Bettina M. Bock. 2014. “Leichte Sprache”: Abgren-
zung, Beschreibung und Problemstellungen aus Sicht
der Linguistik. In Susanne Jekat, Heike Elisabeth
Jüngst, Klaus Schubert, and Claudia Villiger, editors,
Sprache barrierefrei gestalten: Perspektiven aus der
Angewandten Linguistik, 69, pages 17–51. Frank &
Timme, Berlin.

114

https://doi.org/10.5281/ZENODO.4451990
https://doi.org/10.5281/ZENODO.4451990
http://www.laurenceanthony.net/software
http://www.laurenceanthony.net/software
https://aclanthology.org/2020.lrec-1.404
https://aclanthology.org/2020.lrec-1.404
https://aclanthology.org/2020.lrec-1.404


Bettina M. Bock. 2017a. Das Passiv- und Negationsver-
bot “Leichter Sprache” auf dem Prüfstand - em-
pirische Ergebnisse aus Verstehenstest und Korpusun-
tersuchung. Sprachreport, 33(1):20–28.

Bettina M. Bock. 2017b. Texte in “Leichter Sprache”’
schreiben. Zwischen Regelerfüllung und Kontext-
Angemessenheit. In Dagmar Knorr, Katrin Lehnen,
and Kirsten Schindler, editors, Schreiben im Über-
gang von Bildungsinstitutionen, number Band 15 in
Textproduktion und Medium, pages 189–213. Peter
Lang, Frankfurt am Main [a.o.].

Bettina M. Bock. 2018. “Leichte Sprache”’ - kein
Regelwerk. Sprachwissenschaftliche Ergebnisse und
Praxisempfehlungen aus dem LeiSA-Projekt. Univer-
sität Leipzig, Leipzig.

Ursula Bredel and Christiane Maaß. 2016. Leichte
Sprache. Theoretische Grundlagen, Orientierung für
die Praxis. Dudenverlag, Berlin.

Bundesministerium der Justiz und für Verbrauch-
erschutz. 2017. Verordnung zur Schaffung
barrierefreier Informationstechnik nach dem
Behindertengleichstellungsgesetz (Barrierefreie-
Informationstechnik-Verordnung - BITV 2.0).
ausfertigungsdatum: 12.09.2011. zuletzt geändert:
21.05.2019.

Council of Europe. 2001. Common European Frame-
work of Reference for Languages: Learning, Teach-
ing, Assessment. Cambridge University Press.

Matthew W. Crocker, Vera Demberg, and Elke Teich.
2015. Information Density and Linguistic Encoding
(IDeaL). KI - Künstliche Intelligenz, 30(1):77–81.

Peter Fankhauser, Jörg Knappen, and Elke Teich. 2014.
Exploring and visualizing variation in language re-
sources. In Proceedings of the 9th Language Re-
sources and Evaluation Conference, pages 4125–
4128, Reykjavik, Iceland.

Julia Fuchs. 2017. Leichte Sprache und ihr Regelwerk -
betrachtet aus der Perspektive der Informationsstruk-
tur. Sprachwissenschaft, 42:97–119.

Julia Fuchs. 2019. Leichte Sprache auf dem Prüfs-
tand. Realisierungsvarianten von kausalen Relatio-
nen in Leichte-Sprache-Texten. Sprachwissenschaft,
44(4):441–480.

Susanne Gross. 2015. Regeln und Standards für leicht
verständliche Sprache. Ein Rundblick. In Klaus Can-
dussi and Walburga Fröhlich, editors, Leicht Lesen.
Der Schlüssel zur Welt, pages 81–105. Böhlau Verlag,
Wien [a.o.].

Silvia Hansen-Schirra, Jean Nitzke, and Silke Guter-
muth. 2021. An Intralingual Parallel Corpus of Trans-
lations into German Easy Language (Geasy Corpus):
What Sentence Alignments Can Tell Us About Trans-
lation Strategies in Intralingual Translation. In Vin-
cent X. Wang, Lily Lim, and Defeng Li, editors, New
Perspectives on Corpus Translation Studies, pages
281–298. Springer Singapore, Singapore.

Katja Häuser and Jutta Kray. 2021. Effects of prediction
error on episodic memory retrieval: evidence from
sentence reading and word recognition. Language,
Cognition and Neuroscience, pages 1–17.

Ulrich Heid, Helmut Schmid, Kerstin Eckart, and Er-
hard Hinrichs. 2010. A corpus representation format
for linguistic web services: The D-SPIN text corpus
format and its relationship with ISO standards. In
Proceedings of the Seventh International Conference
on Language Resources and Evaluation (LREC’10),
Valletta, Malta. European Language Resources Asso-
ciation (ELRA).

Freya Hewett. 2023. APA-RST: A text simplification
corpus with RST annotations. In Proceedings of
the 4th Workshop on Computational Approaches to
Discourse (CODI 2023), pages 173–179, Toronto,
Canada. Association for Computational Linguistics.

Inclusion Europe. Informationen für alle. Europäis-
che Regeln, wie man Informationen leicht lesbar und
leicht verständlich macht. Brussels.

Inclusion Europe. n.d. Informationen für alle.
Europäische Regeln, wie man Informatio-
nen leicht lesbar und leicht verständlich
macht. Brussels. https://easy-to-read.
inclusion-europe.eu/wp-content/uploads/
2014/12/DE_Information_for_all.pdf.

Sarah Jablotschkin and Heike Zinsmeister. 2021. An-
notating colon constructions in Easy and Plain Ger-
man. In Proceedings of the 3rd Swiss conference
on barrier-free communication (BfC 2020), pages
125–134, Winterthur (online), June 29–July 4, 2020.
Winterthur: ZHAW Zurich University of Applied
Sciences.

Sarah Jablotschkin and Heike Zinsmeister. 2023. LeiKo.
ein Vergleichskorpus für Leichte und Einfache
Sprache. In Marc Kupietz and Thomas Schmidt,
editors, Neue Entwicklungen in der Korpuslandschaft
der Germanistik: Beiträge zur IDS-Methodenmesse
2022, pages 71–88. Narr Francke Attempto, Tübin-
gen.

Varada Kolhatkar, Adam Roussel, Stefanie Dipper, and
Heike Zinsmeister. 2018. Survey: Anaphora With
Non-nominal Antecedents in Computational Linguis-
tics: a Survey. Computational Linguistics, 44(3):547–
612.

Daisy Lange. 2019. Der Genitiv in der “Leichten
Sprache”’ – das Für und Wider aus theoretischer
und empirischer Sicht. Zeitschrift für Angewandte
Linguistik, 70(1):37–72.

Daisy Lange and Bettina M. Bock. 2016. Was heißt
“leichte” und “einfache Sprache”’? Empirische Un-
tersuchungen zu Begriffssemantik und tatsächlicher
Gebrauchspraxis. In Nathalie Mälzer, editor, Barri-
erefreie Kommunikation: Perspektiven aus Theorie
und Praxis, pages 117–134. Frank & Timme, Berlin.

115

http://ul.qucosa.de/api/qucosa%3A31959/attachment/ATT-0/
http://ul.qucosa.de/api/qucosa%3A31959/attachment/ATT-0/
http://ul.qucosa.de/api/qucosa%3A31959/attachment/ATT-0/
https://www.gesetze-im-internet.de/bitv_2_0/BJNR184300011.html
https://www.gesetze-im-internet.de/bitv_2_0/BJNR184300011.html
https://www.gesetze-im-internet.de/bitv_2_0/BJNR184300011.html
https://www.gesetze-im-internet.de/bitv_2_0/BJNR184300011.html
https://www.gesetze-im-internet.de/bitv_2_0/BJNR184300011.html
https://www.gesetze-im-internet.de/bitv_2_0/BJNR184300011.html
https://doi.org/https://doi.org/10.1007/s13218-015-0391-y
https://doi.org/https://doi.org/10.1007/s13218-015-0391-y
https://doi.org/10.1007/978-981-16-4918-9_11
https://doi.org/10.1007/978-981-16-4918-9_11
https://doi.org/10.1007/978-981-16-4918-9_11
https://doi.org/10.1007/978-981-16-4918-9_11
https://doi.org/https://doi.org/10.1080/23273798.2021.1924387
https://doi.org/https://doi.org/10.1080/23273798.2021.1924387
https://doi.org/https://doi.org/10.1080/23273798.2021.1924387
http://www.lrec-conf.org/proceedings/lrec2010/pdf/503_Paper.pdf
http://www.lrec-conf.org/proceedings/lrec2010/pdf/503_Paper.pdf
http://www.lrec-conf.org/proceedings/lrec2010/pdf/503_Paper.pdf
https://doi.org/10.18653/v1/2023.codi-1.23
https://doi.org/10.18653/v1/2023.codi-1.23
https://easy-to-read.inclusion-europe.eu/wp-content/uploads/2014/12/DE_Information_for_all.pdf
https://easy-to-read.inclusion-europe.eu/wp-content/uploads/2014/12/DE_Information_for_all.pdf
https://easy-to-read.inclusion-europe.eu/wp-content/uploads/2014/12/DE_Information_for_all.pdf
https://easy-to-read.inclusion-europe.eu/wp-content/uploads/2014/12/DE_Information_for_all.pdf
https://easy-to-read.inclusion-europe.eu/wp-content/uploads/2014/12/DE_Information_for_all.pdf
https://easy-to-read.inclusion-europe.eu/wp-content/uploads/2014/12/DE_Information_for_all.pdf
https://doi.org/10.21256/ZHAW-3001
https://doi.org/10.21256/ZHAW-3001
https://doi.org/10.21256/ZHAW-3001
https://doi.org/10.24053/9783823396024
https://doi.org/10.24053/9783823396024
https://doi.org/10.24053/9783823396024
https://doi.org/10.1162/coli_a_00327
https://doi.org/10.1162/coli_a_00327
https://doi.org/10.1162/coli_a_00327
https://doi.org/10.1515/zfal-2019-2001
https://doi.org/10.1515/zfal-2019-2001
https://doi.org/10.1515/zfal-2019-2001


Alexander Lasch. 2017. Zum Verständnis morphosyn-
taktischer Merkmale in der funktionalen Varietät “Le-
ichte Sprache”. In Bettina M. Bock, Ulla Fix, and
Daisy Lange, editors, “Leichte Sprache”’ im Spiegel
theoretischer und angewandter Forschung, pages
275–300. Frank & Timme, Berlin.

Christiane Maaß. 2015. Leichte Sprache. Das Regel-
buch. Lit, Münster.

Netzwerk Leichte Sprache. 2014. Leichte Sprache.
Ein Ratgeber. Bundesministerium für Arbeit und
Soziales (BMAS), Bonn.

Netzwerk Leichte Sprache, editor. 2021. Leichte
Sprache verstehen: Mit Beispielen aus dem Alltag,
Tipps für die Praxis und zahlreichen Texten in Le-
ichter Sprache. S. Marix Verlag, Wiesbaden.

Netzwerk Leichte Sprache. 2022. Die Regeln für Le-
ichte Sprache vom Netzwerk Leichte Sprache.

Netzwerk People First Deutschland e.V. Wer sind wir?
Der Verein.

Simon Rodier and Dave Carter. 2020. Online near-
duplicate detection of news articles. In Proceedings
of the Twelfth Language Resources and Evaluation
Conference, pages 1242–1249, Marseille, France. Eu-
ropean Language Resources Association.

Claude Elwood Shannon. 1948. A mathematical theory
of communication. Bell System Technical Journal,
27:379–423, 623–656.

Regina Stodden, Omar Momen, and Laura Kallmeyer.
2023. DEplain: A German parallel corpus with in-
tralingual translations into plain language for sen-
tence and document simplification. In Proceedings
of the 61st Annual Meeting of the Association for
Computational Linguistics (Volume 1: Long Papers),
pages 16441–16463, Toronto, Canada. Association
for Computational Linguistics.

Marita Tjarks-Sobhani. 2012. Leichte Sprache gegen
schwer verständliche Texte. Technische Kommunika-
tion, 34(6):23–30.

Vanessa Toborek, Moritz Busch, Malte Boßert, Chris-
tian Bauckhage, and Pascal Welke. 2023. A new
aligned simple German corpus. In Proceedings
of the 61st Annual Meeting of the Association for
Computational Linguistics (Volume 1: Long Papers),
pages 11393–11412, Toronto, Canada. Association
for Computational Linguistics.

Jorrig Vogels, David M. Howcroft, Elli Tourtouri, and
Vera Demberg. 2019. How speakers adapt object
descriptions to listeners under load. Language, Cog-
nition and Neuroscience, 35(1):78–92.

A Appendix

Due to the formatting, you will find Table 3 on the
following page.

116

https://www.bmas.de/SharedDocs/Downloads/DE/Publikationen/a752-ratgeber-leichte-sprache.pdf?__blob=publicationFile&v=8
https://www.bmas.de/SharedDocs/Downloads/DE/Publikationen/a752-ratgeber-leichte-sprache.pdf?__blob=publicationFile&v=8
https://www.leichte-sprache.org/wp-content/uploads/2023/03/Regelwerk_NLS_Neuaufl2022_web.pdf
https://www.leichte-sprache.org/wp-content/uploads/2023/03/Regelwerk_NLS_Neuaufl2022_web.pdf
https://www.menschzuerst.de/pages/startseite/leichte-sprache.php
https://www.menschzuerst.de/pages/startseite/leichte-sprache.php
https://aclanthology.org/2020.lrec-1.156
https://aclanthology.org/2020.lrec-1.156
http://dl.acm.org/citation.cfm?id=584093
http://dl.acm.org/citation.cfm?id=584093
https://doi.org/10.18653/v1/2023.acl-long.908
https://doi.org/10.18653/v1/2023.acl-long.908
https://doi.org/10.18653/v1/2023.acl-long.908
https://doi.org/10.18653/v1/2023.acl-long.638
https://doi.org/10.18653/v1/2023.acl-long.638
https://doi.org/https://doi.org/10.1080/23273798.2019.1648839
https://doi.org/https://doi.org/10.1080/23273798.2019.1648839


C
or

pu
s

R
ef

er
en

ce
Si

ze
A

rc
hi

te
ct

ur
e

A
lig

nm
en

ts
A

nn
ot

at
io

ns
1

A
PA

-R
ST

*
H

ew
et

t(
20

23
)

St
an

da
rd

:9
,5

67
to

ke
ns

;A
2:

1,
87

1
to

ke
ns

;B
1:

2,
00

9
to

ke
ns

pa
ra

lle
l(

O
ri

gi
na

l,
A

2,
B

1)
te

xt
,s

en
te

nc
e

R
ST

2
D

E
pl

ai
n*

St
od

de
n

et
al

.(
20

23
)

1,
23

9
do

cu
m

en
tp

ai
rs

;1
6,

56
2

se
nt

en
ce

pa
ir

s
pa

ra
lle

l(
St

an
da

rd
,

Pl
ai

n)
te

xt
,s

en
te

nc
e

si
m

pl
ifi

ca
tio

n
op

er
at

io
ns

;
as

-
pe

ct
s

of
co

he
re

nc
e

an
d

si
m

pl
ic

-
ity

3
G

ea
sy

*
H

an
se

n-
Sc

hi
rr

a
et

al
.

(2
02

1)
St

an
da

rd
:1

,0
78

,6
43

w
or

ds
;

E
as

y:
29

2,
55

2
w

or
ds

pa
ra

lle
l(

St
an

da
rd

,
E

as
y)

te
xt

,s
en

te
nc

e
de

pe
nd

en
ci

es
an

d
tr

ee
al

ig
n-

m
en

ts
(i

n
pr

og
re

ss
)

4
L

ei
K

o*
Ja

bl
ot

sc
hk

in
/Z

in
sm

ei
st

er
(2

02
3)

Pl
ai

n:
16

,7
06

to
ke

ns
;E

as
y:

39
,6

53
to

ke
ns

co
m

pa
ra

bl
e

no
ne

le
m

m
as

,
PO

S;
de

pe
nd

en
ci

es
;

PD
T

B
re

la
tio

ns
;

co
re

fe
re

nc
e;

te
xt

st
ru

ct
ur

e;
ty

po
gr

ap
hy

;
m

et
ad

at
a

5
L

ei
Sa

co
rp

us
L

an
ge

/B
oc

k
(2

01
6)

E
as

y:
1,

38
2,

14
2

to
ke

ns
;

si
m

pl
ifi

ed
(o

th
er

):
88

2,
80

6
to

ke
ns

co
m

pa
ra

bl
e

no
ne

PO
S;

te
xt

le
ve

l:
‘a

re
a

of
co

m
-

m
un

ic
at

io
n’

6
Si

m
pl

e
G

er
m

an
C

or
pu

s*
To

bo
re

k
et

al
.(

20
23

)
Pl

ai
n:

94
,8

08
to

ke
ns

;E
as

y:
15

5,
28

5
to

ke
ns

;S
ta

nd
ar

d:
40

4,
77

1
to

ke
ns

pa
ra

lle
l(

St
an

da
rd

,
si

m
pl

ifi
ed

)
te

xt
,s

en
te

nc
e

no
ne

7
W

eb
C

or
pu

s*
B

at
tis

ti
et

al
.(

20
20

)
ap

pr
ox

.6
,2

00
do

cu
m

en
ts

;
21

1,
00

0
se

nt
en

ce
s

pa
ra

lle
l(

St
an

da
rd

,
Si

m
pl

ifi
ed

)/
co

m
pa

ra
bl

e
te

xt
,s

en
te

nc
e

le
m

m
as

,
m

or
ph

ol
og

ic
al

un
its

,
PO

S,
de

pe
nd

en
ci

es
,t

ex
ts

tr
uc

-
tu

re
,t

yp
og

ra
ph

y,
m

et
ad

at
a

8
D

E
-L

ite
(u

nd
er

co
ns

tr
uc

tio
n)

th
is

te
xt

D
E

-L
ite

v1
:a

pp
ro

x.
8,

00
0

te
xt

s/
m

or
e

th
an

3
m

ill
io

n
to

ke
ns

pa
ra

lle
l(

St
an

da
rd

,E
as

y;
St

an
da

rd
,P

la
in

;
St

an
da

rd
,c

hi
ld

re
n)

/
m

on
ol

in
gu

al

te
xt

w
ill

be
pu

bl
is

he
d

in
up

co
m

in
g

ve
rs

io
ns

Ta
bl

e
3:

R
el

at
ed

G
er

m
an

C
or

po
ra

(s
iz

es
ar

e
qu

ot
ed

fr
om

th
e

or
ig

in
al

pu
bl

ic
at

io
ns

)a
nd

ou
ro

w
n

D
E

-L
ite

co
rp

us
;*

)C
or

pu
s

te
xt

s
(p

ar
tia

lly
)i

nc
lu

de
d

in
D

E
-L

ite

117



Proceedings of the Fourth Workshop on Language Technology for Equality, Diversity, Inclusion, pages 118–123
March 21, 2024 ©2024 Association for Computational Linguistics

A Diachronic Analysis of Gender-Neutral Language on wikiHow

Katharina Suhr Michael Roth
Institute for Natural Language Processing

University of Stuttgart
suhr.katharina@gmail.com, michael.roth@ims.uni-stuttgart.de

Abstract

As a large how-to website, wikiHow’s mission
is to empower every person on the planet to
learn how to do anything.1 An important part
of including everyone also linguistically is the
use of gender-neutral language. In this short pa-
per, we study in how far articles from wikiHow
fulfill this criterion based on manual annota-
tion and automatic classification. In particular,
we employ a classifier to analyze how the use
of gender-neutral language has developed over
time. Our results show that although about
75% of all articles on wikiHow were written in
a gender-neutral way from the outset, revisions
have a higher tendency to add gender-specific
language than to change it to inclusive wording.

1 Introduction

Gender-neutral language, also known as gender-
inclusive language, has its roots in the 1970s, when
second-wave feminists criticized the generic use of
‘he’ and of gendered job titles (Hord, 2016). The
demand for including women linguistically, by us-
ing gender-neutral language, has steadily increased
since then. Beyond that, gender-neutral language
further benefits individuals who identify outside
the gender binary or when the gender of the person
talked about is unknown (Hord, 2016).

The online platform wikiHow claims to be “the
world’s leading how-to website”.2 But is it also
leading in terms of using gender-neutral language?
Similar to Wikipedia, wikiHow articles can be
edited publicly and all changes are stored in a
revision history. A main difference is that arti-
cles are not only written by volunteers, but also by
wikiHow’s own experts, possibly suggesting that
editing criteria also include aspects of inclusive
language. In this work, we study whether this is

1http://www.wikihow.com/wikiHow:Mission, ac-
cessed 6 December 2023

2http://www.wikihow.com/wikiHow:About-wikiHow,
accessed 6 December 2023

the case based on articles written in English, the
primary language used on wikiHow.

Many articles, such as How to Pack for a Holi-
day, address the reader directly, using the gender-
neutral pronoun ‘you’. However, there are also ar-
ticles showing that gender-neutral language is not
implemented by all editors. For example, the arti-
cle How to Address a Congressman uses the term
‘congressman’ in the title and the gendered phrase
‘congressman and congresswoman’ throughout the
article text. Even though this phrase avoids the
generic masculine, it is still not gender-neutral as
it may not address, for instance, individuals out-
side the binary. A gender-neutral replacement here
would have been the term ‘congressperson’.

In general, different factors may contribute to
the implementation of gender-neutral language in
instructional texts. As a first step towards their
analysis, this work seeks to answer the following
questions: 1) How common are gender-neutral ar-
ticles in wikiHow? 2) How did the ratio change
over time? 3) Are specific users responsible for
corresponding revisions?

2 Related Work

Among the first papers to include discussions of
gender-neutral language for queer identities, Cao
and Daumé III (2020) studied how non-binary pro-
nouns (singular they/them and neo-pronouns) are
handled by co-reference resolution systems. For
this, they created two new datasets: one on “En-
glish Wikipedia about people with non-binary gen-
der identities” and one on “articles from LGBTQ
periodicals, and fan-fiction stories from Archive
Of Our Own”. Their results indicate that system
performance significantly drops for their curated
data, relative to results reported on other datasets.

Sun et al. (2021) and Vanmassenhove et al.
(2021) created systems to rewrite gendered text into
gender-neutral language. Both focused on using
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GENDERED Texts that uses words or phrases associated with binary gender,
e.g. ‘he’, ‘she’, ‘he or she’, ‘chairman’, ‘congressman’, ‘girlfriend/boyfriend’

GENDER-NEUTRAL Texts that uses words and phrases that are inclusive of all genders,
e.g. ‘they’, ‘them’, ‘chairperson’, ‘partner’

NO GENDER Texts that only show words that are not associated with any gender,
e.g. ‘you’, ‘I’

Table 1: Labels used in the annotation of the gold dataset.

they/them as neutral pronouns, as well as switch-
ing words with lexical gender to a neutral version.
The words that had to be changed were defined by
a static list. In contrast, Bartl and Leavy (2022)
created a method that uses online dictionaries to
determine the lexical gender of words. Both of
these methodologies to identify words to change
the gender are relevant to our work on classifying
articles into gender-neutral and gendered language.

Other challenging tasks, in the landscape of gen-
der and language studies, are Sexist Language De-
tection (Rodríguez-Sánchez et al., 2021, 2022) and
Heteronormative Language Detection. They iden-
tify specific aspects of language that can addition-
ally lead to bias. In the sexist language detection
shared task (EXIST 2021, EXIST 2022) the goal
is to identify hostile, subtle and/or benevolent sex-
ism in English and Spanish tweets towards women
(Rodríguez-Sánchez et al., 2021, 2022). In contrast,
the goal of the heteronormativity language detec-
tion is to identify heteronormative assumptions in
a text. Heteronormativity is a “social, political and
economic regimen [where] the only acceptable and
normal form to express sexual and affective desires
(. . . ) is heterosexuality” (Vásquez et al., 2022).

Instructional Text have, among other things,
been used to analyzing their structure to create
instructional text and answer how-to questions
(Aouladomar and Saint-Dizier, 2005; Delpech and
Saint-Dizier, 2008) or extract procedural knowl-
edge (Zhang et al., 2012). An online-platform that
offers a variety of instructional texts on different
topics is wikiHow. WikiHow has served as a source
of information for numerous research papers. For
example, to detect a users’ intent (Zhang et al.,
2020) or to create a summarization tool (Koupaee
and Wang, 2018).

In their paper, Anthonio et al. (2020) investi-
gated how edits of users can improve texts. If they
only improve the instructions’ style and correct-
ness, or if they also provide clarifications needed to
follow the instructions and achieve the goal. They

addressed various types of revision in their paper,
such as spelling/grammar, paraphrase, information
deletion, and information modification/insertion.
However, neither of these types explicitly address
gender or gender-neutral language. Gender-neutral
language is especially important in how-to guides
that are addressed to a general audience.

3 Data and Annotation

During the beginning of this work, in February
2023, wikiHow still offered the Export pages ser-
vice, also referenced by Anthonio et al. (2020), for
downloading articles and revision histories. We
were able to scrape 11, 074, 729 versions of a total
of 256, 455 articles using this service.

We selected a small subset of these articles to
first manually annotate whether gender-neutral lan-
guage is used. Following our original intuition that
gender-neutral language may get implemented in
articles over time, we specifically searched for arti-
cle versions in which the phrase ’gender’ appears
in the comment of a revision. From this set, 129
articles were selected.

Due to the length of the full articles, we split
them into paragraphs for the annotation. One of the
authors annotated each paragraph using the labels
GENDERED, GENDER-NEUTRAL and NO GEN-
DER, following the definitions provided in Table 1.
A second annotator also annotated 20 articles for
reproducibility and quality control. The agreement
between the author and the second annotator was
very high, with κ = 0.912 (Cohen, 1960).

A total of 2, 247 paragraphs were annotated,
with 725 labelled GENDERED and 1, 235 labelled
GENDER-NEUTRAL/NO GENDER. On the article
level, we combine the labels as follows: If there is
at least one paragraph with the label GENDERED,
the full article is labeled GENDERED. All the re-
maining cases are labeled GENDER-NEUTRAL. As
a result of this step, 29 annotated articles are la-
belled GENDER-NEUTRAL, while the remaining
100 are GENDERED.
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Precision Recall F1

MAJORITY 0.601 0.775 0.677

PRONOUNS 0.849 0.837 0.842
STATIC LIST 0.890 0.884 0.870
INFERENCE 0.854 0.860 0.849
COMBINED 0.869 0.868 0.853

Table 2: Classification performance on our data. All
metrics represent weighted averages across both classes.

4 Pilot Study

For classification, different rule-based and super-
vised variants were compared. Since gender-
neutral language can broadly be defined in terms
of specific features, we focus on the following rule-
based classifiers:

• PRONOUNS uses regular expressions to iden-
tify gendered pronouns in an article version.

• STATIC LIST compares the content of an ar-
ticle to a pre-defined list of gendered words,
which we collect from an online source3 and
previous work (Vanmassenhove et al., 2021).

• INFERENCE uses an online dictionary to infer
the lexical gender of each noun (if any) that
occurs in an article version, using code made
available by (Bartl and Leavy, 2022).

• COMBINED is a combination of the previous
two classifiers, labeling each paragraph as
GENDERED if at least one term has a lexical
gender or appears in the static word lists.

Finally, we also experimented with different su-
pervised classifiers, but we did not observe any
improvements over the rule-based classifiers.

As shown in Table 2, the classifier with the high-
est overall scores is the STATIC LIST classifier, with
a weighted F1-score of 0.87. The other three classi-
fiers achieve comparable results to each other but
perform 2–3 percentage points worse than STATIC

LIST in terms of F1-score.
The unbalanced setting, with 100 gendered ar-

ticles out of 129 (77.5%), makes it particularly
easy to identify the majority class. In Table 3,
we show unweighted scores for the minority class,
GENDER-NEUTRAL. As shown by the results,

3https://ielts.com.au/australia/prepare/artic
le-grammar-101-feminine-and-masculine-words-i
n-english, accessed 11 December 2023

Precision Recall F1

MINORITY 0.225 1.000 0.367

PRONOUNS 0.618 0.724 0.667
STATIC LIST 0.938 0.517 0.667
INFERENCE 0.789 0.517 0.652
COMBINED 0.875 0.483 0.622

Table 3: Classification performance on our data. All
metrics for GENDER-NEUTRAL as the ‘positive’ class

the PRONOUNS classifier achieves a higher recall,
while the STATIC LIST classifier has a higher pre-
cision. Weighing precision and recall equally leads
to the same GENDER-NEUTRAL F1-score for both
classifiers, namely a harmonic mean of 0.667. As
STATIC LIST performs better for the majority class
as well as in terms of weighted average scores, we
use STATIC LIST in the next steps of this work.

In an error analysis, we found that one issue
of STATIC LIST and other rule-based classifiers
is that gendered terms can also be used as meta
language, which should be classified as GENDER-
NEUTRAL. For instance, some articles discuss top-
ics related to transgender or queer issues and what
terms can/cannot be used in what contexts: “An ex-
ample of misgendering would be using she/her pro-
nouns for someone who actually uses they/them, or
assuming somebody with long hair is a girl.” (from
the article How to Avoid Misgendering).

5 Analysis

We apply the best-performing classifier from our
pilot study, STATIC LIST, to all article revisions
collected in the creation of our data (§3). The fol-
lowing subsections discuss three analyses to answer
the questions outlined in Section 1. First, we ex-
amine the overall distribution of GENDERED and
GENDER-NEUTRAL articles according to their lat-
est version (§5.1). We then take a look at how this
distribution changed over time (§5.2). Finally, we
investigate the direction of revisions and check how
different editors contributed to it (§5.3).

5.1 Status Quo

Given the last versions of all articles as of February
2023, our best-performing classifier labels 74% of
them as GENDER-NEUTRAL. We observe a large
variance regarding the use of gender-neutral lan-
guage across the 19 high-level categories of wiki-
How. These categories and their statistics can be
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Figure 1: Overview of classifications of the first and last version of each article between 2004 and 2023.

Category Revisions GN

Food and Entertaining 842.390 91%
Computers and Electronics 105.4193 90%

Home and Garden 595.592 85%
Cars & Other Vehicles 249.852 80%

Hobbies and Crafts 1.169.876 73%
Sports and Fitness 427.633 69%

Travel 55.566 69%
Personal Care and Style 736.606 64%

Finance and Business 485.902 64%
Education and

Communications
1.084.077 59%

Arts and Entertainment 1.123.195 59%
Holidays and Traditions 96.430 57%

Work World 73.905 57%
Health 1.157.745 55%

Pets and Animals 473.948 42%
Family Life 255.824 32%

Philosophy and Religion 132.769 30%
Youth 518.256 27%

Relationships 518.848 16%

Table 4: Percentage of classified revisions, that were
classified as Gender-Neutral, separated by their cate-
gories.

found in Table 4. In most categories, the major-
ity of articles are classified as GENDER-NEUTRAL,
including for example Computers and Electronics
(90%) and Hobbies and Crafts (73%). In contrast,
only a minority of articles in the categories Family
Life (32%), Youth (27%) and Relationships (16%)
are GENDER-NEUTRAL.

5.2 Changes over Time

Grouping revisions together based on their article
offered the opportunity to analyze the revision his-
tory of each article. As mentioned above, 74% of
the last version of articles were classified as gender-
neutral. But in their initial version, we found
76.4% of all articles to be classified as GENDER-
NEUTRAL, which implies a decrease of 2.4 percent-
age points over time.

Even though there is an overall decrease in
the proportion of gender-neutral articles, Figure 1
shows that there has been substantial variation over
the years. In 2017, for example, the number of
new GENDER-NEUTRAL articles increased while
the number of new GENDERED articles decreased.
In contrast, we find fewer GENDER-NEUTRAL ar-
ticles last updated in 2022 in comparison to 2021,
whereas the number of articles classified as GEN-
DERED in both years stayed roughly the same.

5.3 Direction of Revisions

For each article, we compare each version’s classi-
fication to the preceding one. This offers the oppor-
tunity to analyze revisions to GENDER-NEUTRAL

language as well as additions of GENDERED lan-
guage. In general, an article can go through mul-
tiple or no changes of label. The article How to
Put Hot Outfits Together, for instance, saw a total
of 12 changes but the article both started out as
GENDER-NEUTRAL in 2007 and its last version
from 2019 is still classified as GENDER-NEUTRAL.

Although GENDER-NEUTRAL versions are
the majority, there are slightly more changes
(51.6%) to GENDERED than revisions to GENDER-
NEUTRAL. Even when examining these revisions
grouped together by contributor, it is clear that most
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Figure 2: Ids of top-10 contributors and corresponding
percentages of classified revisions. Only 1350387 per-
formed more changes towards GENDER-NEUTRAL.

contributors are adding gender-specific language
rather than revising articles to be gender-neutral.
For example, Figure 2 shows that all top-8 contrib-
utors either changed more articles to GENDERED

or made an equal number of edits in either direc-
tion. Among the top 10, only the second to last
contributor changed substantially more articles to
GENDER-NEUTRAL than to GENDERED language.

6 Conclusion

The objective of this work was to analyze the
gender-neutral language of instructional texts. For
this, a new dataset of revisions from wikiHow arti-
cles was created. The annotated gold dataset con-
sists of 129 selected versions of how-to guides, 100
of which are gendered and 29 gender-neutral.

A comparison of different classifiers, mostly in-
spired by previous work, showed that a STATIC

WORD LIST performed best on our data. A main
advantage of static word lists is the option to clearly
define which words are considered gendered or
gender-neutral, making classifications simple and
explainable. In contrast, other classifiers, such as
LEXICAL INFERENCE may pick up on features as-
sociated with biological sex when detecting GEN-
DERED language, which can lead to misidentifica-
tion of binary and non-binary trans individuals.

Finally, we classified and analyzed a dataset
of over 256, 000 wikiHow articles with a total of
more than 11 million article versions. Our find-
ings discussed in Section 5 suggest that, even
though most articles start out as gender-neutral,
there has been no concentrated effort of editors
to change gendered article versions to be gender-

neutral. Nonetheless, we found several revisions in
our annotation study, in which editors implemented
gender-neutral language and explicitly mentioned
this in the comment of the revision.

Limitations

The work presented in this paper exclusively ana-
lyzes texts written in English. Because natural and
grammatical gender is encoded differently across
various languages, the selected classification ap-
proach and its results are not directly applicable
how-to guides written in other languages.

Furthermore, the findings in this paper are lim-
ited to one specific platform, namely wikiHow. Our
results may not generalize to other platforms or to
guides written for specialized topics, such as board
game manuals or recipe books. Future work should
address in how far the same trends can be observed
outside of wikiHow.
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Abstract

This paper provides a comprehensive summary
of the "Homophobia and Transphobia Detec-
tion in Social Media Comments" shared task,
which was held at the LT-EDI@EACL 2024.
The objective of this task was to develop sys-
tems capable of identifying instances of ho-
mophobia and transphobia within social media
comments. This challenge was extended across
ten languages: English, Tamil, Malayalam, Tel-
ugu, Kannada, Gujarati, Hindi, Marathi, Span-
ish, and Tulu. Each comment in the dataset
was annotated into three categories. The shared
task attracted significant interest, with over 60
teams participating through the CodaLab plat-
form. The submission of prediction from the
participants was evaluated with the macro F1
score.

1 Introduction

The growth of the internet has given rise to the
widespread use of social media, and numerous
other online spaces (Chakravarthi, 2023). The
use of social media in particular has seen a sig-
nificant increase in communication across various
languages around the world (Al-Hassan and Al-
Dossari, 2022). These platforms enable users to
post, share content and freely express their opin-
ions on any subject at any time (Chakravarthi et al.,
2022a)(Kumar et al., 2018). However, the liberty
of expression found on the internet also comes with
downsides. It allows individuals, who might oth-
erwise feel powerless, to impact and even harm
others’ lives (Ponnusamy et al., 2023a). This is
often facilitated by the anonymity and emotional

detachment that online interactions provide (Ku-
maresan et al., 2023b).

The rapid increase in online content has raised
significant concerns within digital communities
(Kumaresan et al., 2022). This issue is particularly
acute for individuals identifying as lesbian, gay,
bisexual, transgender, and other LGBTQ+ identi-
ties, who often face heightened vulnerability (Díaz-
Torres et al., 2020). Members of the LGBTQ+ com-
munity are frequently targets of harassment, dis-
crimination, violence, and in extreme cases, even
death, due to their appearance, who they love, or
their gender identity (Kumaresan et al., 2023a).
Sexual orientation and gender identity are funda-
mental aspects of personal identity and should be
respected rather than used as grounds for discrim-
ination (Thurlow, 2001). In several regions, be-
ing identified as LGBTQ+ can be life-threatening.
Consequently, many seek support and connection
through social media, hoping to find others with
similar experiences and form supportive communi-
ties (Chakravarthi et al., 2022c)(Ponnusamy et al.,
2023b).

The task at hand involves utilizing a newly es-
tablished gold standard dataset designed for iden-
tifying instances of homophobia and transphobia.
This shared task uses a new gold standard dataset in
Dravidian and Indo-Arian languages Tamil, Malay-
alam, Telugu, Kannada, Gujarati, Tamil-English
(code-mixed), Tulu, Hindi, Spanish, and English
languages.

In this overview, we conducted a shared task on
homophobia and transphobia at LT-EDI1 in ten lan-

1https://sites.google.com/view/lt-edi-2024/
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guages which were annotated in 3 labels. In the
upcoming section, we will describe the task descrip-
tion, dataset statistics, and participant-provided ex-
periment analysis to investigate homophobia and
transphobia detection from the YouTube comments
on Dravidian languages.

2 Related Work

In the realm of natural language processing and
computational linguistics, recent studies have made
significant strides in understanding and analyzing
the nuances of language as it pertains to social is-
sues. A notable example is the work of Zhang and
Luo (2019), who compiled a corpus to examine
the linguistic behaviors of homosexual individuals
in China, shedding light on cultural and linguistic
patterns. Similarly, Chakravarthi et al. (2022a) de-
veloped a fine-grained taxonomy specifically for
homophobia and transphobia in English and Tamil
languages, providing a structured framework for
analyzing such content (Ponnusamy et al., 2023a).

Expanding on this, Chakravarthi et al. (2022c)
spearheaded a shared task focused on the iden-
tification of homophobia, transphobia, and non-
anti-LGBT+ content in Tamil, English, and Tamil-
English (code-mixed) languages (Lande et al.,
2023). This initiative was crucial in understand-
ing the subtleties and variations of discriminatory
language across different linguistic contexts. Com-
plementing this, Chinnaudayar Navaneethakrish-
nan et al. (2022) conducted a study on sentiment
analysis and homophobia detection in code-mixed
Dravidian language YouTube comments, covering
Tamil, Malayalam, and English. This research was
pivotal in exploring the intersection of sentiment
analysis and social bias detection in multilingual
online spaces (Shanmugavadivel et al., 2022)(Sub-
ramanian et al., 2022).

In a related vein, Manikandan et al. (2022) em-
ployed transformer-based model methodologies
like BERT and XLMRoBERTa to identify trans-
phobic and homophobic insults in social media
comments. Their work highlighted the efficacy
of advanced computational models in detecting
subtle and explicit forms of hate speech. Further,
the growing prevalence of social media and its
impact on communication and relationship build-
ing has been explored in depth by researchers like
Chakravarthi et al. (2022c) and Chakravarthi et al.
(2022b). Their studies delved into the dynamics of
social networking sites like YouTube, where user

interactions through comments, likes, and shares
can significantly influence public discourse and
perception.

However, this increased interaction on social
platforms also brings challenges, as highlighted by
Diefendorf and Bridges (2020), who explored the
prevalence of antisocial behaviors like misogyny,
sexism, homophobia, and transphobia. Larimore
et al. (2021) further contributed to this discussion
by examining the occurrence of racism and other
forms of bias in online spaces. These studies under-
score the importance of developing robust computa-
tional methods to detect and analyze such harmful
content. The field has seen a surge in research fo-
cusing on text-based algorithms for identifying abu-
sive language (Pannerselvam et al., 2023) and hate
speech, as demonstrated by the work on YouTube
comment mining and the analysis of social media
data for detecting discriminatory language.

Building on this foundation, a notable study, con-
ducted in 2021, delved into Homophobia and Trans-
phobia identification, providing valuable insights
and methodologies for future research in this area.
This body of work collectively emphasizes the cru-
cial role of computational linguistics in addressing
social issues and fostering more inclusive and re-
spectful online environments.

3 Task Description

This task marks the third year we have conducted a
shared task focused on homophobia and transpho-
bia detection2. We present a diverse dataset sourced
from YouTube comments and posts in ten differ-
ent languages: English, Tamil, Malayalam, Telugu,
Kannada, Gujarati, Hindi, Marathi, Spanish, and
Tulu. This dataset is thoughtfully annotated with
three distinct labels: homophobia, transphobia, and
non-anti-LGBT+ content (a category designated
for content that does not exhibit either of these
prejudiced behaviors). Participants in this task are
provided with extensive training, development, and
testing datasets. The primary objective for partic-
ipants is to devise robust algorithms capable of
accurately categorizing these comments and posts.
Their systems must discern whether the text under
scrutiny contains instances of homophobia, trans-
phobia, or falls into the non-anti-LGBT+ category.
This challenge not only addresses the pressing is-
sue of online hate speech but also contributes to

2https://codalab.lisn.upsaclay.fr/
competitions/16056
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inclusive language detection in a global context,
promoting safer online spaces for all.

4 Dataset

Social media platforms like Twitter, Facebook,
and YouTube significantly influence public opinion
through user-generated content, impacting reputa-
tions. Recognizing this, there’s an increasing need
for tools to extract emotions and identify irrele-
vant content online, especially on platforms like
YouTube, where user comments are rapidly grow-
ing. This is particularly relevant for the LGBTQ+
community, who engage with such platforms and
share their thoughts on various topics. Focusing
on YouTube, we collected comments from videos
related to LGBTQ+ themes. We avoided personal
stories from LGBTQ+ individuals to maintain pri-
vacy. Using the YouTube Comment Scraper tool3,
we gathered comments and manually annotated
them with three labels: ‘Homophobic’, ‘Transpho-
bic’, and ‘Non-anti-LGBT+ content’. Our dataset
expanded to include ten languages: English, Tamil,
Malayalam, Telugu, Kannada, Gujarati, Hindi,
Marathi, Spanish, and Tulu. This diverse dataset
was compiled following the annotation guidelines
provided in the dataset research paper (Kumaresan
et al., 2023b). Table 1 shows the dataset statistics
for all languages with all three labels.

5 Participants Methodology

In our shared task, we had a total of 61 participants
registered, 12 teams who submitted results in vari-
ous languages. Various teams employed innovative
methodologies to tackle the challenge of detect-
ing homophobia and transphobia in social media
comments. The “dkit_nlp" (Yadav et al., 2024)
team utilized a BERT (bert-base-uncased) (Devlin
et al., 2018) model, combining training and devel-
opment sets and fine-tuning it with specific hyper-
parameters for optimal performance. “MUCS" ap-
proached the task with voting classifiers, employ-
ing techniques like Syllable tf-idf, oversampling,
and transformer-based BERT models, alongside
mvlearn. “SCaLAR_sys1" utilized AdaBoost, inte-
grating multiple classification models and focusing
on hyper-parameter tuning to enhance the perfor-
mance of their ensemble model. The “Hypnotize"
team analyzed deep learning and transformer-based
models across eight languages, focusing on data

3https://pypi.org/project/
youtube-comment-scraper-python/

Languages Set H T N

English
Train 179 7 2,978
Dev 42 2 748
Test 55 4 931

Tamil
Train 453 145 2,064
Dev 118 41 507
Test 152 47 634

Malayalam
Train 476 170 2,468
Dev 197 79 937
Test 140 52 674

Telugu
Train 2,907 2,647 3,496
Dev 588 605 747
Test 624 571 744

Kannada
Train 2,765 2,835 4,463
Dev 585 617 955
Test 599 606 951

Gujarati
Train 2,267 2,004 3,848
Dev 498 454 788
Test 510 436 794

Hindi
Train 45 92 2,423
Dev 2 13 305
Test 3 10 308

Marathi
Train 551 377 2,572
Dev 129 80 541
Test 112 69 569

Spanish
Train 250 250 700
Dev 93 93 200
Test 150 150 300

Tulu
Train 188 542
Test 67 312

Table 1: Dataset statistics for all languages (H-
Homophobia, T-Transphobia, and N-Non-anti-LGBT+
content)

preprocessing and hyper-parameter tuning to ad-
dress imbalances in certain languages.

“catnlp" adopted a transformer-based approach,
retraining XLM-RoBERTa (Conneau et al., 2019)
with script-switched Wikipedia4 abstracts and cus-
tomizing language profiles for multi-class clas-
sification. They evaluated their model across
various pre-trained language models without sig-
nificant improvement from additional social me-
dia data. “Quartet" (Allan H et al., 2024) im-
plemented a thorough dataset analysis and pre-
processing, followed by the use of traditional
machine learning models and BERT models, se-
lecting the best-performing model for the final
evaluation. “MEnTr" (Arora et al., 2024) em-

4https://en.wikipedia.org/wiki/ScriptSwitch
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Team name Run M_F1-score Rank
dkit (Yadav et al., 2024) Run1 0.496 1
MUCS Run2 0.493 2
KEC_AIDS - 0.466 3
CUTN_CS_HOMO BERT 0.457 4
SCaLAR Run3 0.438 5
MEnTr (Arora et al., 2024) - 0.407 6
Hypnotize - 0.384 7
KEC_AI_NLP (Shanmugavadivel et al., 2024) Run1 0.369 8
quartet (Allan H et al., 2024) - 0.347 9
cantnlp Run1 0.323 10
MasonTigers (Goswami et al., 2024) - 0.323 10

Table 2: Rank list for English dataset

Team name Run M_F1-score Rank
Hypnotize - 0.880 1
MUCS Run3 0.860 2
bytellm (Manukonda and Kodali, 2024) - 0.801 3
MEnTr (Arora et al., 2024) - 0.746 4
MasonTigers (Goswami et al., 2024) - 0.512 5
quartet (Allan H et al., 2024) - 0.483 6
KEC_AI_NLP (Shanmugavadivel et al., 2024) Run1 0.315 7

Table 3: Rank list for Tamil dataset

ployed an ensemble model integrating three trans-
former models—Multilingual BERT (Devlin et al.,
2018), XLM-RoBERTa(Conneau et al., 2019), and
MuRIL (Khanuja et al., 2021) with dataset aug-
mentation to enhance generalization across lan-
guages. “KEC_AI_NLP" (Shanmugavadivel et al.,
2024) used a combination of machine learning and
deep learning techniques, with a focus on prepro-
cessing and SMOTE oversampling, finding that
the random forest model yielded the highest ac-
curacy. “MasonTiger" (Goswami et al., 2024)
used XLM-R for nine languages and few-shot
prompting for Tulu, addressing the challenge posed
by imbalanced datasets. Finally, “bytesizedllm"
(Manukonda and Kodali, 2024) utilized custom-
built subword tokenizers and embeddings from
AI4Bharat’s data, employing a Bidirectional Long
Short-Term Memory (Bi-LSTM) classifier for their
classification tasks. The “CUTN_CS_HOMO"
team approached the shared task with Malayalam
and English datasets, addressing class imbalances
with RandomOverSampler for oversampling. They
utilized mBERT and MuRIL (Khanuja et al., 2021)
for Malayalam and BERT and RoBERTa (Conneau
et al., 2019) for English, training with a learning
rate of 2e-5 over four epochs. Their models yielded

high accuracy, achieving 94% with both BERT and
RoBERTa for English and up to 96% with MuRIL
for Malayalam, ranking them 1st in Malayalam and
4th in English. Each team’s unique approach con-
tributed to the advancement of understanding in the
field of online hate speech detection on homopho-
bia and transphobia.

6 Results

There was a total of 61 participants from the 12
teams submitted their results. For English 11 teams,
Tamil 7 teams, Spanish 4 teams, Hindi 7 teams, Gu-
jarati 6 teams, Telugu 8 teams, Kannada 8 teams,
Malayalam 9 teams, Marathi 6 teams, and Tulu 4
teams submitted the final results of all languages.
Table 2, 3, 4, 5, 6, 7, 8, 9, 10 and 11 shows the
final rank list of all languages. We used the average
macro F1 score to rank the teams as it identifies
the F1 score in each label and calculates their un-
weighted average. Macro F1 scores arrange the
runs in descending order. The “dkit" (Yadav et al.,
2024) achieved Rank 1 in English, owing to their
effective combination of training and development
sets, a strategic cap on sequence length at 128, and
meticulous hyperparameter tuning on the BERT
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Team name Run M_F1-score Rank
MEnTr (Arora et al., 2024) - 0.582 1
MUCS Run3 0.532 2
MasonTigers (Goswami et al., 2024) - 0.499 3
KEC_AI_NLP (Shanmugavadivel et al., 2024) Run1 0.369 4

Table 4: Rank list for Spanish dataset

Team name Run M_F1-score Rank
MUCS Run2 0.458 1
SCaLAR Run1 0.410 2
Hypnotize - 0.403 3
cantnlp Run1 0.326 4
quartet (Allan H et al., 2024) - 0.326 4
MasonTigers (Goswami et al., 2024) - 0.326 4
MEnTr (Arora et al., 2024) - 0.325 5

Table 5: Rank list for Hindi dataset

Team name Run M_F1-score Rank
Hypnotize - 0.968 1

cantnlp Run1 0.962 2
MEnTr (Arora et al., 2024) - 0.960 3

MUCS Run2 0.958 4
MasonTigers (Goswami et al., 2024) - 0.935 5

quartet (Allan H et al., 2024) - 0.893 6

Table 6: Rank list for Gujarati dataset

Team name Run M_F1-score Rank
Hypnotize - 0.971 1

MasonTigers (Goswami et al., 2024) - 0.971 1
MEnTr (Arora et al., 2024) - 0.960 2

byteLLM (Manukonda and Kodali, 2024) - 0.959 3
MUCS Run1 0.958 4

SCaLAR Run1 0.911 5
quartet (Allan H et al., 2024) - 0.891 6

KEC_AI_NLP (Shanmugavadivel et al., 2024) Run1 0.369 7

Table 7: Rank list for Telugu dataset

(bert-base-uncased) model. The “Hypnotize" team
showed versatility across languages, securing Rank
1 in Tamil, Gujarati, Telugu, and Marathi, while
also obtaining Rank 2 in Malayalam and Kannada
and Rank 3 in Hindi. Their success was due to their
comprehensive approach that included deep learn-
ing and transformer-based models, rigorous data
preprocessing, and hyperparameter adjustments.

“MUCS", demonstrating their prowess, achieved
Rank 1 in Hindi and Kannada, and Rank 2 in En-
glish, Tamil, Spanish, Marathi, and Tulu. Their

methodology centered around voting classifiers
trained with Syllable tfidf, augmented by over-
sampling and TL bert models, along with mvlearn.
“MEnTr" (Arora et al., 2024), with their ensemble
model integrating mBERT, XLM-RoBERTa, and
MURIL, and complemented by strategic dataset
augmentation, earned Rank 1 in Tulu and Span-
ish, and Rank 3 in Marathi, Telugu, and Gujarati.
“CUTN_CS_HOMO", although specific details of
their methodology were not provided, achieved
Rank 1 in Malayalam, showcasing their expertise
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Team name Run M_F1-score Rank
MUCS Run2 0.948 1

Hypnotize - 0.946 2
MasonTigers (Goswami et al., 2024) - 0.945 3

cantnlp Run1 0.943 4
MEnTr (Arora et al., 2024) - 0.935 5

bytellm (Manukonda and Kodali, 2024) - 0.922 6
SCaLAR Run1 0.903 7

quartet (Allan H et al., 2024) - 0.887 8

Table 8: Rank list for Kannada dataset

Team name Run M_F1-score Rank
CUTN_CS_HOMO MuRIL 0.942 1

Hypnotize - 0.909 2
bytellm (Manukonda and Kodali, 2024) - 0.891 3

KEC_AI_NLP (Shanmugavadivel et al., 2024) Run1 0.883 4
quartet (Allan H et al., 2024) - 0.877 5

MUCS Run3 0.870 6
cantnlp Run2 0.775 7

MEnTr (Arora et al., 2024) - 0.744 8
MasonTigers (Goswami et al., 2024) - 0.505 9

Table 9: Rank list for Malayalam dataset

Team name Run M_F1-score Rank
Hypnotize - 0.626 1

MUCS Run2 0.537 2
MEnTr (Arora et al., 2024) - 0.488 3

MasonTigers (Goswami et al., 2024) - 0.438 4
cantnlp Run1 0.433 5

quartet (Allan H et al., 2024) - 0.391 6

Table 10: Rank list for Marathi dataset

Team name Run M_F1-score Rank
MEnTr (Arora et al., 2024) Run1 0.707 1

MUCS Run2 0.620 2
MasonTigers (Goswami et al., 2024) Run1 0.452 3

cantnlp Run1 0.452 3

Table 11: Rank list for Tulu dataset

in the field. These results underscore the diverse
and innovative computational strategies employed
by the teams in addressing the challenging task
of detecting homophobia and transphobia across
different languages on social media platforms.

7 Conclusion

We presented the third shared task overview on
homophobia and transphobia detection in social

media comments on ten different language datasets.
We expect this task to have a long-term impact
on the NLP domain because we received a variety
of submissions with various methodologies. the
most successful system was achieved by synthe-
sizing advanced machine learning techniques, cus-
tom data preprocessing, and strategic model fine-
tuning, effectively addressing the complex chal-
lenge of detecting homophobia and transphobia in
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multilingual social media content. The prediction
evaluation was evaluated with a macro F1 score.
The increased number of participants and improved
system performance indicate a growing interest in
Dravidian NLP.
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Abstract

The overview of the shared task on speech
recognition for vulnerable individuals in Tamil
(LT-EDI-2024) is described in this paper. The
work comes with a Tamil dataset that was gath-
ered from elderly individuals who identify as
male, female, or transgender. The audio sam-
ples were taken in public places such as mar-
ketplaces, vegetable shops, hospitals, etc. The
training phase and the testing phase are when
the dataset is made available. The task required
of the participants was to handle audio signals
using various models and techniques, and then
turn in their results as transcriptions of the pro-
vided test samples. The participant’s results
were assessed using WER (Word Error Rate).
The transformer-based approach was employed
by the participants to achieve automatic voice
recognition. This overview paper discusses the
findings and various pre-trained transformer-
based models that the participants employed.

1 Introduction

The earliest known examples of Old Tamil writ-
ing are tiny inscriptions found in Adichanallur
that date between 905 and 696 BC. Of all the
Indian languages, Tamil possesses the most an-
cient non-Sanskritic literature. The grammar of
Tamil is agglutinative, meaning that noun class,
number, case, verb tense, and other grammatical
categories are indicated by suffixes. Unlike other
Aryan languages, which use Sanskrit as their stan-
dard language, Tamil uses Tamil for both its schol-
arly vocabulary and its metalinguistic terminology.
Together with dialects, Tamil has multiple forms:
cankattami, the classical literary style based on the
ancient language; centami, the modern literary and
formal style; and kotuntami, the present vernacu-
lar form. (Sakuntharaj and Mahesan, 2021, 2017).
There is a stylistic continuity created by these styles
merging together. For instance, one may write cen-
tami using cankattami vocabulary, or one could
speak kotuntami while using forms related to one

of the other types. (Srinivasan and Subalalitha,
2019; Narasimhan et al., 2018). A lexical root plus
one or more affixes combine to form Tamil words.
Suffixes make up the bulk of affixes in Tamil. Tamil
suffixes fall into two groups: derivational suffixes,
which change a word’s meaning or part of speech,
and inflectional suffixes, which identify certain cat-
egories like person, number, mood, tense, and so on.
Agglutination can lead to huge words with multiple
suffixes, needing numerous words or a phrase in
English. Its length and scope are infinite. Although
smart technologies have come a long way, human-
machine interaction is still being developed and
enhanced. (Chakravarthi et al., 2020). Automatic
speech recognition (ASR) is one such recent tech-
nology that has enabled voice-based user interfaces
for numerous automated systems. Many elderly
and transgender people are frequently unaware of
the technology (Hämäläinen et al., 2015) that is
made available to help people in public places like
banks, hospitals, and administrative offices. Thus,
communication is the only kind of media that can
assist people in getting what they want. However,
these ASR systems are infrequently used by the
elderly, transsexuals, and others with lower lev-
els of education. English-language voice-based
interfaces are a feature of most automated systems
currently in use. Elderly people and those living
in rural areas prefer to speak in their native tongue.
The provision of speech interfaces in the local lan-
guage for help systems designed for public usage
would be advantageous to all. Information regard-
ing spontaneous speech in Tamil is gathered from
transgender and elderly people who are not able to
use these programs. The aim of this challenge is to
find an efficient ASR model to handle the elderly
person’s speech corpus.

The pertinent features will first be extracted from
the speech signal using an ASR system. Acoustic
models will also be produced using these features
that were retrieved. Ultimately, the language model
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assists in converting these probabilities into gram-
matical words. The language model uses statis-
tics from training data to assign probabilities to
words and phrases (Das et al., 2011). It is neces-
sary to evaluate ASR systems’ performance prior
to deploying them in real-time applications. On
large-scale automatic speech recognition (ASR)
tasks, an end-to-end speech recognition system has
shown promising performance, matching or sur-
passing that of traditional hybrid systems. Using an
acoustic model, lexicon, and language model, the
end-to-end system quickly transforms audio data
into tag labels (Zeng et al., 2021; Pérez-Espinosa
et al., 2017). In the field of end-to-end voice recog-
nition, there exist two extensively utilized frame-
works. Frame synchronous prediction separates
one input frame from the other by giving each
one a target label (Miao et al., 2020; Xue et al.,
2021; Miao et al., 2019; Watanabe et al., 2017).
Phoneme identification can also be used to assess
the efficacy using different test feature vectors and
model settings. The use of acoustic models for
speech recognition, which are created using the
sounds of younger people, may have a substantial
impact on the capacity to recognize elder speech
(Fukuda et al., 2020; Zeng et al., 2020; Iribe et al.,
2015). There aren’t many acoustic models that
can handle the voice detection task. Among the
acoustic models are Japanese Newspaper Article
Sentences (JNAS), Japanese Newspaper Article
Sentences Read Speech Corpus of the Aged (S-
JNAS), and Corpus of Spontaneous Japanes (CSJ).
The CSJ model only achieves the lowest WER
once the older voices are adjusted, according to
a comparison of all the acoustic models in the lit-
erature (Fukuda et al., 2020). Dialect adaptation
is also required in order to improve recognition
accuracy (Fukuda et al., 2019). Recent advances
in large vocabulary continuous speech recognition
(LVCSR) technologies have led to the widespread
use of speech recognition systems in several fields
(Xue et al., 2021). Variations in the acoustics of
individual speakers are thought to be one of the
primary causes of the decline in speech recognition
rates. For elder speakers to use speech recogni-
tion systems trained on typical adult speech data,
the acoustic discrepancies between their speech
and that of an adult should be investigated and cor-
rectly adjusted. Rather, this loss can be mitigated
by an acoustic model enhanced by senior speak-
ers’ utterances, as shown by a document retrieval

system. Modern voice recognition technology can
reach excellent recognition accuracy while speak-
ing while reading a written text or something com-
parable; nevertheless, the accuracy decreases when
speaking spontaneously and freely. The main rea-
son for this issue is that the linguistic and acoustic
models used in voice recognition were mostly de-
veloped using read-aloud or written language mate-
rials. However, there are significant linguistic and
auditory differences between written language and
spontaneous speech(Zeng et al., 2020). Currently,
it is becoming more and more popular to create
ASR systems that can detect voice data from older
persons. The aging population in modern society
and the proliferation of smart devices, which make
information freely accessible to both the young and
the old, have led to a demand for improved voice
recognition in smart devices (Kwon et al., 2016;
Vacher et al., 2015; Hossain et al., 2017; Teixeira
et al., 2014). Because of the influences of speech
articulation and speaking style, speech recognition
systems are often optimized for the voice of an av-
erage adult and have a lower accuracy rate when
recognising the voice of an elderly person. It will
surely become more expensive to adapt the current
voice recognition systems to handle the speech of
elderly users(Kwon et al., 2016).

2 Related Work

When a model is fine-tuned on many languages
at the same time, a single multilingual speech
recognition model can be built that can compete
with models that are fine-tuned on individual lan-
guage speech corpus. Speech2Vec expands the
text-based Word2Vec model to learn word em-
beddings directly from speech by combining an
RNN Encoder-Decoder framework with skipgrams
or cbow for training. Acoustic models are de-
signed at the phoneme/syllable level to carry out
the speech recognition task. Initially, the acous-
tic models were created with JNAS, S-JNAS and
CSJ speech corpus(Lin and Yu, 2015; Iribe et al.,
2015). Later, the models were trained/fine-tuned
with different speech corpus. To get a better perfor-
mance and accuracy, backpropagation using trans-
fer learning was attempted in the literature. Sim-
ilar work was performed for other languages like
Bengali, Japanese, etc. Also, more speech cor-
pus is collected from young people for many lan-
guages(Zeng et al., 2020; Lee et al., 2021). How-
ever, speaker fluctuation, environmental noise, and
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transmission channel noise all degrade ASR per-
formance. As the shared task is given with a sepa-
rate training data set, an effective model has to be
created during the training. Therefore, the hierar-
chical transformer-based model for large context
end-to-end ASR can be used (Masumura et al.,
2021). In the recent era, the environment is chang-
ing with smart systems and is identified that there
is a need for ASR systems that are capable of han-
dling the speech of elderly people spoken in their
native languages. To overcome this problem, the
shared task is proposed for the research commu-
nity to build an efficient model for recognizing the
speech of elderly people and transgenders in Tamil
language. Findings of the automatic speech recog-
nition for vulnerable individuals are given in (S
and B, 2022) (B et al., 2022)("S and B, "2023")
(Bharathi et al., 2023), have used transformer mod-
els used for transformer-based ASR for Vulnerable
Individuals in Tamil.

3 Data-set Description

The dataset given to this shared task (Bharathi
et al., 2022) is an Tamil conversational speech
recorded from the elderly people whose average
age is around 61 for male, 59 for female and 30 for
transgender people which are tabulated in Table 1
. A total of 7.5 hours is collected from the elderly
people. 46 audio files were recorded and each au-
dio file is split into many subsets as transformer
model does not support the large audio files. The
speech is recorded with a sampling rate of 16KHZ.
The audio files from Audio - 1 to Audio - 36 are
used for training (duration is approximately 5.5
hours) and Audio - 37 to Audio - 48 are used for
testing (duration is approximately 2 hours).

4 Methodology

The methodology used by the participants in the
shared task of speech recognition for vulnera-
ble individuals in Tamil is discussed in this sec-
tion. Three teams submitted their runs for this
task. All three teams have used the pre-trained
models. The first team "CEN_Amrita" has used
the whisper model, Whisper is a pre-trained au-
tomatic speech recognition (ASR) model trained
on 680,000 hours of multilingual and multitask
supervised data sourced from the web. This
end-to-end transformer-based model adopts the
encoder- decoder architecture.. The second team
"ASR_Tamil_SSN" have used the transformer

based model called ’akashsivanandan/wav2vec2-
large-xls-r-300m-tamil-colab-final’. The third team
" have also used the transformer based pretrained
model called ’Rajaram1996/wav2vec2-large- xlsr-
53-tamil’.

5 Evaluation of Results

The results submitted by the participants are
evaluated based on the WER computed between
the ASR hypotheses submitted by the participants
and the ground truth of human speech transcription.

WER ( Word Error Rate) = ( S + D + I) / N

where,
S = No. of substitutions
D = No. of deletions
I = No. of insertions
N = No. of words in the reference transcription

As discussed in the methodology, different av-
erage word error rates are measured using various
pre-trained transformer-based models. The partici-
pating team’s WER are shown in Table. 2.

6 Conclusions

The shared challenge for vulnerable voice recog-
nition in Tamil is covered in this overview paper.
The speech corpus shared for this job was recorded
from elderly persons. Getting older people’s speech
more accurately recognised is a difficult endeavor.
In order to boost the accuracy and performance
in recognising elderly people’s speech, the partici-
pants have been given access to the gathered speech
corpus. There were a total of seven teams partic-
ipated in this joint task and turned in their tran-
scripts of the supplied data. The team estimated
the WER and then compared the outcome to the
human transcripts. Three teams built their recog-
nition systems using various Whisper models and
transformer-based models. Finally, the word error
rates of the three participants are 24.452, 29.297,
37.7333 respectively. Based on the observations, it
is suggested that the transformer-based model and
whisper model can be trained with given speech
corpus which could give better accuracy than the
pre-trained model, as the transformer-based model
and whisper model used are trained with a common
voice dataset. Also, a separate language model can
also be created for this corpus.
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S.No Filename Gender Age Duration(in min)
1 Audio - 1 M 72 10
2 Audio - 2 F 61 9
3 Audio - 3 F 71 11
4 Audio - 4 M 68 8
5 Audio - 5 F 59 14
6 Audio - 6 F 67 9
7 Audio - 7 M 54 8
8 Audio - 8 F 65 16
9 Audio - 9 F 55 3
10 Audio - 10 M 60 13
11 Audio - 11 F 55 17
12 Audio - 12 F 52 6
13 Audio - 13 F 53 11
14 Audio - 14 F 61 9
15 Audio - 15 F 54 1
16 Audio - 16 F 56 6
17 Audio - 17 F 52 12
18 Audio - 18 F 54 6
19 Audio - 19 F 52 8
20 Audio - 20 F 52 9
21 Audio - 21 F 62 13
22 Audio - 22 F 52 12
23 Audio - 23 F 62 13
24 Audio - 24 F 53 4
25 Audio - 25 F 65 3
26 Audio - 26 F 64 8
27 Audio - 27 F 54 6
28 Audio - 28 M 62 8
29 Audio - 29 M 54 16
30 Audio - 30 F 76 9
31 Audio - 31 F 55 9
32 Audio - 32 M 50 6
33 Audio - 33 F 63 6
34 Audio - 34 M 84 6
35 Audio - 35 F 70 6
36 Audio - 36 F 50 6
37 Audio - 37 M 53 6
38 Audio - 38 F 55 6
39 Audio - 39 M 62 6
40 Audio - 40 T 24 6
41 Audio - 41 T 22 7
42 Audio - 42 T 40 8
43 Audio - 43 T 25 11
44 Audio - 44 T 29 10
45 Audio - 45 T 35 9
46 Audio - 46 T 33 16
47 Audio - 47 F 20 5
48 Audio - 48 M 37 5

Table 1: Age, gender, and duration of the utterances of the speech corpus
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S. No Team Name WER (in %)
1 CEN_Amrita (Jairam R, 2024) 24.452
2 ASR_TAMIL_SSN (Suhasini and Bharathi, 2024) 29.297
3 DRAVIDIAN LANGUAGE - Abirami Jayaraman (Abirami. J, 2024) 37.733

Table 2: Results of the participating system’s Word Error Rate
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Abstract
This paper offers a detailed overview of the
first shared task on "Multitask Meme Classi-
fication - Unraveling Misogynistic and Trolls
in Online Memes," organized as part of the
LT-EDI@EACL 2024 conference. The task
was set to classify misogynistic content and
troll memes within online platforms, focusing
specifically on memes in Tamil and Malayalam
languages. A total of 52 teams registered for
the competition, with four submitting systems
for the Tamil meme classification task and three
for the Malayalam task. The outcomes of this
shared task are significant, providing insights
into the current state of misogynistic content
in digital memes and highlighting the effective-
ness of various computational approaches in
identifying such detrimental content. The top-
performing model got a macro F1 score of 0.73
in Tamil and 0.87 in Malayalam.

1 Introduction

In the ever-changing landscape of online commu-
nication (Lin et al., 2024; Priyadharshini et al.,
2022), memes have emerged as a remarkable phe-
nomenon, transcending linguistic, cultural, and ge-
ographical boundaries (Ford et al., 2023). Their
ability to succinctly and often humorously convey
complex ideas and emotions has made memes an
integral part of digital discourse (Kostadinovska-
Stojchevska and Shalevska, 2018; Priyadharshini
et al., 2023). However, this rise in meme cul-
ture has also revealed the obscene side of online
content, which features misogynistic stories and
trolling (Rasheed et al., 2020; Suryawanshi and
Chakravarthi, 2021). We initiated the "Multitask
Meme Classification - Unraveling Misogynistic
and Trolls in Online Memes" competition to un-
derstand and address these critical issues through

memes. This pioneering endeavor leverages gold-
standard datasets to illuminate the intricate world
of online memes. Our competition aims to in-
spire the development of cutting-edge models for
meme classification, primarily focusing on detect-
ing misogyny and trolling in various languages.
Further, it is centered around carefully selected
high-quality datasets. These datasets have been
precisely annotated to establish a standard for clas-
sifying memes. These datasets represent various
languages and meme categories, offering a compre-
hensive view of the meme landscape. Let us delve
into the two core tasks our competition addresses:

Task 1: Detecting Misogynistic Memes: This
task revolves around identifying misogynistic
memes, which perpetuate harmful stereotypes and
attitudes towards women. The gold standard
dataset for this task spans languages like Tamil
and Malayalam, reflecting the global reach of this
issue. Participants must develop models capable
of analyzing textual and visual elements within
memes to distinguish between misogynistic and
non-misogynistic content.

Task 2: Troll Meme Classification: This task
broadens our perspective to encompass the classifi-
cation of troll memes characterized by provocative
and disruptive behavior. The gold standard dataset
for this task includes languages such as Kannada
and Telugu. Participants face the challenge of cate-
gorizing memes into ’Troll’ and ’Non-Troll’ cate-
gories, navigating the intricate interplay of humor,
satire, and harmful intent.

Our competition is structured to encourage inno-
vation and collaboration across the global research
and practitioner communities. Participants receive
comprehensive training and development datasets,
offering various memes for practical model training.
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Evaluation of these models relies on the macro-F1
score, a robust metric commonly used in natural
language processing. In total, 52 teams participated
in our shared task: Four teams in Tamil and three
teams in Malayalam submitted a system to Task
1 and achieved the top score of 0.73 in Tamil and
0.87 in Malayalam. Due to the null participation in
Task 2, we stopped running the task further.

Beyond the competition, our overarching goal is
to contribute to a safer and more inclusive digital
ecosystem. By dissecting and understanding the
dynamics of meme content, we aim to pave the way
for more effective content moderation strategies.
We envision this initiative as a catalyst for fostering
responsible online behavior and promoting gender
equality.

2 Related Works

In recent research, Singhal et al. (2022) did a com-
prehensive data collection of 22,435 instances of
fact-checked content from social media to scruti-
nize the proliferation of fake news across India be-
tween 2013 and 2020. This dataset is distinguished
by its coverage across 13 languages, encapsulating
14 distinct attributes. It highlights the diversity and
complexity of fake news dissemination within the
multilingual and multicultural Indian context, offer-
ing insights into the dynamics of misinformation
across various domains and media types.

Singhal et al. (2019) presented "SpotFake," a
novel framework that surpasses existing systems
by avoiding dependency on sub-tasks like event
discrimination, focusing instead on directly lever-
aging textual and visual content through advanced
language and image processing models (BERT and
VGG-19). This approach demonstrates superior
performance on Twitter and Weibo datasets, im-
proving detection accuracy significantly.

Ramamoorthy et al. (2022) introduced a pioneer-
ing approach to meme analysis, providing gold-
standard data for sentiment analysis, emotion clas-
sification, and intensity of emotion. The study
presented baseline models, including a text-only
model using LSTM and a multimodal model com-
bining ResNet-50 and BERT, demonstrating the
potential of incorporating text and images for im-
proved performance.

Suryawanshi et al. (2023) proposed a com-
prehensive framework for analyzing image-with-
text (IWT) memes, or "troll memes," introducing
a three-level taxonomy to understand trolling’s

impact on domain-specific opinion manipulation.
They enriched the Memotion dataset to create the
TrollsWithOpinion dataset, containing 8,881 IWT
memes in English, revealing challenges in classify-
ing memes on the third level of the taxonomy.

Hossain et al. (2022) introduced the multimodal
dataset "MemoSen" for the Bengali language, com-
prising 4,368 memes annotated with sentiment la-
bels. Experiments on the MemoSen dataset showed
a significant enhancement in meme sentiment clas-
sification with multimodal information integration.

Gasparini et al. (2022) created a benchmark
meme dataset for automatic misogyny detection
using 800 memes collected from various online
sources. The dataset, analyzed by experts and
crowdsourcing, included categories such as misog-
ynistic, hostile, and ironic, with 100% agreement
on 800 memes from three experts.

Suryawanshi et al. (2020) developed a system
employing an early fusion technique to combine
text and image modalities, contrasting its efficacy
with baseline models focusing solely on either text
or image.

Koutlis et al. (2023) introduced MemeFier, a
deep learning-based architecture, featuring a dual-
stage modality fusion module for fine-grained Inter-
net image meme classification. Hegde et al. (2021)
presented a transformer-transformer architecture,
incorporating attention as a key component for clas-
sifying memes in the Tamil language.

Potential research gaps include the need for a
unified evaluation metric and benchmark dataset
for consistent comparison, the exploration of cross-
cultural meme classification, the investigation of
interpretability in model decision-making, and the
development of more robust techniques to address
biases and fairness concerns in meme classification
models.

3 Task Description

The competition, "Shared Task on Multitask Meme
Classification - Unraveling Misogynistic and Trolls
in Online Memes," includes a challenge that fo-
cuses specifically on spotting harmful content in
memes. While the overall competition has two
parts, this paper discusses the part about finding
misogynistic memes in Tamil and Malayalam lan-
guages. Organized as a part of the LT-EDI@EACL
2024 event1, this task is designed to encourage

1https://2024.eacl.org
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experts to come up with ways to identify when a
meme is offensive towards women.

In Task 1, the participants are tasked with cre-
ating a tool that can look at memes (combining
pictures with text) and determine if the meme is
disrespectful or harmful to women. The task deals
with memes in Tamil and Malayalam, and the par-
ticipants are given training and development sets.
They use these sets to teach their tools to distin-
guish between misogynistic memes and those that
are not. Then, we will provide them with the test
set without the labels. With this set, the partici-
pants will make the model to predict whether the
meme is misogyny and submit it as a submission.
Finally, we will judge the participant’s model with
their prediction with the true labels of the test set.

The tools are judged by how accurately they can
make these distinctions, with the macro F1 score.
The goal here is to push forward the development
of tools that can spot and reduce the sharing of
memes that can be hurtful to women in these two
languages. This challenge is meant to attract atten-
tion from people worldwide who work in language
and technology-related fields, hoping to spark more
research and solutions in this important area. This
shared task is conducted via the Codalab competi-
tion2.

4 Dataset description

The dataset underneath the misogyny meme classi-
fication competition offers a comprehensive look
at the manifestation of misogynistic content within
the digital landscape, particularly within Tamil and
Malayalam languages. Misogynistic memes target
women or girls, often by leveraging stereotypes,
displaying bias, or promoting discrimination. They
might generalize women’s capabilities with state-
ments implying inferiority, demean their achieve-
ments, or mock female-specific issues to reinforce
negative stereotypes and biases. Our dataset en-
compasses both monolingual and bilingual memes,
with some featuring a mix of Tamil-English or
Malayalam-English content, presenting an open
challenge for research due to the code-mixed na-
ture of these texts.

This dataset focuses primarily on monolingual
content in Tamil and Malayalam, both of which are
part of the Dravidian language family. Through
this dataset, we aim to understand the extent and

2https://codalab.lisn.upsaclay.fr/
competitions/16097

nature of misogynistic memes in these languages,
exploring the linguistic and cultural factors con-
tributing to their creation and spread. This is vital
for researchers and practitioners dedicated to com-
bating digital misogyny, especially in the context
of Dravidian languages. The dataset consists of
1,776 Tamil memes, with 1,135 employed in the
training set, 285 in development, and 356 in the
test set. The data statistics for Malayalam data are
shown in Table 1. The Malayalam dataset consists
of 1,000 memes, with 640 in the training, 160 in
the development, and 200 in the test set. The data
statistics for Malayalam data are shown in Table 2.

5 Participants methodology

A total number of 52 participants were enrolled in
this competition. In Task 1, we got a total of 4 sub-
missions for the Tamil language and 3 submissions
for the Malayalam language. The methodologies
and results of these tasks have been discussed. To
get more crucial material, please consult their pa-
pers, which are listed below:

Quartet (H et al., 2024) team participated in
Task 1. They employed two different approaches
to obtain the classification probabilities from the
image and text data. With the textual data, ev-
ery word of the text was translated into English.
Subsequently, the translated sentences were prepro-
cessed by eliminating emojis, punctuations, and
stopwords. Then, the TF-IDF vectorizer is em-
ployed to obtain the embeddings from the prepro-
cessed texts. The probability of the text being
misogynistic was determined using the Multino-
mial Naive Bayes classifier. With the Pictorial
Data, they employed the ResNet50 model (He et al.,
2016) for performing transfer learning to obtain the
probability of images being misogynistic. Using
those probabilities, the employed fusion technique
calculates the resultant probability.

DLRG team participated in Task 1. They
worked on only textual data to classify the memes
as misogyny or not. They employed Multilingual
Bert( Bidirectional Encoder Representations from
Transformers) (Kenton and Toutanova, 2019), a
transformer-based multilingual pretrained model.
They performed a transfer learning approach with
the transcriptions and the labels.

Word Wizards team participated in Task 1.
They worked on only textual data to classify the
memes as misogyny or not. They performed to-
kenization and extracted word embeddings using
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Sets Misogyny Not-misogyny Total
Train 272 863 1135
Development 76 209 285
Test 100 256 356
Total 448 1,328 1,776

Table 1: Data statistics for Task1 Tamil dataset for misogyny memes classification

Sets Misogyny Not-misogyny Total
Train 256 384 640
Development 64 96 160
Test 80 120 200
Total 400 600 1,000

Table 2: Data statistics for Task1 Malayalam dataset for misogyny memes classification

TF-IDF vectorizer. With the work embeddings got
from TF-IDF, they trained the SVM classifier to
classify the meme into misogyny or not-misogyny
for Tamil and Malayalam.

MUCS (Mahesh et al., 2024) team also partici-
pated in Task 1. They work on both meme images
and transcriptions. Their methodology comprises a
dual-encoder approach incorporating three distinct
textual feature encoders alongside a shared image
feature encoder: i) bert-base-uncased + ResNet-50,
ii) muril-base-cased + ResNet-50, and iii) bertbase-
multilingual-cased + ResNet-50.

6 Results

This section describes the results of a misog-
yny meme classification competition, where par-
ticipants were evaluated based on the Macro F1
score—a measure used to test the accuracy of
their machine learning (ML) and deep learning
(DL) algorithms. In the Tamil results described in
3, MUCS_run3 achieved the highest rank with a
Macro F1 score of 0.73, followed by DLRG with
0.69, Quartet with 0.65, and WordWizards_run1
with 0.60, ranking them from first to fourth, respec-
tively. In the Malayalam results illustrated in 4,
MUCS_run2 came out on top with an impressive
Macro F1 score of 0.87, Quartet followed closely
with a score of 0.83, and WordWizards_run1 also
showed strong performance with a score of 0.8.
These rankings provide a quantitative assessment
of the participants’ algorithmic approaches in the
classification task. The results, as presented in
this paper, showcase not only the potential but also
the challenges inherent in automating the detec-
tion of misogyny and trolling in memes. While

the best-performing systems exhibited promising
results, there remains considerable scope for im-
provement, especially in handling code-mixed con-
tent and subtle cultural nuances. The shared task
has also highlighted the need for further research
into the creation of more sophisticated algorithms
that can navigate the complexities of language, con-
text, and intent.

Team name M_F1 Rank
MUCS_run3 (Mahesh et al., 2024) 0.73 1
DLRG 0.69 2
Quartet (H et al., 2024) 0.65 3
WordWizards_run1 0.60 4

Table 3: Tamil results for misogyny memes classifica-
tion

Team name M_F1 Rank
MUCS_run2 (Mahesh et al., 2024) 0.87 1
Quartet (H et al., 2024) 0.83 2
WordWizards_run1 0.80 3

Table 4: Malayalam results for misogyny memes classi-
fication

7 Conclusion

In conclusion, the first shared task on "Multitask
Meme Classification - Unraveling Misogynistic
and Trolls in Online Memes" has been a ground-
breaking effort to address the pressing issue of on-
line misogyny and trolling within the context of
Dravidian languages. The participation of dedi-
cated teams in the Tamil and Malayalam classifica-
tion tasks demonstrates a collective commitment to
understanding and combating such harmful online
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content. The datasets, precisely compiled and an-
notated, provided a robust foundation for the teams
to deploy and test a variety of machine learning and
deep learning models, which were assessed based
on their Macro F1 scores.

Furthermore, this paper stands as a testament
to the collaborative efforts required to address the
multifaceted challenges presented by online misog-
ynistic and troll memes, and it is hoped that it will
inspire continued research and action in this vital
area.
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Abstract

We present an overview of the first shared task
on "Caste and Migration Hate Speech Detec-
tion." The shared task is organized as part of LT-
EDI@EACL 2024. The system must delineate
between binary outcomes, ascertaining whether
the text is categorized as a caste/migration hate
speech or not. The dataset presented in this
shared task is in Tamil, which is one of the
under-resource languages. There are a total of
51 teams participated in this task. Among them,
15 teams submitted their research results for the
task. To the best of our knowledge, this is the
first time the shared task has been conducted on
textual hate speech detection concerning caste
and migration. In this study, we have conducted
a systematic analysis and detailed presentation
of all the contributions of the participants as
well as the statistics of the dataset, which is
the social media comments in Tamil language
to detect hate speech. It also further goes into
the details of a comprehensive analysis of the
participants’ methodology and their findings.

1 Introduction

Social media platforms have become an integral
part of the daily life of today’s society. It gives
new meaning to how we communicate, connect,
and share information among people (Kumaresan
et al., 2023). This digital landscape allows users to
share their opinions, how they live, and their work
worldwide. It has a huge impact on society, which
makes it possible to influence everything around
us. It encompasses the way of communication,
how we perceive the world, disaster response,
education, and how it makes information acces-
sible to everyone, as well as giving our support
to the things or people that are overlooked by so-
ciety (Ponnusamy et al., 2023; Chakravarthi, 2023).

However, social media platforms also present
significant challenges to people, like discrimination
and bias against certain kinds of people, including
those based on caste/migration. It replicates
the societal fractures openly or anonymously,
enabling harassment, bullying, and exclusion
based on caste/migration. The caste system also
significantly influences instances of homicide and
violence targeting inter-caste marriages (Sathi,
2023). Caste systems are in a hierarchical order
from high to low. Here, low-level caste people have
been subjected to many kinds of discrimination in
many firms (Goraya, 2023). Racial and extractive
capitalism has exploited the people into hard
labor, their dehumanizing treatment, and their
psychological trauma experiences (Dulhunty,
2023).

With the rapid rise of social media(Lande
et al., 2023; Priyadharshini et al., 2022), the
shadows of age-old social prejudice, such as
caste-based discrimination, bias, and hate speech,
stepped into the digital realm, which especially
targeted lower-caste people, thus leading to
their psychological trauma and trampling on
the dignity of humans. There are some cases
where caste/migration-based discrimination leads
to violence. This leads to a way of effectively
addressing and detecting hate speech regarding
caste/migration. With the help of machine learning,
deep learning, and natural language processing
technology, one can detect caste/migration-based
hate speech. However, the quality of the detection
depends on the quality of the training data without
any biases and critical concerns. The task involves
the use of a newly created dataset for detecting
caste or migration-based hate speech in the Tamil
language.
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In this overview paper, we have discussed the
shared task of caste and migration hate speech de-
tection in Tamil at LT-EDI@EACL 2024. In the
subsequent sections, we have discussed the task
description, dataset statistics, methodologies used
by the participants to detect caste/migration hate
speech in Tamil, and their results and ranking.

2 Related work

In recent years, social media has developed rapidly,
leading to advantages and disadvantages in its use.
The common one is hate speech towards a cer-
tain kind of race, religion, sexual orientation, gen-
der, caste, and beyond. This issue leads many
researchers to research to research a methodol-
ogy that can detect hate speech related to specific
targets(Ibrohim and Budi, 2023). In particular,
(Ryzhova et al., 2022) presents XLM RoBERTa as
a base model to detect religion-based hate speech
on English, Russian, and Hindi datasets. Afterward,
the base model was finetuned with the different
datasets, and to improve the model, a text attack
algorithm was applied. (Parvaresh, 2023) focuses
on hate speech towards Afghan immigrants in Iran
and also shows the subtle ways of spreading hate
speech without directly using any hateful words.
(Breazu, 2023) focuses on the hate speech com-
ments on YouTube regarding the Roma community,
and it also points out how the obvious and subtle
way of hate comments and discrimination spread
against the Roma community. It also highlighted
the term “entitlement racism,” which is when indi-
viduals believe it’s justifiable to propagate racial
animosity. (Nave and Lane, 2023) highlights how
online platforms lack the detailed guidelines to suc-
cessfully combat online hate speech when incorpo-
rating HRDD (Human Rights Due Diligence) into
their terms of service (TOS). In order to protect
marginalized people, it advocates online platforms,
including the TOS, with European human rights
norms.

3 Task Description

The primary goal of this task is to develop an au-
tomated classification system that can accurately
determine the presence of hate speech on caste or
migration within textual content on social media
platforms. This shared task is held through the
Codalab competition1. The participants will pro-

1https://codalab.lisn.upsaclay.fr/
competitions/16089

vided with training, development, and test datasets
in the Tamil language. To access and contribute to
the data, navigate to Codalab and select the "Par-
ticipate" tab. To the best of our knowledge, this
represents the first shared task dedicated to identi-
fying hate speech concerning caste/migration. The
annotation has been done in two categories.

• Hate speech on caste/migration: Comments
that contain a variety of harmful, derogatory,
discriminatory content as well as mocking and
ridicule, Delegitimization content aimed at
certain caste or migrated people.

• Not Hate speech on caste/migration: Com-
ments that do not contain text aimed at any
caste or migrated people

Sample for Hate speech on caste:

Figure 1: Tamil Language- Hate speech on caste

English Translation for Figure 1: You are not
Tamizhian. Seppedu says Vaduka Pallan. How can
you become a vaellalar?

• Tamil-English: Nee yaen mukkulathor aah
pirika ninaikura

• English Translation for Above text: Why
do you want to separate the MUkkulathor?

Sample for Hate speech on migration:

Figure 2: Tamil Language- Hate speech on migration

English Translation for Figure 2: Banish the
North Indians. Na Parayan Thanda. However, I
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am from the Tamil race. Listen, sir. Don’t involve
them with us.

• Tamil-English: polaikavantha marvadikku
yavvalavu thimuru. Nam thamilar aachithan
enimea.

• English Translation for Above text: How ar-
rogant is the Marvadi who came to work.Nam
thamilar aachithan enimea.

4 Dataset Description

This dataset was methodically collected from
a social media platform with a concentrated
focus on the YouTube platform by utilizing the
YouTube-comment-scraper tool to collect the
YouTube video comments in support of the shared
task on ‘Caste/Migration Hate Speech Detection’
at LT-EDI@EACL 2024. It represents the first
dataset focusing on caste and migration hate
speech in low-resource languages, with a particular
emphasis on Tamil. A total of 7,875 comments
were collected, and each of the comments was
meticulously annotated for the presence of
caste/migration hate speech (labeled as ‘1’) and
the absence of such hate speech (labeled as ‘0’).

A few samples of the dataset have been
discussed in the previous section. The samples
contain some words that point at some caste
or migrated people such as vadakan, marvadi,
parayan, vaduka pallan, vaellalar, mukkulathor.
The offensive texts that may come along with the
above words or beyond may have targeted a certain
community. Since there are many castes, some
tend to discriminate against other castes which
leads to these kinds of offensive comments.

The dataset was segmented into training, devel-
opment, and test data subsets to help with the thor-
ough analysis and to facilitate the model training.
The accompanying Table 1 provides the detailed
distribution of comments across these subsets, pro-
viding the dataset’s structure and composition.

4.1 Training Phase:
Initially, participants were provided with both train-
ing and validation data for caste/migration hate
speech detection model development. They could
run preliminary evaluations and fine-tune the model
settings. There are 51 teams participated and ac-
cessed the data.

4.2 Evaluation Phase:
The second phase involved releasing test sets in
Tamil for system evaluation. Participating teams
submitted their predicted results for assessment
through Google Forms. The submission will be
evaluated with macro average F1-score. The results
should be submitted on the google form in the form
of zip.

5 Participant’s Methodology

• BITS_GraphAI: This team used two pre-
trained transformers, TamilSBERT-STS and
Indic-SBERT(Deode et al., 2023)(Mirashi
et al., 2024), and fine-tuned them on the given
data with triplet and cosine similarity loss,
respectively. In triplet loss, triples are of
the form (anchor, positive, negative), where
the anchor and positive sentences are of the
same class, whereas negatives are from other
classes. Triplet loss helps the model to dis-
cern nuanced relationships. To further en-
hance classification, we used TextGCN archi-
tecture(Yao et al., 2019) by feeding the fine-
tuned sBERT embeddings as feature input and
text graph as an adjacency matrix. All three
models performed well, showing slightly bet-
ter results from sBERT-enhanced TextGCN
graph-based learning. This team achieved
rank 4 with a macro F1 score of 0.77.

• SSN-Nova (Reddy et al., 2024): This team
delves into an array of boosting techniques,
encompassing Adaboost, XGBoost,(Demir
and Sahin, 2023) and a comparative analysis
with a voting classifier that aggregates mul-
tiple traditional models. This methodology
provides a comprehensive exploration of en-
semble methods, leveraging the strengths of
boosting algorithms and traditional models to
enhance the overall predictive capabilities of
their system. They secured rank 12 with the
macro F! score of 0.59

• Kubapok (Pokrywka and Jassem, 2024): The
Team employed a systematic approach in
their endeavor, utilizing solely the data pro-
vided by the organizers. Their methodol-
ogy centered around employing various mod-
els, including ‘l3cube/pune-kannada’(Deode
et al., 2023)(Mirashi et al., 2024), ‘microsoft-
mdeberta-v3’(He et al., 2020) (utilized twice),
and ‘xlm-roberta.’ These models were trained
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Sets Caste/Migration Hate Speech Not Total
Train 2,052 3,303 5,355
Development 351 594 945
Test 602 973 1,575

Total 7,875

Table 1: Dataset Description

using standard Hugging Face scripts for text
classification, with adjustments such as a
warm-up ratio of 0.1 and 30 epochs. No-
tably, they aggregated both training and de-
velopment data, creating fresh random splits
for each model. The selection of the optimal
epoch checkpoint was based on the develop-
ment F1 score. A key aspect of their strategy
involved averaging the probabilities generated
by all four models, with a threshold of 0.5
for class selection. This team achieved rank 2
with a macro F1 score of 0.81.

• KEC_AI_DSNLP: (Shanmugavadivel et al.,
2024) This team created a machine learning
model such as KNN, Decision trees and Naive
Baiyes to classify the hate speech text and got
0.65 macro F1 and secured the rank 9.

• CUET_NLP_GoodFellows: This team used
two BERT models to accomplish their task.
They are mBERT and XLM-R, and both of
these models are finetuned. Along with these,
the team also used fine-tuned random classi-
fier.

• selam: This team employed a Support Vector
Machine (SVM) approach within the realm
of Natural Language Processing (NLP). The
primary goal was to develop a robust text
classification system capable of predicting
whether a given text contains caste/migration
hate speech and scored macro F1 of 0.62 and
secured rank 10.

• KEC_DL_KSK: Team employed the sam-
pling methods such as SMOTE and ran-
dom oversampler to balance the datasets.
They have used machine learning algorithms,
namely, Random Forest, Support Vector Ma-
chine, Naive Bayes, Logistic Regression, and
Decision Tree, along with word embedding
techniques like TF-IDF, Word2Vec, Doc2Vec,
and FastText. the got the 0.49 macro f1 score.

• bytesizedllm: This team has utilized the
embeddings generated from a subset of
AI4Bharat’s data, encompassing 100,000 ran-
domized lines. These embeddings were cre-
ated using their custom-built subword tokeniz-
ers for Telugu (with a size of 7.6 MB) and
Tamil (with a size of 1.3 MB) languages. They
employed a Bidirectional Long Short-Term
Memory (BiLSTM) classifier to perform clas-
sification tasks. The model was trained on
labeled datasets and scored 0.61 macro F1
score.

• Word Wizards: This team utilized Labse(Pei
et al., 2022), a pre-trained language represen-
tation model specifically designed for under-
standing the text in multiple languages. Labse
employs a Siamese encoder architecture, ca-
pable of generating high-quality sentence em-
beddings by encoding text into a fixed-size
vector representation. Following the encod-
ing process, a K-Nearest Neighbors (KNN)
model was implemented to perform various
tasks, likely involving similarity searches or
classification based on the encoded representa-
tions. KNN is a simple yet effective algorithm
used for classification and regression tasks,
particularly in scenarios where data points are
mapped in a high-dimensional space. This
combination likely facilitated tasks involving
semantic similarity, clustering, or classifica-
tion of text data based on the learned rep-
resentations from Labse embeddings. They
achieved rank 13 with the macro F1 score of
0.54.

• Lidoma: (Tash et al., 2024) This team em-
ployed deep learning and machine learning
models like convolutional neural networks
and support vector machine algorithms to clas-
sify hate speech detection on caste/migration
in the Tamil language and secured that 6th
rank with the macro F1 score of 0.76.

• Transformers: (Singhal and Bedi, 2024) This
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Teams Macro F1 Rank
Transformers_run3 (Singhal and Bedi, 2024) 0.82 1
kubapok_run1 (Pokrywka and Jassem, 2024) 0.81 2
CUET_NLP_Manning_run3 (Alam et al., 2024) 0.80 3
BITS_Graph4NLP_run1 0.77 4
Algorithmalliance_run1 (Sangeetham et al., 2024) 0.76 5
lidoma_run2 (Tash et al., 2024) 0.76 6
CUET_NLP_GoodFellows_run2 0.75 7
quartet_run1 (H et al., 2024) 0.73 8
KEC_AI_DSNLP_run2 (Shanmugavadivel et al., 2024) 0.65 9
selam_run1 0.62 10
byteSizedllm_run1 0.61 11
SSN-nova_run3 (Reddy et al., 2024) 0.59 12
WordWizards_tamil_run1 0.54 13
KEC_DL_KSK_run2 0.49 14
Habesha_run1 0.38 15

Table 2: Rank List Based on Average macro F1 Score

team utilized an ensemble model that com-
prises XLMroberta, a multilingual bert base
model, and muril cased model(Subramanian
et al., 2022). The accuracy of these models
was highest compared to all the other models
tested. A combination of these models im-
proved the overall accuracy. All the models
were trained on the text without cleaning since
the performance of all the models suffered af-
ter cleaning.

• CUET_NLP_Manning (Alam et al., 2024):
This team employed six machine learning( LR,
SVM, SGD, XGB, ENSEMBLE, RF) models,
3 deep learning models( BiLSTM, Attention,
and BiLSTM-CNN) and three transformer-
based models (M-BERT, XLM-R, and Tamil-
BERT) with TF-IDF and fasttext embeddings.
Among the models, the transformer-based
model yields better results with the highest
evaluation score. This team achieved rank 3
with a score of 0.80.

• Habesha:This Team utilized a model built
upon BERT transformers for creating embed-
dings. Additionally, They integrated LSTM
(Long Short-Term Memory) deep learning
techniques to facilitate classification tasks.
This combined architecture allows for the ef-
fective representation of input data through
transformer-based embeddings while lever-
aging the sequential learning capabilities of
LSTM for accurate classification and scoring

0.38 macro F1.

• ALGORITHM ALLIANCE (Sangeetham
et al., 2024): This team has applied several
supervised machine learning algorithms such
as Logistic Regression, Support Vector Ma-
chine(SVM), Multi-Layer Perceptron(MLP),
Random Forest Classifier(RFC), Decision
Tree, KNN as their classification models to the
highest accuracy. Among these, SVM yielded
the highest scores which is 0.76 macro F1
score, and secured rank 5.

• Quartet (H et al., 2024): This team used ma-
chine learning models such as Logistic Regres-
sion, Support Vector Machine (SVM), Ran-
dom Forest Classifier, Decision Tree Classi-
fier, and Naive Bayes for classification and
TF-IDF for feature representation. Support
Vector Machine yielded a better accuracy with
a 0.73 macro F1 score and ranked 8th.

6 Results

The hate speech detection shared task for
caste/migrants was conducted for one of the low-
resource Languages that is Tamil. As mentioned in
the former part, many participants have contributed
to the shared task. A total of 51 teams partici-
pated in the shared task of detecting hate speech
on caste/migration in the Tamil Language. Among
them, 15 teams submitted their results. The ranking
and Evaluation of the shared tasks was based on the
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average macro F1 score. Table 2 shows the rank-
ings of the teams that participated in the task. Here
we have accentuated the top three teams that partic-
ipated in the shared task and got the top rankings.
The team "Transformers"(Singhal and Bedi, 2024)
ranked first in the shared task with the macro F1
score of 0.82 using the ensemble methods combin-
ing various transformers-based model. "kubapok"
Team ranked second among the participants with
the macro F1 score of 0.81 which has been re-
sulted from utilizing the microsoft-mdeberta-v3,
and xlm-roberta. CUET_NLP_Manning(Alam
et al., 2024) ranked third with the macro F1 score
of 0.80 by using machine learning, deep learning,
and transformer-based models like mBERT, Tamil
BERT, xlm- R models.

7 Conclusion

We presented the overview of the shared task on
caste and migration hate speech in social media
comments using a dataset in Tamil. It represents
an important step toward the creation of healthy
online communities. We can mitigate hate speech
on certain individuals, castes, and migration by
exploiting advanced technologies, algorithms, and
computational tools.

8 Ethical Considerations

In conducting this study, which involves the uti-
lization of YouTube comments, we have taken into
account many ethical implications while collecting
the YouTube comments we made sure that the pri-
vacy of commentators was well protected and that
the comments were not used in a way that could
have caused any harm. In addition, we ensured that
data distribution is prohibited for anything but aca-
demic and non-commercial research uses Thus we
have done our research ethically and responsibly to
reduce harm, protect privacy, and make meaningful
contributions to the field of study.
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Abstract

This paper introduces an approach to stress
identification in Tamil and Telugu, lever-
aging traditional machine learning mod-
els—Fasttext for Tamil and Naive Bayes for
Telugu—yielding commendable results. The
study highlights the scarcity of annotated data
and recognizes limitations in phonetic features
relevant to these languages, impacting precise
information extraction. Our models achieved
a macro F1 score of 0.77 for Tamil and 0.72
for Telugu with Fasttext and Naive Bayes, re-
spectively. While the Telugu model secured the
second rank in shared tasks, ongoing research is
crucial to unlocking the full potential of stress
identification in these languages, necessitating
the exploration of additional features and ad-
vanced techniques specified in the discussions
and limitations section.

1 Introduction

In Natural Language Processing (NLP), a diverse
range of tasks is undertaken to comprehend and
process human language. These tasks encompass
the intricate understanding of emotional nuances,
from identifying hate speech Yigezu et al. (2023);
Shahiki-Tash et al. (2023a) to recognizing hope
speech Shahiki-Tash et al. (2023b) and stress de-
tection. This broad spectrum of tasks includes
text classification, named entity recognition, ma-
chine translation, text generation, question answer-
ing, text summarization, and part-of-speech tag-
ging. The evolution of NLP models has transi-
tioned from traditional methods such as rule-based
systems and statistical models to sophisticated deep
learning architectures. Notable examples of these
architectures include Recurrent Neural Networks
(RNNs), and Long Short-Term Memory Networks
(LSTMs)Tonja et al. (2022).

Stress, simply characterized as a negative emo-
tional response stemming from external factors,
notably societal pressures, represents a significant

facet of the human experience. Zaydman (2017)
underscores the increasing trend of individuals shar-
ing their feelings on the internet. While substantial
research has explored the identification of such
emotions Tash et al. (2023), particularly in lan-
guages like English ("Joshi et al. (2005); Nagle and
Sharma ("2018"), there exists a noticeable gap in
studies focused on Dravidian languages such as
Tamil and Telugu.

Our investigation delves into emotion detection,
building upon existing studies and laying a foun-
dational framework for future directions in this do-
main. The insights gleaned from our research con-
tribute to a growing body of knowledge, providing
valuable groundwork for forthcoming explorations
and advancements in understanding emotions in
linguistic contexts.

In the upcoming sections, we will explore the
latest studies about emotion and stress identifica-
tion in Dravidian languages. We will share our ap-
proach, configuration, and methodology, followed
by a presentation of the results and a concise analy-
sis with future orientations.

2 Literature Review

India, renowned for its rich history and culture, is
witnessing a growing prevalence of stress across its
diverse population. From the young to the adults,
stress permeates various aspects of life, encom-
passing academic pressures and professional chal-
lenges.

In education, the pressure on students to achieve
high standards has led to prolonged stress, impact-
ing mental health and, at times, resulting in se-
vere consequences, as noted by "Joshi et al. (2005)
in their research study. Research by Nagle and
Sharma ("2018") showcases the role of societal
expectations and family pressures in exacerbating
student stress.

The advent of social media platforms has
provided an avenue for individuals to express
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their emotions and state of mind. Zaydman
(2017) fetched 2.3 million mental health-relevant
Tweets, shedding light on stress and suicide tenden-
cies(corpora in English).

In response to this societal landscape, research
on stress identification in textual corpora has flour-
ished.Nijhawan et al. (2022) explored stress de-
tection in social interactions, achieving high accu-
racy using models like Bert and Random Forest.
Similarly, Inamdar et al. (2023) employed Elmo
embeddings, Bag of Words, and Bert models to
detect mental stress in Reddit Posts, achieving an
F1-score of 0.76 (in English).

While research on stress identification is pro-
lific in languages like English, limited attention has
been given to Dravidian languages such as Tamil
and Telugu. Noteworthy studies by S et al. (2022)
on analyzing emotions in Tamil and Gokhale et al.
(2022) using diverse deep learning models shed
light on this underexplored area. However, They
presented a lexicon-based approach that led to an
F1-score grounding at 0.0300. In the context of a
shared task, García-Díaz et al. (2022) secured first
place with a neural network trained on linguistic
features and various sentence embeddings achiev-
ing only an F1-score of 0.15. However, no stress
emotions have been included in the research.

Through our experiment, we aspire to provide
the community with a dependable method for pre-
dicting stress in Tamil and Telugu. We aim to
establish a foundational benchmark for subsequent
research endeavors in the field.

3 Task Description

The primary goal of this shared task is to develop a
system capable of discerning between textual cor-
pora that exhibit signs of stress and those that do
not in Dravidian languages, specifically Tamil and
Telugu. Stress, a multifaceted emotion stemming
from various life factors, often prompts individuals
to share their feelings online. Constructing such a
system holds the promise of aiding and supporting
individuals displaying stress characteristics on so-
cial media, ultimately contributing to the reduction
of depression rates within a broad community.

Despite its noble objectives, this shared task
poses unique challenges. Addressing the abstract
concept of emotions, particularly stress, is inher-
ently complex. The task’s focus on Tamil and
Telugu languages introduces additional difficulties,
such as the limited resources available for process-

ing and the lack of standardization observed in
these languages. Decrypting the nuances of emo-
tional variations in these languages amplifies the
complexity of the problem. However, the absence
of tonal characteristics shared by languages like
Mandarin Chinese renders the task more approach-
able.

This undertaking not only underscores the sig-
nificance of emotional analysis but also holds the
potential to make a meaningful impact on mental
health outcomes, emphasizing the importance of
computational linguistics in addressing real-world
challenges.

4 Approach

To address the challenge at hand, we systemati-
cally evaluated various options to arrive at a logical
and explainable solution. Our decision-making pro-
cess involved a thorough analysis of the syntactical
structures in both languages, leveraging the support
of the IndicNlp project from Kunchukuttan (2020).
Upon examining the IndicNLP library Tokeniza-
tion process and our dataset, we concluded that our
corpora required no further preprocessing to align
with our objectives.

During the feature extraction stage, we seg-
mented the corpus into sentences and employed
Term-Frequency Inverse Document Frequency (TF-
IDF) as the sole feature type, alongside considera-
tion for Bigrams. These choices were made with a
focus on their compatibility with the dataset char-
acteristics and the task requirements.

4.1 Model Selection

The model selection process was conducted trans-
parently, guided by our current knowledge of ma-
chine learning model performances. To align with
the datasets provided by the Organizers and based
on our experimentation philosophy, we excluded
deep learning models as the size of the dataset fits
best for traditional and shallow machine learning
models. So, we focused on traditional machine
learning (ML) Tash et al. (2022) models and, at
best, shallow models specifically Fasttext devel-
oped by Meta Joulin et al. (2016, 2017) because
of its ability to not easily overfit over the training
phase.

For the Tamil language, we experimented with
five ML models: Logistic Regression (LR), Ran-
dom Forest (RF), Support Vector Machine (SVM),
Naive Bayes, and Fasttext. The trained Fasttext
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model demonstrated stability and robustness, lead-
ing to its selection for submission.

In the case of Telugu, similar experiments were
conducted with the same models. However, we
opted to submit the trained Naive Bayes model for
Telugu, guided by its performance also to diversify
the set of our models tackling the task of identifying
stress in Dravidian languages.

This approach, grounded in a thoughtful and sys-
tematic evaluation, positions our system for effec-
tive stress identification in both Tamil and Telugu
languages.

5 Experimental Setup

To conduct our experiments, we relied primarily
on the Scikit-learn Pedregosa et al. (2011), and
Fasttext packages due to their versatility and effec-
tiveness in implementing various machine learning
models. Scikit-learn provided a robust set of tools
for traditional machine learning models, while Fast-
text, with its efficient text classification capabilities,
complemented our exploration.

Concerning the hardware, our experiments were
executed on a computer running Ubuntu 22.04,
equipped with 64 GiB of Random Access Mem-
ory (RAM), and powered by an AMD Ryzen 7000
Series 7 processor running at 3.3 GHz. This con-
figuration was chosen for its capability to handle
the computational demands of traditional machine
learning models, even with a limited amount of
data.

The selected hardware configuration proved ad-
equate for our experimental goals, ensuring effi-
cient execution and allowing us to gain meaningful
insights into stress identification in Dravidian lan-
guages.

5.1 Hyperparameters for Tamil language
Training

To train the selected model in Tamil lan-
guage(Fasttext), we randomized the datasets, ran
successively several training with different parame-
ters, and finally applied the following hyperparam-
eters which gave the best results:

Lr Epochs N-grams Bucket Em-Dims Loss
0.5 10 2 200 30 ova

Table 1: Fasttext Hyperparameters Configurations

Finally, for the testing phase, we set the thresh-
old at 0.5.

5.2 Hyperparameters for Telugu language
Training

We split the dataset with a random state at 42, and
applied the following hyperparameter configura-
tions:

Loss Penalty Max-iter
hinge L2 5

Table 2: Naive Bayes Hyperparameters Configurations

6 Results

We present the performance metrics of our stress
identification model for Tamil and Telugu lan-
guages. The evaluation metrics include Accuracy,
Macro F1-score, Macro-Recall, and Weighted Pre-
cision.

6.1 Tamil Language
For the Tamil language, our model achieved the
following results:

Metrics Score
Accuracy 0.724
Macro F1-score 0.723
Macro-Recall 0.775
Weighted Precision 0.822

The bar chart in Figure 1 provides a visual rep-
resentation of the metrics. Notably, the Macro
F1-score is highlighted in red for emphasis.

Figure 1: Tamil Stress Identification Results

6.2 Telugu Language
Similarly, for the Telugu language, our model’s
performance is summarized below:

Metrics Score
Accuracy 0.729
Macro F1-score 0.727
Macro-Recall 0.756
Weighted Precision 0.779
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The bar chart in Figure 2 visually presents the
Telugu language metrics, with Macro F1-score
highlighted in red.

Figure 2: Telugu Stress Identification Results - Naive
Bayes

These results demonstrate the effectiveness of
our stress identification model in both Tamil and
Telugu even with strict and minimal preprocess-
ing and hyperparameter tuning, providing a good
foundation and baseline for further exploration as
most previous works were focused on general emo-
tion detection in Tamil or Telugu or the targeted
language were mostly English.

7 Discussions and limitations

Our model for the Telugu language exhibited com-
mendable performance by securing the second rank
in the shared tasks. We can observe that both our
models did not overfit and remained stable on the
test set. This achievement underscores the effec-
tiveness of the chosen approach and the potential
for accurate stress identification in Dravidian lan-
guages.

It is noteworthy that sufficient data and addi-
tional features related to the two languages Tamil
and Telugu can help our models become more re-
liable in the identification of emotional stress in
textual corpora in both Tamil and Telugu. This ob-
servation emphasizes the importance of data abun-
dance in enhancing model performance, paving the
way for more accurate and robust stress identifica-
tion systems.

However, it’s essential to acknowledge certain
limitations in our current approach. One notable
limitation is we did not make use of phonology or
phonetic features which are important factors in
extracting meaningful information from Tamil or
Telugu. Despite the capabilities of IndicNlp for
phonetic feature extraction, this aspect was not ex-
plored in our experiments. Future investigations

could delve into extracting phonetic features, po-
tentially enriching the model’s understanding of
stress patterns in the spoken language.

Moreover, there exists ample room for further
experiments. Techniques such as embedding learn-
ing offer a promising avenue for feature extraction,
potentially capturing nuanced linguistic represen-
tations. Alternatively, leveraging large language
models can provide a comprehensive understanding
of stress-related features in Dravidian languages
since both languages make use of context.

8 Conclusion

In conclusion, while the success of our model in the
Telugu language showcases the effectiveness of our
approach, ongoing research, and experimentation
are crucial to unlocking the full potential of stress
identification in Tamil and Telugu. Exploring addi-
tional features, incorporating advanced techniques,
and leveraging large-scale language models are av-
enues for future research, promising advancements
in computational linguistics for emotion analysis
in diverse linguistic contexts.
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Abstract

This research focuses on Homophobia and
Transphobia Detection in Dravidian lan-
guages, specifically Telugu, Kannada, Tamil,
and Malayalam. Leveraging the Homopho-
bia/Transphobia Detection dataset, we propose
an innovative approach employing a custom-
designed tokenizer with a Bidirectional Long
Short-Term Memory (BiLSTM) architecture.
Our distinctive contribution lies in a tokenizer
that reduces model sizes to below 7MB, im-
proving efficiency and addressing real-time de-
ployment challenges. The BiLSTM implemen-
tation demonstrates significant enhancements
in hate speech detection accuracy, effectively
capturing linguistic nuances. Low-size models
efficiently alleviate inference challenges, en-
suring swift real-time detection and practical
deployment. This work pioneers a framework
for hate speech detection, providing insights
into model size, inference speed, and real-time
deployment challenges in combatting online
hate speech within Dravidian languages.

1 Introduction

In light of the growing prevalence of online hate
speech, this paper presents the findings of a work-
shop on detecting LGBTQ+ hate speech in so-
cial media comments. We focus on developing
and evaluating models that can accurately iden-
tify and classify homophobic and transphobic slurs,
offensive stereotypes, and other forms of hate-
ful language within YouTube comment sections
(Chakravarthi et al., 2024) (Chakravarthi et al.,
2023) (Chakravarthi, 2023).

While a comment or post in the dataset may con-
tain more than one sentence, the average sentence
length in the corpus is one, and annotations are pro-
vided at the comment/post level. In the dynamic
landscape of social media, concerns about hate
speech targeting the LGBTQ+ community have
gained prominence.

This research investigates the challenges of clas-
sifying individual social media comments or posts
in low-resourced languages. It specifically focuses
on Dravidian languages spoken in India—Telugu,
Kannada, Tamil, and Malayalam—while acknowl-
edging that the findings may not be universally
applicable to other linguistic contexts. The goal
is to develop systems that can effectively identify
instances of homophobia or transphobia in these
languages. Achieving this requires these systems
to be adaptable and robust enough to handle the
inherent diversity within Dravidian linguistics.

In the context of detecting Homophobia and
Transphobia in social media, our research employs
a unique approach that utilizes a custom-designed
tokenizer and a Bidirectional Long Short-Term
Memory (BiLSTM) architecture. A significant con-
tribution of our work lies in the development of
a tokenizer designed to streamline model sizes,
enhance operational efficiency, and address the
challenges associated with real-time deployment.
This tokenizer not only minimizes the computa-
tional footprint but also optimizes the overall per-
formance of the models. Its unique features em-
power effective handling of real-time scenarios,
providing a versatile solution for deployment chal-
lenges.

The implementation of BiLSTM, coupled with
our customized tokenizer, showcases significant
improvements in the accuracy of hate speech detec-
tion, highlighting enhanced sensitivity to linguis-
tic nuances. Compact-sized models effectively ad-
dress inference challenges, ensuring rapid real-time
detection and practical deployment. Our research
establishes a pioneering framework for Homopho-
bia and Transphobia Detection, providing insights
into model size, inference speed, and the challenges
associated with real-time deployment in combating
online hate speech.

This paper outlines our methodology, techni-
cal advancements, and results, offering a compre-
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hensive examination of Homophobia/Transphobia
Detection in social media comments in Dravid-
ian languages. Our research aims to contribute
not only to the specific challenges of Homopho-
bia/Transphobia Detection in social media com-
ments but also to a broader understanding of ef-
fective detection mechanisms applicable to diverse
linguistic landscapes.

2 Related Work

Homophobia and transphobia detection in social
media has garnered significant research attention
due to its detrimental impact on the LGBTQ+ com-
munity. Various approaches have been explored,
each addressing specific challenges and contribut-
ing to the development of robust detection systems.

Singh and Motlicek (2022) proposed a zero-
shot learning framework for detecting homopho-
bic and transphobic comments without labeled
data, demonstrating its potential for resource-
constrained scenarios.

Kumaresan et al. (2023) addressed the challenge
of data scarcity in low-resource languages by pre-
senting a fine-grained dataset and exploring cross-
lingual transfer learning techniques. Their work
highlights the effectiveness of transferring knowl-
edge from resource-rich languages to improve de-
tection accuracy in diverse linguistic settings.

Ashraf et al. (2022) explored an SVM-based
model, achieving notable F1-scores and empha-
sizing the importance of automatic detection for
timely intervention. Their work demonstrates the
effectiveness of traditional machine learning algo-
rithms in hate speech detection tasks.

Sharma et al. (2023) investigated deep learn-
ing techniques for Dravidian languages, highlight-
ing the superiority of IndicBERT (Kakwani et al.,
2020) in addressing low-resource language chal-
lenges. This study demonstrates the potential
of deep learning models for capturing language-
specific features and improving detection accuracy.

(Swaminathan et al., 2022) employed a hybrid
approach combining word embeddings, SVM clas-
sifiers, and BERT-based transformers (Devlin et al.,
2019), achieving promising results. Their work
showcases the potential of combining diverse tech-
niques to leverage their strengths and enhance de-
tection performance.

Chakravarthi et al. (2022) investigated the
use of pseudolabeling for automated homopho-
bia/transphobia detection, demonstrating signifi-

cant improvements in model performance. Their
work emphasizes the importance of robust evalua-
tion and highlights the potential of pseudolabeling
for improving model accuracy.

The study presents ConBERT-RL(Raj et al.,
2024), a novel framework using Reinforcement
Learning and a concatenated CM-BERT represen-
tation, excelling in offensive comment classifica-
tion for transliterated Tamil in English with a 90%
and 93% micro-average accuracy improvement. It
effectively captures language-specific features and
nuances, demonstrated through t-SNE visualization
and graph network comparisons.

The broader literature underscores the global
prevalence of offensive language, emphasizing the
need for protection and proactive measures to miti-
gate its impact on vulnerable communities ((Gkot-
sis et al., 2016); (Oswal, 2021); (Díaz-Torres et al.,
2020); (Wang et al., 2019)).

This review highlights significant advancements
in homophobic and transphobic comment detec-
tion. Despite notable progress, various challenges
persist, necessitating further exploration and devel-
opment. These challenges include the expansion to
encompass more low-resource languages, the cre-
ation of robust models tailored for code-mixed con-
tent, the integration of contextual information, and
the exploration of Explainable AI techniques. Ad-
dressing these challenges will contribute to a more
comprehensive and effective approach to combat-
ing online hate speech.

3 Dataset

3.1 Embedding Datasets

Our research draws upon a substantial corpus
sourced from the AI4Bharath1 datasets for Tel-
ugu, Tamil, Malayalam, and Kannada. Specifically,
we harnessed the initial 5,000,000 lines from the
Telugu corpus (1.3GB), 9,492,782 lines from the
Tamil corpus (980MB), 11,512,628 lines from the
Malayalam corpus (1.2GB), and 15,000,000 lines
from the Kannada corpus (1.5GB). These datasets
serve as a rich and diverse source of linguistic con-
tent, covering an array of topics relevant to our
research. This linguistic variety is instrumental in
fostering the development of embeddings that are
not only robust but also generalizable, crucial for
the success of our research endeavors.

1https://github.com/AI4Bharat/indicnlp_corpus
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3.2 Homophobia/Transphobia Datasets

Our research, undertaken as part of LT-
EDI@EACL 2024 2, is focused on Dravidian
languages—Tamil, Telugu, Kannada, and Malay-
alam—selected for their shared linguistic roots and
the intricate process of developing high-quality
embeddings for each. This cohesive group forms
the basis for our study, aiming to understand and
address online hate speech in these languages.

The tasks involved in our study include identi-
fying discriminatory comments based on sexual
orientation or gender identity, utilizing datasets
covering Dravidian languages to ensure compre-
hensive representation. Additionally, the focus on
categorizing YouTube comments aids in recogniz-
ing instances of homophobia and transphobia, fa-
cilitating a deeper analysis of their manifestation
in online discourse (Chakravarthi et al., 2022) (Ku-
maresan et al., 2023).

Language Train Dev Test
Telugu 9,050 1,940 1,939
Malayalam 3,114 1,213 866
Kannada 10,066 2,157 2,156
Tamil 2,662 666 833

Table 1: Homophobia/Transphobia Detection Dataset
Statistics

Table 1 details the dataset distribution across
languages, providing training, development, and
test sets for system development and evaluation.

4 Methodology

This section unveils the details of our innovative
architecture, integrating two crucial components: a
dynamic Subword Embeddings module and a ro-
bust BiLSTM Classification module. We explore
data preprocessing, subword tokenization, embed-
ding training, and orchestration of our advanced
classifier.

4.1 Preprocessing and Tokenization

This section delineates the procedures for data pre-
processing and tokenization applied in the Shared
Task on Homophobia/Transphobia Detection in so-
cial media comments.

2https://codalab.lisn.upsaclay.fr/
competitions/16056

4.1.1 Preprocessing Pipeline
Our comprehensive preprocessing involved nor-
malization, cleaning (removing noise like URLs
and hashtags), and transliteration using the in-
dic_transliteration library3 for uniform processing.

4.1.2 Subword Tokenization
Post-preprocessing, we implemented a custom sub-
word tokenizer, "VowelToken," for each language.
This approach aimed to enhance granularity, cap-
turing morphemic and grammatical information
crucial for detecting linguistic nuances related to
homophobia/transphobia. Leveraging subword to-
kens enables the embedding model to learn more
precise and informative representations, potentially
improving detection performance.

The proposed VowelToken subword tokenizer
exhibits universality, utilizing linguistic principles
based on vowel boundaries for accurate segmen-
tation across diverse languages, including Dravid-
ian languages. Its rule-based design focuses on
identifying and segmenting words based on consis-
tent vowel boundary patterns, enhancing precision
and reliability in the tokenization process. Refer
to Table 2 for the preprocessing and tokenization
statistics of each language corpus.

4.2 Subword Embeddings Module
The Subword2Vec module obtains subword em-
beddings using the Word2Vec method by Mikolov
et al. (2013). The module’s initialization involves
specifying critical parameters: vocabulary size (V ),
minimum frequency (fmin), and embedding dimen-
sion (dsubword). Subword counts are collected to
construct a subword vocabulary (S), and embed-
dings are trained using Stochastic Gradient Descent
(SGD).

The module’s initialization involves specifying
critical parameters, starting with the vocabulary
size (V ) that sets the upper limit for subword con-
sideration. Additionally, the minimum frequency
parameter (fmin) serves as the threshold for sub-
word inclusion based on frequency. The embed-
ding dimension (dsubword), characterizing the di-
mensionality of subword embeddings, is also de-
fined. These parameters collectively configure the
module during the initialization process, a pivotal
aspect of our research.

Subword counts are collected from the corpus
to construct a subword vocabulary (S). The sub-

3https://github.com/indic-transliteration/
indic_transliteration_py
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Language Total Words Total Subtokens Subtokens (Count >= 2) Emb. Size(MB)
Telugu 179,732,317 22,596 13,405 6.6
Tamil 174,349,374 15,065 9,406 4.5
Kannada 399,312,707 17,889 12,173 5.8
Malayalam 117,054,028 19,155 14,190 5.92

Table 2: Preprocessing and Tokenization Statistics with Embedding(Emb.) Sizes of 100-dimensional Model

word splitting process is executed based on vowels,
excluding subwords with counts below fmin. This
process is mathematically expressed as:

S = {s | s is a subword, count(s) ≥
fmin, |S| ≤ V }

S = {s ∈ W | count(s) ≥ fmin, |S| ≤ V } (1)

The subword splitting process involves divid-
ing the input word into subwords based on vowel
boundaries. Consonant prefixes and suffixes are
included in the subwords when applicable, and spe-
cial tokens "_" (start of subword) are added to the
first letter. Subword embeddings (Esubword) are ini-
tialized as a random matrix with dimensions (|S|,
dsubword).

The training phase employs Stochastic Gradi-
ent Descent (SGD) (Tian et al., 2023) to train sub-
word embeddings. The objective is to minimize
the Mean Squared Error (MSE) loss (L) between
subword pairs. The SGD update is expressed as:

E
(t+1)
subword = E

(t)
subword − η∇L(E(t)

subword) (2)

Here, t represents the training iteration, η is the
learning rate, and ∇L is the gradient of the loss
function. Training subword embeddings is a cru-
cial step in refining the model’s representation of
subword relationships.

4.3 BiLSTM Classifier
The BiLSTM architecture, inspired by Ghosh et al.
(2020), plays a crucial role in the fake news classifi-
cation task. It consists of two essential components:
a subword embedding layer and a bi-directional
LSTM layer.

4.3.1 Sub-Word Embedding Layer
The Sub-Word Embedding Layer operates on an
input word sequence x = [w1, w2, ..., wn] utilizing
a subword embedding function. Each word wi is
mapped to its corresponding subword embeddings,
denoted as wi1, wi2, ..., win, where n represents the
number of subwords for the i-th word. The final

Figure 1: The unfolded architecture of BiLSTM classi-
fier with three 3 word example sample.

word embedding for wi, denoted as ei, is obtained
by summing the embeddings of its constituent sub-
words:

ei = wi1 + wi2 + . . .+ win (3)

The output of this layer is a tensor Xembed of
dimensions 1×n× dembed, where dembed signifies
the size of each word embedding.

Xembed = [e1, e2, ..., en] (4)

Here, ei represents the word embedding for the
i-th word in the sequence, and n is the length of
the sequence.

4.3.2 Bi-directional LSTM Layer
The Bi-directional LSTM Layer engages with the
embedded sequence Xembed to adeptly capture con-
textual information. Configured with an input size
of dembed (matching the embedding size) and a hid-
den size of dhidden, the bidirectional LSTM ensures
the seamless flow of information both in forward
and backward directions. The resulting output, de-
noted as blstm_out, takes the form of a tensor with
dimensions 1×n×(2×dhidden), as it concatenates
the hidden states from both directions.
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blstm_out = [h1,h2, ...,hn] (5)

In essence, the BiLSTM layer processes the in-
put sequence and produces hidden states hi for
each word in the sequence.

The forward pass of the model is mathematically
expressed as follows:

h
(f)
i ,h

(b)
i = BiLSTM(e1:i, ei:n), ∀i ∈ {1, ..., n}

(6)
Here, h(f)

i and h
(b)
i symbolize the forward and

backward hidden states at position i, respectively.
The BiLSTM function operates on subword embed-
dings e1:i and ei:n for each i in the sequence.

4.3.3 Classifier Output
The final prediction, denoted as y, is derived by
applying a linear transformation to the last hidden
state in the forward direction (h(f)

n ) using weights
matrix W and bias b.

y = Wh(f)
n + b (7)

This linear transformation allows the model to
make predictions based on the learned representa-
tions from the BiLSTM layer.

Figure 1 illustrates the unfolded architecture of
the BiLSTM Classifier, providing a visual repre-
sentation of the sequence processing and contex-
tual information capture. This design adeptly inte-
grates subword embeddings with a BiLSTMbased
approach, showcasing adaptability and potential
across various natural language processing applica-
tions.

5 Experimental Setup

Our experimental setup is designed to demon-
strate the effectiveness of our proposed approach
in the context of the Shared Task on Homopho-
bia/Transphobia Detection in social media com-
ments. We conducted experiments using a 100-
dimensional embedding model tailored to each
language. The embedding sizes were determined
based on linguistic characteristics and dataset scale,
as outlined in Table 2. Specifically, for Telugu,
Tamil, Kannada, and Malayalam, the embedding
sizes were 6.6 MB, 4.5 MB, 5.8 MB, and 5.92 MB,
respectively.

Subword tokenization was facilitated by the cus-
tom VowelToken subword tokenizer, designed for
universality and based on linguistic principles using
vowel boundaries. This tokenizer ensured accurate

segmentation across diverse languages, including
Dravidian languages. Its rule-based design focused
on identifying and segmenting words based on con-
sistent vowel boundary patterns, enhancing preci-
sion and reliability in the tokenization process.

To evaluate the impact of these subword em-
beddings, we seamlessly integrated them into our
BiLSTM-based model architecture. The Classifica-
tionModel includes a Sub-Word Embedding Layer,
Bi-directional LSTM Layer, and Linear Classifi-
cation Layer, utilizing subword embeddings from
VowelToken. The BiLSTM layer features an input
size of 100 and a hidden size of 128. Addition-
ally, the model utilizes the Adam optimizer with a
learning rate of 0.001 during training.

Datasets were partitioned into training, develop-
ment, and test sets based on the distribution out-
lined in Table 1. Model training utilized the Adam
optimizer with a learning rate of 0.001 and a batch
size of 64. Early stopping was implemented, with a
patience setting of 10 epochs based on development
set performance. Evaluation metrics, including re-
call, precision, F1 score, and accuracy, were used
to measure the model’s effectiveness.

6 Experimental Results and Discussions

The effectiveness of our subword tokenization is
evident in the remarkably low perplexity (less than
1.2) achieved after just one training epoch for em-
beddings. Despite the constraints of limited train-
ing time and data, this result underscores the effi-
cacy of our subword tokenization approach.

The table 3 reveals the macro average F1-Scores
(M_F1-scores) for the Homophobia/Transphobia
Detection Task on the test sets across various lan-
guages. In the rankings, the team "byteLLM"
(originally byteSizedLLM) achieved noteworthy
positions, with Telugu securing the 3rd rank and
achieving the highest score of 0.959, closely trail-
ing the top score of 0.971. Malayalam also per-
formed well, obtaining a commendable M_F1-
Score of 0.891 and ranking 3rd, with a top score of
0.942. Similarly, Tamil secured the 3rd rank with a
score of 0.801. However, Kannada, while contribut-
ing valuable insights, demonstrated a slightly lower
score of 0.922 and secured the 6th rank. These rank-
ings provide a comprehensive view of the model’s
performance across different Dravidian languages.

To enhance the performance further, it is cru-
cial to leverage more extensive training data, es-
pecially focusing on diverse datasets. Given the
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Language M_F1-Score Rank Top Score
Telugu 0.959 3 0.971
Malayalam 0.891 3 0.942
Kannada 0.922 6 0.948
Tamil 0.801 3 0.880

Table 3: Homophobia/Transphobia Detection Task Macro average F1-Scores (M_F1-scores) of Test Sets

multilingual nature of the task, training on mul-
tilingual data can significantly improve perfor-
mance. While we trained on 4.3GB of L3Cube-
HingCorpus data, the model produced 6.4MB em-
beddings that outperformed large language mod-
els (LLMs) in Language Identification (LID) and
Named Entity Recognition (NER) on GLUCoS
benchmarks. The model, when trained on larger
text (more than 10GB), is expected to achieve state-
of-the-art (SOTA) performance. However, due to
hardware limitations, we were unable to load larger
text for training in this study. In future tasks, we
plan to implement and test this approach with larger
text and languages.

7 Conclusion and Future Work

Our research convincingly demonstrates the effec-
tiveness of subword tokenization for homopho-
bia/transphobia detection across Dravidian lan-
guages. The competitive results achieved with
lightweight models highlight the scalability and
computational efficiency of our approach. Subword
embeddings, trained with meticulous preprocess-
ing and tokenization, showcase impressive perfor-
mance, with Dravidian languages securing leading
Macro F1-Scores. This underscores the potential
of subword tokenization in tackling online hate
speech with resource-efficient models.

Moving forward, expanding the dataset with di-
verse multilingual content is crucial for further en-
hancing accuracy. The technical advantage of train-
ing on larger texts for achieving state-of-the-art
performance is evident, albeit currently limited by
hardware constraints. Nevertheless, the lightweight
nature of our models, their fast inference speed, and
minimal storage requirements render them practical
for various tasks beyond homophobia/transphobia
detection, including Named Entity Recognition
(NER), Language Identification (LID), Sentiment
Classification, and Multiclass classification. We
plan to explore their applicability in generative AI
for future research, potentially opening doors to
even more impactful applications.
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Abstract

In this paper, we describe our approaches
and results for Task 2 of the LT-EDI 20241

Workshop, aimed at detecting homophobia
and/or transphobia across ten languages. Our
methodologies include monolingual transform-
ers and ensemble methods, capitalizing on the
strengths of each to enhance the performance
of the models. The ensemble models worked
well, placing our team, MasonTigers, in the top
five for eight of the ten languages, as measured
by the macro F1 score. Our work emphasizes
the efficacy of ensemble methods in multilin-
gual scenarios, addressing the complexities of
language-specific tasks.

1 Introduction

In this current era dominated by social media plat-
forms, people heavily rely on online content for
communication, learning, knowledge-sharing, and
staying abreast of new technologies. The comment
sections, intended for constructive feedback, un-
fortunately, sometimes become grounds for hate
speech, offensive comments, and discrimination,
including targeting a specific community. Such
behaviors cause trauma, fear, anxiety, depressive
symptoms and discomforts among LGBTQ+ in-
dividuals (Poteat et al., 2014; Ventriglio et al.,
2021), hindering them from freely expressing their
thoughts and feedback.

To ensure the safety and comfort of users on on-
line platforms, it becomes imperative to identify
and address hate speech and offensive comments.
Although there are existing policies aimed at pro-
tecting communities from such misconduct, viola-
tions may lead to the removal of offending com-
ments 2 3. However, the identification process ne-

1https://codalab.lisn.upsaclay.fr/
competitions/16056

2https://www.youtube.com/howyoutubeworks/
our-commitments/standing-up-to-hate/

3https://transparency.fb.com/policies/
community-standards/hate-speech/

cessitates the application of NLP and AI techniques
due to the diverse nature of hate speech, which can
manifest in both direct and passive forms. Surpris-
ingly, there is a higher focus on researching this
topic in English and other high-resource languages
like hindi, with ample resources. For instance, cou-
ple of shared tasks have been organized previously
e.g. Chakravarthi et al. (2022b), Chakravarthi et al.
(2022c), Chakravarthi et al. (2023), accompanied
by substantial datasets e.g. Vásquez et al. (2023),
Chakravarthi et al. (2021). However, there has been
a lack when it comes to identifying hate speech in
low-resource and under-resource languages.

This shared task Chakravarthi et al. (2024) aims
to identify hate speech contents, specifically ho-
mophobia, transphobia, and non-anti-LGBT+ sen-
timents, directed at LGBTQ+ individuals in 10
different languages, including 7 low-resource lan-
guages. To tackle the linguistic diversity, we con-
duct separate experiments for each language, lever-
aging different transformer-based models with pro-
ficiency in distinct languages. Notably, for Tulu, an
under-resourced language, we employ a prompting
approach. Alongside these experiments, various
techniques are explored, and the most effective one
during the evaluation phase is implemented in the
test phase for comprehensive validation.

2 Related Works

As smart devices, mobile apps, and social media
platforms become more widely utilized, there are
also more negative effects linked to them, such as
cyberbullying, hurtful comments, and rumors have
increased. These platforms have also become a
space for negative behaviors like sexism, homo-
phobia (Diefendorf and Bridges (2020)), misog-
yny (Mulki and Ghanem (2021)), racism (Lari-
more et al. (2021)) and transphobia (Giametta and
Havkin (2021)). Internet trolling, where people
say mean things online, has become a global prob-
lem. To deal with this, researchers are looking
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into automated methods since checking every mes-
sage manually is impossible. In this section, we
provide a brief summary of the research attempts
that focused on identifying homophobia, transpho-
bia, and non-anti-LGBT+ content from YouTube
comments.

To motivate researchers to tackle the issue of
identifying toxic language directed at the LGBTQ
community, in the last few years, several shared
tasks have been released. In one such shared task
related to LT-EDI-2022 (Chakravarthi et al.), re-
searchers submitted systems to deal with homopho-
bic and transphobic comments. Chakravarthi et al.
(2022b) gives an overview of the models submitted.
Three subtasks for the languages Tamil, English,
and Tamil-English (code-mixed) were the emphasis
of this shared task. Apart from this, several studies
have been conducted. The author of Karayigit et al.
(2022) used the M-BERT model, which shows that
it is capable of accurately identifying homophobic
or other abusive language in Turkish social media
comments. Similarly, another shared task related
to this topic has been organized showing XLM-
R performing best with spatio-temporal data in 5
different languages (Wong et al., 2023). Vásquez
et al. (2023) presents a mexican-spanish annotated
corpus along in which beto-cased (Spanish BERT)
outperforms the other models.

For several text classification tasks, transformer-
based ensemble approaches perform very well, like
the works by Goswami et al. (2023b); Raihan et al.
(2023b). Also, prompting Large Language Models
like GPT3.5 (OpenAI, 2023) is another popular ap-
proach in recent classification tasks (Raihan et al.,
2023c) for the past year.

Efforts to identify homophobic and transphobic
comments have primarily focused on a maximum
of five languages to date. However, in this shared
task, a total of 10 languages have been chosen,
and ongoing efforts now include Telugu, Tulu, and
Marathi.

3 Datasets

The dataset provided for the shared task contains 10
languages - Tamil, English, Malayalam, Marathi,
Spanish, Hindi, Telugu, Kannada, Gujarati, and
Tulu. It is compiled using five separate research
works. The previous iteration of the workshop
(Chakravarthi et al., 2023) includes Tamil, English
and Spanish, Hindi, Malayalam languages, and the
earlier version Kumaresan et al. (2024) includes

Tamil, English, and Tamil-English (Code-Mixed)
languages.

The work by Kumaresan et al. (2023) builds
a dataset for Malayalam and Hindi languages
from social media comments. Another dataset
by Chakravarthi (2023) focuses on YouTube com-
ments. One data augmentation approach is adopted
by Chakravarthi et al. (2022a).

The current dataset combines all these works
to build a comprehensive dataset for the task of
homophobia and/or transphobia detection in 10
languages Chakravarthi et al. (2024).

The detailed dataset demonstration and label-
wise data percentage for all the languages are avail-
able in Table 1.

4 Experiments

Among the 10 languages (except Tulu) we use
XLM-R, m-BERT and language specific BERTs:
RoBERTa (Liu et al., 2019) , HindiBERT (Nick Do-
iron, 2023), TamilBERT (Joshi, 2023), Malayalam-
BERT (Joshi, 2023), MarathiBERT (Joshi, 2022),
SpanishBERT (Cañete et al., 2022), TeluguBERT
(Joshi, 2023), KannadaBERT (Joshi, 2023), Gu-
jaratiBERT (Joshi, 2023) for Hindi, Tamil, Malay-
alam, Marathi, Spanish, Telugu, Kannada, Gu-
jarati respectively. While using MarathiBERT and
HindiBERT, we pad the sentence length upto 512
tokens, because of the limitation of the aforemen-
tioned BERTs. Training parameters are mostly kept
the same across all models, mentioned in Table 3.

After that we perform weighted ensemble ap-

Role: "You are a helpful AI assistant.
You are given the task of detecting ho-

mophobia and transphobia in a given text.

Definition: Homophobia and transphobia
detection is the process of identifying ex-

pressions of hatred or discrimination against
LGBTQ+ individuals in communication.’.

Examples: An example of Homopho-
bic/Transphobic comment: <Example1>. An

example of Non-Homophobic/Transphobic
comment: <Example2>’.

Task: Generate the label [YES/NO] for this
"text" in the following format: <label>

Your_Predicted_Label <\label>. Thanks."

Figure 1: Sample GPT-3.5 prompt for few shot learning
[Used for the Tulu Dataset].
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Tamil English
Labels Train Dev Test Labels Train Dev Test
Non-anti-LGBT+ content 77.53 76.13 76.11 Non-anti-LGBT+ content 94.12 94.45 94.04
Homophobia 17.02 17.72 18.25 Homophobia 5.66 5.30 5.56
Transphobia 5.45 6.15 5.64 Transphobia 0.22 0.25 0.40

Malayalam Marathi
Labels Train Dev Test Labels Train Dev Test
Non-anti-LGBT+ content 79.25 77.25 77.83 None of the categories 73.49 72.13 75.87
Homophobia 15.29 16.24 16.17 Homophobia 15.74 17.20 14.93
Transphobia 5.46 6.51 6.00 Transphobia 10.77 10.67 9.20

Spanish Hindi
Labels Train Dev Test Labels Train Dev Test
None 58.34 51.82 50.00 Non-anti-LGBT+ content 94.65 95.31 95.95
Transphobic 20.83 24.09 25.00 Transphobia 3.59 4.06 3.12
Homophobic 20.83 24.09 25.00 Homophobia 1.76 0.63 0.93

Telugu Kannada
Labels Train Dev Test Labels Train Dev Test
None of the categories 38.63 38.51 38.37 None of the categories 44.35 44.27 44.11
Homophobia 32.12 31.18 32.18 Homophobia 28.17 28.61 28.11
Transphobia 29.25 30.31 29.45 Transphobia 27.48 27.12 27.78

Gujarati Tulu
Labels Train Dev Test Labels Train Dev Test
None of the categories 47.39 45.29 45.63 NON H/T 74.25 82.32
Homophobia 27.93 28.62 29.31 H/T 25.75 17.68
Transphobia 24.68 26.09 25.06

Table 1: Label-wise Data Percentage for Different Languages

proach of the above models (XLM-R, m-BERT,
language specific BERTs) and use the macro F1
scores of the models on the dev data as the weight
along with the confidence score to get the ensemble
macro F-1 score of the test phase. After the test
labels get published, we use the F1 score in the
rank list as the weight along with the correspond-
ing confidence score for the additional experiment
of weighted ensemble approach.

As Tulu is very close to Kannada and Tulu
doesn’t have any language specific fine-tuned
model, we used KannadaBERT on Tulu. In South
Karnataka, individuals who speak Tulu are typi-
cally fluent in both Tulu and Kannada. Due to the
long-standing interaction between Tulu and Kan-
nada, it can be anticipated that codeswitching be-
tween these two languages is a probable outcome
(Shetty, 2003). Moreover, we implement few shot
learning using GPT3.5 for the Tulu dataset (see
Figure 1). Such prompting is very widely used in
recent works on text classification (Raihan et al.,
2023a; Goswami et al., 2023a). We got the same
result as the ensemble approach in the few shot
prompting technique. We specifically used 8 - shot

prompting for Tulu language. This process is in-
spired by Wei et al. (2022).

We improve the macro F1 in 4 out of 10 cases in
this additional experiments and rest of the 6 cases
we get the same macro F1 as the test phase.

5 Results

We employ an ensemble-based methodology for
the tasks, since in text classification tasks this can
further improve the results. for For all the ensemble
approaches, we use XLM-R, mBERT, and a BERT-
based model fine-tuned for that specific langauge
as we mentioned in the previous section.

In the testing phase, we ensemble the confidence
score of the three models and then calculate the
weighted average. The weight in this context is the
macro F1 score of the corresponding models on
dev data.

For Tulu language, we use GPT 3.5 for few shot
prompting. We use few instances of each of the
two labels with specific prompt and and then get
the test labels predicted by GPT 3.5.

After the end of testing phase when the test la-
bels get published, we further run the ensemble
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Tamil (Rank 5) English (Rank 10)
Models Dev F1 Test F1 Models Dev F1 Test F1
XLM-R 0.49 0.49 XLM-R 0.32 0.32
mBERT 0.62 0.67 mBERT 0.32 0.32
TamilBERT 0.51 0.53 roBERTa 0.32 0.32
Wt. (Dev F1) Ensemble 0.51 Wt. (Dev F1) Ensemble 0.32
Wt. (Test F1) Ensemble 0.52 Wt. (Test F1) Ensemble 0.32

Malayalam (Rank 9) Marathi (Rank 4)
Models Dev F1 Test F1 Models Dev F1 Test F1
XLM-R 0.51 0.51 XLM-R 0.49 0.49
mBERT 0.54 0.55 mBERT 0.46 0.41
MalayalamBERT 0.52 0.52 MarathiBERT 0.41 0.44
Wt. (Dev F1) Ensemble 0.51 Wt. (Dev F1) Ensemble 0.44
Wt. (Test F1) Ensemble 0.52 Wt. (Test F1) Ensemble 0.45

Spanish (Rank 3) Hindi (Rank 4)
Models Dev F1 Test F1 Models Dev F1 Test F1
XLM-R 0.75 0.55 XLM-R 0.33 0.33
mBERT 0.79 0.55 mBERT 0.33 0.33
SpanishBERT 0.81 0.50 HindiBERT 0.33 0.33
Wt. (Dev F1) Ensemble 0.50 Wt. (Dev F1) Ensemble 0.33
Wt. (Test F1) Ensemble 0.54 Wt. (Test F1) Ensemble 0.33

Telugu (Rank 1) Kannada (Rank 3)
Models Dev F1 Test F1 Models Dev F1 Test F1
XLM-R 0.97 0.97 XLM-R 0.95 0.95
mBERT 0.96 0.95 mBERT 0.93 0.94
TeluguBERT 0.97 0.97 KannadaBERT 0.95 0.95
Wt. (Dev F1) Ensemble 0.97 Wt. (Dev F1) Ensemble 0.95
Wt. (Test F1) Ensemble 0.97 Wt. (Test F1) Ensemble 0.95

Gujarati (Rank 5) Tulu (Rank 3)
Models Dev F1 Test F1 Models Dev F1 Test F1
XLM-R 0.94 0.94 GPT 3.5 0.45
mBERT 0.95 0.95 XLM-R 0.42 0.42
GujaratiBERT 0.93 0.93 mBERT 0.42 0.45
Wt. (Dev F1) Ensemble 0.94 KannadaBERT 0.42 0.45
Wt. (Test F1) Ensemble 0.94 Wt. (Test F1) Ensemble 0.45

Table 2: Combined Results for Various Languages

Parameter Value

Learning Rate 1e− 5
Train Batch Size 8
Test Batch Size 8
Epochs 5

Table 3: Training Configuration Parameters

systems again for all the languages. For this case,
the weight for the models is the macro F1 score of
the corresponding models on test data. For Tulu
language, we also peform this ensemble approach

with XLM-R, mBERT and KannadaBERT. Though
none of these models have Tulu language in their
corpora but all these models were pretrained on
Kannada which is really close to Tulu. We achieve
a macro F1 score using this ensemble approach
which is as same as the few shot prompting.

Using this approach, we achieve the rank 1 (one)
on Telugu, Rank 3 (three) on Spanish, Kannada
and Tulu, rank 4 (four) on Marathi and Hindi, rank
5 (five) on Tamil and Gujarati, rank 9 (nine) on
Malayalam and rank 10 (ten) on English language.
The detailed experimental results of the models are
available in Table 2.

4
167



6 Error Analysis

To thoroughly investigate the results and the mod-
els’ performance on specific datasets, we find
that though the accuracy of the models on all the
datasets are very good but the macro F1 score is
really low in some cases. From the table in Ta-
ble 1, it is clearly visible that English and Hindi
dataset is very imbalanced. They have a very few
Homophobia and Transphobia label. From the con-
fusion matrices in Appendix A, we can see all the
instances of Non-anti-LGBT+ content label are cor-
rectly predicted by the models but models’ fail to be
well-trained on the other two labels. Thus the other
two labels get mis-classified which leads to a marco
F1 score around 0.33 for these two languages. For
Tamil, Malayalam, Marathi, Spanish and Tulu - the
data ratio is comparatively balanced which leads to
F1 score in the range 0.45 - 0.54. Telugu, Kannada
and Gujarati datasets are evenly label-wise evenly
balanced which get reflected with highest marco F1
score in the range 0.94 - 0.97. For the imbalanced
datasets, widely used techniques like data augmen-
tation, back translation can be proven helpful which
can be potential future research scope in this do-
main. Detailed error analysis for the languages is
given below:

• Tamil The Homophobia instances are par-
tially correct but all the instances of Trans-
phobia are misclassified. On the other hand,
the Non-anti-LGBTQ + content instances are
almost perfectly classified in Tamil.

• English The models perform well in identify-
ing only Non-anti-LGBT+ content while they
completely fail to detect Homophobia, and
Transphobia in English.

• Malayalam For Malayalam, the models al-
most perfectly detect Non-anti-LGBTQ +
Content, partially detect Homophobia in-
stances but as before it completely misclas-
sified the Transphobia.

• Marathi The Homophobia and None of the
categories instances are partially correct in
case of Marathi. However, the transphobia
content instances are mostly misclassified.

• Spanish Homophobic, None and Transphobic
instances are partially correct in Spanish.

• Hindi Only Non-anti-LGBTQ + content in-
stances are perfectly classified but all the in-

stances of Homophobia and Transphobia are
misclassified in Hindi.

• Telugu Homophobia, None of the categories
and Transphobia instances are almost per-
fectly correct in Telugu.

• Kannada The model predictions are almost
correct in Kannada for instances of Homopho-
bia, None of the categories and Transphobia.

• Gujarati Our model can almost perfectly de-
tect for Homophobia, None of the categories
for Gujarati Transphobia instances.

• Tulu Though NON H/T instances are per-
fectly classified, but all the instances of H/T
are misclassified in Tulu.

7 Conclusion

The task of detecting abusive speech targeting sex-
ual and gender minorities has become increasingly
important given the rise of social media and its po-
tential to propagate harmful stereotypes that further
marginalize vulnerable populations. This paper
presents our efforts to address online transphobia
and homophobia in multilingual contexts, which
remains an under-studied area in abusive language
detection. We employ an ensemble approach com-
bining multiple individual models to identify abu-
sive speech across datasets in ten languages.

Our findings demonstrate that while no indi-
vidual system consistently achieves superior per-
formance across all data, monolingual language-
specific BERT models fine-tuned on our abusive
speech data unsurprisingly emerge as strong ap-
proaches for this classification problem. However,
our ensemble framework leveraging voting across
multiple BERT variants along with other models
surpasses any individual system, indicating the
value of model diversity even when one base tech-
nique manifests strengths. We hypothesize that
the inconsistencies across models and languages
result partly from imbalanced, sparse instances of
actual abusive samples in our data. Hence, future
work should prioritize constructing larger, more
balanced benchmark datasets for abusive language
detection encompassing underrepresented identi-
ties. Nonetheless, this research presents a starting
point for identifying multilingual, multidirectional
abuse in online spaces through ensemble natural
language systems.
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Limitations

The monolingual BERT models underperformed
due to insufficient data volume and class imbalance
in our existing abusive speech corpora. Skewed
label distributions with far fewer minority abuse
cases than benign texts make learning discrimina-
tive patterns difficult. Our ensemble framework
mitigated these weaknesses but still suffered per-
formance issues on minority samples. Constructing
larger, more balanced datasets remains imperative
yet challenges exist regarding sensitivity of human
annotations for this problem space. Nonetheless,
enhancing model robustness on sparse abusive in-
stances should be prioritized. While augmenting
through back-translation and generation could help,
this risks polluting training data if new variants
stray from actual phenomenology. Systems produc-
ing false positives that ascribe nonexistent abuse
contribute harm. Progress on mitigating imbalance
without these downsides is incremental. Our experi-
ments manifested datasets with endemic skew away
from minority classes. Researchers must remain
cognizant that efforts to populate abusive classes
risk drifting from reality.

Ethics Statement

Adhering to the ACL Ethics Policy, this study seeks
to responsibly progress online safety through be-
nign content filtering technology. However, safe-
guards against misuse for censorship/monitoring
remain imperative. While the supplied dataset was
anonymized to protect privacy, carefully compiled
public benchmarks avoiding marginalization must
drive future progress. Flawed training data has
propagated harm before; our experiments mitigated
this but work continues. Guiding principles of
beneficence and nonmaleficence should steer re-
search on automating content classification with
real-world impacts, including on complex offensive
speech. Assessing for unintended consequences
and awareness of social dimensions is critical as
this work makes initial strides in detecting minority-
targeting online abuse. Continual reassessment of
systems and their real-world influences remains
essential even beyond research contexts. And us-
age policies must be crafted thoughtfully before
any operational deployment. We believe impactful
technology like this carries with it a profoundly
ethical mandate. Progress ceases to be progress if
attained through forfeiture of our values.
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Abstract

Stress detection from social media texts has
proven to play an important role in mental
health assessments. People tend to express their
stress on social media more easily. Analysing
and classifying these texts allows for improve-
ments in development of recommender systems
and automated mental health assessments. In
this paper, a GPT model is used for classifi-
cation of social media texts into two classes:
stressed and not-stressed. The texts used for
classification are in two Dravidian languages:
Tamil and Telugu. The results, although not
very good shows a promising direction of re-
search to use GPT models for classification.

1 Introduction

Emotion classification is a well-known and highly-
utilised application in the field of text analysis.
Stress is a form of emotion. Thus, stress classifi-
cation is a particular case of emotion classification.
Stress is defined as a state of imbalance between
one’s internal demands and his/her ability to meet
those demands [5], and is widely regarded as a med-
ical problem (Rastogi et al., 2022). Stress can be a
potentially life threatening problem. Stress can be
identified from text, facial expressions, videos and
audios of people. People express stress in different
ways and forms. The field of identification of stress
from text is an emerging research area. This is due
to the fact that people have started to express them-
selves more comfortably on social media platforms
with their friends and followers. In this work, we
explore a method to classify social media text into
stressed and non-stressed texts. The data from the
task given in (Kayalvizhi Sampath and Rajkumar,
2023) is in the Dravidian languages of Tamil and
Telugu.

2 Task Description

The task given in (Kayalvizhi Sampath and Rajku-
mar, 2023) is a binary classification of social media

posts in the languages of Tamil and Telugu. The
two labels are "stressed" and "not stressed". The
data from (S et al., 2022) are given as separate sets
for training, development and testing. Table 1 gives
statistics on the number of text statements in each
language provided for training, development and
testing within the task.

Language Train Dev Test
Tamil 5504 1378 1020

Telugu 5097 1239 1050

Table 1: Data statistics for the classification task

3 Related Work

There have been several studies in the areas of
sentiment analysis and emotion classification. Sev-
eral ML methods have been developed for this pur-
pose. (Jadhav et al., 2019) presents a Bidirectional
Long Short-Term Memory (BLSTM) with atten-
tion mechanism to classify psychological stress
and categorize the tweets based on their hashtag
content, which gives the best performance. (Arya
and Mishra, 2021) gives a review of all machine
learning methods developed within the health sec-
tor, their advantages, their limitations and areas for
further research. The authors reviewed papers on
mental stress detection using ML that used social
networking sites, blogs, discussion forums, Ques-
tioner technique, clinical dataset, real-time data,
Bio-signal technology (ECG, EEG), a wireless de-
vice, and suicidal tendency. (Nijhawan et al., 2022)
shows the accuracy of each ML model trained
specifically for mental illness.

Pre-trained language models like ELMo (Peters
et al., 2018), OpenAI GPT (Radford et al., 2018),
and BERT (Devlin et al., 2019) have moved Natural
Language Processing (NLP) passing into a new
era. This has allowed the pre-trained model to play
the role of the base, and this can be fine-tuned to
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respond to the NLP task. (Asghar et al., 2017)
presented a method enhanced by lexicons.

With respect to language of the text, there have
been several works in the English language. How-
ever, works in Dravidian languages have recently
increased. (Chakravarthi, 2022b; Kumaresan et al.,
2022; Chakravarthi, 2022a) presents an improve-
ment of word sense translation for under-resourced
languages. (Andrew, 2020) uses several Machine
Learning algorithms which have been adapted to
the task of Multiclass Classification Sentiment
Analysis. (Andrew, 2021, 2022) suggests several
machine language approaches to classify texts from
Code-mixed Dravidian Languages such as Tamil,
Telugu, Kannada and Malayalam. (Andrew, 2023)
uses a GPT model to perform a classification task
on YouTube comments in different Dravidian Lan-
guages. Although, the results are not too high, this
allows for further research to improve GPT models.

4 Proposed System

In this work, GPT2 is used for classification of
social media texts into stressful and non-stressful
comments. The model is fine-tuned on the train-
ing dataset for each language, thus creating a task
specific and language specific model. For the lan-
guages Tamil and Telugu, the text to be classified
is transliterated to their English language equiv-
alents, this approach has been inspired from (An-
drew, 2021) and (Andrew, 2022). The labels for the
task are in English language, thus transliteration is
not required for this.

Pre-processing: Similar to (Andrew, 2022), a
few steps of pre-processing is performed to get the
accurate representation of the text.

This involves the following:

• Texts from the Tamil and Telugu languages
are transliterated to their English equiva-
lents. Transliteration refers to the method
of mapping from one system of writing to
another based on phonetic similarity. This
transliteration is performed using the poly-
glot.transliteration package in Python.

• The emojis are substituted with the words of
the emotion they represent like happy, sad,
excited etc.

• The tokenizer from the pretrained GPT2
model is used for tokenization of the trans-
formed text.

GPT models: Generative Pre-trained Transform-
ers (GPT) models are general-purpose language
models that can perform a broad range of tasks
from creating original content to write code, sum-
marizing text, and extracting data from documents
(GPT). Generative Pre-trained Transformers (GPT)
are a family of neural network models that uses the
transformer architecture. These use a self-attention
mechanism allowing to focus on different parts of
the input text during the various stages on process-
ing. The value of these models lies in their speed
and the scale at which they can operate. In par-
ticular, GPT-2 model has 1.5 billion parameters
and has been trained on 8 million web pages in
a self-supervised fashion. (Radford et al., 2019)
provides a detailed description of the model. The
model uses internally a mask-mechanism to make
sure the predictions for the token i only uses the
inputs from 1 to i but not the future tokens. This
allows the model to learn the inner representation
of the language, which can then be used to extract
features for downstream tasks.

GPT models for classification: Although most
use cases for a GPT involve text generation opera-
tions, recent research has shown that these models
can also be fine-tuned for downstream tasks like
classification. (Andrew, 2023) has used the GPT2
for classification of Homophobic and Transphobic
comments from social media.

As in (Andrew, 2023), the python packages that
allow the use of GPT models as in Hugging Face
models are used along with other tools like NLTK
and TextBlob to allow cleaning of text.

5 Results and Evaluation

The performance of the classification system is
measured in terms of macro averaged Precision,
macro averaged Recall and macro averaged F1-
Score across all the classes (for both sub tasks).
The Scikit-learn 1 package is used for this pur-
pose, similar to (Andrew, 2023). The Macro and
Weighted results for the task are shown in Tables
2 and 3 respectively. Overall, the results for the
Tamil language is better than that for the Telugu
language.
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Language M.Precision M.Recall M.F1
Tamil 0.459 0.498 0.273

Telugu 0.255 0.247 0.251

Table 2: Results of the task of classifying social me-
dia text to stressed and non-stressed. (M. stands for
"Macro")

Language W.Precision W.Recall W.F1
Tamil 0.485 0.364 0.202

Telugu 0.293 0.281 0.287

Table 3: Results of the task of classifying social me-
dia text to stressed and non-stressed. (W. stands for
"Weighted")

6 Conclusion

From Tables 2 and 3, the results on the whole are
not too high. This is an interesting result as the
number of training data in both languages were
similar with the exact same classes for classifica-
tion. (Andrew, 2021) and (Andrew, 2022) sug-
gest that using IPA substitutes for Dravidian lan-
guages works well for certain machine learning
approaches, however it might not be the best repre-
sentation for a transformer based model. Similarly,
transliteration might not be the way to go with
transformer models as well. Choosing other forms
of embedding Dravidian texts could help improve
the results.
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Abstract

This paper describes our homopho-
bia/transphobia in social media comments
detection system developed as part of the
shared task at LT-EDI-2024. We took a
transformer-based approach to develop our
multiclass classification model for ten language
conditions (English, Spanish, Gujarati, Hindi,
Kannada, Malayalam, Marathi, Tamil, Tulu,
and Telugu). We introduced synthetic and
organic instances of script-switched language
data during domain adaptation to mirror the
linguistic realities of social media language
as seen in the labelled training data. Our
system ranked second for Gujarati and Telugu
with varying levels of performance for other
language conditions. The results suggest incor-
porating elements of paralinguistic behaviour
such as script-switching may improve the
performance of language detection systems
especially in the cases of under-resourced
languages conditions.

1 Introduction

The purpose of this shared task was to develop a
multiclass classification system to predict instances
of homophobia/transphobia in social media com-
ments across different language conditions (Ku-
maresan et al., 2024). The ten language condi-
tions were: English (ENG), Spanish (ESP), Gujarati
(GUJ), Hindi (HIN), Kannada (KAN), Malayalam
(MAL), Marathi (MAR), Tamil (TAM), Tulu (TCY),
and Telugu (TEL).

The main contribution of this paper is that we ex-
tend on the work using spatio-temporally retrained
transformer-based language models in Wong et al.
(2023). We have expanded on the synthetic script-
switching approach by incorporating real-world
(or organic) samples of script-switching during do-
main adaptation in the development of our mul-
ticlass classification model using pretrained lan-
guage models.
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Figure 1: Barplot of labelled training data. The com-
bined total number of observations (in thousands) by
language condition ordered from the most (KAN) to the
least (TCY) number of observations.

1.1 Problem Description

The organisers of the shared task provided labelled
training data for each of the ten language condi-
tions. Five of the language conditions belong to the
Indo-European language family (ENG, ESP, GUJ,
HIN, and MAR) and the remaining five language
conditions belong to the Dravidian language family
(KAN, MAL, TAM, TCY, and TEL).

The labelled training data comes from different
sources (ENG and TAM in Chakravarthi et al., 2021;
HIN and MAL in Kumaresan et al., 2023; and ESP in
García-Díaz et al., 2020). The training data is made
up of comments from users reacting to LGBTQ+
related content on YouTube. The labelled train-
ing data for GUJ, KAN, MAR, TCY, and TEL were
introduced for the current shared task.

The total number of social media comments for
each language condition (combining the train and
development sets) are shown in Figure 1. KAN has
the most observations, followed by TEL and GUJ.
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NONE HOMO TRANS

ENG 0.94 0.06 0.00
ESP 0.57 0.22 0.22
GUJ 0.47 0.28 0.25
HIN 0.95 0.02 0.04
KAN 0.44 0.27 0.28
MAL 0.79 0.16 0.06
MAR 0.73 0.16 0.11
TAM 0.77 0.17 0.06
TCY 0.74 0.26 -
TEL 0.39 0.32 0.30

Table 1: Class distribution by language condition. Note
that TCY has a binary class distribution.

TCY has the least number of observations. The
remaining language conditions each have between
1,000 to 5,000 observations.

The social media comments were manually an-
notated and broadly labelled using on a three-class
classification system (Chakravarthi et al., 2021).
There were only two classes for TCY which we
have labelled NONE and HOMO for consistency
with other language conditions. The classes are:

• Homophobic Content (HOMO): any comments
which were deemed gender-based and in-
volved pejorative or defamatory language di-
rected towards non-heterosexual people.

• Transphobic Content (TRANS): any deroga-
tory or offensive language directed towards
transgender and gender diverse people.

• Non-anti-LGBTQ+ Content (NONE): counter
speech or hope speech as well as comments
which does not contain any homophobic or
transphobic content.

The class distribution for each language condi-
tion is shown in Table 1. We observe significant
class imbalance between language conditions espe-
cially in ENG and HIN where the HOMO and TRANS

classes make up less than a tenth of the labelled
training data. Of the 3,726 observations in the ENG

language condition, there are only 221 tokens of
HOMO and nine tokens of TRANS.

Outside the labelled training data and published
material, the organisers did not provide additional
corpus or demographic information of the labelled
training data as part of the shared task. Therefore,
the classification system needs to account for the
differences in data availability as well as class im-
balance for each language condition.

1.2 Related Work

The current shared task is the third shared task
on homophobia and transphobia detection in so-
cial media comments. The first shared task in-
volved only three language conditions: TAM, ENG,
and a separate TAM-ENG code-mixed condition
(Chakravarthi et al., 2022).

The classification system with the best perfor-
mance for ENG had a weighted Macro F1 score of
0.92 was developed by team ABLIMET (Maimaiti-
tuoheti et al., 2022) and for TAM was 0.94 devel-
oped by team ARGUABLY. The best performing
classification system for the TAM-ENG code-mixed
condition was also developed by team ARGUABLY

with a weighted Macro F1 score of 0.89. The code-
mixed condition had the lowest performance across
the three conditions.

Participants took different approaches involving
statistical language models and machine learning.
The best performing system used XLM-ROBERTA

pretrained language models (Conneau et al., 2020).
This BERT-based transformer language approach
structures the relationship between words with lan-
guage embeddings (Devlin et al., 2019). These
language embeddings account for structures across
multilingual conditions.

The second shared task expanded to five lan-
guage conditions (ENG, ESP, HIN, MAL, and TAM)
which was broken down by a three-class classi-
fication system similar to the current shared task
(Chakravarthi et al., 2023). Three of the language
conditions (ENG, MAL, and TAM) were further clas-
sified into a seven-class classification system.

The weighted Macro F1 score for the best per-
forming three-class classification systems was 0.97
for ENG and 0.98 for HIN developed by TEAMPLU-
SONE using BERT-based transformer models. A
weight-space ensembling technique presented it-
self as the best solution for ESP, MAL, and TAM

language conditions (Ninalga, 2023).
The best performing systems for the seven-class

classification condition were all developed using
transformer language models. The weighted Macro
F1 score ENG was 0.82 developed by team TEAM-
PLUSONE, for MAL was 0.88 developed by team
CANTNLP (Wong et al., 2023), and for TAM was
0.87 developed by team DEEPBLUEAI.

This suggests BERT-based models, such as XLM-
ROBERTA for zero-shot learning, are particularly
effective in carrying out multiclass classification
tasks outlined in the current shared task. More
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Figure 2: Boxplot of labelled training data. Language
condition by the proportion of observations with at least
one word written in Latin script ordered from the lowest
(TCY) to the highest (GUJ) proportion of observations.

importantly, these systems are simple to implement
and allow for domain adaptation (Liu et al., 2019)

Wong et al. (2023) introduced synthetically
script-switched instances of social media data dur-
ing domain adaptation to account for the high fre-
quency of script-switching in the labelled data for
HIN, MAL, and TAM. The introduction of script-
switched language data improved the performance
of the homophobia/transphobia detection model in
HIN, but not MAL or TAM.

The results from Wong et al. (2023) suggest that
there is potential for incorporating paralinguistic
behaviour such as script-switching in the devel-
opment of multiclass detection language systems.
Therefore, this paper explores this further by incor-
porating different forms of script-switching.

2 Methodology

In this section, we provide an overview of our
system development methodology. We took a
transformer-based language model approach to de-
velop our system. We used XLM-ROBERTA as the
base PLM for our system (Conneau et al., 2020).
The embeddings in XLM-ROBERTA were trained on
two terabytes of web-crawled data for over 100 lan-
guage including nine of the ten language conditions
of interest (with the exclusion of TCY).

A significant advantage of transformer-based
PLMs is the ability for domain adaptation as dis-
cussed in Section 2.1. This means we can retrain
the default language embedding models with ad-
ditional language data without the need to train
resource-intensive PLMs from scratch.

We tested different forms of script-switching in
order to understand the impacts of script-switching
on our classification system. We then used the
PLMs developed in Section 2.1 to fine-tune our
multiclass classification model as discussed in Sec-
tion 2.2. Based on the weighted Macro F1 for each
language condition, we submitted the results from
the best performing multiclass classification system
to the organisers.

2.1 Domain Adaptation
The first stage in developing our system involved
domain adaptation (also known as retraining). Liu
et al. (2019) noted that domain adaptation can im-
prove the performance of transformer-based lan-
guage models in downstream tasks. We can do this
by introducing domain (or register) specific text
samples to produce customised retrained PLMs (or
retrained language models). This means we can
introduce language data from under-resourced lan-
guages such as TCY as well as additional linguistic
information such as script-switching - a common
phenomenon in social media language.

As noted in Wong et al. (2023), we observed
varying levels of script-switching in the labelled
training data. Therefore, we first needed to iden-
tify the level of script-switching between language
conditions. For each observation, we calculated the
proportion of words written in Latin script using
the alphabet-detector1 Python package.

The proportion of script-switching between lan-
guage conditions is shown in Figure 2 where 0
suggests low usage of Latin-based characters (in
the case of GUJ, KAN, TAM, TEL) while 1 suggests
high usage as expected for ENG and ESP. Figure 2
confirms that there is sufficient need to account for
the varying-degrees of script-switching between
language conditions.

We retrained XLM-ROBERTA with two forms
of script-switching: synthetic and organic script-
switching. These are our candidate models. We
describe how we produced the language data for
domain adaptation in Section 2.1.1 and Section
2.1.2. We produced the candidate language mod-
els by retraining the language embeddings using
the simpletransformers2 Python library. We did
this over four iterations and we evaluated the train-
ing for every 500 steps with AdamW optimisation
(Loshchilov and Hutter, 2019). Model performance
was based on evaluation loss.

1https://pypi.org/project/alphabet-detector/
2https://simpletransformers.ai/
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BASELINE SYNTHETIC ORGANIC

mono multi mono multi mono multi
ENG 0.32 0.35 0.32 0.32 0.32 0.32
ESP 0.80 0.82 0.87 0.84 0.76 0.82
GUJ 0.94 0.94 0.95 0.95 0.95 0.95
HIN 0.32 0.32 0.32 0.32 0.32 0.32
KAN 0.92 0.93 0.94 0.94 0.94 0.94
MAL 0.51 0.53 0.73 0.58 0.78 0.61
MAR 0.44 0.45 0.44 0.41 0.42 0.46
TAM 0.48 0.42 0.54 0.49 0.48 0.56
TCY 0.72 0.43 0.43 0.43 0.43 0.43
TEL 0.98 0.97 0.98 0.97 0.97 0.98

Table 2: Model performance of candidate classification models by Macro F1 using our test set split from combining
the train and validation sets provided to us by the organisers for each language condition. The three candidate
languages models are: BASELINE, SYNTHETIC, and ORGANIC. We also compared the performance of language-
specific (mono) and multilingual (multi) multiclass classification models. The best performing system is highlighted
in bold.

2.1.1 Synthetic Script-Switching
We took a similar approach as Wong et al. (2023) to
produce synthetic samples of script-switched lan-
guage data for domain adaptation. We define syn-
thetic as machine-generated texts. Due to the lim-
ited availability of observations for some language
conditions, our main source of human-generated
texts come from the Leipzig Corpus Collection
(Goldhahn et al., 2012). Each corpus contained
10,000 Wikipedia abstracts produced in 2016 with
the exception of TCY which was produced in 2018.

We then randomly sampled half of the abstracts
from each language condition (excluding the Latin-
based ENG and ESP) and used the ai4bharat3 Python
library to transliterate the relevant Brahmic or-
thographies into Latin script. Once we produced a
subset of synthetically script-switched Wikipedia
abstracts, we combined the original abstracts with
the synthetically script-switched abstracts. Finally,
we combined the labelled training data to create
train and evaluation sets. The inclusion of the la-
belled training data is to ensure register-specific
domain adaptation.

2.1.2 Organic Script-Switching
The second form of script-switched language data
for domain adaptation involve organic samples of
script-switched language data. We define organic
as human-generated texts. This proved to be a
challenge as we were unable to identify sources
of script-switched social media language data for
some of the under-resourced language conditions.

3https://pypi.org/project/ai4bharat-transliteration/

We used the pre-existing labelled training data
to produce language profiles to develop a language
identification model with the langdetect4 These
language profiles were used to detect organic in-
stances of script-switched social media data from
the Global Corpus of Language Use (CGLU; Dunn,
2020). This produced a train set with 230,000 ob-
servations and an evaluation set with 12,000 obser-
vations which we could use for domain adaptation.

2.2 Classification Model
As discussed in Section 2.1, we developed our mul-
ticlass classification models using the candidate lan-
guage models during the domain adaptation phase.
The three candidate languages models are: the base-
line XLM-ROBERTA language model (BASELINE),
XLM-ROBERTA retrained with synthetic samples of
script-switched language data (SYNTHETIC), and
XLM-ROBERTA retrained with organic samples of
script-switched language data (ORGANIC).

We resampled the available data to create our
own train (80%), validation (10%), and test (10%)
sets to avoid over-fitting on the validation set dur-
ing model evaluation. We trained language specific
classification models (mono) and an ensemble mul-
tilingual classification model (multi) by combining
the labelled training data. We trained the multiclass
classification model using the simpletransformers
Python package for four iterations and we evalu-
ated the training for every 500 steps with AdamW
optimisation (Loshchilov and Hutter, 2019). The
model performance was based on evaluation loss.

4https://pypi.org/project/langdetect/
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CANTNLP Best Performance
ENG 0.323 0.496
ESP 0.496 0.582
GUJ 0.962 0.968
HIN 0.326 0.458
KAN 0.943 0.948
MAL 0.775 0.942
MAR 0.433 0.626
TAM 0.555 0.880
TCY 0.452 0.707
TEL 0.965 0.971

Table 3: The average Macro F1 score of our classifi-
cation system, and the average Macro F1 score of the
overall best performing classification system.

The model performance for each of the candidate
models are shown in Table 2. We have indicated
the best performing model based on average Macro
F1 score (highlighted in bold). In some language
conditions, there were multiple best performing
models. Not included in Table 2 are the combined
average Macro F1 score for the multilingual mod-
els: the average Macro F1 for the BASELINE model
was 0.89; both SYNTHETIC and ORGANIC models
had an average Macro F1 of 0.90.

3 Results

Based on the average Macro F1 score of the can-
didate models as shown in Table 2, we nominated
the language-specific synthetic classification model
as the best performing classification system. We
applied this classification system and submitted the
results to the organisers. The results of our submit-
ted homophobia/transphobia detection system are
shown in Table 3. The best performing language
condition was TEL with an average Macro F1 of
0.97 and the worst performing language condition
was ENG with an average Macro F1 of 0.32.

Our final rank for each language conditions are
as follows: for ENG we came tenth equal out of ten
teams; for ESP we came fourth out of five teams;
for GUJ we came second out of six teams; for HIN

we came fourth equal out of seven teams; for KAN

we came fourth out of eight teams; for MAL we
came seventh out of nine teams; for MAR we came
fifth out of six teams; for TAM we came fifth out
of eight teams; for TCY we came third equal out
of four teams; and finally for TEL we came second
out of nine teams.5

5Note the final rankings differ from the published results

4 Discussion

The use of synthetic and organic script-switched
language data during domain adaptation increased
the performance for all language conditions from
the BASELINE model with the exception of ENG,
HIN, and TCY. We expected the ENG and ESP

language conditions to perform poorly with our
proposed methodology as there were very few in-
stances of script-switching, but the poor perfor-
mance of TCY was unexpected.

We hypothesise the poor performance in TCY

was due to the limited number of observation (as
shown in Figure 1) the higher than expected usage
of Latin-based script for TCY in the labelled train-
ing data (as shown in Figure 2). This will require
robust statistical analysis beyond the scope of the
current paper.

We also posit the poor performance of ENG and
HIN was a result of the class imbalance between
instances of homophobic, transphobic and the non-
anti-LGBTQ+ content as demonstrated in Table 1.
The performance of our ENG and HIN language-
specific detection models are in line with other
participating teams.

In contrast to the method proposed in Wong et al.
(2023), we did not include any methods to counter
the class imbalance in the training data nor did
we include random noise injection to expand the
minority classes. It was shown that random over
sampling of minority classes did not significantly
improve the performance of the detection models.

5 Conclusion

The main contribution of the current paper is
the proposal to use synthetic and organic script-
switching examples of during domain adaptation to
improve the down-stream performance for under-
resourced languages. We demonstrated that our
methodology improved the model performance for
GUJ, KAN, MAL, MAR, and TAM even though the
improvement was only marginal. Even though our
homophobia/transphobia detection system did not
rank first for any of the ten language conditions, we
were pleased with the performance of our detection
system which supports the inclusion of paralinguis-
tic information.

for ESP, TAM, and TEL as they were not included in the final
rank list due to human error from the organising committee
during submission.
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Ethics Statement

The purpose of the current shared task is to develop
a homophobic/transphobic language detection sys-
tem in social media texts particularly for under-
resourced Indo-Aryan and Dravidian languages
within the fields of computational linguistics and
natural language processing.

We recognise the importance of community-
lead research in particular by members of under-
represented and minoritised communities. The lead
author acknowledges his positionality as a member
of the LGBTQ+ community. The lead author is fa-
miliar with anti-LGBTQ+ discourse both in online
and offline spaces and the harmful effects of hate
speech and offensive language on members of the
LGBTQ+ communities (Wong, 2023b).

In terms of the authors’ linguistic membership,
the authors share proficiency in ENG and ESP; how-
ever, the authors acknowledge their limited expe-
rience with GUJ, KAN, MAR, TAM, TCY, and TEL

with some exposure to HIN and MAL. We acknowl-
edge the limitations of our analysis in language
conditions where we have limited proficiency and
we will follow the guidance and expertise of mem-
bers from the relevant language communities.

We want to thank the organisers of the shared
task and the workshop on Language Technology
for Equality, Diversity, and Inclusion. We also want
to thank the contributors of the training data and
those who were involved in the labelling process
across the different language conditions.

Limitations

Under the purview of developing a homopho-
bic/transphobic language detection system in social
media texts, we want to highlight the limitations of
our proposed system and methodology.

Firstly, we acknowledge there are differences in
data quality and veracity between the different lan-
guage conditions. This is based on the differences
in the corpus size between the different language
conditions (as shown in Figure 1) and the distribu-
tion of homophobic and transphobic content.

In light of these data quality issues, we have
not accounted for these differences between lan-
guage conditions. This means we do not entirely
understand the downstream impacts on model per-
formance - although it is clear that there is a possi-
ble relationship between larger and more balanced
language conditions (TEL) performing better than
smaller and more imbalanced language conditions

(TCY). It is possible these differences could exacer-
bate biases already observed in transformer-based
language models (Bhardwaj et al., 2021).

Beyond the upstream and downstream impacts
of bias in transformer-based language models, we
also recognised that incorporating external data sets
from LCC (Goldhahn et al., 2012) and the CGLU

(Dunn, 2020) introduces additional biases not prop-
erly addressed in this paper such as geographic bias
in social media language data (Wong et al., 2022).

Secondly, there is a need to conduct this form
of research under a sociolinguistic or linguistic
anthropological framework. There is a risk that
training data detecting homophobia, transphobia,
hate speech, or offensive may not necessarily re-
flect the social, political, or linguistic realities of
different populations. This is because some of the
features extracted from the labelled training data
may not reflect real-world knowledge.

These differences are particularly evident when
we apply these detection systems across dialect con-
texts (Wong, 2023a). For this reason, we propose
that future work in this area should also consider
how these systems perform in real-world context
beyond the evaluation of labelled training data. We
should work alongside members of LGBTQ+ com-
munities from culturally and linguistically diverse
backgrounds to understand the effectiveness and
generalisability of our homophobic/transphobic de-
tection systems.
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Abstract

The exponential rise in social media users has
revolutionized information accessibility and ex-
change. While these platforms serve various
purposes, they also harbor negative elements,
including hate speech and offensive behavior.
Detecting hate speech in diverse languages has
garnered significant attention in Natural Lan-
guage Processing (NLP). This paper delves into
hate speech detection in Tamil, particularly
related to migration and refuge, contributing
to the Caste/migration hate speech detection
shared task. Employing a Convolutional Neu-
ral Network (CNN), our model achieved an F1
score of 0.76 in identifying hate speech and sig-
naling potential in the domain despite encoun-
tering complexities. We provide an overview
of related research, methodology, and insights
into the competition’s diverse performances,
showcasing the landscape of hate speech detec-
tion nuances in the Tamil language.

1 Introduction

The surge in Social Media platform users has led to
a significant increase in information dissemination,
granting immediate access to updated information
with just a click. These platforms are used not only
for social interaction but also for leisure and in-
formation retrieval (Sajjad et al., 2019; Ali et al.,
2022a). There has been a notable surge in interest
in social media analysis tasks within NLP (Bade,
2021), With a focus on emerging fields like identify-
ing hopeful speech, there is a growing emphasis on
advancing in this direction. (Yigezu et al., 2023a;
Shahiki-Tash et al., 2023b) language identification
(Tash et al., 2022; Balouchzahi et al., 2022a), fake
news(Fazlourrahman et al., 2022), sentiment anal-
ysis (Tash et al., 2023; Yigezu et al., 2023b), and
hate speech(Yigezu et al., 2023c) that researchers
experimented with diverse models, including deep
learning (Yigezu et al., 2022; Ahani et al., 2024),
transformers (Tonja et al., 2022), and traditional

machine learning techniques (Kanta and Sidorov,
2023).

However, along with its advantages, the
widespread adoption of Social Media (Bade and
Afaro, 2018) also brings negative aspects (Ali et al.,
2022b). Users sometimes exhibit behavior that
can be harmful, offensive, and even hateful toward
various segments of society (Shahiki-Tash et al.,
2023a).

Describing hate speech is complex, as Andrew
Sellars argues against oversimplification of its def-
inition and addressing methods (Sellars, 2016).
There’s disagreement regarding how hate speech
refers to groups, with certain definitions associat-
ing it with minority groups or specific character-
istics like race, religion, gender, or sexual orienta-
tion (Waltman and Mattheis, 2017).

This challenge has led to several shared tasks
focused on detecting hate speech. In this context,
our article centers on the analysis of Tamil user
comments about migration and refuge using qual-
itative content analysis. As part of this effort, we
participated in the Caste/migration hate speech de-
tection shared task (Rajiakodi et al., 2024), which
aims to develop models capable of identifying hate
speech related to caste or migration.

The objective of this task is to create an
automated classification system that predicts
whether text, particularly on social media, contains
caste/migration-related hate speech. We employed
a CNN model for prediction, leveraging its suc-
cessful track record in text classification within the
literature. (Balouchzahi et al., 2023b,a). our pro-
posed model obtained an F1 score of 0.76, yielding
promising performance on the task of binary hate
speech detection.

2 Related work

Motivated by the linguistic diversity across In-
dia, where languages like Tamil, Telugu, Kannada,

184



Malayalam, Hindi, Punjabi, Bengali, Gujarati,
Marathi, among others, are prevalent, researchers
observed the limitations of models confined to En-
glish proficiency (Chakravarthi et al., 2020b). This
prompted the development of a system capable
of processing code-mixed languages for sentiment
analysis. A significant hurdle in this endeavor has
been the scarcity of labeled datasets. Notably, a few
manually annotated datasets for offensive language
and hate speech detection in Tamil (Chakravarthi
et al., 2020b), Malayalam (Chakravarthi et al.,
2020a), and Kannada (Hande et al., 2021) have
been released, marking crucial contributions to the
field. The study (Sánchez-Holgado et al., 2022)
aimed to assess the relationship between online
hate speech against migrants and refugees and so-
cial acceptance in Spain. Using Intergroup Contact
and Mediated Intergroup Contact Theory, the re-
search sought to validate hate speech as an indicator
of social acceptance across Spanish provinces. An-
alyzing 97,710 tweets and secondary public data
on migration, the study found no significant cor-
relation between hate speech, foreign population
proportions, and citizen attitudes toward immi-
grants. Despite fluctuations in hate speech presence
from 2015 to 2020, no clear negative correlation
emerged between foreign population proportions
and hate speech on Twitter. Similarly, the antici-
pated negative correlation between attitudes toward
migration and hate speech on Twitter could not be
statistically confirmed.

The paper (Sanguinetti et al., 2018) outlines
the development of a novel Twitter corpus com-
prising roughly 6,000 tweets annotated for hate
speech targeting immigrants. This corpus aimed
to serve as a reference dataset for monitoring hate
speech through automated systems. The annotation
scheme was meticulously crafted to encompass var-
ious factors influencing hate speech, resulting in a
tagset beyond hate speech alone, including aggres-
siveness, offensiveness, irony, stereotype, and ex-
perimental intensity categories. While discussing
the annotated data, the study focuses on hate speech
intensity and its interrelation with stereotype, ag-
gressiveness, and offensiveness. The findings in-
dicate nuanced trends, showcasing implicit incite-
ment in most hateful tweets. Stereotype prevalence
is notably high in lower intensity degrees, indicat-
ing its role in implicit incitement.

The study (Anbukkarasi and Varadhaganapathy,
2022) achieved notable success in hate speech de-
tection within code-mixed Tamil-English tweets

using a synonym-based Bi-LSTM model. With an
F1 score of 0.8169, the Bi-LSTM model outper-
formed other models evaluated, demonstrating its
effectiveness in distinguishing hate and non-hate
texts. Specifically, in classifying hate speech, the
model attained an F1 score of 0.8110, while for
non-hate texts, it achieved an F1 score of 0.8050

This study (Basava and Karri, 2021) tackles the
pervasive issue of hate speech proliferation across
social media platforms by introducing an ensemble
system utilizing transformer models. Specifically,
it aims to identify offensive language within code-
mixed posts/comments in Dravidian Languages
(Malayalam-English and Tamil-English). Situ-
ated within the framework of the Hate Speech
and Offensive Content Identification in Dravidian-
CodeMix (HASOC) (Chakravarthi et al., 2021) ini-
tiative, this research emphasizes the rising impact
of hate speech online and the urgent need for ro-
bust detection methods. The ensemble method
showcased promising performance during devel-
opment, notably achieving scores of 0.93 for
Tamil and 0.80 for Malayalam, utilizing the model
HSU_TransEmb. However, when assessed on the
test set, the performance declined, registering 0.66
for Tamil with the MuRIL model and 0.73 for
Malayalam using HSU_TransEmb, indicating the
necessity for more comprehensive datasets to en-
hance model robustness and efficacy in tackling
hate speech in multilingual social media settings.
(Jayanthi and Gupta, 2021) applied transformer-
based models, utilizing a cased version of multi-
lingual BERT and XLM-RoBERTa. Employing
BERT at the sentence level, they transformed sub-
word-level representations into word-level repre-
sentations by averaging sub-token representations
for improved classification. This innovative fu-
sion architecture integrated a Bidirectional LSTM
model to capture diverse word patterns, enhancing
classification accuracy, and resulting in a 79.67%
accuracy in classifying Tamil tweets.

3 Methodology

Convolutional Neural Networks (CNNs) excel in
text classification tasks by utilizing convolutional
and pooling layers to extract hierarchical features
from sequential data, such as text (Balouchzahi
et al., 2022b). These networks employ convolu-
tional filters of varying sizes to detect n-gram fea-
tures within the input text, followed by pooling
layers that condense and aggregate the extracted
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features. By learning local relationships between
words and capturing essential patterns, CNNs ef-
fectively discern hate speech or offensive language
within textual data. Their ability to model intricate
relationships within text makes CNNs a potent tool
in the realm of hate speech detection.

3.1 Dataset

The dataset (Chakravarthi, 2020, 2022) is format-
ted in CSV (Comma-Separated Value), featuring
columns labeled "Text" and "Tag". The "Text" col-
umn contains the textual content, while the "Tag"
column signifies whether a comment is categorized
as caste/migration hate speech, indicated by values:
1 for caste/migration hate speech and 0 for non-
caste/migration hate speech (Chakravarthi et al.,
2022).

The exemplification of the dataset structure is
illustrated in Table 1.

Table 1: Tamil comments and their labels

Text Tag
Ippadiye solli tamilanai izhivu paduthu-
vathey indha sangi kumbal, dhaanda,
tamilians are getting educated, they
want better life, mostly looking for de-
cent job.

0

Freedom app eh. Bunda Advertisement
Vera ya

1

Like this one day all these North In-
dias are going to chase every Tamilians
from Tamilian Nadu. This is very dan-
gerous. Need to probe into this and I
request that all the Tamil people not to
give these North Indians any accommo-
dation. We need to save our Rights and
control North Indians heavy migration.
These people are hooligans.

1

it’s nothing wrong people travel to
earn money but in same time native
people also need work hard for better
life...lucky Brother you know hindi to
communicate to Vadakans...Nice review

0

3.2 Classification algorithm

The classification algorithm we’ve designed encom-
passes several sequential steps, each contributing to
the overall process. Below, we’ll elaborate on these
stages to provide a comprehensive understanding
of our classification methodology.

3.3 Cleaning Data
The initial part of the code involves data cleaning
functions like "remove_emoji", "remove_url", and
"clean_text". These functions are applied to both
the training and test datasets to eliminate emojis,
URLs, special characters, and punctuation from the
text. It ensures that the text is sanitized for further
processing and analysis.

3.4 Padding
Tokenizer and padding functions from Keras are
employed to convert text data into sequences of
integers and ensure uniform sequence length. The
"Tokenizer" converts text to numerical sequences,
and "pad_sequences" ensures uniform length for
modeling purposes, enhancing compatibility with
neural network layers.

3.5 Label Encoding
Label encoding is performed using "LabelEn-
coder" from Scikit-learn to convert categorical la-
bels into numerical format, preparing them for
model training. Additionally, one-hot encoding
("tf.keras.utils.to_categorical") is applied to repre-
sent categorical labels as binary vectors.

3.6 Model Architecture
The neural network architecture comprises several
layers: an embedding layer, a 1D convolutional
layer ("Conv1D"), global max pooling, dropout,
and a dense layer. Regularization techniques like
L2 regularization are employed to prevent over-
fitting. The model summary provides a detailed
overview of the architecture, including layer types,
output shapes, and parameters.

3.7 Model Compilation and Training
The model is compiled using a categorical cross-
entropy loss function and the Nadam optimizer.
The code then trains the model using the training
dataset ("train_ds") for 50 epochs, with validation
performed on the validation dataset ("valid_ds").
Training history is recorded to monitor model per-
formance and convergence.

3.8 Model Evaluation and Prediction
After training, the model is utilized to generate
predictions on the test data ("x_test"), providing in-
sights into the model’s performance on unseen data.
Additionally, metrics like classification reports or
confusion matrices were derived to evaluate model
performance comprehensively.
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4 Results

The competition observed diverse performances in
the detection of hate speech in the Tamil language.
Prominent teams securing positions 1-3 demon-
strated commendable M_F1 scores ranging from
0.82 to 0.80, indicating the effectiveness of their
strategies. In contrast, the bottom-ranking teams
(15-16) encountered challenges, attaining lower
scores of 0.49 and 0.38, respectively. The 6th po-
sition achieved by our team, with an M_F1 score
of 0.76, underscores the complexities involved in
addressing nuances of hate speech in Tamil. Al-
though our approach exhibited competence, the
competitive environment and intricate nature of the
task underscore the necessity for further refinement
in areas such as data handling, feature engineering,
and model fine-tuning. A detailed presentation of
the results is available in Table 2.

Table 2: Performance Rankings of Hate Speech Detec-
tion Models in Tamil Language

Team name M_F1 Rank
Transformers - Kriti Singhal 0.82 1
kubapok - Jakub Pokrywka 0.81 2
CUET_NLP_Manning 0.80 3
BITS_Graph4NLP 0.77 4
Algorithmalliance 0.76 5
lidoma - Moein Tash 0.76 6
CUET_NLP_GoodFellows 0.75 7
quartet - shaun Allan 0.73 8
KEC_AI_DSNLP_ 0.65 9
selam - Selam Abitte 0.62 10
byteSizedllm 0.61 11
SSN-nova - Ankitha Reddy 0.59 12
WordWizards_tamil 0.54 13
KEC_DL_KSK - Kalaivani K.S. 0.49 14
Habesha - mesay gemeda 0.38 15

5 limitations

1. The study encounters a limitation stemming from
the absence of hyperparameter tuning in the experi-
mental setup. Optimal hyperparameter configura-
tions are crucial in fine-tuning the performance of
machine learning models, and their absence in our
experiments could impact the overall effectiveness
of our approach.

2. Another constraint in our methodology lies in
the omission of experiments specifically designed
to address the challenge of imbalanced datasets.
Hate speech detection tasks often contend with
imbalances between the number of instances be-
longing to different classes. Strategies such as over-
sampling, undersampling, or utilizing specialized
algorithms for imbalanced datasets could be ex-

plored to enhance the model’s ability to handle
such data distribution challenges.

3. Our study is also constrained by the lack of
incorporation of any feature selection techniques.
Feature selection plays a vital role in enhanc-
ing model interpretability, reducing computational
complexity, and potentially improving predictive
performance. Future iterations of our methodol-
ogy could benefit from the integration of feature
selection methods to identify and retain the most
informative features.

4. An additional limitation is the absence of any
ensemble model in our experimental framework.
Ensemble models, which combine predictions from
multiple models, often contribute to improved gen-
eralization and robustness. Integrating ensemble
techniques, such as bagging or boosting, could of-
fer a more comprehensive and resilient hate speech
detection system. This represents an avenue for
future research to explore and enhance the overall
performance of our approach.

6 Conclusion

This research delves into the realm of hate speech
detection in Tamil, with a particular emphasis on
themes related to migration and refuge within the
framework of the Caste/migration hate speech de-
tection shared task. Leveraging a Convolutional
Neural Network (CNN), our model exhibited a
commendable F1 score of 0.76, demonstrating its
efficacy in identifying hate speech amidst inher-
ent complexities. The analysis sheds light on the
competitive landscape, uncovering diverse perfor-
mances across teams with scores ranging from 0.38
to 0.82. These variations underscore the challenges
inherent in addressing hate speech nuances in the
Tamil language. As part of our future endeavors,
we intend to enhance our approach by expanding
our dataset and incorporating transformer models,
aiming to further improve the accuracy of hate
speech detection in this linguistic context.
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Abstract

Speech recognition is known to be a special-
ized application of speech processing. Au-
tomatic speech recognition (ASR) systems
are designed to perform the speech-to-text
task. Although ASR systems have been the
subject of extensive research, they still en-
counter certain challenges when speech vari-
ations arise. The speaker’s age, gender, vul-
nerability, and other factors are the main
causes of the variations in speech. In this
work, we propose a fine-tuned speech recog-
nition model for recognising the spoken
words of vulnerable individuals in Tamil.
This research utilizes a dataset sourced
from the LT-EDI@EACL2024 shared task.
We trained and tested pre-trained ASR
models, including XLS-R and Whisper.
The findings highlight that the fine-tuned
Whisper ASR model surpasses the XLS-
R, achieving a word error rate (WER) of
24.452, signifying its superior performance
in recognizing speech from diverse individ-
uals.
Keywords : Dravidian Languages, Tamil,
Speech Recognition, Vulnerable Speech,
Transformer, Word Error Rate (WER)

1 Introduction

Speech is the most prevalent, clear, and fre-
quently used form of worldwide communica-
tion. Speech processing involves obtaining
valuable information from voice signals, such
as automatic speech recognition (ASR) (Gaik-
wad et al., 2010). The goal of any ASR sys-
tem is to teach computers to understand hu-
man speech and carry out user-defined tasks.
The method of recognizing spoken words from
audio input by applying auditory features is
known as speech recognition. The majority of
voice recognition algorithms have been trained
on languages with abundant resources, like
English, German, Spanish, and so on. With

languages with few resources, such as Tamil,
Kannada, Malayalam, etc., this is not the
case. Despite being one of the most inves-
tigated fields among researchers, speech recog-
nition systems still face issues when it comes to
the conventional learning paradigm (Li et al.,
2022), which can be utilized for both resource-
rich and resource-poor languages. This is still
one of the most unresolved challenges among
the researchers (Nassif et al., 2019). The fun-
damental reason for this is the various natures
of speech, often known as speech variants.

Speech recognition systems face a challenge
when it comes to recognizing variances in
speech. These variations are caused by fac-
tors such as the speaker’s age, gender, and
vulnerability (Kita, 2020) and etc. There have
been a number of studies (Bharathi et al., 2022;
Shivakumar et al., 2016; Shraddha et al., 2022;
Murali Krishna et al., 2019; Bharathi et al.,
2023) that have studied various methods to ad-
dress these issues. These methods include the
development of corpora and the fine-tuning of
pre-trained models, particularly for languages
that have limited resources.

In response, the LT-EDI team gathered a
tagged Tamil speech corpus from elderly and
transgender vulnerable individuals who had ev-
eryday conversations in administrative offices,
banks, and hospitals. Some of these individ-
uals were also vulnerable. Therefore, the vul-
nerability of the speaker is the primary focus.
We propose modifying the Whisper Automatic
Speech Recognition (ASR) model (Radford
et al., 2023) in order to improve speech recog-
nition for those who are vulnerable. In prepa-
ration for the work that the LT-EDI team
is doing on voice recognition for the Tamil-
language shared initiative, we fine-tuned the
pre-trained Whisper model by using Tamil
datasets. With a word error rate (WER) of
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24.452, the ’CEN_Amrita’ team was ranked
top in the classification criteria. This achieve-
ment shows that the proposed strategy may
address speech differences, especially in vulner-
able populations.

The following sections describe the paper’s
contribution: Section 2 covers relevant works;
Section 3 materials and technique; Section 4
results; and Section 5 conclusion.

2 Related Works

Advancements in deep learning have signifi-
cantly impacted speech processing, notably in
the domain of automatic speech recognition
(ASR). Transformer-based architectures like
BERT and GPT (Zheng and Woodland, 2021;
Fohr and Illina, 2021; Kumar et al., 2022),
initially tailored for text interpretation, have
been extended to capture speech sequences,
leveraging contextual information to enhance
accuracy. DeepSpeech (Hannun et al., 2014), a
flexible open-source program employing recur-
rent neural networks (RNNs), stands out for its
adaptability across various languages and effec-
tive training methods. Self-supervised learning
models such as Wav2Vec (Baevski et al., 2020)
excel at speech pattern recognition by extract-
ing pertinent features directly from unlabeled
audio data.

Attention-based models, such as Listen, At-
tend, and Spell (LAS) (Chan et al., 2015),
change how much weight is given to inputs dur-
ing decoding. This helps with accurate tran-
scription after a lot of training on big datasets.
Lightweight architectures like QuartzNet (Kri-
man et al., 2020) emphasize high performance
while maintaining low computational demands.
Hybrid models, like ESPNet (Watanabe et al.,
2018), combine convolutional and recurrent
networks, showing that they are good at a
number of different ASR benchmarks. Re-
cent improvements, like HuBERT (Hsu et al.,
2021), build upon Wav2Vec by integrating hi-
erarchical transformations and elevating repre-
sentation learning and ASR accuracy. These
improvements have made significant advance-
ments in the field of ASR and have achieved
impressive results.

However, when it comes to resource-poor
languages like Tamil, existing models under-
perform due to the variability in speech among

native speakers. To address this, recent re-
search has focused on fine-tuning pre-trained
ASR models for specific languages. Models
like XLSR-wav2vec2 (Conneau et al., 2020)
have been customized for Tamil speech recog-
nition, showcasing promising results with a
significantly reduced word error rate (WER)
of 39.65% (Bharathi et al., 2022) and 37.71%
(Bharathi et al., 2023). This customized ap-
proach aims to enhance performance in under-
standing and transcribing speech for languages
with limited available resources.

3 Materials and Methodology

3.1 Dataset Description
The dataset used in this study is from the
shared task LT-EDI@2024. This shared task
aims to develop a Tamil conversational speech
corpus collected from vulnerable elderly peo-
ple and transgender people in Tamil. This
speech corpus contains recordings that capture
real-world conversions from primary sites such
as hospitals, banks, and administrative offices.
The corpus contains males, females, and trans-
gender speakers and a total of 7 and a half
hours of speech data. There are two phases
to the dataset’s release: the first phase is for
training, and the second phase is for testing.
The test data consists of a total of two hours
of unlabeled speech, whereas the training data
consists of an average of 5.5 hours of speech
that has been transcribed. Table 1 describes
the detailed data statistics about the train,
test, and validation splits used in this work.

Dataset Splits Audios Hours

Training
Train 726

5.5
Evaluation 192

Testing Test 348 2

Total 1266 7.5

Table 1: Data Statistics describing the train, test
and validation split.

3.2 Methodology
In this study, speech recognition was performed
using two pre-trained state-of-the-art (SOTA)
models, Whisper and XLS-R. Both models

191



were trained on the Tamil corpus, and the best
results were submitted for the competition.
Figures 1 and 2 show schematic block diagrams
of the proposed approaches.

3.2.1 Whisper ASR
Whisper (Radford et al., 2023) is a pre-trained
automatic speech recognition (ASR) model
trained on 680,000 hours of multilingual and
multitask supervised data sourced from the
web. This end-to-end transformer-based model
adopts the encoder-decoder architecture. Log-
Mel spectrogram features are extracted from
each audio file; this feature input undergoes
processing in the encoder, featuring a com-
pact stem composed of two convolution layers
with a filter width of three and the GELU ac-
tivation function. Notably, the stride of the
second convolution layer is set at three. Fol-
lowing this, sinusoidal position embeddings are
added to the stem’s output, paving the way
for the inclusion of encoder transformer blocks.
Using pre-activation residual structures, these
blocks build up to a final layer normalization
step for the encoder output. The learned posi-
tion embeddings are then fed into the decoder,
which is responsible for generating the textual
output.

The Whisper model boasts various variants,
including whisper-large-v1, whisper-large-v2,
and whisper-large-v3. For this study, we opted
for the ’Vasista22/whisper-tamil-medium’ pre-
trained model from the huggingface and fine-
tuned it on the Tamil speech corpus. Figure 1
displays the whisper model’s flow diagram.

Figure 1: Flow Diagram for Whisper Model.

3.2.2 XLS-R
The XLS-R model is a multi-lingual adapta-
tion of the Wav2Vec2 model for cross-lingual
representational learning of speech. The pre-
training of the model utilized more than

436,000 hours of speech data that was easily ac-
cessible to the general public. The speech data
used for per-training is derived from a vari-
ety of sources, including audio books produced
in 128 different languages and parliamentary
proceedings. Since the model was trained on
connectionist temporal classification (CTC),
the Wav2Vec2CTCTokenizer should be used
to decode the model’s output. The model
has three variations: Wav2Vec2-XLS-R-300M,
Wav2Vec2-XLS-R-1B, and Wav2Vec2-XLS-R-
2B. The parameters for each variant vary. For
the experiments, we have utilized ‘Wav2Vec2-
XLS-R-300M’ and fine-tuned it on the Tamil
speech corpus. Figure 2 displays the flow dia-
gram for the XLS-R model.

Figure 2: Flow Diagram for XLS-R Model.

4 Results and Discussion

4.1 Experiments
The experimental setup comprises a Linux op-
erating system, an 8-core Intel Xeon processor,
32GB of RAM, a 16GB NVIDIA T4 tensor core
GPU,and CUDA 11.0. In the series of experi-
ments employing both the whisper and XLS-
R models, for the whisper part, we focused
on the ‘Vasista22/whisper-tamil-medium1’ pre-
trained model on Tamil. To make the audio
data consistent for the Whisper model, all the
audio files had to be resampled to 16 kHz,
and then Log-Mel spectrogram features had
to be extracted. Subsequently, we utilized
the WhisperTokenizer to encode transcriptions
into label IDs. To facilitate model training
data preparation, we defined a data collator to
handle batching and padding of the training
examples.

The word error rate (WER) was an essen-
tial metric for assessing model performance
during the training process. We fine-tuned
the model using various combinations of hy-
perparameters, including learning rate, batch

1https://huggingface.co/vasista22/whisper-tamil-
medium
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Figure 3: Sample Transcriptions in Tamil from fine-tuned Whisper Model.

size, maximum steps, and optimizer selection.
The most optimal results were achieved with
specific hyper-parameter configurations. Dur-
ing training, a batch size of 4 proved effective,
while for testing, a batch size of 8 was found to
be optimal. The learning rate was set to 10−5,
and the ’adamw_bnb_8bit’ optimizer was em-
ployed to initialize the optimization process.
This comprehensive approach to hyperparame-
ter tuning and data preprocessing contributed
to the success of the experiments with the Va-
sista22/whisper-tamil-medium model.

On the other hand, the ’Wav2Vec2-XLS-R-
300M2’ underwent fine-tuning on the Tamil
speech corpus. To address sequence-to-
sequence problems, typical fine-tuning of XLS-
R models involves employing the connectionist
temporal classification (CTC) algorithm. As
a part of preprocessing, transcription texts
have been cleaned by excluding special char-
acters and developing a vocabulary from the
processed transcriptions. The model antici-
pates input in the form of a 1-dimensional
array at 16 kHz, prompting the loading and
resampling of all audio files accordingly.

For the training phase, the Wav2Vec2Proces-
sor was employed to extract input values from
the loaded files, encoding corresponding tran-

2https://huggingface.co/facebook/wav2vec2-xls-r-
300m

scriptions into label IDs. A data collator was
then developed, and the training arguments
have been adjusted to aid in the training of the
model. Notably, the best results were observed
when the learning rate was fixed at 10−4, the
number of training epochs set at 100, and the
batch size established at 16. The word error
rate (WER) was used as the metric to assess
the model’s performance during training.

4.2 Discussion
In the process of training the models, it has
been observed that the fine-tuned version of
the ’Vasista22/whisper-tamil-medium’ model
performs better than the fine-tuned version of
the XLS-R-300M model when it comes to the
training of the models. During the training
process, it was observed that the WER for the
whisper model was 71.367695, whereas the
WER for the XLS-R model was 84.6958 to
begin with. When evaluating the fine-tuned
model that was utilized, both the whisper and
the XLS-R fine-tuned models were utilized in
the process. Since the whisper model’s word
error rate was much smaller than the XLS-R
model, we submitted the results of the whis-
per model to the LT-EDI team. By assess-
ing the WER for each submission, the team
will determine which outcomes are the best
and rank them appropriately. The submission,
which was made by our team ’CEN_Amrita’,
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Team Name WER (in %)
CEN_Amrita - Jairam Kanna 24.452
ASR_TAMIL_SSN 29.297
VIT Chennai 35.774
DRAVIDIAN LANGUAGE - Abirami Jayaraman 37.733
CUET_NLP_GoodFellows - Disco Dancer 41.031

Table 2: Speech Recognition for Vulnerable Individuals in Tamil: Published Results

employing the fine-tuned whisper model, has
been ranked first among the other participants,
with a WER of 24.452 for the testing dataset.
Table 2 describes the published results. Fig-
ure 3 describes the submitted sample Tamil
transcriptions obtained from evaluating the
fine-tuned whisper model.

5 Conclusion

In this work, we utilized a pre-existing, pre-
trained model such as Whisper and XLS-R to
improve the efficiency of an automatic speech
recognition (ASR) system for understanding
conversational speech from elderly and trans-
gender Tamil speakers. This work is carried
out as part of participation in the shared task
of speech recognition for vulnerable individ-
uals in Tamil. On the Tamil conversational
speech corpus, the pre-trained models, such
as whisper and the XLS-R model, have been
fine-tuned and compared to one another. The
results of all the experiments indicate that the
fine-tuned version of whisper ASR models per-
forms better than the XLS-R model, which has
a word error rate (WER) of 24.452.
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Abstract

We describe the second-place submission for
the shared task organized at the Fourth Work-
shop on Language Technology for Equality,
Diversity, and Inclusion (LT-EDI-2024). The
task focuses on detecting caste/migration hate
speech in Tamil. The included texts involve the
Tamil language in both Tamil script and translit-
erated into Latin script, with some texts also
in English. Considering different scripts, we
examined the performance of 12 transformer
language models on the dev set. Our anal-
ysis revealed that for the whole dataset, the
model google/muril-large-cased performs the
best. We used an ensemble of several models
for the final challenge submission, achieving
0.81 for the test dataset.

1 Introduction

This paper deals with hate speech detection in the
Tamil language, which is an official language in
Sri Lanka and Singapore. It is also the official
language of the Indian state of Tamil Nadu and
the union territory of Puducherry. The language is
spoken by groups of citizens of Malaysia, Mauri-
tius, Fiji, and South Africa. The current number
of Tamil speakers is estimated at 75 million. The
Tamil language belongs to the family of 24 Dra-
vidian languages, spoken by approximately 250
million people. The Tamil alphabet consists of
246 characters: 12 vowels, 18 consonants, and 216
vowel–consonant combinations. Being spoken in
India, a country with a caste-based social system,
the Tamil language may suffer from hate speech
referring not only to religion, ethnicity, gender, sex-
ual orientation, or political affiliation, but also to
caste and migration.

In this paper, we describe a submission to
caste/migration hate speech detection task orga-
nized at LT-EDI-2024 (Rajiakodi et al., 2024). Our
approach, which relied on an ensemble of several
models, achieved second place in the competition,

with a 0.81 F1-score. Besides the research related
strictly to the contest, we examine the performance
of 12 up-to-date models that are most suitable for
this task. We evaluate each model’s performance
separately on Tamil, Latin, and combined scripts,
finding that the model’s performance is different
based on the script.

2 Related work

A contest on hate speech detection in the Dravidian
languages, called HASOC 2021, was organized in
2021 (Chakravarthi et al., 2021). The data were
collected from YouTube comments and posts. The
contest consisted of two tasks differing in the na-
ture of the data: the first task was based on Tamil
only, while the second task was based on a data
set combining Tamil and Malayalam. The win-
ning solution for Task 1 achieved a 0.86 F1-score.
The winning solution in the Tamil track for Task
2 achieved a 0.68 F1-score. The HASOC 2021
shared task gave rise to a number of papers, such
as Rajalakshmi et al. (2023); Pradeep et al. (2021)
and Subramanian et al. (2022). The papers report
submissions with F1-scores ranging from 0.66 to
0.84.

3 Caste/Migration Hate Speech Detection
Challenge

The Caste/Migration Hate Speech Detection task is
a part of the Fourth Workshop on Language Tech-
nology for Equality, Diversity, and Inclusion (LT-
EDI-2024) (Rajiakodi et al., 2024). The main ob-
jective of the challenge is to develop a text classifier
in the Tamil language that can determine whether a
given social media text contains hate speech related
to caste or migration. The competition’s evalua-
tion metric is the macro average F1-score, and the
participants are provided with training (train) and
development (dev) datasets.
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4 Dataset analysis

We examined the train and dev datasets and dis-
covered that the texts could be classified into three
primary categories:

1. Tamil language written in Tamil script

2. Tamil language transliterated into Latin script

3. English language

There are also comments that may contain a mix-
ture of Tamil and English language. We observed
that in both the training and development datasets,
51% of the texts are in Tamil script, and the remain-
ing 49% in Latin script. The test dataset has an
even split of 50% for both Tamil and Latin scripts.
If more than half of the characters in a comment are
non-Latin, we classify the comment as Tamil script.
Table 1 shows the number of samples labeled as
caste/migration hate speech. The average comment
lengths in characters for the train, dev, and test
datasets are 133, 134, and 129, respectively.

Dataset HS not-HS Overall
train 2052 3303 5355
dev 351 594 945
test - - 1575

Table 1: Breakdown of datasets by label. HS stands
for caste/migration hate speech comments, and not-HS
stands for comments with a lack of such hate speech.

5 Evaluation of transformer models for
Tamil hate speech

We utilized HuggingFace’s Transformers library
to fine-tune the selected encoder language models.
We used the standard Trainer class and set the learn-
ing rate to 2e-5, batch size to 16, weight decay to
0.01, and warmup ratio to 0.1. We trained for 30
epochs and calculated the F1-score on the dev set
after each epoch. The best model based on this
metric was selected for evaluation. We used two
A100 80GB model cards and tested the following
HuggingFace model cards:

• distilbert-base-uncased (eng) (Sanh et al.,
2019)

• bert-base-cased (eng) (Devlin et al., 2018)

• roberta-base (eng) (Liu et al., 2019)

• roberta-large (eng) (Liu et al., 2019)

• bert-base-multilingual-cased (eng) (Devlin
et al., 2018)

• xlm-roberta-base (multilingual) (Conneau
et al., 2019)

• xlm-roberta-large (multilingual) (Conneau
et al., 2019)

• microsoft/mdeberta-v3-base (multilingual)
(He et al., 2021)

• monsoon-nlp/hindi-bert (hindi) (mon)

• l3cube-pune/hindi-roberta (hindi) (Joshi,
2022)

• google/muril-base-cased (17 indian langs)
(Khanuja et al., 2021)

• google/muril-large-cased (17 indian langs)
(Khanuja et al., 2021)

• l3cube-pune/tamil-bert (tamil) (Joshi, 2022)

These can be accessed at the following URLs:
https://huggingface.co/modelcard (change
modelcard to the proper name). The language of
each model is given in parentheses.

Tables 2, 3 and 4 show the means and standard
deviations of scores from five runs on the whole
dev dataset and on the Tamil and Latin parts of that
dataset.

Based on the F1-scores, it is evident that the
google/muril-large-cased model performs the best
overall for the entire dataset, although other multi-
lingual models also perform well. This holds true
even for the Tamil script, where the performance
of the sole English language model decreases. For
Latin script, the English models, multilingual mod-
els and certain Hindi models perform equally well.
It is surprising to note that in all cases, the F1-score
for the English version of the roberta-large model
is inferior to that of roberta-base. We also found
that the F1-score of the google/muril-base-cased
model is lower by approximately 0.05 than that of
google/muril-large-cased.

6 Submission to the challenge

Because we conducted the model evaluations de-
scribed in the previous section after the compe-
tition was over, we could not use this knowl-
edge for the final submission to the challenge.
However, for the final submission, we followed
the same training process using an ensemble of
the following model cards: l3cube/pune-kannada-
bert, microsoft/mdeberta-v3-base, and xlm-roberta-
large. We combined the train and dev datasets and
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model F1-Score Precision Recall AUROC Accuracy
bert-base-cased 0.66± 0.01 0.70± 0.01 0.62± 0.02 0.79± 0.01 0.76± 0.00
roberta-base 0.71± 0.01 0.72± 0.01 0.70± 0.02 0.82± 0.01 0.79± 0.01
roberta-large 0.67± 0.03 0.69± 0.02 0.65± 0.04 0.78± 0.01 0.76± 0.02
bert-base-multilingual-cased 0.72± 0.00 0.75± 0.01 0.70± 0.01 0.84± 0.00 0.80± 0.00
xlm-roberta-base 0.72± 0.01 0.76± 0.02 0.70± 0.02 0.84± 0.01 0.80± 0.01
xlm-roberta-large 0.74± 0.01 0.76± 0.02 0.72± 0.01 0.84± 0.01 0.81± 0.01
microsoft/mdeberta-v3-base 0.73± 0.01 0.75± 0.03 0.71± 0.02 0.84± 0.00 0.80± 0.01
monsoon/nlp-hindi-bert 0.57± 0.01 0.55± 0.02 0.59± 0.04 0.70± 0.01 0.67± 0.01
l3cube/pune-hindi-roberta 0.65± 0.14 0.70± 0.04 0.63± 0.19 0.80± 0.07 0.77± 0.05
google/muril-base-cased 0.71± 0.01 0.74± 0.03 0.69± 0.03 0.81± 0.01 0.79± 0.01
google/muril-large-cased 0.76± 0.01 0.78± 0.02 0.74± 0.02 0.85± 0.01 0.82± 0.01
l3cube/pune-tamil-bert 0.71± 0.01 0.71± 0.02 0.72± 0.03 0.82± 0.01 0.79± 0.01

Table 2: Evaluation of models on the whole dev dataset. The best results are highlighted in bold.
model F1-Score Precision Recall AUROC Accuracy
bert-base-cased 0.54± 0.02 0.62± 0.02 0.48± 0.05 0.69± 0.01 0.71± 0.01
roberta-base 0.66± 0.02 0.68± 0.03 0.64± 0.02 0.78± 0.01 0.76± 0.02
roberta-large 0.60± 0.06 0.63± 0.04 0.58± 0.08 0.72± 0.03 0.73± 0.03
bert-base-multilingual-cased 0.69± 0.01 0.72± 0.01 0.66± 0.01 0.82± 0.00 0.79± 0.01
xlm-roberta-base 0.71± 0.01 0.74± 0.02 0.68± 0.02 0.83± 0.01 0.80± 0.01
xlm-roberta-large 0.74± 0.01 0.76± 0.03 0.71± 0.02 0.85± 0.01 0.81± 0.01
microsoft/mdeberta-v3-base 0.73± 0.02 0.75± 0.03 0.71± 0.03 0.84± 0.01 0.81± 0.02
monsoon/nlp-hindi-bert 0.54± 0.01 0.46± 0.02 0.66± 0.05 0.64± 0.01 0.59± 0.02
l3cube/pune-hindi-roberta 0.61± 0.15 0.68± 0.04 0.59± 0.19 0.78± 0.07 0.75± 0.04
google/muril-base-cased 0.70± 0.02 0.73± 0.03 0.68± 0.05 0.81± 0.02 0.79± 0.01
google/muril-large-cased 0.75± 0.01 0.75± 0.02 0.76± 0.02 0.86± 0.01 0.82± 0.01
l3cube/pune-tamil-bert 0.71± 0.01 0.71± 0.02 0.72± 0.03 0.83± 0.01 0.79± 0.01

Table 3: Evaluation of models on the Tamil script part of the dev dataset. The best results are highlighted in bold.
model F1-Score Precision Recall AUROC Accuracy
bert-base-cased 0.76± 0.01 0.76± 0.01 0.76± 0.02 0.86± 0.01 0.82± 0.00
roberta-base 0.75± 0.01 0.75± 0.01 0.76± 0.02 0.86± 0.01 0.81± 0.00
roberta-large 0.73± 0.01 0.74± 0.02 0.72± 0.01 0.82± 0.02 0.80± 0.01
bert-base-multilingual-cased 0.75± 0.01 0.77± 0.01 0.74± 0.02 0.87± 0.00 0.81± 0.00
xlm-roberta-base 0.74± 0.01 0.77± 0.02 0.72± 0.02 0.84± 0.01 0.81± 0.01
xlm-roberta-large 0.74± 0.01 0.76± 0.02 0.73± 0.03 0.84± 0.01 0.81± 0.01
microsoft/mdeberta-v3-base 0.73± 0.01 0.74± 0.03 0.72± 0.05 0.84± 0.01 0.80± 0.01
monsoon/nlp-hindi-bert 0.62± 0.02 0.75± 0.03 0.53± 0.05 0.74± 0.02 0.75± 0.01
l3cube/pune-hindi-roberta 0.68± 0.13 0.73± 0.06 0.67± 0.19 0.82± 0.07 0.78± 0.05
google/muril-base-cased 0.72± 0.01 0.74± 0.04 0.70± 0.03 0.82± 0.01 0.79± 0.01
google/muril-large-cased 0.76± 0.01 0.80± 0.02 0.72± 0.03 0.85± 0.01 0.83± 0.01
l3cube/pune-tamil-bert 0.72± 0.01 0.72± 0.04 0.71± 0.03 0.82± 0.01 0.78± 0.01

Table 4: Evaluation of models on the Latin script part of the dev dataset. The best results are highlighted in bold.
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used different new train/dev splits for each model.
The model achieved an F1-score of 0.81 on the
challenge test set, securing second place, behind
the leader with 0.82.

7 Conclusions

We conducted an evaluation of several English,
multilingual, and Hindi encoder language models
for a classification task in the Tamil language. This
task was a part of the Fourth Workshop on Lan-
guage Technology for Equality, Diversity, and In-
clusion. Our post-competition study revealed that
the most effective model was google/muril-large-
cased. All types of language models performed
well on the Latin script portion of the dataset, which
may result from the fact that some of the texts were
in the English language. Our approach, which re-
lied on an ensemble of selected models, achieved
second place in the competition.

8 Limitations

The content of this paper is based on brief com-
ments, primarily in Tamil. The origin, description,
and annotation scheme of the text are explained in
detail in (Rajiakodi et al., 2024). It is worth not-
ing that the methods used in this study may not
be easily scalable to other domains or text lengths.
Furthermore, our assumption that Tamil script texts
are those in which over half of the characters are
non-Latin is merely heuristic and may not hold true
in all cases.
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Abstract

Our work addresses the growing concern of
abusive comments in online platforms, partic-
ularly focusing on the identification of Homo-
phobia and Transphobia in social media com-
ments. The goal is to categorize comments
into three classes: Homophobia, Transphobia,
and non-anti LGBT+ comments. Utilizing ma-
chine learning techniques and a deep learning
model, our work involves training on a English
dataset with a designated training set and test-
ing on a validation set. This approach aims to
contribute to the understanding and detection
of Homophobia and Transphobia within the
realm of social media interactions. Our team
participated in the shared task organized by LT-
EDI@EACL 20241 and secured seventh rank
in the task of Homophobia/Transphobia Detec-
tion in social media comments in Tamil with
a macro- f1 score of 0.315. Also, our run was
submitted for the English language and secured
eighth rank with a macro-F1 score of 0.369.
The run submitted for Malayalam language se-
curing fourth rank with a macro- F1 score of
0.883 using the Random Forest model.

1 Introduction

In the contemporary digital landscape, social media
platforms serve as pivotal mediums for communi-
cation, education, and information sharing. Among
these platforms, YouTube stands out as a promi-
nent social networking and video-sharing hub, en-
abling users to create accounts, share videos, and
interact through comments. However, the preva-
lence of abusive comments, particularly targeting
transgender and homosexual individuals, poses a
significant challenge to the well-being of platform
users. The escalating use of online communica-
tion has raised concerns about the dissemination of
slander, hate speech, and cyberbully, with negative

1https://codalab.lisn.upsaclay.fr/competitions/16056

consequences for individuals and societal harmony.
Slander, characterized by false spoken statements
that harm individuals or groups, is increasingly ac-
knowledged for its detrimental impact Olweus and
Limber (2018). Such negative comments not only
inflict psychological harm but also contribute to
the proliferation of animosity, division, and discon-
tent in online spacesMishna et al. (2009). Major
social media platforms like YouTube, Facebook,
Instagram, and Twitter have responded by imple-
menting policies and protocols to address and miti-
gate hateful content. Our study aims to scrutinize
and identify offensive comments within an English
dataset, treating the detection of abusive comments
as a text classification problem. Focused on ma-
chine learning and deep learning methodologies,
our research excludes the use of transfer learning
models and does not involve the integration of ma-
chine learning and deep learning approaches. The
objective is to train and compare various models
to determine the optimal approach for identifying
hate comments in English.

2 Literature Review

Research in the field of abusive language detection
spans various approaches and methodologies, as
evident in several notable papers. Mubarak et al.
(2017) emphasize the challenges faced in Arabic
abusive language detection, including dialects and
informal language. Mishra et al. (2019) introduce
a novel approach using Graph Convolutional Net-
works (GCNs) to capture syntactic and semantic
dependencies for effective abusive language identi-
fication.

Addressing gender bias in abusive language de-
tection, Park et al. (2018) propose a method incor-
porating gender information into the training pro-
cess, showcasing its effectiveness in reducing bias
while maintaining overall performance. Ibrohim
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and Budi (2019) focus on multi-label hate speech
detection in Indonesian Twitter, analyzing various
approaches, including feature-based, deep learning,
and ensemble methods.

Narang and Brew (2020) present an approach uti-
lizing syntactic dependency graphs for abusive lan-
guage detection, achieving superior performance
compared to baseline models. Caselli et al. (2021)
introduce HateBERT, a retraining approach for
BERT tailored for English abusive language de-
tection, demonstrating its superiority in precision,
recall, and F1-score.

Davidson et al. (2019) investigate racial bias in
hate speech datasets, highlighting potential biases
in annotation processes and emphasizing the need
for fair evaluations. Koufakou et al. (2020) in-
troduce HurtBERT, combining BERT with lexical
features for enhanced abusive language detection
performance.

Corazza et al. (2020) propose a zero-shot abusive
language detection using emoji-based masked lan-
guage models, demonstrating competitive perfor-
mance. Chakravarthi (2020) contribute HopeEDI,
a multilingual dataset for hope speech detection,
aiming to facilitate research on positive discourse
in social media.

Overall, these works offer diverse insights and
methodologies, advancing the understanding and
detection of abusive language in various linguistic
and societal contexts.

3 Dataset Description

The goal of this shared task on homophobia and
transphobia comment detection is to detect and
reduce abusive comments on social media that
target homosexual and trans-gender individuals.
The dataset used here is shared by the shared task
Chakravarthi et al. (2023). The primary goal of
this project is to develop methods for detecting
and classifying instances of hate speech in English
language. The Homophobia and Transphobia Com-
ment Detection data set is made up of English com-
ments retrieved from the YouTube comments area
Kumaresan et al. (2023). The data set consists of
a comment and its related label from one of the
three labels: Non-anti-LGBT+ content, Homopho-
bia, Transphobia. SMOTE, which stands for Syn-
thetic Minority Over-sampling data augmentation
Technique, is a widely used technique in the field
of machine learning specifically in the context of
handling imbalanced datasets.Imbalanced datasets

occur when the classes have significantly differ-
ent numbers of instances, leading to a bias in the
model’s performance towards the majority class.

3.1 English Data
The Train, Test, and Development data sets each
comprise 3,164, 792, 991 comments which is sum-
marized in Table 1. The text in English is followed
by the appropriate label for each comment in the
training data. As Table 2 suggests, the Transphobia
label exhibits a significant scarcity, leading to a pro-
nounced class imbalance. Due to the limited avail-
ability of test or development data examples for the
Transphobia label, the classification task becomes
particularly challenging, focusing predominantly
on the other two labels.

Table 1: Data-set Description

Data-set No. of Comments
Train 3,164

Validation 792
Test 991

Table 2: Class Description

Class Train Dev Test
Non-anti-LGBT+ 2,978 748 931

Homophobia 179 43 55
Transphobia 7 2 4

4 Methodology

Machine learning and deep learning models can-
not access raw texts. Feature extraction is required
to train classification models. The TF-IDF repre-
sentation is utilized in ML techniques to extract
features. Figure 1 gives the detailed workflow of
our proposed model. We use three ways to ana-
lyze the results and create the best model possible:
Machine Learning, Deep Learning.

4.1 Machine Learning Models
Machine learning has come a long way in recent
years, changing the way people understand impor-
tant applications such as image recognition, data
mining, and natural language processing(NLP).
This section outlines the machine learning mod-
els utilized in the present study for text classifica-
tion. We used several different kinds of machine
learning algorithms such as Decision tree, Random
Forest, GaussianNB, XGBoost, AdaBoost, KNN,
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Figure 1: Proposed System Workflow

Linear Regression, Multinomial NB, Support Vec-
tor Machine, MLP Classifier, Gradient Boost, and
Ensemble models.

4.2 Feature Extraction

The TF-IDF Vectorizer with Character N-grams
is a feature extraction technique widely employed
in Natural Language Processing (NLP) for the ef-
fective representation of textual data in machine
learning models. Operating at the character level,
this vectorizer analyzes individual characters rather
than complete words, allowing it to capture se-
quential patterns within the text. The inclusion
of character n-grams, specified here with lengths
ranging from 1 to 3, proves particularly advanta-
geous in tasks that demand consideration of word
morphology and character-level nuances, such as
sentiment analysis or language-specific challenges.
The TF-IDF weighting scheme assigns significance
weights to these character n-grams based on their
occurrence within individual documents and across

the entire dataset. This method not only enhances
the representation of textual information but also fa-
cilitates the identification of key character patterns.
The limitation of the feature space to the top most
influential n-grams ensures a focused and meaning-
ful representation, contributing to the efficiency of
subsequent machine learning algorithms.

4.3 Deep Learning Model

In the realm of homophobia and transphobia de-
tection within English YouTube comments, this
study highlights the efficacy of deep learning mod-
els, specifically Convolutional Neural Networks
(CNN) and Long Short-Term Memory (LSTM) net-
works. While CNN excels in capturing localized
patterns, LSTM proves valuable in handling long-
term dependencies in sequential data, making it
suitable for comment analysis.

The pre-processed comments undergo LSTM
model training and evaluation, where the LSTM
network, belonging to the family of recurrent neu-
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ral networks (RNNs), excels in capturing long-term
dependencies within the sequential nature of text
data. By considering the temporal information of
comments, the LSTM model effectively captures
the context and dependencies that exist between
words and phrases. This nuanced understanding
contributes to the model’s ability to discern pat-
terns and relationships within comment sequences,
providing a robust foundation for homophobia and
transphobia detection in English YouTube com-
ments.

5 Performance Evaluation

After submitting the run using the Random Forest
model, it proved beneficial for various languages.
Analyzing the results in Table 3, which provides the
macro-average of precision, recall, and F1-score for
the various models used. Random Forest surpassed
both deep learning and other machine learning mod-
els in precision, recall, and F1 score. Leveraging
an ensemble of decision trees and feature impor-
tance estimation, this model effectively captured
complex patterns within the dataset

The Random Forest model excelled in handling
high-dimensional data, managing noisy and miss-
ing values, and mitigating overfitting concerns
through feature subsampling and bootstrap aggre-
gating. Notably, the dataset’s class distribution
was not uniform, with two crucial classes having
very few instances. Despite this challenge, the
Random Forest model demonstrated exceptional
performance.

The contrasting deep learning model, reliant on
significant computational resources and extensive
parameter tuning, fell short, resulting in compar-
atively lower accuracy and F1 score. In Figure 2,
the presented confusion matrix provides a compre-
hensive overview of the performance of the Ran-
dom Forest model when applied to the Malayalam
dataset. This emphasizes the importance of select-
ing an appropriate modeling technique tailored to
the dataset’s characteristics, leading to improved
predictive performance.

6 Conclusion

The study concentrates on detecting homophobic
and transphobic comments in YouTube discussions,
comparing the performance of various models in
this task. Strikingly, Deep Learning models did not
demonstrate superior results when trained and eval-
uated on English data. Instead, Machine Learning

Figure 2: Confusion Matrix of Random Forest Classifier
Model

models outperformed Deep Learning in effective-
ness. It’s crucial to note that our study did not
make use of contextualized embeddings like BERT
or GPT, which have shown potential in enhancing
language model performance.

Acknowledging this limitation, we propose that
future research should explore the implementation
of contextualized embeddings using deep learning
techniques, such as BERT or GPT. The absence
of these advanced embeddings may have limited
the effectiveness of the models used in our study.
Incorporating such embeddings holds promise for
significantly improving the detection of homopho-
bic and transphobic comments in YouTube discus-
sions. Additionally, we did not explore transfer
learning with other models in our current stage.
Still, we emphasize the possibility of integrating
these models in our future work, indicating a path-
way for ongoing exploration and enhancement in
identifying such comments on YouTube.
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Abstract

Commonly used language defines “hate speech”
as objectionable statements that may jeopar-
dize societal harmony by singling out a group
or a person based on fundamental traits (includ-
ing gender, caste, or religion). Using machine
learning techniques, our research focuses on
identifying hate speech in social media com-
ments. Using a variety of machine learning
methods, we created machine learning models
to detect hate speech. An approximate Macro
F1 of 0.60 was attained by the created models.

1 Introduction

Caste and Migration hate speech refer to the use of
discriminatory language or expressions that target
individuals or groups based on their caste or migra-
tion status (Chakravarthi, 2022). These forms of
hate speech can manifest in various ways, includ-
ing verbal abuse, written messages, online content,
or even physical actions (Mehta and Passi, 2022).
The effects of caste and migration hate speech can
be profound and detrimental on both individual and
societal levels. Hate speech can cause significant
psychological distress and emotional harm to indi-
viduals who are targeted (Gaydhani et al., 2018).
It can lead to feelings of fear, anxiety, depression,
and a sense of isolation. Hate speech contributes
to the division and polarization of communities. It
can create or exacerbate existing tensions between
different caste or migrant groups, leading to social
fragmentation (Al-Hassan and Al-Dossari, 2019).
Caste and migration hate speech can have a signifi-
cant impact on social media due to the widespread
reach and instantaneous nature of online platforms
(Alkomah and Ma, 2022). Detecting and address-
ing hate speech in social media comments is im-
portant for maintaining a safe and inclusive on-
line environment (Razdan et al., 2021). For exam-
ple, Pakistan is a country where caste still persists.

Caste-based hate speech is severe and pervasive in
Pakistan’s countryside (Fortuna and Nunes, 2018).
Social media users accused Dalits of spreading the
COVID-19 pandemic because they are dirty and
consume dead animals during the lockdown days.
Activities related to caste discrimination also occur
in India.

Detecting hate speech in online comments can
be challenging due to several factors, and these
difficulties pose significant obstacles for both au-
tomated systems and human moderators (Asogwa
et al., 2022). Hate speech often relies on context,
cultural nuances, and sarcasm. Automated systems
may struggle to understand these subtleties, leading
to false positives or negatives (Kumar and Kumar,
2023). The same words or phrases may have dif-
ferent meanings in different contexts. Hate speech
detection becomes more complex in multilingual
and multicultural environments (Karim et al., 2022).
Different languages, dialects, and cultural norms
contribute to variations in expression, making it
challenging for automated systems to cover a di-
verse range of content accurately (Ayo et al., 2020).
In this paper we mainly work on Tamil-English
social media comments.

The shared task on “Caste and Migration Hate
Speech Detection”1 focuses on identifying char-
acter offsets of hate speech while handling code-
mixed Tamil-English comments (Rajiakodi et al.,
2024). Hate speech can be extracted using a variety
of methods. In this work, we approach token label-
ing from the perspective of hate speech detection.
To detect hate speech, we assessed KNN, the De-
cision Tree algorithm, and the Naı̈ve Bayes-based
token labeling system.

This is how the remainder of the paper is struc-
tured. First, the literature on studies relevant to
caste hate speech identification is briefly discussed

1https://codalab.lisn.upsaclay.fr/competitions/16089
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in section 2. After a thorough description of our
system in Section 3, the tests and findings are re-
ported in Section 4. We wrap off by discussing
potential implications for further research.

2 Literature Review

Hate speech has grown to be a serious issue in to-
day’s world, with the ability to hurt both individuals
and communities (William et al., 2022). Using ma-
chine learning techniques to automatically identify
and flag hate speech in text-based data is one possi-
ble answer to this issue (Anjum and Katarya, 2023).
In order to prevent hate speech and objectionable
content from proliferating on social media plat-
forms, it is important to monitor the speech and in-
formation that users are disseminating. To remove
these harmful elements, a strong automated filter
system is needed (Pereira-Kohatsu et al., 2019). A
wide range of topics, including politics, religion,
gender, caste, race, and color, are covered by hate
speech and offensive content, which has the ability
to polarize society (Biere et al., 2018).

“Hate Speech Detection Using ML” - In this pa-
per, a decision tree algorithm-based hate speech
detection system is proposed. Large datasets can
be handled via the straightforward and efficient ma-
chine learning algorithm known as decision trees,
which has been used to a variety of classification
tasks with success. The decision tree model is
trained using a dataset of labeled hate speech and
non-hate speech material (El-Sayed et al., 2023).
The decision tree algorithm is then used to classify
the input text as hate speech or non-hate speech
after they preprocess the text by eliminating stop
words and stemming the words, extracting perti-
nent characteristics using the TF-IDF approach,
and so on.

“Social Shout – Hate Speech Detection Using
Machine Learning Algorithm” by Ohol et al.. They
investigated a number of methodologies and strate-
gies for machine learning-based hate speech iden-
tification in this research, including feature engi-
neering, deep learning, supervised and unsuper-
vised learning approaches, and natural language
processing. They also talked on the difficulties and
constraints associated with using machine learning
to detect hate speech, including the scarcity of an-
notated datasets, the complexity of defining and
classifying hate speech, and the possibility of bias
in machine learning algorithms. This paper’s over-
all goal is to give a summary of the state of machine

learning-based hate speech identification today and
to draw attention to the opportunities and difficul-
ties that await further study in this significant and
quickly developing area.

“SVM for Hate Speech and Offensive Content
Detection” by Ratan et al. (2021). Support Vector
Machine (SVM) was the traditional machine learn-
ing method used in this paper’s experiments on
Hindi and English datasets. In this article, the sys-
tem and its outcomes were examined, with a focus
on identifying hate speech and objectionable con-
tent. In Hindi, the model performs worse (0.7195
Macro F1), but it even managed an Macro F1 Score
of 0.7563 in English.

3 Problem and System Description

Figure 1 illustrates a hate speech identification ex-
ample. The aim is to determine the hate speech con-
tent given the input sentence. Thuluvavellalar and
Agamudayar are the names of two different castes
in the example above. Thuluvavellalar caste mem-
bers propagate hate speech directed at the Agamu-
dayar caste. Once the hate speech in that specific
comment has been identified, it is labeled as 1 (con-
tains hate speech) or 0 otherwise. This dataset’s
description is provided in Section 3.1.

3.1 Dataset Description

There are three columns in the publicly available
shared task dataset, which is written in Tamil.
These columns are labeled “text”, which contains
comments from social media platforms that contain
hate speech as well as comments that do not, “id”,
which is the ID of those comments, and “label”,
which is set to 1 for hate speech and 0 otherwise.
5,355 samples make up the training set based on
classes, and 1,575 samples without labels make up
the testing set based on classes.

Dataset No. of Comments
Train 5,355
Test 1,575

Table 1: Dataset Description

3.2 Development Pipeline

Figure 2 shows the overall development process
that was employed for this project. Two modules
might be separated out of our pipeline: (a) Fea-
ture Extraction and (b) Machine Learning Model.
which are all exactly as said.
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Figure 1: Example of Caste Hate Speech

Figure 2: Proposed System Workflow

3.2.1 Feature Extraction
Since the dataset was in text format, we used a
Python program to extract features so that machine
learning techniques could support it. The process
of converting unstructured text input into a format
that machine learning algorithms may use for addi-
tional processing is known as feature extraction. To
extract features for our model, we utilized TFID-
FVectorizer, a Python module. Representing the
significance of a word or phrase to a document is
one of the most crucial information retrieval ap-
proaches. Consider the following scenario: we
need to extract information from a string, or Bag
of Words, and we may utilize this method to do it.
TFIDF does not immediately transform unusable
data into features. First, it creates vectors from raw
strings or datasets, with a vector for every word.
The characteristic will then be retrieved using a
specific method, such as Cosine Similarity, which
is applicable to vectors, etc. We are aware that the
string cannot be passed straight to our model. Thus,
TFIDF gives us the numerical values for each and
every instances of the dataset.

3.2.2 Machine Learning Models
In recent years, machine learning has advanced sig-
nificantly, altering people’s perceptions of crucial
applications like data mining, image recognition,
and natural language processing (NLP). The ma-

chine learning models used in the current study
for text classification are described in this section.
We employed a variety of machine learning meth-
ods, including KNN, GaussianNB, and decision
trees.wherein we chose a model based on its per-
formance in comparison to the other two models.

KNN algorithm-The k-nearest neighbors algo-
rithm, sometimes referred to as KNN or k-NN, is a
non-parametric supervised learning classifier that
groups individual data points based on closeness
in order to classify or predict data. KNN can use
the output of TFIDF as the input matrix and then
predicts class label. Figure 3 illustrates the perfor-
mance of our KNN model.

Decision Tree algorithm-A decision tree is a
type of supervised learning algorithm that is com-
monly used in machine learning to model and pre-
dict outcomes based on input data. The decision
trees implemented uses only numerical features
and these features extracted by TFIDF are always
as numeric variables. Figure 4 illustrates the per-
formance of our Decision tree model.

GaussianNB-Machine learning techniques for
classification based on a probabilistic method and
Gaussian distribution are known as Gaussian Naive
Bayes (GNB) techniques. Based on the premise
that every parameter, also known as features or pre-
dictors, has the ability to independently predict the
output variable, Gaussian Naive Bayes makes this
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Figure 3: Performance of KNN model

Figure 4: Performance of Decision tree model

assumption. Figure 5 illustrates the performance
of our Naive Bayes model.

4 Experiments and Results

We have presented the most effective iteration of
our model after doing a number of experiments to
examine the model’s effectiveness. The outcomes
are displayed in Table 2. Although the KNN model
did not yield improved accuracy, the other two mod-
els did yield better accuracy than the KNN model.
Our model will get textual comments as input and
then it classifies the texts whether it contains hate
speech or not. As such, we intend to return to this
challenge using more advanced architectures and
language models.

5 Conclusion

Due to social media’s accessibility and anonymity,
as well as the shifting political situation in many
regions of the world, hate speech has become more
prevalent in recent years. The comment is iden-
tified as hate speech if the detection reveals that
two or more of the individual outputs are positive
for hatred; otherwise, it is identified as non-hate
speech. Through text analysis, hate and offensive
content were found in this study. The technique we

employed in this work was designed to predict hate
speech from code-mixed Tamil comments.
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Abstract

Hate speech refers to the offensive remarks
against a community or individual based on
inherent characteristics. Hate speech against
a community based on their caste and native
are unfortunately prevalent in the society. Espe-
cially with social media platforms being a very
popular tool for communication and sharing
ideas, people post hate speech against caste
or migrants on social medias. The Shared
Task LT–EDI 2024: Caste and Migration Hate
Speech Detection was created with the objec-
tive to create an automatic classification system
that detects and classifies hate speech posted
on social media targeting a community belong-
ing to a particular caste and migrants. Datasets
in Tamil language were provided along with
the shared task. We experimented with several
traditional models such as Naive Bayes, Sup-
port Vector Machine (SVM), Logistic Regres-
sion, Random Forest Classifier and Decision
Tree Classifier out of which Support Vector Ma-
chine yielded the best results placing us 8th in
the rank list released by the organizers.

1 Introduction

Hate is a very strong emotion or feeling of not lik-
ing someone or something. Hate expresses intense
hostility towards others. Hate speech reflecting the
same, refers to the offensive remarks or comments
uttered by a person targeting a community or an
individual person. Hate speeches are often uttered
based on the target’s inherent characteristics such
as race, ethnicity, religion or gender.

In recent days, it can be said that social media
platforms have enormously changed the way peo-
ple communicate with one another (O’Keeffe et al.,
2011). Social media can be seen as an immensely
great tool for people to share their thoughts and
ideas with the world. This has allowed the people
to voice out their opinions broadening their free-
dom of speech. While this can benefit people a lot,
it also comes with its own disadvantages.

Social media platforms are a place where indi-
viduals voice out their opinions, but there are also
people who spread hate against a community or
individual. We see hate speeches being posted in
social media platforms very often (Mondal et al.,
2017). Hate speeches targeting a particular com-
munity based on their caste and native place are
prevalent in social media.

Hate speech inflicts immediate harm on its vic-
tims and also contributes to discrimination against
the targeted community or individual. These sort
of hate comments against a caste or migrants must
be obliterated from the society. With social media
platforms being an inevitable and popular tool in
the modern society, it becomes imperative to mod-
erate the hate speech posts. It is essential for a
more positive and inclusive society.

Sentiment analysis, also known as opinion min-
ing can be employed to detect and moderate the
hate comments prevailing on social media plat-
forms. Sentiment analysis is the process of de-
termining the emotional tone that a digital text
manifests (Taboada, 2016). Textual data can be
analyzed and determined if the text expresses a
positive, negative or neutral sentiment. Sentiment
analysis is an immensely powerful tool to automate
the process of detecting caste and migration hate
speech on social media by analyzing the sentiment
or emotion that the text manifests. Sentiment anal-
ysis can be carried out by supervised learning in
case of availability to a well labelled and quality
training data. In situations where one has no access
to training data, unsupervised learning can also be
utilized to perform sentiment analysis (Schouten
et al., 2018).

The Shared Task LT–EDI 2024: Caste and Mi-
gration Hate Speech Detection was created with the
motive to build an automation system that detects
and classifies the text in Tamil language on social
media platforms as caste and migration hate speech
or not. Datasets containing text in Tamil language

211



were provided along with the shared task.
This paper is organized as follows: Section 2

encompasses the related works as per the literature
survey; Section 3 is entails information about the
task and data; Section 4 pertains to the methodol-
ogy used to build the classification system; Sec-
tion 5 shows the results and analysis; Section 6
entails the conclusion; Sections 7 and 8 pertains to
the limitaions of the model and the ethics statement
respectively.

2 Related Works

Sentiment analysis is a field in which constant
works and researches are being carried on. They
have many applications on social and e-commerce
platforms.

Rajput et al. (2021) proposed a hate speech de-
tection classifier by replacing or integrating the
word embeddings (fastText(FT), GloVe(GV) or FT
+ GV) with static word BERT embeddings. With
extensive experimental traits it is observed that the
performance of a neural network with static BERT
embeddings is better than that wit FT, GV or FT +
GV.

A large-scale analysis of multilingual hate
speech in 9 languages from 16 different sources
was conducted by Aluru et al. (2020). It was ob-
served that in low resource setting, simple models
such as LASER embedding with logistic regression
performs the best, while in high resource setting
BERT based models perform the best.

HateBERT, a re-trained BERT model was pro-
posed by Caselli et al. (2021) for abusive language
detection in English. The model was trained on
RAL-E, a large-scale dataset of offensive Reddit
comments in English.

Saha et al. (2018) built an automatic hate speech
detection system against women by generating
three types of features from the text: Sentence
Embeddings, TF-IDF vectors and BOW vectors.
These features were then concatenated and fed into
a Logistic Regression model.

Rajalakshmi et al. (2023) experiments several
machine learning models to classify hate speech
in Tamil texts. Several models including BERT,
XLM-RoBERTa, IndicBERT, mBERT, TaMillion
and MuRIL were experimented. It was observed
that the highest performance was achieved by a
combination of stemming the text data, embed-
ding it with MuRIL and using a majority voting
ensemble as the downstream classifier. Alatawi

et al. (2021) investigates the feasibility of leverag-
ing domain-specific word embedding in Bidirec-
tional LSTM based deep model to automatically
detect/classify hate speech. Furthermore, the use
of the transfer learning language model (BERT) on
hate speech problem as a binary classification task
was investigated.

3 Task and Data Description

The objective of the Shared Task LT–EDI 2024:
Caste and Migration Hate Speech Detection1 (Raji-
akodi et al., 2024) is to create an automatic classi-
fication system that detects and classifies whether
a text is caste and migration hate speech or not.
Training and development datasets were provided
in Tamil language. The dataset encompassed two
fields: text and label. The training dataset had
a total of 5,355 records out of which 2,052 were
labelled 1 representing caste and migration hate
speech and 3,303 were labelled 0 representing non
caste and migration hate speech.

Figure 1: Data Distribution in Training Dataset

Figure 2: Data Distribution in Development Dataset

1https://codalab.lisn.upsaclay.fr/
competitions/16089
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The development dataset had a total of 945
records out of which 351 were labelled as hate
speech and 594 were labelled as non-hate speech.

4 Methodology

4.1 Data Preprocessing

The given textual cannot be directly fed to the ma-
chine learning model. Data must be well processed
and cleansed in order to yield better results.

1. The given textual data consisted of emoticons
and punctuations which don’t add any meaning to
the text thus contributing nothing to the classifica-
tion process. Therefore, it is important to remove
these emoticons and punctuations before any fur-
ther process.

2. As most of the embedding systems available
work better on English on text than regional lan-
guages, the given text which is in Tamil is trans-
lated to English using googleTrans2 library. Trans-
lating the text to English increases the accuracy of
our classification system.

3. Stop words are redundant words present in a
text that don’t contribute any emotion for sentiment
analysis. These stop words are eliminated from the

2https://pypi.org/project/googletrans/

given text using the NLTK3 library. Removing
these stop words decreases the dataset size and
hence the training time of the model also decreases.

4.2 Feature Extraction

Feature extraction is the process of converting raw
digital text into vectors containing numerical inputs.
As machine learning models cannot work on tex-
tual data, texts have to be converted into numerical
vectors suitable for the model to work with.

We have employed Term Frequency–Inverse
Document Frequency (TF–IDF) vectorizer from
the scikit learn library to extract features from the
translated English text. Term Frequency refers
to the frequency of a term appearing in a partic-
ular document while Inverse Document Frequency
refers to the measure of how common a term is in
the entire corpus of documents. TF-IDF value of a
term is defined as the product of its Term Frequency
and Inverse Document Frequency.

4.3 Classification using ML Models

We employed several traditional models such as Lo-
gistic Regression, Support Vector Machine (SVM),
Random Forest Classifier, Decision Tree Classifier

3https://www.nltk.org/

Figure 3: Comparison and Analysis of ROC Curves and AUROC scores
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Metric Logistic
Regression

Support
Vector
Machine

Random
Forest
Classifier

Decision
Tree Clas-
sifier

Naive
Bayes

Accuracy 0.72 0.78 0.78 0.73 0.70
Macro Average F1 score 0.65 0.74 0.75 0.71 0.60

Table 1: Comparison of metrics on Development Data

Precision Recall F1-score Support
Non Caste and Migration
Hate Speech

0.76 0.93 0.84 973

Caste and Migration Hate
Speech

0.82 0.52 0.64 602

Accuracy 0.77 1,575
Macro Avg 0.79 0.75 0.74 1,575
Weighted Avg 0.78 0.77 0.76 1,575

Table 2: Classification Report for SVM on Test Data

and Naive Bayes on the extracted numerical fea-
tures. After evaluating the metrics of all the mod-
els, Support Vector Machine yielded the highest
accuracy and macro average of F1 score. Support
Vector Machine (SVM) is one of the most popu-
lar supervised machine learning algorithms widely
used for classification tasks as well as regression
tasks. SVM works on finding the best hyperplane
that separates data points of different classes in a
feature space.

5 Result and Analysis

The performance of various traditional models in-
cluding Naive Bayes, Support Vector Machine
(SVM), Random Forest Classifier, Decision Tree
Classifier and Logistic Regression were evaluated
and compared. The Receiver Operating Character-
istic (ROC) curve was plotted and the Area Under
Receiver Operating Characteristic (AUROC) was
calculated for all the models. The ROC curve is
defined as the curve that is plotted against the True
Positive Rate and False Positive Rate of the predic-
tions obtained from a model at varying threshold
levels. The ROC curve is a very useful visual repre-
sentation to analyze and compare the performance
of classification models.

On evaluating the metrics of the models, it is
found that Support Vector Machine (SVM) pro-
duced the best numbers on both training data and
development data. It is to be noted that though
Random Forest Classifier performed very slightly

better than SVM on unseen development data, with
the macro average score on training data being 1.00,
the model is considered overfitted.

On evaluating with the test data given by the or-
ganizers, the SVM model yielded a macro average
F1 score of 0.74. We were ranked 8th in the rank
list released by the organizers.

6 Conclusion

By means of this paper, we experimented several
traditional machine learning models on the features
extracted by the TF-IDF vectorizer. The metrics
and ROC curves of each model were plotted and
analysed to effectively compare the performance
of the models. It was observed that out of all mod-
els, Support Vector Machine (SVM) gave the best
metrics and ROC curve. While this model has
good performance over the other models, it is to be
noted that better results can be obtained by utiliz-
ing neural networks and more complex embedding
systems.

7 Limitations

Thought the TF-IDF vectorizer which was used to
extract the features from was digital text performs
well in most cases, comes with its own inherent
limitations. The TF-IDF vectorizer makes no use
of the semantic relations between words for feature
extraction. Also, feature extraction can be slow
when handling with large vocabularies because it
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computes document similarity directly in the word-
count space.

As the model is built with SVM algorithm, when
trained with immensely large datasets, the SVM
model fails to perform well and also consume a lot
of time and memory for training. The final model
is difficult to understand an interpret as a result
of which small calibrations cannot be done to the
model. Also, a probabilistic interpretation of the
result cannot be produced as the SVM algorithm is
incapable of producing such probabilistic results.

8 Ethics Statement

We ensured that the ACL Code of Ethics4 was prac-
ticed throughout the process of working on the
Shared Task. The main notion behind building the
classification system is to make social media plat-
forms a safe and inclusive environment for all com-
munity of people to thrive and exist by detecting
and moderating caste and migration hate speech in
social media platforms. Credits have been given to
all authors whose existing works and ideas has been
referenced or utilized in References section. Data
privacy is a priority in our solution as it does not
provide any access on data to random individuals
or organizations ensuring no leak of information.

The given task was used as an opportunity to
upgrade and enhance our skills while practicing
the principles of professional competence. The
proposed solution abides by the local, regional,
national and international laws and regulations.
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Abstract

This paper presents our submission for Shared
task on Stress Identification in Dravidian
Languages: StressIdent LT-EDI@EACL2024.
The objective of this task is to identify stress
levels in individuals based on their social media
content. The system is tasked with analyzing
posts written in a code-mixed language of
Tamil and Telugu and categorizing them into
two labels: "stressed" or "not stressed." Our
approach aimed to leverage feature extraction
and juxtapose the performance of widely used
traditional, deep learning and transformer
models. Our research highlighted that building
a pipeline with traditional classifiers proved
to significantly improve their performance,
surpassing the baseline as well as deep learning
and transformer models.

1 Introduction

Stress is a complex and multifaceted psycholog-
ical and physiological response to challenges or
demands, often characterized by a state of height-
ened arousal and a perceived inability to cope with
the stressor (Yaribeygi et al., 2017). In the contem-
porary era, psychological stress is widely acknowl-
edged as a major factor contributing to a variety of
health issues and mental disorders. The complexi-
ties of modern life, marked by rapid technological
changes, societal expectations, and economic pres-
sures, have made stress a pervasive issue. People
from various backgrounds are experiencing the ad-
verse effects of persistent stress, leading to various
health challenges and mental health issues (Lin
et al., 2014b).
The dynamic evolution of social networks has
prompted a widespread trend wherein individuals
extensively employ various social media platforms
as primary channels for expressing their thoughts
and emotions. This shift in communication pat-
terns emphasizes the growing reliance on these

platforms as primary channels for expressing per-
spectives and feelings. Notably, amidst this surge,
people increasingly turn to social media to vent
about their stress (Jalonen, 2014), highlighting the
importance of identifying and addressing these ex-
pressions to support the mental well-being of users.
Various approaches have been crafted for the analy-
sis of physiological data with the goal of stress iden-
tification (Greene et al., 2016). The feasibility of
identifying the stress of the users through the anal-
ysis of their social media activities, such as tweets
has been substantiated (Lin et al., 2014a). How-
ever, the current state of machine learning models
reveals a gap in addressing stress detection in Dra-
vidian languages, such as Tamil and Telugu due
to the dearth of well-annotated datasets and profi-
ciently trained models specific to these linguistic
contexts. This deficit poses a significant challenge
in developing accurate algorithms for identifying
stress within the nuanced expressions inherent in
Dravidian language structures.

Our paper’s sequence is as follows - In Section
2, we navigate through existing publications fo-
cusing on text classification tasks in low-resource
languages. Section 3 undertakes an analysis of the
dataset distribution. Our proposed model’s method-
ology is outlined in Section 4. Section 5 examines
the performance metrics of our solutions.

2 Related Work

Extensive research in the field of sentiment analysis
and text classification has predominantly centred
around languages with Latin scripts, such as En-
glish and Spanish (Argamon and Koppel, 2013;
Muñoz and Iglesias, 2022; Miranda et al., 2023).
Not much research has been reported in other lan-
guages with some notable ones including Arabic
(Aljarah et al., 2021; Al-Hassan and Al-Dossari,
2022) and Dravidian languages (Badjatiya et al.,
2017; Banerjee et al., 2020).

To address the major issues regarding Dra-
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vidian code-mixed and code-switched datasets,
transformer-based models like m-BERT, distil-
BERT, xlm-RoBERTa, and MuRIL, which are pre-
trained on a large corpus of multiple Indian lan-
guages, have proven to outperform deep learning
(DL) models (Dowlagar and Mamidi, 2021a).

However, aiming to explore and leverage the
applications of state-of-the-art technology includ-
ing transformers and deep-learning in low-resource
languages, (Roy et al., 2022) implemented ensem-
ble techniques with the experimental outcomes
of the weighted ensemble framework outperform-
ing state-of-the-art models by achieving 0.802
and 0.933 weighted F1-score for Malayalam and
Tamil code-mixed datasets. Similar results were
produced using a pre-trained multilingual-BERT
model with convolution neural networks (Dowlagar
and Mamidi, 2021b).

Withal, taking the limited availability of anno-
tated data in Dravidian languages such as Tamil
and Telugu (S et al., 2022), traditional machine
learning models have outperformed state-of-the-art
technology in numerous similar ventures due to
their ability to learn linear features from smaller
datasets (Saumya et al., 2021; Jauhiainen et al.,
2021).

3 Dataset Analysis

The task has been bifurcated based on language
into Tamil and Telugu. The provided labels for the
data were “Stressed” and “Non stressed”. The data
distribution is provided in Table 1.

Category Telugu Tamil
Non - Stressed 3314 3720
Stressed 1783 1784

Table 1: Data distribution

An examination of the distribution of data of-
fers insight into disparities among classes that may
pose potential impediments to the efficacy of mod-
els. To address this imbalance and optimize the
operational efficiency of our model, we conducted
data augmentation on the datasets, which will be
elucidated in detail in Section 4

4 Methodology

4.1 Data Augmentation
Data augmentation via back translation was imple-
mented to augment the dataset size. The act of
translating a text into another language not only

transforms the meaning and semantic value of the
sentence, but the subsequent back translation intro-
duces a layer of linguistic diversity. This sophisti-
cated process not only elevates the robustness and
generalization of the model but also upholds the
context and quality of the text. In light of the in-
herent imbalances within our dataset, a systematic
data augmentation strategy was employed to ad-
dress label disproportionality. The changes made
to the dataset are reflected in Table 2.

Category Telugu Tamil
Non - Stressed 3314 3720
Stressed 2283 2284

Table 2: Data distribution after augmentation

4.2 Preprocessing

Data preprocessing is a critical step in optimiz-
ing model efficiency and influencing performance
metrics. The process involves several key steps:
firstly, text normalization, which encompasses ex-
panding contractions and converting text to lower-
case, promoting uniform analysis. Following this,
removing special characters, symbols, and emojis
streamlines the text, reducing the volume for the
model to process. Subsequently, the elimination
of stop words, those with minimal semantic value,
expedites processing and enhances computational
efficiency. Lastly, stemming reduces words to their
root form, aiding tasks like sentiment analysis by
consolidating related words.

4.3 Feature Extraction

1. TF IDF Vectorizer: TF-IDF, or Term
Frequency-Inverse Document Frequency, is a tech-
nique for creating features from text data by mea-
suring the importance of words in a collection of
documents. It assigns higher importance to words
exclusive to a small set of documents. The TF-
IDF vectorizer matches each feature to a numerical
value calculated from its TF-IDF score, obtained by
multiplying term frequency and inverse document
frequency. This methodology is utilized in this task
to convert preprocessed data into structured numer-
ical representations, facilitating the application of
natural language processing models to unstructured
text data.

2. Word2Vec: Embeddings involve translating
categorical variables, like words or phrases, into
continuous vectors within a lower-dimensional
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space. Widely used in machine learning, these
numerical representations adeptly capture semantic
nuances and contextual meanings. For instance,
word embeddings associate words with vectors in
a high-dimensional space, preserving semantic re-
lationships. This conversion is crucial for the com-
patibility of machine learning algorithms with nu-
merical data, enabling a nuanced understanding of
the significance of words within the given context
(Chatterjee et al., 2019).

4.4 Multilingual BERT (m-BERT)
m-BERT, falling within the realm of transformer
models, has undergone training across 104 lan-
guages. As a case-sensitive model, m-BERT is
predominantly trained on raw texts with the pri-
mary objectives of predicting masked words within
sentences and forecasting the subsequent sentence.
Leveraging a bidirectional approach for predic-
tions, m-BERT exhibits the capability to discern
the semantic nature of sentences across different
languages. Through the separation of sentences
into two classes and the introduction of a special
classification token as the initial token in every se-
quence, m-BERT achieves classification by adding
an embedding to each token.

4.5 CNN-LSTM

Figure 1: CNN-LSTM Model Architecture

Convolutional Neural Networks (CNNs) are
multi-layered artificial neural networks renowned
for their ability to discern intricate features from
diverse datasets, treating text as one-dimensional
signals employing filters akin to image processing.
By viewing word sequences as spatial structures,
CNNs skillfully identify relationships between dif-
ferent segments of sentences and the semantic sim-
ilarity between sentences.

Long Short-Term Memory (LSTM) stands as a

sophisticated variant of recurrent neural networks
(RNNs). Its ability to control the information flow
to the cell state, carefully regulated by structures
called gates empowers the LSTM to selectively
preserve or discard data, thereby enhancing its ef-
ficacy in capturing intricate dependencies within
sequential data.

The CNN-LSTM model employs convolution
for local feature extraction and LSTM for interpret-
ing the text ordering. Tokenisation and embedding
precede the model architecture, integrating an Em-
bedding layer, 1D Convolution layer, max pooling
and LSTM layer, with a detailed description of the
model architecture provided in Figure 1.

4.6 Stacking Classifier

This is a mechanism for amalgamating diverse clas-
sification models through the utilization of a fi-
nal classifier, known as the meta-classifier. The
training process involves individual classifiers be-
ing trained on the designated dataset, while the
meta-classifier is subsequently trained on the pre-
dicted class labels. This ensemble learning tech-
nique, characterized by its flexibility and adapt-
ability across various machine learning algorithms,
designates the individual classifiers as base learn-
ers, making it a versatile solution applicable to
different problem domains.

On analysis of various traditional ML models,
Support Vector Classifier and Random Forest Clas-
sifier were incorporated as the base models due
to their exceptional performance. Logistic regres-
sion was implemented as the meta-classifier in our
approach as it establishes a connection between
independent variables and a categorical outcome
variable by approximating the likelihood that the
outcome belongs to a specific class. It helps es-
timate the outcome variable when presented with
new predictive variable values.

5 Results and Analysis

The evaluation of the task is done based on the fol-
lowing performance metrics: macro-average preci-
sion, macro-average recall and macro-average F1-
score as provided in table 4 and 5. Before this is
the comparison of the feature extraction techniques
implemented in Table 3.
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Model TF IDF Word2Vec
Logistic Regression 0.93 0.90
Stacking Classifer 0.95 0.92
CNN LSTM 0.42 0.64
Linear SVC 0.97 0.97

Table 3: Results of models on Telugu validation set
with different vectorisation Techniques

On analysis of the precision of each model imple-
mented following the different vectorisation tech-
niques, TF-IDF has emerged as the most efficient.
This could plausibly be due to TF-IDF’s sparse
representation of the document-term matrix, em-
phasizing the importance of terms based on their
frequency and rarity across the corpus. This is ben-
eficial when dealing with low-resource scenarios
where datasets are limited, as it helps capture dis-
tinctive features. Word2Vec, while powerful, relies
on distributed representations and might face chal-
lenges in low-resource scenarios where the model
struggles to capture diverse semantics due to lim-
ited data. This may also affect combination vectori-
sation techniques as it may introduce complexity
and degrade the performance.

However, the outlier in this hypothesis is the
superiority of the Word2Vec vectoriser when
utilised in the CNN-LSTM model due to its lower-
dimensional embeddings and continuous vector
representations for words that capture semantic re-
lationships and contextual information, making it
more suitable for deep learning models.

Model Precision Recall F1-Score
Logistic Regression 0.91 0.89 0.90
Stacking Classifier 0.98 0.98 0.98
CNN LSTM 0.46 0.68 0.55
Linear SVC 0.92 0.91 0.91

Table 4: Performance of the proposed system using
validation data in Tamil code-mixed text

Model Precision Recall F1-Score
Logistic Regression 0.93 0.90 0.91
Stacking Classifer 0.95 0.92 0.93
CNN LSTM 0.42 0.64 0.51
Linear SVC 0.97 0.97 0.97

Table 5: Performance of the proposed system using
validation data in Telugu code-mixed text

Deep learning techniques have proven to per-
form significantly well with longer-length sen-
tences (Yenala et al., 2018). However, most social
media comments tend to be much shorter, enabling

better performance than traditional models. Hence,
we hypothesise that an ensemble of traditional clas-
sifiers employing probabilistic and deterministic
classifiers would produce better results than deep
learning models not only due to the linear rela-
tionship of the data but also the usage of shorter
sentences.

Parallel to both conventional deep learning
methodologies and traditional approaches, the m-
BERT transformer model achieved an accuracy of
99.93 on the Tamil validation dataset. Nevertheless,
despite its extensive multilingual training, theoreti-
cally providing the transformer with a competitive
advantage, an investigation revealed that the model
exhibited signs of overfitting. This occurred de-
spite deliberate efforts to mitigate overfitting by
reducing the model’s complexity and implement-
ing data augmentation techniques to address class
imbalances in the dataset. This revelation prompted
a reevaluation of our methodology, prompting an
exploration of alternative strategies to fortify the
resilience of our model.

6 Conclusion

In conclusion, our research on stress identification
for Dravidian languages has yielded insightful find-
ings across various vectorisation techniques and
modelling approaches. The analysis of model ac-
curacy points to TF-IDF as the most efficient vec-
torisation technique.

The discrepancy in the performance of the m-
BERT transformer raises questions about its adapt-
ability in specific linguistic contexts, emphasising
the importance of thorough validation and opti-
misation procedures even in well-established trans-
former models. Furthermore, the study underscores
the nuanced dynamics between the nature of the
data and model performance.

In light of the discerned constraints of the m-
BERT transformer model, Our investigation reveals
that social media comments favour traditional mod-
els, leading us to propose an ensemble technique,
leveraging both probabilistic and deterministic clas-
sifiers to outperform deep learning and stand-alone
classifiers. The Voting Classifier emerged as an
enticing alternative, not only combatting the chal-
lenge of overfitting but also elevating the overall
efficacy of our model.
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Abstract
Meme is a very popular term prevailing among
almost all social media platforms in recent days.
A meme can be a combination of text and image
whose sole purpose is meant to be funny and en-
tertain people. Memes can sometimes promote
misogynistic content expressing hatred, con-
tempt or prejudice against women. The Shared
Task LT–EDI 2024: Multitask Meme classifi-
cation – Unraveling Misogynistic and Trolls in
Online Memes Task 1 was created with the pur-
pose to classify social media memes as "Misog-
ynistic" and "Non - Misogynistic". The task
encompassed Tamil and Malayalam datasets.
We separately classified the textual data using
Multinomial Naive Bayes and pictorial data us-
ing ResNet50 model. The results of from both
data were combined to yield an overall result.
We were ranked 2nd for both languages in this
task.

1 Introduction

Social Media is a platform where millions of people
connect and engage with each other. Social media
has shaped the way people communicate, share
ideas and information among each other colossally.
With the immense number of people joining so-
cial media each day, social media platforms have
become inevitable and play a pivotal role in the
modern society.

With the rising usage of social media platforms
in the society, they are also used as a source of
entertainment. People create entertaining content
and post it on social media which is then viewed by
millions of people on the internet. With this trend
of people posting entertaining contents on social
media, a term called "Meme" has become promi-
nent especially among youngsters in the society
(Huang et al., 2022).

Memes are a ubiquitous form of internet culture
whose sole purpose is to be funny and entertain
people. A meme can be a text, image, video, audio
or a combination of these that embodies humour,

sarcasm or irony in it. Memes has the ability to
transcend linguistic and cultural barriers reaching a
wide and diverse range of audience. While memes
can serve as a form of humorous and relatable con-
tent on social media, they also have their darker
side that includes misogyny portraying very harm-
ful stereotypes about women, objectifying them
and also initiate gender-based hatred and violence.

Multimodal data analysis can be employed to
analyse the memes that are available on the inter-
net. A modality is defined as the type or the nature
of representation of the data which includes text,
image, video and audio. Multimodal data is a rep-
resentation of data that comprises of two or more
modalities of data (Lahat et al., 2015). A meme
which can be a combination of different modalities
such as text and image, text and video, audio and
video, etc are multimodal in nature. Multimodal
data analysis can be applied on these memes to clas-
sify them as "Misogynistic" or "Non-Misogynistic".
Supervised learning can be used for the process
for which a well labelled balanced training data is
very essential. In case of unavailability of a proper
training data, unsupervised leaning can also be per-
formed to carry on multimodal data analysis.

Misogyny is something that deprives women of
their rights and privileges and promotes toxic mas-
culinity. In a society which is moulding itself to-
wards gender equality and women empowerment,
misogyny should be eliminated. With social me-
dia being an inevitable and widely used tool in
recent times, having misogynistic content in them
will lead to a lot of misinformation and stereotypes
against women. Therefore, detecting and moderat-
ing these types of memes in social media platforms
is indeed vital and assists the movement towards a
better society.

The given task aims to encourage the develop-
ment of models for detecting misogynistic memes
in Tamil and Malayalam. The memes and the text
inscribed in them were provided in the dataset for
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both Tamil and Malayalam.

2 Related Works

Suryawanshi et al. (2020) developed a meme clas-
sification system using an early fusion technique
to combine the text and image modality and com-
pared it with a text and an image only baseline to
investigate its effectiveness.

Simple prompts were constructed and a few
in-context examples were provided by Cao et al.
(2023) to exploit the implicit knowledge in the
pre-trained RoBERTa language model for hateful
memes classification.

Koutlis et al. (2023) proposed a deep learning-
based architecture for fine-grained classification of
Internet image memes called MemeFier. MemeFier
utilizes a dual-stage modality fusion module.

A bias estimation technique is proposed by Rizzi
et al. (2023) to identify specific elements that com-
pose a meme that could lead to unfair models, along
with a bias mitigation strategy based on Bayesian
Optimization. Gu et al. (2022) used a joint image
and text classification technique to classify memes
as either misogynistic or not.

Kumar and Nandakumar (2022) explicitly mod-
elled the cross-modal interactions between the im-
age and text representations contained using Con-
trastive Language-Image Pre-training (CLIP) en-
coders via a feature interaction matrix (FIM).

An ingenious model comprising of a transformer-
transformer architecture was proposed Hegde et al.
(2021) to classify memes in Tamil language. The
proposed model tries to attain state-of-the-art by
using attention as its main component.

Velioglu and Rose (2020) utilized VisualBERT
that was trained multimodally on images and cap-
tions and applied Ensemble Learning to build an
automatic hateful meme classification system.

Li (2021) explored a multimodal transformer for
meme classification in Tamil language. According
to the characteristics of the image and text, different
pre-trained models were used to encode the image
and text so as to get better representations of the
image and text respectively.

3 Task and Data Description

The Shared Task LT-EDI 2024: Multitask Meme
classification – Unraveling Misogynistic and Trolls
in Online Memes1 (Chakravarthi et al., 2024) Task

1https://codalab.lisn.upsaclay.fr/
competitions/16097

1 was created with the purpose of classifying
memes as "Misogynistic" and "Non–Misogynistic".
Memes on languages Tamil and Malayalam were
provided to us as datasets. A sample record from
the dataset encompassed the meme image, the text
that is inscribed in the image and the label of
whether the meme is misogynistic or not.

Figure 1: Data Distribution

3.1 Tamil Dataset

The training dataset for Tamil totally had 1137
records. The labels in the training dataset appeared
to be case variants of the same words, “Misog-
yny” and “Not-Misogyny”. In the training dataset,
659 were classified as “not-misogyny”, 204 were
classified as “Not-Misogyny”, 39 were classified
as “misogyny” and 235 were classified as “Misog-
yny”. After replacing “not-misogyny” and “Not-
Misogyny” with “Not Misogyny” and “misogyny”
with “Misogyny”, we had 274 labelled “Misogyny”
and 863 labelled “Not-Misogyny”.

The data is very imbalanced which introduces a
bias towards the majority data. After up sampling
the data, the number of records labelled “Misog-
yny” is increased to 864.

3.2 Malayalam Dataset

The training dataset for Malayalam totally had 640
records out of which 256 were classified as “Misog-
yny” and 384 were classified as “Not Misogyny”

4 Methodology

The approach we took was to create build two sep-
arate models for each modality. We employed
Multinomial Naive Bayes for text classification
and ResNet50 for image classification. The result-
ing probabilities from each model were considered
and simple arithmetic was performed to yield the
overall result.
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4.1 Textual Data

4.1.1 Data Preprocessing
Before using the data for training the model, the
data must be processed and cleansed for the model
to be reliable and yield better results.

1. As emoticons and punctuations are insignifi-
cant to the classification process, these characters
are removed from the texts.

2. The given text then translated to English
which yields better results as most of the embed-
ding systems available are ideally built for English.

3. Stop words are words that doesn’t have any
contribution in adding meaning to the text. So,
these stop words are discarded from the text using
the NLTK library.

4.1.2 Feature Extraction
We employed Term Frequency–Inverse Document
Frequency (TF-IDF) vectorizer to covert the raw
text into vectors consisting of numerical inputs.
Term Frequency (TF) refers to the number of times
a term appears in a particular document. Inverse
Document Frequency (IDF) is a measure of how
common a term is across the entire corpus of doc-
uments. TF-IDF value of a term in a document is
the product of its TF and IDF.

4.1.3 Classification using ML Models
Our main focus was on obtaining the probability
of the text being misogynistic rather than obtaining
binary outcomes. Traditional models such as Lo-
gistic Regression and several types of Naive Bayes
models that yield probabilities were experimented
on the extracted features. After assessing the met-
rics of all the models, Multinomial Naive Bayes

produced the best numbers of all.

4.2 Pictorial Data

4.2.1 Data Preprocessing
Before using the data for training the model, the
data must be processed and cleansed for the model
be reliable and yield better results.

1. The given pictorial data is in JPG format is
converted into a M-by-N by 3 array representing
the RGB values at each pixel of the image.

2. The size of the matrix obtained varies from
image to image based on its resolution. As the
model only takes inputs of a fixed size for which it
is to be trained, the images are uniformly resized
to 200 X 200 pixels.

3. The resultant matrix ranging from 0 to 255 is
normalized to the range of 0 to 1 making computa-
tions much faster and easier.

4.2.2 Classification using ML Models
We employed Transfer Learning on ResNet50 (He
et al., 2016) model to classify images. Transfer
Learning is a technique in machine learning which
refers to the reuse of a pre-trained model on a simi-
lar task exploiting the knowledge of the pre-trained
model. ResNet50, based on Convolutional Neural
Network (CNN) architecture is a very powerful pre-
trained model used for image classification which
is 50 layers deep and has over 23 million trainable
parameters.

In our case, we constructed a sequential neural
network having ResNet50 model as the first hid-
den layer and the output layer was activated with
softmax function. The model was compiled using
Adam optimizer and Categorical Crossentropy.

Figure 2: Summarization of Neural Network constructed for Image classification
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4.3 Fusion
A simple arithmetic formula is applied to obtain
the resultant probability.

ResulatantProbability =

0.7 ∗ ProbabilityFromText

+ 0.3 ∗ ProbabilityFromImage

The numbers 0.7 and 0.3 are numbers obtained
from trial and error for which the model yielded
better metrics. The data is classified as Misogyny
if the resultant probability is greater than or equal
to 0.5, otherwise it is classified as Not Misogyny.

5 Results

5.1 Tamil
Our model yielded an accuracy of 0.97 on training
data and 0.77 on development data provided by the
organizer. The macro average f1 score was 0.98 on
training data and 0.69 on development data.

Figure 3: Classification Report on Testing Data - Tamil

For the test data provided by the organizers, the
model produced a macro average score of 0.70 and
we were ranked 2nd in the rank list released by the
organizers.

5.2 Malayalam
Our model yielded an accuracy of 0.94 on training
data and 0.84 on development data. The macro
average f1 score was 0.94 on training data and 0.82
on development data.

Figure 4: Classification Report on Testing Data - Malay-
alam

For the test data provided by the organizers, the
model produced a macro average score of 0.87 and
we were ranked 2nd in the rank list released by the
organizers.

Figure 5: Confusion Matrix on Testing Data - Tamil

Figure 6: Confusion Matrix on Testing Data - Malay-
alam

Dataset
Textual Data Pictorial

Data

Overall Model
(Most Opti-
mum)

Logistic Re-
gression

Gaussian
Naive Bayes

Multinomial
Naive Bayes ResNet50 Multinomial

NB + ResNet50

Tamil 0.64 0.63 0.66 0.71 0.69

Malayalam 0.63 0.65 0.66 0.79 0.82

Table 1: Comparison of macro average f1 score on Development Data
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6 Limitations

As two separate models were used in the proposed
solution, one for text and the other for image, the
training process takes place for both the models,
thereby increasing the training time of the overall
procedure. Masking the text in the images em-
anates a significant increase in the performance of
the model which could not be implemented as the
operation requires large GPU resources.

Due to unavailability of a balanced dataset, even
after up sampling the Misogynistic instances, a
small amount of bias towards the Non-Misogynistic
category is still present over the Misogynistic cat-
egory. The TF-IDF vectorizer which is used to
extract features from textual data computes docu-
ment similarity directly in the word-count space,
which may be slow for large vocabularies. Also,
the semantic relations between words are not con-
sidered during feature extraction.

7 Ethics Statement

The ACL Code of Ethics2 has been followed and
practiced throughout the process of working on
the shared task. The classification system is built
with the notion to eliminate misogyny from the
society resulting in a safe and inclusive social envi-
ronment for all community of people to participate
in. All the authors whose existing ideas, invention,
work or artifact has been referenced or utilized is
given credit providing a link to the original work
in the References section. Our solution prioritizes
data privacy by not providing any access to ran-
dom entities ensuring no leak of information to any
other individual or organization. The given task
was used as an opportunity to upgrade and enhance
our skills while practicing the principles for profes-
sional competence. The proposed solution abides
by the local, regional, national and international
laws and regulations.
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Abstract

Homophobia and transphobia are terms which
are used to describe the fear or hatred to-
wards people who are attracted to the same
sex or people whose psychological gender dif-
fers from his biological sex. People use social
media to exert this behaviour. The increased
amount of abusive content negatively affects
people in a lot of ways. It makes the environ-
ment toxic and unpleasant to LGBTQ+ people.
The paper talks about the classification model
for classifying the contents into 3 categories
which are homophobic, transphobic and non-
homophobic/transphobic. We used many tra-
ditional models like Support Vector Machine,
Random Classifier, Logistic Regression and K-
Nearest Neighbour to achieve this. The macro
average F1 scores for Malayalam, Telugu, En-
glish, Marathi, Kannada, Tamil, Gujarati, Hindi
are 0.88, 0.94, 0.96, 0.78, 0.93, 0.77, 0.94, 0.47
and the rank for these languages are 5, 6, 9, 6,
8, 6, 6, 4.

1 Introduction

Social media platforms of the current century have
evolved into a way people communicate with each
other. Social media is about having conversations,
building communities and connecting with the au-
dience. It has become an integral part of everyone’s
lives. It is not just a marketing tool or a way of
broadcasting news. It not only allows you to hear
what people say about you but gives the space for
you to share your own opinions on the matters hap-
pening and helps us in influencing people in both
positive and negative ways. This can have a very
significant impact on people and the decisions they
make.

One of the consequences of the rapid increase in
the number of social media users is the increase in
the increase in the inappropriate use of social me-
dia by the users.Workshops and collaborative tasks
held recently have stimulated projects regarding

the identification of hate speech, toxicity, misog-
yny, sexism, racism, and abusive content (Zampieri
et al., 2020). The convenience of accessing infor-
mation and being a great source of great conversa-
tions, it also makes cyber bullying and hate speech
possible. Since it allows us to share our view points
on everything, Hate speech on transsexual and ho-
mosexual people are very common. Transphobia is
when people have a deep-rooted negative prejudice
about being transgender or non-binary. Homopho-
bia is the aversion or hatred towards people who
are homosexual or gay. This has a negative con-
sequence on people belonging to these minority
gender groups.

Despite a greater acceptance of sexual variations
and same-sex marriage in many places, Homopho-
bia and transphobia still exist widely and is sus-
tained by many religious, political and individual
practises. Many studies have presented that around
8 to 9 out of 10 people are subjected to hate speech
online the percentage of transgender and homosex-
ual people in it is significantly high (Schmidt and
Wiegand, 2017).

Homophobia and transphobia don’t end with
conversing. It can take a physical form of violence
too. Violence is becoming too common on social
media platforms and it influences people negatively.
Violence in the form of murder, beating or even sex-
ual violence such as molestation is becoming too
common (Flores et al., 2022). Social media has a
great part in this. It is a powerful tool that can eas-
ily influence many people. Many hateful comments
such as "Gay people should be killed mercilessly",
"Transgender people should be stoned" are becom-
ing too common and greatly influence the current
generation. Numerous workshops and collabora-
tive efforts are currently focused on identifying
abusive content as well (Chakravarthi, 2023).

Recognising these homophobic and transpho-
bic comments on social media automatically can
make it very easy for us to block these immediately
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(Pamungkas et al., 2023). This tool can flag all
the homophobic and transphobic comments and
can make the environment inclusive. It can reduce
harm and harassment directed at individuals solely
based on their sexual orientation or gender identity.
Numerous research efforts are underway to identify
abusive content in various local languages as well
(Chakravarthi et al., 2023). It helps in influenc-
ing the social media users positively and helps in
reducing homophobia and transphobia around the
world.

2 Related Works

Sentiment analysis is a field in which constant
works and researches are being carried on. They
have many applications on social and e-commerce
platforms.

Sharma et al. (2022) has addressed this classifi-
cation problem by applying the well established
deep learning models, including Convolutional
Neural Network (CNN), Long Short-Term Memory
(LSTM) with GloVe embedding, and transformer-
based models like Multilingual BERT (Devlin et al.,
2018) and IndicBERT (Kakwani et al., 2020). Re-
sults Obtained show that the IndicBERT outper-
forms all the models and was finally used.

Nozza (2022) solved the challenge of data im-
balance by introducing a solution involving data
augmentation and ensemble modeling. They fine
tuned various large language models, including
BERT, ROBERTa (Liu et al., 2019) and HATE-
BERT (Caselli et al., 2021). A weighted majority
vote Is applied to aggregate their predictions.

Abdul Kareem (2023) has employed Trans-
former based models widely, as it provides better
results than the traditional machine learning mod-
els. Implementation includes RoBERTa (Liu et al.,
2019), DistilBERT (Sanh et al., 2019), and mBERT
(Devlin et al., 2018), with a comparative analysis
against previous studies. The Results showed that
DistilBERT provided better results than RoBERTa
and mBERT.

A hypothesis that states that the performance
of the models on a newly constructed dataset with
limited data will be improved by data augmentation
via Pseudo labeling through transliterating the code
mixed text to the parent language. Performance of
several models were run and tested by Chakravarthi
et al. (2022).

The task done by Bhandari and Goyal (2022)
involved multi class classification to identify homo-

phobia or transphobia in YouTube comments. The
pipeline comprised a transformer-based classifica-
tion head and data augmentation for oversampling
the English dataset, detailed subsequently.

Multiclass classification system done by Wong
et al. (2023), utilizes a BERT based model identi-
fying homophobia and transphobia across English,
Spanish, Hindi, Malayalam and Tamil. Retraining
XLM RoBERTa (Conneau et al., 2019) with rele-
vant social media data, including script-mixed sam-
ples, improved performance, especially in Malay-
alam. Transformer based models are sensitive to
register and language-specific retraining, enhanc-
ing classification across various conditions.

3 Task and Data Description

The shared task on Homophobia/Transphobia
Detection in social media comments at LT-
EDI@EACL 20241 was created with the task
of detecting Homophobia, Transphobia and non-
LGBTQ+ content on YouTube comments. The task
concentrates more on regional languages so ho-
mophobic and transphobic comments were given
in Tamil, Telugu, Malayalam, English, Kannada,
Gujarati, Hindi, Marathi languages (hom, 2024).

3.1 Dataset
The dataset provided to us were the data derived
from YouTube comments. It mainly had 3 cate-
gories: “Homophobic”, “Transphobic”, “non-anti-
LGBTQ+”. But most of the dataset had a signifi-
cantly high amount of “non-anti-LGBTQ+” com-
ments. As the data was too imbalanced, the model
might have a bias towards the third category as it
had a significantly higher amount of data. So the
data had to be up sampled so that the amount of
data in each category is equal.

3.2 Up-sampling data
The resample function of "sklearn.utils"2 is uti-
lized for up-sampling data. It resamples arrays or
sparse matrices in a consistent way and the default
strategy implements one step of the bootstrapping
procedure. It takes feature matrix and correspond-
ing target labels as input. it primarily focuses on
minority class subset for up-sampling in order to
eliminate any bias. the function randomly selects
samples with replacement, potentially duplicating

1Fourth workshop on Language Technology for Equality,
Diversity, Inclusion (LT-EDI-2024) AT EACL 2024

2https://scikit-learn.org/stable/modules/classes.htmlmodule-
sklearn.utils
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Training data before Up-Sampling Training data after Up-Sampling

Languages
Non anti
LGBTQ+

Homophobic Transphobic
Non anti
LGBTQ+

Homophobic Transphobic

Tamil 2,064 453 145 2,064 2,064 2,064
Hindi 2,423 92 45 2,423 2,423 2,423
Gujarati 3,848 2,267 2,004 3,848 3,848 3,848
Kannada 4,463 2,835 2,765 4,463 4,463 4,463
Marathi 2,572 551 377 2,572 2,572 2,572
English 2,978 179 7 2,978 2,978 2,978
Malayalam 2,468 476 170 2,468 2,468 2,468
Telugu 3,496 2,907 2,647 3,496 3,496 3,496

Development data before Up-Sampling Development data after Up-Sampling

Languages
Non anti
LGBTQ+

Homophobic Transphobic
Non anti
LGBTQ+

Homophobic Transphobic

Tamil 507 118 41 507 507 507
Hindi 305 13 2 305 305 305
Gujarati 788 498 454 788 788 788
Kannada 955 617 585 955 955 955
Marathi 541 129 80 541 541 541
English 748 42 2 748 748 748
Malayalam 937 197 79 937 937 937
Telugu 747 605 588 747 747 747

Table 1: Data before and after Up-Sampling

samples in some cases. It returns the up-sampled
feature matrix and target labels, augmenting the
original dataset to enhance minority class represen-
tation. Table 1 shows training and development
before and after up sampling.

4 Methodology

We used many traditional models to test our model
from it. We ran all the dataset through Logistic
Regression, Support Vector Machine, Random For-
est Classifier, K-nearest Neighbour. By noticing
the accuracy and the F1 score of each output, we
determined if the model was over or under fitting
and by comparing all the metrics, we selected the
best model out of all the available options. Support
Vector Machine (SVM) produced the best output
in majority cases.

4.1 Data Preprocessing

The data entered is not of very high quality as it
has many unwanted elements in it. So the data
undergoes several processes before it is fed into the
model. This removes all the insignificant things
from our data and makes it ready to be fed into the

model

1. The entered data has many words in the upper-
and lower-case words. Lower casing in text pre-
processing ensures uniformity and simplifies the
analysis for the model. This enhances the model’s
performance.

2. The text entered is filled with a lot of punctua-
tion and emojis. These elements don’t add meaning
to the sentence. Removing emojis and punctuation
in a dataset simplifies the analysis, reduces the
noise and also ensures a consistent processing by
the model.

3. Stop words are the commonly used words in
a language. These are the words that are present
highly in any dataset but carry very little useful
information for a classification model. As the fre-
quency of these words are too high, it is important
to remove these words from the dataset and this
results in a smaller data. The stop words for all the
languages were downloaded from public reposito-
ries and from the “nltk” documentation3.

3https://www.nltk.org/
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4.2 Feature Extraction
Most of the Machine learning and Deep learning
algorithms are not capable of processing strings or
plain text in their raw form. So, we need to feed in
numerical numbers as inputs to perform any task.
In simple terms, word embeddings are the texts
converted into numbers and there may be different
numerical representations of the same text.

We employed the TF-IDF vectorizer for this. TF-
IDF is an abbreviation for Term Frequency Inverse
Document Frequency. It is a measure of originality
of a word by comparing the number of times a word
appears in document with the number of documents
the word appears in.

TF =
frequency of term in the document

total number of terms in the document

IDF =
number of documents in the corpus

number of documentswith the term

TF − IDF = TF ∗ IDF

4.3 Classification using ML Models
To classify the data into different categories, we
implemented many traditional models for this. the
models include SVM, Random Forest, K-nearest
neighbour, Logistic Regression as well as some
simple transformer models like LaBSE (Feng et al.,
2020) and some language specific models like
Hindi BERT (Joshi, 2022), Tamil BERT, Telugu
BERT, Malayalam BERT, Gujarati BERT, Kannada
BERT, bert-base-uncased (Devlin et al., 2018). We
noticed that in almost all the datasets, traditional
models gave a very high accuracy. In all the cases,
SVM gave the highest accuracy and macro aver-
age F1 score. Support Vector Machine is one of

the most popular Supervised Learning algorithms
which is used for classification as well as regression
problems. SVM works by mapping data to a high
dimensional feature space so that data points can be
categorized, even when the data are not otherwise
linearly separable.

4.4 SVM Parameters

The regularization parameter, "C", is set to 1. this
parameter helps the SVM optimization in determin-
ing the balance between margin size and misclas-
sification. Higher C prioritizes accurate classifi-
cation, favoring smaller margin hyper planes and
lower C seeks larger margin hyper planes, even
if it leads to more misclassifications. The kernel
configuration is configured as "linear". A linear hy-
perplane determines the dot product between input
vectors in the initial feature space. This dot prod-
uct calculates the similarity or distance within the
original feature space, resulting in a linear hyper-
plane decision boundary that distinguishes between
classes. Verbose, when set to true, serves as an op-
tion to display detailed progress updates including
epoch, percentage completion, batch processing
and estimated time remaining. The probability pa-
rameter allows the model to provide class proba-
bility estimates rather than just class predictions,
enhancing the model’s results. All remaining pa-
rameters are set to their default values.

5 Results

In every case, the Support Vector Machine model
has demonstrated a better performance compared
to all other models. The evaluation was con-
ducted by assessing the classification report of train-
ing,development and test datasets. The outcomes
of Support Vector Machine (SVM) are presented in
Table 3, while the results for Logistic Regression

Training data Development data
Languages Accuracy Macro Average F1 Accuracy Macro Average F1
Tamil 0.88 0.69 0.85 0.56
Hindi 0.95 0.32 0.95 0.33
Gujarati 0.93 0.93 0.93 0.93
Kannada 0.91 0.91 0.91 0.91
Marathi 0.79 0.52 0.78 0.49
English 0.94 0.36 0.94 0.32
Malayalam 0.91 0.76 0.87 0.62
Telugu 0.92 0.92 0.93 0.93

Table 2: Classification report and results for all languages using Logistic Regression
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Training data Development data Testing data

Languages Accuracy Macro Av-
erage F1 Accuracy Macro Av-

erage F1
Macro Av-
erage F1 Rank

Tamil 0.71 0.81 0.89 0.77 0.48 6
Hindi 0.95 0.38 0.97 0.48 0.32 4
Gujarati 0.94 0.94 0.94 0.94 0.89 6
Kannada 0.92 0.92 0.93 0.93 0.88 8
Marathi 0.86 0.70 0.88 0.78 0.39 6
English 0.96 0.57 0.96 0.44 0.34 9
Malayalam 0.97 0.94 0.94 0.88 0.87 5
Telugu 0.93 0.93 0.94 0.94 0.89 6

Table 3: Classification report and results for all languages using SVM (Most Optimum)

are displayed in Table 2.

6 Conclusion

In conclusion, our study delved into the compre-
hensive evaluation of traditional machine learn-
ing models for text classification, employing an
array of techniques from Logistic regression to so-
phisticated models like Support Vector Machine
(SVM) and transformer-based approaches. Rig-
orous preprocessing, including lower casing, re-
moval of punctuation, emojis, and stop words, en-
sured data quality. The TF-IDF vectorizer facili-
tated effective feature extraction, translating textual
data into numerical representations. Notably, SVM
consistently outperformed other models in terms
of accuracy and F1 score across diverse datasets.
While our traditional models exhibited commend-
able performance, it is imperative to acknowledge
the evolving landscape of deep learning and ad-
vanced embeddings, suggesting avenues for future
exploration and refinement of models to capture
intricate language nuances and patterns.

7 Limitations

Despite the robust performance of traditional ma-
chine learning models, our methodology has in-
herent limitations. The preprocessing steps, while
essential for enhancing data quality, may inadver-
tently lead to information loss. Removing punctua-
tions, emojis, and stop words, although beneficial
for noise reduction, could result in the omission
of nuanced context. Additionally, the reliance on
TF-IDF for feature extraction may not capture com-
plex semantic relationships in the data. While Sup-
port Vector Machine (SVM) emerged as a superior
model, its effectiveness might be constrained by

non-linearly separable data. Furthermore, our ap-
proach predominantly focuses on traditional mod-
els, potentially overlooking the nuanced represen-
tations that more advanced neural networks and
embeddings could offer, limiting the model’s adapt-
ability to intricate language patterns and contexts.

8 Ethical Statement

While creating the paper, we made sure that the
ACL Code of Ethics was practiced throughout the
process of working on the Shared Task. This re-
search task was done with the idea of making social
media platform a safe space for people regardless
of their sexual orientation. It was made sure that
credit has been given to all authors whose works
and ideas have been used or incorporated in the
reference section. The solution proposed follows
all the local, regional and international laws and
regulations. This solution gives a lot of importance
on data privacy, we ensured that no access to data
is granted to unauthorized individuals or organisa-
tions, thus preventing any leakage of information.
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Abstract

This paper presents our submission for the
shared task on Caste and Migration Hate
Speech Detection: LT-EDI@EACL 20241.
This text classification task aims to foster the
creation of models capable of identifying hate
speech related to caste and migration. The
dataset comprises social media comments, and
the goal is to categorize them into negative and
positive sentiments. Our approach explores
back-translation for data augmentation to ad-
dress sparse datasets in low-resource Dravidian
languages. While Part-of-Speech (POS) tag-
ging is valuable in natural language process-
ing, our work highlights its ineffectiveness in
Dravidian languages, with model performance
drastically reducing from 0.73 to 0.67 on ap-
plication. In analyzing boosting and ensemble
methods, the voting classifier with traditional
models outperforms others and the boosting
techniques, underscoring the efficacy of sim-
pler models on low-resource data despite aug-
mentation.

1 Introduction

The deep-seated phenomenon of caste discrimina-
tion in India has endured over time, with recent
advancements reflecting breakthroughs in challeng-
ing these deeply ingrained biases. Despite contem-
porary endeavors to disentangle from the shackles
of caste-based prejudices, the phenomenon still
persists, exerting influence on diverse facets of in-
dividual lives (Vaid, 2014).

In the era of expanding social media plat-
forms, marked by attributes like user anonymity,
widespread accessibility, and the fostering of on-
line communities and discourse, the identification
and surveillance of hate speech rooted in caste dis-
crimination pose a significant societal challenge.
While machine learning models for hate speech de-
tection have made significant strides in the Western

1https://codalab.lisn.upsaclay.fr/
competitions/16089

context, (Corazza et al., 2020) there is a glaring
gap when it comes to adapting these models to the
nuanced dynamics of casteism in India. Casteism,
a concept uniquely embedded in the social fabric
of South Asian communities, introduces complex-
ities that are not adequately addressed by current
research and detection mechanisms. Unlike hate
speech patterns prevalent in the West, caste-based
discrimination in India operates within a distinct
socio-cultural context, marked by intricate layers
of subtext and nuanced contextual variations (Jahan
and Oussalah, 2023).

The dearth of research tailored to this phe-
nomenon unique to the Indian subcontinent hinders
the effectiveness of existing models in capturing
the intricacies of this societal issue, especially in
the sphere of social media. It is crucial to acknowl-
edge that the linguistic, cultural, and historical di-
mensions of casteism necessitate a more nuanced
approach to hate speech detection, one that tran-
scends the limitations of generic models designed
for Western contexts (Sambasivan et al., 2021).

Our paper is structured as follows - Section 2
explores other publications pertaining to text clas-
sification tasks in low resource languages, Section
3 provides an analysis of the distribution of the
dataset, Section 4 highlights the methodology un-
dertaken for our proposed model and Section 5
analyses the performance metrics of the solutions
and provides a conclusion.

2 Related Work

Though work has been done in text classification
for low-resource languages in the recent past, it is
apparent that the lack of annotated datasets has con-
tinually limited the scope of research in the field,
with (Rajiakodi et al., 2024) making notable strides
in this regard. This inherent drawback has severely
affected the applications of widely adopted meth-
ods, including POS tagging, on morphological
learning in Dravidian languages (Moeller et al.,
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2021; Kann et al., 2020). Hence, data augmenta-
tion, with an emphasis on backtracking, poses as
an attractive solution to aid in combating such data
issues (Pingle et al., 2023; Shleifer, 2019).

With respect to classifiers utilised, research has
been focused on transformer and deep learning
models (Roy et al., 2022; Dowlagar and Mamidi,
2021). However, little light has been shed on the
efficacy of ensemble approaches with traditional
machine learning models (Kumar et al., EasyChair,
2021; Nimmi and Janet, 2021), which have proved
to outperform state-of-the-art technology that re-
quires large quantities of annotated data (Jauhi-
ainen et al., 2021), a vision that remains to elude
research in Dravidian languages.

3 Dataset Analysis

The labels given for the data were “Caste/Migration
Hate Speech” and “Non-Caste/Migration Hate
Speech”. The data distribution is provided below
in Table 1.

Category Count
Non - Caste/ Migration Hate Speech 3,303
Caste/ Migration Hate Speech 2,052

Table 1: Data distribution

Notably, there exists a significant imbalance in
the distribution of labels. This disparity may poten-
tially hinder the implementation of our models. To
rectify this imbalance and enhance the operational
efficiency of our model, we implemented data aug-
mentation on the datasets. Further details on this
process will be elaborated in-depth in Section 4.

4 Methodology

4.1 Data Augmentation

Back translation stands as a data augmentation
method employed in natural language processing
to expand datasets. This technique involves trans-
lating a given text into another language and then
back to the original language, introducing diversity
and variability into the dataset.

In our proposed model, the text data was trans-
lated to English, and then translated back into Tamil
as seen in Figure 1. The language was detected
through the LanguageIdentifier model which is
adept at discerning the language of the text, in
our case, Tanglish or Romanized Tamil. This is
done by computing the count of Tamil accented

vowels and consonants, surpassing a predefined
threshold to ascertain the text’s manifestation in
Romanized Tamil form. Once the source language
was detected, the text was translated into the identi-
fied destination language and back into the original
language. This translation was executed using the
Googletrans library which implements the Google
Ajax API2. This allowed the creation of texts that
remained semantically congruent, yet diverged dis-
cernibly from its original form.

Figure 1: Augmentation of data using backtranslation

By creating new instances of text with similar
meanings but different linguistic expressions, back
translation significantly increases dataset size as
seen in Table 2. The process aims to preserve se-
mantic meaning while varying the phrasing, word
choice, and sentence structure. This augmented
dataset with diverse linguistic patterns should theo-
retically contribute to more robust model training,
mitigating overfitting risks, and ultimately enhanc-
ing the performance of natural language processing
models.

Category Count
Non - Caste/ Migration Hate Speech 4,121
Caste/ Migration Hate Speech 2,834

Table 2: Data distribution after augmentation

4.2 Preprocessing

The maximization of model efficiency and the in-
fluence on performance metrics hinge significantly
on data preprocessing. This fundamental process
involves several key steps. Initially, the conversion

2https://support.google.com/code/
topic/10021
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of text to lowercase and the expansion of contrac-
tions promote a uniform analytical approach. Sub-
sequently, stemming reduces words to their root
form, aiding tasks such as sentiment analysis by
consolidating related words. Following this, the re-
moval of stop words expedites processing. Lastly,
the removal of special characters, symbols, and
emojis streamlines the text, reducing the volume
for subsequent model processing.

4.3 Feature Extraction
TF-IDF, or Term Frequency-Inverse Document Fre-
quency, is a technique for creating features from
text data by measuring the importance of words
in a collection of documents. It assigns higher
importance to words exclusive to a small set of
documents. The TF-IDF vectorizer matches each
feature to a numerical value calculated from its TF-
IDF score, obtained by multiplying term frequency
and inverse document frequency.

4.4 POS Tagging
Linguistically, words can be categorized into var-
ious parts of speech based on their grammatical
attributes. Part-of-Speech (POS) tagging is the pro-
cess of assigning specific word classes to individual
words in a given text. These designated tags play a
crucial role in enabling models to discern the sig-
nificance of different elements of speech within the
provided text, thereby enhancing the model’s abil-
ity to identify and comprehend the key components
of speech.

4.5 XG Boost
XGBoost, a gradient boosting technique that par-
ticularly excels in the realm of structured data, em-
ploys parallel tree boosting to achieve heightened
efficiency. Utilizing the weighted quantile sketch
algorithm, XGBoost addresses datasets with a sub-
stantial number of zero values. The algorithm, rec-
ognized for its scalability, implements boosting as
the process of minimizing a convex loss function
within a convex set of functions. Regularization,
incorporating both L1 and L2 regularization tech-
niques, mitigates the risk of overfitting, while the
parallel tree approach facilitates seamless scalabil-
ity on clusters, reducing memory usage.

4.6 Adaptive Boosting
Adaptive Boosting (AdaBoost) strategically amal-
gamates multiple weak classifiers to construct a
robust classifier. Employing a greedy algorithm,

AdaBoost optimizes weights for each weak clas-
sifier and utilizes decision stumps to amalgamate
decisions from individual classifiers. Each weak
learner corresponds to a vector in an n-dimensional
space, with the objective of reaching a target point
where the loss function is minimized. The training
process assigns weights to samples, equating to
the error on the sample at the iteration point. The
overarching goal is to systematically diminish the
training error for the weak classifiers.

4.7 Voting Classifier
A Voting Classifier is an ensemble learning method
that combines predictions from multiple individual
models to make a final prediction as shown in Fig-
ure 2. It aggregates the outcomes through methods
like majority voting (Hard Voting) or averaging pre-
dicted probabilities (Soft Voting). In Hard Voting,
the final prediction is determined by the majority
of individual classifier predictions, while in Soft
Voting, the average predicted probabilities across
all classifiers contribute to the final decision. These
approaches aim to enhance overall model perfor-
mance by leveraging the strengths of diverse base
classifiers (Bartlett et al., 1998).

Figure 2: Structure of Voting Classifier

In this study, the ensemble approach employed
soft voting, as it capitalises on the complementary
strengths of the individual models, allowing for a
more nuanced and robust decision-making process.
Our preliminary analysis focused on identifying tra-
ditional models that boasted superior performance
characteristics. After extensive experimentation,
we determined that the optimal classifiers were Sup-
port Vector Machine, Random Forest, and Multi-
nomial Naive Bayes. Each of these classifiers was
incorporated into a separate pipeline along with
the TfidfVectorizer. This approach ensured that the
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text data underwent consistent processing across
all models, ensuring consistency in the ensemble
predictions.

5 Results and Analysis

The impact of the POS tagging was elementally val-
idated by juxtaposing the performance of the SVM
classifier. Analysis found that the macro-average
F1 score of the model significantly decreased with
the implementation of POS tagging from 0.73 to
0.67. This could be attributed to the morphosyn-
tactic intricacies of Dravidian languages. This dis-
crepancy stems from the profound dissimilarity in
grammatical structures and semantics inherent to
Dravidian languages, diverging significantly from
the syntactic patterns prevalent in the Latin alpha-
bet. Nonetheless, POS tagging heavily relies on
annotated corpora for discerning patterns and rela-
tionships between words and their corresponding
POS tags.

Hence, the model’s ability to generalise ef-
fectively could be hindered due to the limited
dataset, lack of grammar and semantic standardi-
sation paired with the significant number of out-
of-vocabulary words that may not be adequately
covered in training data.

The augmentation of data, ostensibly believed to
augment the efficacy of the model, yielded only a
marginal enhancement in model performance, man-
ifesting as a modest 1-2 percent improvement. Our
hypothesis posits that the inherent simplicity of
the operative models acts as a constraining factor,
impeding their capacity to effectively leverage the
augmented dataset. Nonetheless, despite marginal
improvements, the augmented dataset was system-
atically employed for subsequent exploration and
analysis.

Model Dataset Augmented Dataset
XGBoost 0.49 0.50
Voting Classifier 0.75 0.77
AdaBoost 0.56 0.58

Table 3: Macro-average F1- score of the proposed
system using prior to and post data augmentation

The evaluation of the task is done based on the
following performance metrics: Precision, Recall
and macro-average F1- score.

Model Precision Recall F1-Score
XGBoost 0.67 0.55 0.50
Voting Classifier 0.81 0.76 0.77
AdaBoost 0.63 0.59 0.58

Table 4: Performance of the proposed system using
development data in Tamil code-mixed text

With regard to the models implemented, the
superior performance of the voting classifier im-
plies that the ensemble of traditional ML mod-
els, when combined through voting, leverages the
strengths of individual models and mitigates their
weaknesses.

Additionally, the AdaBoost classifier outper-
formed the XGBoost which may be due to the fact
that AdaBoost builds a sequence of weak learners,
adjusting their importance based on the errors of
the previous learners; thereby enabling advanta-
geous outcomes with low-resource languages due
to its interpretability and simplicity. On the other
hand, XGBoost uses a more complex and sophisti-
cated algorithm that includes regularisation terms,
parallel computation, and tree-pruning strategies.

6 Conclusion

Our approach aimed to leverage data augmenta-
tion through back translation to address the issue
of sparse datasets in low-resource Dravidian lan-
guages. However, the implementation did not yield
signifcant improvements in model performance.

Tangentially, Part-of-Speech (POS) tagging is
exceptionally valuable in natural language process-
ing, providing crucial insights into the grammatical
structure of sentences, enabling accurate syntac-
tic analysis, and facilitating downstream tasks like
sentiment analysis and machine translation. De-
spite having such crucial applications, POS tagging
remains ineffective on Dravidian languages, high-
lighting the exigency for nuanced linguistic models
attuned to the unique intricacies of non-Latin script
languages.

On analysis of different boosting and ensemble
methods, the voting classifier incorporating tradi-
tional models proved to outperform the other mod-
els, highlighting the efficacy of simpler models on
low-resource data despite data augmentation. On
probing deeper, it was found that between the XG-
Boost and AdaBoost as well, the simpler of the two
models proved to perform significantly better.
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Abstract

The widespread use of online communication
has caused a significant increase in the spread
of hate speech on social media. However, there
are also hate crimes based on caste and migra-
tion status. Despite several nations efforts to
bring equality among their citizens, numerous
crimes occur just based on caste. Migration-
based hostility happens both in India and in
developed countries. A shared task was ar-
ranged to address this issue in a low-resourced
language such as Tamil. This paper aims to
improve the detection of hate speech and hos-
tility based on caste and migration status on
social media. To achieve this, this work inves-
tigated several Machine Learning (ML), Deep
Learning (DL), and transformer-based mod-
els, including M-BERT, XLM-R, and Tamil
BERT. Experimental results revealed the high-
est macro f1-score of 0.80 using the M-BERT
model, which enabled us to rank 3rd on the
shared task.

1 Introduction

The advent of social media has reshaped the con-
tours of communication, enabling individuals to
share their thoughts and interact with a global au-
dience instantaneously. While this has led to the
democratization of information exchange, it has
also given rise to an insidious byproduct of hate
speech and hostility (Sharif et al., 2021). Hate
speech, mainly rooted in caste discrimination and
migration bias, is a pervasive element in online dis-
course, highlighting societal prejudices and perpet-
uating exclusion and animosity. In several nations,
caste discrimination remains a persistent issue de-
spite the country’s legal strides toward equality
(Bhatt et al., 2022). The caste system, an ancient
social hierarchy, continues to influence individual
and collective identities and relationships, often
manifesting in the form of hate speech that tar-
gets marginalized communities (Sajlan, 2021). The
repercussions of such expressions are not confined

to the digital realm; they spill over into the real
world, reinforcing social divisions and impeding
efforts to establish a more equitable society.

The issue of migration discrimination is sim-
ilarly problematic, affecting nations worldwide
(Chulvi et al., 2023). As people migrate across bor-
ders in search of better opportunities or refuge, they
often face hostile attitudes and vilification on social
media, contributing to xenophobia and nationalism,
fostering fear and suspicion, and leading to divi-
sive policies. Thus, addressing these forms of hate
speech is crucial, and computational linguistics can
help us identify them effectively (Paasch-Colberg
et al., 2021).

The goal of this study is to develop a system ca-
pable of discerning caste and migration hate speech
from non-caste and migration hate speech. The pri-
mary accomplishments include:

• Examined various ML, DL, and transformer-
based models to detect caste and migration
hate speech in Tamil social media, analyzing
errors for deeper insights.

• Presented a suitable transformer-based model
(M-BERT) tuned with task dataset to clas-
sify Tamil text into caste and migration hate
speech (CMHS) and not caste and migration
hate speech (NCMHS).

2 Related Work

Social media and blogging platforms offer a plat-
form for individual expression, but they can also
promote antisocial conduct, such as hate speech
and cyberbullying (Hossain et al., 2023). A shared
task was conducted (Basile et al., 2019) to detect
multilingual hate speech against immigrants and
women on Twitter. Almatarneh et al. (2019) used
TF-IDF and Lexicon to identify hate speech against
migrants and women in English and Spanish tweets,
achieving f1 scores of 0.36 and 0.54, respectively.
Romero-Vega et al. (2021) addressed xenophobic
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hate speech in Spanish tweets about Venezuelan
migrants in Ecuador, with the SVM model showing
the highest performance f1-score of 0.98. Farooqi
et al. (2021) addressed hate speech in social me-
dia, emphasizing the need to consider conversation
context; their system achieved the highest macro
f1-score of 0.7253 leveraging neural networks and
the ensemble of Indic-BERT, XLM-RoBERTa, and
Multilingual BERT. A recent study Bhimani et al.
(2021) utilized NLP and ML techniques to analyze
hate speech on social media, considering aspects
such as caste and religion, and gained 96.29% ac-
curacy using Logistic Regression (LR). Sachdeva
et al. (2021) addressed the issue of hate speech on
social media, underscoring the pressing demand
for automated approaches in light of the increas-
ing spread of biased content. They achieved an f1-
score of 0.84 by using the Random Forest (RF) clas-
sifier. Dhanya and Balakrishnan (2021) surveyed
hate speech detection in Asian languages, focusing
on developing an automated system for Malayalam,
addressing negativity related to societal factors
with varying dataset sizes. Hossain et al. (2022)
identified abusive comments from Tamil texts using
LR and achieved a f1-score score of 0.39. Sharif
and Hoque (2021) addressed aggressive content on
social media, especially in regional languages like
Bengali, proposing an ensemble classifier trained
on 10,095 annotated texts. Using CNN, BiLSTM,
and GRU with diverse embeddings and ensemble
strategies, their framework achieved the highest
coarse-grained f1-score of 0.89 and fine-grained
weighted f1-score of 0.84 on the dataset. Despite
extensive research in natural language processing,
there is a lack of studies on detecting hate speech
related to caste and migration.

3 Task and Dataset Description

Due to the complexity of code-mixed data in social
media texts, it is challenging for systems trained
on monolingual data to classify. This task aims to
implement a system to identify hate speech related
to caste and migration. In order to detect caste and
migration hate speech from text data, task orga-
nizers1 developed a code-mixed (Tamil-Engilsh)
corpus. To develop such a system, we analyzed
the corpus given by the task organizers (Rajiakodi
et al., 2024). Table 1 shows the number of instances
for each class in training, validation, and test sets.
Datasets are imbalanced, where the number of in-

1https://sites.google.com/view/lt-edi-2024/

stances in the NCMHS class is higher compared to
the CMHS class.

Classes Train Valid Test Total Words
NCMHS 3,303 594 973 58,029
CMHS 2,052 351 602 36,654
Total 5,355 945 1,575 94,683

Table 1: Class-wise distribution of train, validation, and
test set for the Tamil language

The corpus is split into training (5,355 texts),
validation (945 texts), and test (1,575 texts) sets.
The task involves a binary classification problem
to identify caste and migration hate speech from
the corpus. The classes are caste and migration
hate speech (CMHS), containing 4,870 texts, and
not caste and migration hate speech (NCMHS),
containing 3,005 texts.

We analyzed the dataset in further detail concern-
ing sentence length. Figure 1 displays the dataset’s
length-frequency distribution. According to the
length-frequency distribution study, a few text sam-
ples had text lengths of more than 100 words. As a
result, the maximum sentence length for this work
was 100 words. The average sentence length is 18,
with one word as the minimum.

Figure 1: Distribution of sentences frequency in terms
length

4 Methodology

Various ML and DL techniques are used for the
baseline evaluation with appropriate feature extrac-
tion techniques. Moreover, a few transformer mod-
els, such as m-BERT, XLM-R, and Tamil-BERT,
are examined. Figure 2 depicts a schematic rep-
resentation of the overall system and employed
techniques to tackle the task.

Data Preparation: The corpus text contains un-
necessary symbols, punctuation, and letters. Thus,
the data in the corpus undergoes a cleaning proce-

239

https://sites.google.com/view/lt-edi-2024/


Figure 2: Abstract process of caste and migration hate
speech detection in Tamil

dure before system development. This stage pre-
pared a cleaned dataset for the language by remov-
ing unnecessary letters, symbols, punctuation, and
numbers from the texts. We used this pre-processed
data as input for the ML and DL-based models.
For transformer-based models, this work used the
raw data as input. Additionally, class weighting
addresses class imbalance during the model’s train-
ing.

Textual Feature Extraction: Feature extraction
methods are necessary for training classifier mod-
els, as ML and DL algorithms cannot learn from
raw texts. The TF-IDF technique (Takenobu, 1994)
is applied to extract the features for ML models. On
the other hand, fastText embeddings (Grave et al.,
2018) are used as feature extraction techniques for
DL models.

4.1 Classifiers

Six ML, three DL, and three transformer-based
models are exploited to classify hate speech in
Tamil.

ML-based Classifiers: The suggested system
starts with traditional ML approaches such as LR,
RF, SGD, and SVM to establish the caste and
migration-related hate speech detection system. We
chose ‘linear’ SVM with C = 10 and RF. The en-
semble approach is built using LR in addition to
SVM, Gradient Boosting, and RF. The ensemble
method employs the majority voting and stacking
techniques. For SGD models, we used the ‘log’
loss function.

DL-based Classifiers: DL techniques consis-
tently outperformed traditional ML methods. This
work uses BiLSTM, Attention, and BiLSTM-CNN
to classify hate speech. A 200-cell bidirectional
LSTM with 0.2 dropout captures states. The
sigmoid function predicts output, and the atten-
tion mechanism highlights keywords. The BiL-
STM+Attention includes a 20-neuron layer, and
CNN+BiLSTM uses 1D convolutional layer (128
filters, kernel 3), bidirectional LSTM (256 units,
0.3 dropouts), and embedding (128). Flattening
and dense layers conclude with sigmoid activation
for classification. In this work, we used optuna
(Akiba et al., 2019) for finding the optimal hyper-
parameters.

Transformer-based Classifiers: Transformers
have grown in popularity in recent years due to
their exceptional performance in nearly every NLP
domain. As the given dataset consists of code-
mixed texts, we choose three transformers such
as M-BERT (Devlin et al., 2018), XLM-R (Con-
neau et al., 2019), and Tamil-BERT (Joshi, 2022)
to develop our models. A self-supervised cross-
lingual understanding training method called XLM-
R is beneficial for low-resourced languages. The
transformer model m-BERT, on the other hand,
has been pre-trained in more than 104 languages.
Tamil-BERT is a type of BERT designed explic-
itly for the Tamil language. It is trained on a large
corpus of Tamil text to improve monolingual un-
derstanding and natural language processing tasks
for Tamil speakers. These models were extracted
from the Huggingface2 transformer library and fine-
tuned on our dataset with the Ktrain (Maiya, 2022)
package. To fine-tune those models, we used the
‘fit_onecycle’ method with a learning rate of 2e−5.
All the models have trained up to 15 epochs, with
batch size 12.

5 Results and Analysis

Table 2 demonstrates the performance of the vari-
ous methods employed on the test set. The models
dominance is determined by the macro f1-score.
On the other hand, we closely monitor the other
metrics, including macro recall (R) and macro
precision (P) scores. These additional measures
comprehensively evaluate the models performance
across different aspects.

The results showed that the LR and SVM models
obtained a macro f1-score of 0.75. When trained

2https://huggingface.co/
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Methods Classifiers P R MF1
LR 0.7489 0.7308 0.7531
SVM 0.7512 0.7248 0.7509
RF 0.7439 0.7908 0.7589
XGB 0.6337 0.6892 0.6309

ML Models

SGD 0.7143 0.7798 0.7275
Ensemble 0.7931 0.7452 0.7629
BiLSTM 0.7473 0.7429 0.7490
BiLSTM + Attention 0.6952 0.6438 0.6418DL Models
BiLSTM + CNN 0.7671 0.7342 0.7409
M-BERT 0.7823 0.8246 0.8049
XLM-R 0.7598 0.7647 0.7638Transformer
Tamil BERT 0.7794 0.7849 0.7847

Table 2: Performance of various models on the test set. The acronyms P, R, and MF1 denote Precision, Recall, and
macro f1-score.

on fastText feature vectors, the BiLSTM approach
yielded a macro f1-score of 0.74. Deep learning-
based models obtained comparatively worse re-
sults than the ML-based models. The small size
of the training data maybe the reason behind this.
Transformer-based models outperformed all other
models. M-BERT obtained the best performance,
macro f1-score of 0.80.

5.1 Error Analysis

We performed an in-depth error analysis to get in-
sights into the best-performed model (M-BERT)
performance using quantitative and qualitative anal-
ysis.

5.1.1 Quantitative Analysis

Table 2 shows that M-BERT is the best-performing
model for detecting hate speech related to caste
and migration in the given dataset. The confusion
matrix (Figure 3) of the best-performing model
shows that a total 1,211 number of labels were
classified correctly.

Misclassified hate/Non-hate labels totaled 301,
with 169 NCMHS and 132 CMHS texts. This
is likely due to data imbalance and the dataset’s
diverse languages (English, Tamil, code-mixed,
and code-switched), hindering the models pattern
recognition. The misclassification hints at nuanced
contextual factors, posing challenges in differenti-
ating between hate and non-hate labels.

5.1.2 Qualitative Analysis

Figure 4 illustrates a few predicted outcomes by
the best model on the test dataset. Samples 2 and 3

Figure 3: Confusion matrix of the best-performed model
(M-BERT) for the task

are among those that have been classified correctly.

Sample 1 is incorrectly classified as caste and
migration hate speech, whereas sample 4 is classi-
fied wrongly as not caste and migration hate speech.
These are just two examples of situations where the
model misclassified data. This misclassification
may have happened due to the imbalanced nature
of the dataset. Additionally, the model needed help
to classify the text because the corpus contained
code-mixed data. These subtleties emphasize the
value of qualitative analysis in figuring out how the
model functions in certain situations.

Limitations

This study evaluated various transformers, ML, and
DL models where M-BERT showed promising per-
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Figure 4: Some predicted outcomes by the best-
performed model

formance detecting hate speech in Tamil. However,
it struggled to detect caste and migration hatred due
to limited training data. The dataset included social
media content featuring regional dialects and poor
grammar, posing challenges for identifying hate
classes. Additionally, ambiguous statements and
context gaps may affect the models performance.
Enhanced methods for collecting nuanced gram-
mar details could improve the performance of the
current implementation.

6 Conclusion

This work explored several ML, DL, and
transformer-based techniques and analyzed their
performance in detecting caste and migration hate
speech in Tamil. Experimental assessment of the
test dataset revealed that the M-BERT model is the
best performing model for detecting hate speech in
Tamil and outperformed all models by obtaining
the highest macro f1-score (0.80). Surprisingly, the
BiLSTM + Attention model performed poorly com-
pared other ML and transformer models. These in-
ferior results might occur because of the prevalence
of local words, which still need to be discovered
in the model. The future work includes adding
more data in the respective classes to make a bal-
anced dataset and investigating more sophisticated
techniques such as MuRIL and GPT for improved
performance.
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Abstract

In this paper, the main goal of the study is to
create an automatic speech recognition (ASR)
system that is tailored to the Tamil language.
The dataset that was employed includes audio
recordings that were obtained from vulnerable
populations in the Tamil region, such as elderly
men and women and transgender individuals.

The pre-trained model Rajaram1996/wav2vec2-
large-xlsr-53-tamil is used in the engineering
of the ASR system. This existing model is fine-
tuned using a variety of datasets that include
typical Tamil voices. The system is then tested
with a specific test dataset, and the transcrip-
tions that are produced are sent in for assess-
ment. The Word Error Rate is used to evaluate
the system’s performance. Our system has a
WER of 37.733.

1 Introduction

The goal of this research project is to create an Au-
tomatic Speech Recognition (ASR) system that is
specifically designed to serve vulnerable popula-
tions in the Tamil-speaking community, such as the
elderly and transgender people. This shared task’s
scope entails improving speech recognition skills
to enable certain demographic groups to access fa-
cilities including banks, hospitals, and shopping
centers. The problem is closing the information
gap between the elderly, who might not know how
to use the tools at their disposal, and the trans-
gender population, which experiences educational
inequalities as a result of prejudice from society.

It is highlighted how important speaking is to
these groups as their main form of communication
because it is essential to meeting their everyday
requirements. The study’s dataset is made up of
spontaneous speech samples that were obtained
from transgender and elderly people who have trou-
ble using different facilities. A two-hour speech

dataset is provided for testing, and a training set of
5.5 hours of transcribed speech is also accessible.

Even while technological developments have
made it easier for people to access electronic de-
vices in a wider range of industries, educational
barriers still pose a barrier for the elderly and
transgender people. Even though these people use
electronics, the fact that they primarily rely on au-
dio messages highlights the need for better speech
recognition models in order to accommodate their
distinct speech patterns and deliver accurate re-
sponses. These people provide audio input to the
method described in this paper, which converts it
into corresponding Tamil transcripts. The Word Er-
ror Rate (WER) is used to measure the accuracy of
these transcripts, taking into account the inherent
difficulty that comes with different accents.

The structure of the report offers a thorough un-
derstanding of the research process. In Section 2,
relevant literature is examined in detail, emphasiz-
ing gaps in the field and current knowledge. The
dataset is thoroughly described in Section 3, along
with its makeup and significance to the goals of the
research. While Section 5 describes the implemen-
tation procedure, Section 4 covers the technique
used in the development of the ASR system.

Key findings from the research are summarized
in Section 6, which also offers insights on the
study’s performance and difficulties. A thorough
discussion is started in Section 7 by interpreting the
findings and placing them within the larger context
of the study goals. The paper’s main conclusions
are summarized in Section 8, which also highlights
the ongoing development of ASR systems for vul-
nerable populations and moves into a discussion of
possible directions for further research.

The last section, Section 9, offers a thorough
summary of the academic background that under-
pinned this project and is devoted to the reference
articles that were examined during the research pro-
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cess. Essentially, this work lays the groundwork
for future advancements and improvements in this
crucial area by advancing ASR technologies that
meet the particular communication demands of vul-
nerable groups.

2 Related work

Voice recognition has advanced significantly over
the past ten years, mostly due to the quick devel-
opment of deep learning methods. Ten years ago,
most researchers concentrated on using deep learn-
ing to extract audio data. Subsequently, these data
were combined with hidden Markov models, which
were popular at the time. But things have changed,
and modern approaches now use more advanced
recurrent neural networks (RNNs), like Long Short-
Term Memory (LSTM) networks, in place of more
conventional Gaussian mixture models. Notably,
large models with higher parameterization, such
Contextnet and Conformer, have shown improved
voice recognition accuracy.

Convolutional neural networks (CNNs) are used
by the authors of a study titled ”Speech Rate Con-
trol for Improving Elderly Speech Recognition of
Smart Devices” to overcome the difficulties in geri-
atric speech recognition on smart devices.

In a different study, ”TransformerTransducer:
End-to-End Voice Recognition with Self-Attention”
[6], the authors want to use transformer networks
in the neural transducer architecture to create an
end-to-end speech recognition model. In order
to incorporate positional information and reduce
frame rates, their method integrates VGGNet with
causal convolution, maximizing computing effi-
ciency through reduced self-attention.

The preprocessing of data is essential to building
reliable models. The authors stress the significance
of labeled data for training models and discuss
methods that entail using both labeled and unla-
beled speech data to train large-scale models. An
example of self-supervised learning is Wav2vec [3],
which uses contrastive learning for feature learning
and unlabeled speech data for training.

The effectiveness of deep learning in machine
translation and speech recognition is recognized,
highlighting its natural language comprehension
abilities. This impact is being felt in a variety of
domains, as scientists are investigating neural meth-
ods to comprehend code semantics and spot weak
points. Notably, studies on low-resource speech
recognition methods for minority languages have

been conducted, and attempts have been made to
improve accuracy by means of data augmentation.

The Rajaram1996/wav2vec-large-xlsr-53-tamil
transformer model is used by the authors of [5],[4]
to identify Tamil speech utterances made by sus-
ceptible individuals. To calculate the word mistake
rate, the model takes into account variables like the
number of utterances and the quality of the.wav
file. This concept is primarily intended to promote
inclusivity for marginalized people by increasing
accessibility to regional languages.

In this work, audio files are transcribed using a
pre-trained XLSR model, and word error rates are
computed as a result. The focus is on using cutting-
edge deep learning techniques to improve speech
recognition systems’ inclusivity and accuracy, espe-
cially when it comes to disadvantaged populations.
The following parts provide a thorough analysis of
relevant literature, dataset specifications, method-
ology, implementation details, outcomes that have
been seen, and a thorough discussion. A few sug-
gestions for future directions in this ever-evolving
field of study are included in the paper’s conclu-
sion. The reference section lists the articles that
were consulted for this research project, giving the
provided conclusions a strong basis.

3 Dataset Description

The dataset given to this shared task [1] is an Tamil
conversational speech recorded from the elderly
people whose average age is around 61 for male, 59
for female and 30 for transgender people .A total of
6 hours and 42 minutes is collected from the elderly
people. 46 audio files were recorded and each audio
file is split into many subsets as transformer model
does not support the large audiofiles. The speech
is recorded with a sampling rate of 16KHZ. The
audio files from Audio - Audio-10, to Audio-35
are used for training (duration is approximately 5.5
hours) [2] and Audio - 37 to Audio - 48 are used
for testing (duration is approximately 2 hours).

4 Proposed Work

To construct their automatic speech recog-
nition system, the researchers used the
Rajaram1996/wav2vec2-large-xlsr-53-tamil
pre-trained transformer model. This model is an
advanced speech recognition system designed by
Facebook AI specifically for the Tamil language,
and it is based on the Wav2Vec2 architecture.
Wav2Vec2 is a self-supervised learning technique
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that builds representations that capture important
information about audio features by utilizing
massive amounts of unlabeled voice data. The
model’s fundamental architecture is based on
transformers, which have proven to be incredibly
useful in a variety of natural language processing
applications. Transformers improve the model’s
ability to do nuanced analysis by allowing it to
effectively capture long-range dependencies in
audio inputs.

The model is trained by subjecting it to a sizable
corpus of Tamil speech-containing monolingual
and multilingual data. Pre-training enables a thor-
ough grasp of the fundamental structure and charac-
teristics of speech data by teaching the model to pre-
dict masked or distorted chunks of the input audio.
After pre-training, the model is fine-tuned utilizing
labeled data customized for particular downstream
tasks, like Tamil keyword detection or transcription.
Through this process of fine-tuning, the model can
be made to adjust to the specifics of a given speech
recognition task.

The model gains from the multilingual charac-
ter of its pre-training data even though it was par-
ticularly trained on Tamil. Because of the large
corpus of words it has been trained on, it can pro-
cess a wide variety of words and phrases, which
makes it ideal for tasks like transcription or speech
recognition. The training set of the model and its
fine-tuning methodology are purposefully created
to capture the unique phonetic, phonological, and
grammatical characteristics of the Tamil language.
This careful process improves the model’s capacity
to identify and translate Tamil speech.

Business-wise, the use of cutting-edge mod-
els such as Rajaram1996/wav2vec2-large-xlsr-53-
tamil highlights a dedication to utilizing cutting-
edge technologies in voice recognition system de-
velopment. The model is able to extract meaningful
representations from unlabeled data thanks to the
innovative use of a self-supervised learning strat-
egy. Applying transformers, which are well-known
for their effectiveness in natural language process-
ing, shows a deliberate architectural decision to
improve the model’s analytical powers.

In line with industry best practices, the focus
on fine-tuning for certain downstream applications
guarantees that the model is tuned for the subtleties
of Tamil speech recognition. Given that the model
can accommodate a wide vocabulary, it can be used
as a flexible solution for transcription or speech

recognition tasks that need to cover a wide range
of languages.

To sum up, the researchers’ careful selection of
the model, training process, and fine-tuning tech-
nique shows a dedication to creating a reliable and
adaptable automatic speech recognition system that
is suited to the nuances of the Tamil language. This
strategy, which is based on cutting-edge technolo-
gies and best practices from the industry, presents
the system as a useful tool for companies looking
for precise and flexible voice recognition solutions.
The ongoing development of these models has im-
plications for various applications in various in-
dustries and offers potential for the area of natural
language processing as a whole.

5 Implementation

We have harnessed an efficient model, lever-
aging a pre-trained transformer-based architec-
ture named Rajaram1996/wav2vec2-large-xlsr-53-
tamil. This particular model, a derivative of
facebook/wav2vec2-large-xlsr-53, is specialized
for Tamil and fine-tuned using the Common Voice
dataset. To operate seamlessly, this model man-
dates a 16 KHz sampling rate for voice input. Our
assessments have utilized LT-EDI’s dataset to eval-
uate the model’s efficacy.

The core functionality revolves around loading
voice utterances into the library, storing them as
variables, and tokenizing them via a dedicated tok-
enizer. This transformation pipeline is instrumental
in converting audio signals into textual represen-
tations. Our meticulous approach involves a thor-
ough comparison between these transcribed texts
and the original audio transcripts. This critical
alignment allows us to calculate the Word Error
Rate (WER), a metric that reflects the fidelity of
voice recognition thereby used to quantify the accu-
racy and precision of the model’s voice recognition
capabilities. This approach, rooted in the XLSR
(Cross-Lingual Speech Representation) framework,
extends its capabilities to cross-lingual speech data,
showcasing the model’s adaptability across lan-
guages. The derived WER provides a robust as-
sessment of the model’s proficiency in voice-to-text
transcription. By using the WER as our benchmark,
we gain deeper insights into the model’s perfor-
mance, and efficiency for affirming its prowess in
transforming spoken words into accurate text.
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S.No File
Name

Number
of Sub-
sets

WER

1 Audio-
10

38 40.84

2 Audio-
11

49 41.03

3 Audio-
12

17 35.26

4 Audio-
13

33 39.99

5 Audio-
14

25 34.72

Table 1: WER Values for Training Set used for testing

6 Evaluation of Results

The general difficulty of measuring performance
lies in the fact that the recognized word sequence
can have a different length from the reference word
sequence. The WER is derived from the Leven-
shtein distance, working at the word level instead
of the phoneme level. The task’s evaluation mea-
sure is based on the WER (Word Error Rate) com-
puted between the original transcriptions of the
given audio and the transcribed text.

WER ( Word Error Rate) = ( S + D + I) / N
where,
S = No. of substitutions
D = No. of deletions
I = No. of insertions
N = No. of words in the reference transcription

7 Observation

The name of the speech data and its WER value
are included in the result. Similar to this, the same
procedure is used for all audio files. The number
of subgroups into which each audio file is divided
is also listed in the table. Table 1 provides insights
to some of the transcribed statements using the
training data.

Figure 1: Sample predicted sentences

8 Discussion

The number of test speech utterances are 295. From
the total number of 295 audio subset files from 10
audio files which is given for testing and the WER
measured is 37.73. We ranked fourth position in
shared task competition.

9 Conclusions

Conversational speech data is utilised to improve
the speech recognition system’s capacity to detect
elderly people. A trained model is used to con-
struct an automatic speech recognition system. A
dataset collection is focusing on older adults and
transgender people who use Tamil as their first lan-
guage. The dataset’s utterance was taken during
a conversation in a major site in Tamil. Because
the system’s pre-trained model was enhanced us-
ing a common speech dataset, the model might
be trained using our own dataset and tested in the
future, which could improve performance.
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Abstract

In recent years, there has been a persistent focus
on developing systems that can automatically
identify the hate speech content circulating on
diverse social media platforms. This paper de-
scribes the team "Transformers" submission
to the Caste and Migration Hate Speech De-
tection in Tamil shared task by LT-EDI 2024
workshop at EACL 2024. We used an ensemble
approach in the shared task, combining various
transformer-based pre-trained models using ma-
jority voting. The best macro average F1-score
achieved was 0.82. We secured the 1st rank in
the Caste and Migration Hate Speech in Tamil
shared task.

1 Introduction

Hate speech can be defined as the use of aggressive,
abusive or threatening expressions or phrases. With
the advancement of the technological age, everyone
has access to the internet to voice their opinions
to a large audience. However, some people may
misuse this power to spread hate against a certain
individual or a group of individuals based on cer-
tain distinguishing characteristics. This could be
through posts on social media, blogs, videos, or
comments on various platforms. Hence, it has be-
come crucial to regulate the comments on social
media platforms to avoid hurting sentiments. The
shared task1 organized by LT-EDI aimed to detect
Caste and Migration hate speech in Tamil text (Ra-
jiakodi et al., 2024).

Social media platforms have taken the freedom
of speech and expression beyond global borders.
Platforms like Twitter, Instagram, and YouTube al-
low ideas shared from one corner of the world to
reach millions of people across the world in just a
few milliseconds (Shanmugavadivel et al., 2022).
However, the increased anonymity provided by

1https://codalab.lisn.upsaclay.fr/
competitions/16089

such platforms has lead users to exploit this power
by sharing opinions and ideas targeted against an
individual or a group. This makes it crucial to regu-
late the hateful content shared online automatically
to attenuate the societal harm it can cause.

In the targeted Hate Speech identification do-
main, Natural Language Processing (NLP) has
experienced major breakthroughs in the past
few years. Recent developments include Long
Short Term Memory (Hochreiter and Schmidhuber,
1997), and Gated Recurrent Units (Chung et al.,
2014). But with the introduction of transform-
ers (Vaswani et al., 2017), the results have seen
a paradigm shift.

Tamil is one of the twenty-two scheduled lan-
guages in the Constitution of India. Tamil is
also a member of the Dravidian languages’ family
(Chakravarthi and Raja, 2020), which dates back
over 4,500 years. However, Tamil continues to be
under-resourced (Ghanghor et al., 2021). Multi-
ple NLP approaches have also been devised with a
special focus on the Indian context, this includes,
IndicBERT and MuRIL (Khanuja et al., 2021).

The aim of this shared task was to build an au-
tomatic classification system which could classify
whether the given text in Tamil contains caste and
migration hate speech or not. In this context, the
current work presents a novel approach based on
transformers to classify whether a text has caste
and migration hate speech in Tamil.

2 Related Work

With the recent boom in the number of internet
users, many researchers worldwide have directed
their efforts towards finding whether text online
contains hate speech. The methodologies have
evolved from the traditional machine learning mod-
els to the recent transformer-based approaches.

In the work done by Shanmugavadivel et al.
(2023), a machine learning-based approach was
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Figure 1: Proposed Methodology

proposed for the detection of abusive comments
in the Tamil language after exploring various
deep learning and transformer techniques. They
achieved a macro-F1 score of 0.35. The work
also showed how the traditional machine learning
models can outperform certain deep learning and
transformer-based techniques when the dataset is
not large enough and complex where the deep learn-
ing approaches excel.

Similarly, Subramanian et al. (2022) experi-
mented with multiple traditional machine learning
models and transfer learning approaches. They
found that even though machine learning models
performed well, transfer learning approaches out-
performed them. Among the different approaches
that were tested, XLM-RoBERTa (Large) gave the
highest accuracy. They attributed the reason to the
fact that XLM-RoBERTa (Large) has more layers.
Hence, the number of trainable parameters is ap-
proximately three times the other alternatives.

Bhawal et al. (2021) also observed that trans-
former based approaches consistently performed
better on both Tamil and Malayalam text. Various
models, including Logistic Regression, Support
Vector Machine, etc., were implemented on the
Tamil dataset, and the highest F1-score achieved
was 0.82. A simple deep neural network was im-
plemented on the same dataset, and it achieved an
F1-Score of 0.89 on the Tamil text. The MuRIL
model, however, outperformed both of these tech-
niques and achieved an F1-Score of 0.91.

An ensemble approach was adopted by Roy et al.
(2022). Initially, many traditional machine learning
models and transformer based models were imple-
mented individually. However, it was found that the

Table 1: Dataset Distribution for Caste and Migration
Hate Speech Detection Task

Dataset
Label

Total
0 1

Dev 594 351 945

Train 3,303 2,052 5,355

individual models had a high misclassifictaion rate.
Hence, in order to improve the accuracy, a combi-
nation of any three of the high scoring models were
used for ensembling. Two different approaches
were considered to ensemble the models. The first
approach involved averaging the outcomes of the
models and the second approach involved using
custom weights which were determined by grid
search method for each member of the ensemble
model.

3 Dataset Description

The dataset was provided by the organizers
of the competition (Chakravarthi, 2020, 2022;
Chakravarthi et al., 2022). The train and dev dataset
is comprised of three fields, namely, id, text, and
label. The test set comprised of only id and text.
The labels for the dataset were 0 or 1, where 0 de-
noted absence and 1 denoted presence of no caste
and migration hate speech, respectively. The dis-
tributions of the dev and train datasets have been
shown in Table 1.

4 Methodology

Text classification is one of the most prominent
tasks in NLP. It can be defined as the segregation
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Table 2: Model Performance Comparison

Model
Before Pre-processing After Pre-processing

F1 Score Accuracy F1 Score Accuracy

MuRIL cased 0.60 0.62 0.60 0.61

XLM RoBERTa Large 0.38 0.62 0.61 0.65

Multilingual DistilBERT Base cased 0.28 0.38 0.57 0.65

XLM RoBERTa Base 0.61 0.65 0.61 0.62

Multilingual BERT Base cased 0.59 0.62 0.59 0.60

Indic BERT 0.60 0.60 0.52 0.62

of texts into different classes. Various models us-
ing a variety of word representations have been
introduced in the past to tackle the text classifica-
tion problem. Many of these models were based
on the transformer architecture and have been pre-
trained on large corpora of text and made available
for solving problems, including text classification.
These models perform tokenization using their own
tokenizers and vocabularies. However, the corpora
of text these models are trained on are limited to
high-resourced languages like English. Hence, this
issue was solved using cross-lingual transfer learn-
ing. The proposed methodology in this paper uses
these models to cater to the needs of the problem
presented in the shared tasks.

Many transformer models were trained using
the training data and dev data to test the perfor-
mance, as shown in Table 2. After testing the per-
formance of various transformer models, the top
three models with the best performance were se-
lected. The models, XLM RoBERTa base (XLMR)
(Conneau et al., 2019), multilingual-cased BERT
base (mBERT) (Devlin et al., 2019), MuRIL cased
(MuRIL) (Khanuja et al., 2021) were selected. The
selected models were trained after concatenating
the train and the dev dataset for the final predic-
tions.

XLMR is an unsupervised model which has been
trained on 100 different languages. This model was
based on Facebook’s 2019 RoBERTa (Liu et al.,
2019) model. This is a large multi-lingual model
which was trained on 2.5TB of filtered data from
CommonCrawl.

MuRIL cased temp model is an NLP model that
has been trained in the transformers library imple-
mented using Python.

mBERT is a self-supervised transformer model
which was pre-trained on a large multilingual cor-

pus. The model was not trained on data labeled
by humans instead, it was trained on raw texts.
This model was trained on 104 languages with the
largest Wikipedia. This model is case sensitive in
nature.

It was observed that the performance of the se-
lected models used in the ensemble model suf-
fered after pre-processing the text, where the
pre-processing included the removal of numbers,
special characters and emojis. Hence, no pre-
processing was done before training the models.
The performances of the various models that were
implemented have been shown in Table 2 both be-
fore and after preprocessing the training data and
testing its performance on the dev data. The Adam
optimizer was used with a learning rate of 1e-5 and
cross entropy function was used as the loss function
for all the models.

For performing tokenization, different tokeniz-
ers were used, which were specific to each model.
The XLMRoBERTaTokenizer was used for XLMR,
the BertTokenizer was used for mBERT, and the
AutoTokenizer was used for MuRIL.

For evaluating the label, as shown in Figure 1,
the data was first passed through the three models
individually. Then the predictions of these three
models were combined by using majority voting.
The label with the highest frequency was finally
predicted as the output of the ensemble model.

5 Results and Discussion

The ensemble model was designed by selecting the
top three models with the best performance on the
training data. The performance of all the models
that were implemented on the training data has
been shown in Table 2.

The base models and transformer models were
both trained and tested. The transformer models
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consistently performed better than the base ma-
chine learning models. Each of the transformer
models was trained for 5 to 50 epochs each. The
highest F1 score and its corresponding accuracy
have been mentioned in Table 2 for the transformer
models.

The proposed ensembling technique achieved
the highest F1 score of 0.82. This also shows
that combining the various transformer-based tech-
niques can lead to improved performance.

6 Conclusion and Future Work

In this work, an ensembling technique was pro-
posed to automatically detect whether a given text
in Tamil contains caste and migration hate speech
for the Caste and Migration Hate Speech Detection
in Tamil shared task by the LT-EDI 2024 work-
shop at EACL 2024. The technique was based on
transformer models and utilized transfer learning.

The performance of the ensemble model can be
further improved by taking the predictions from
more transformer models or other traditional ma-
chine learning and deep learning techniques. Also,
taking a weighted vote of the models according
to their performance on the training data can help
give better results than majority voting, where each
model is given equal importance irrespective of
their performance relative to the other models.
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Abstract

Caste and Migration speech refers to the use
of language that distinguishes the offense, vi-
olence, and distress on their social, caste, and
migration status. Here, caste hate speech tar-
gets the imbalance of an individual’s social sta-
tus and focuses mainly on the degradation of
their caste group. While the migration hate
speech imposes the differences in nationality,
culture, and individual status. These speeches
are meant to affront the social status of these
people. To detect this hate in the speech, our
task on Caste and Migration Hate Speech De-
tection has been created which classifies human
speech into genuine or stimulate categories. For
this task, we used multiple classification mod-
els such as the train test split model to split the
dataset into train and test data, Logistic regres-
sion, Support Vector Machine, MLP (Multi-
layer Perceptron) classifier, Random Forest
classifier, KNN classifier, and Decision tree
classification. Among these models, The SVM
gave the highest macro average F1 score of 0.77
and the average accuracy for these models is
around 0.75.

1 Introduction

In the age of rapid globalization and digital interconnect-
edness, social media platforms have become powerful
tools for communication and community engagement.
However, this unprecedented accessibility has also given
rise to a darker aspect of online discourse – the prolif-
eration of hate speech. Of particular concern is the
manifestation of hate speech related to caste and migra-
tion issues, which not only perpetuates discrimination
but also poses a significant threat to social harmony. As
our world embraces the Digital Age, technology plays a
pivotal role in connecting people through platforms like
Facebook and Twitter (Drus and Khalid, 2019).

Despite its positive aspects, social media harbors
drawbacks, with users sometimes engaging in discour-
agement or targeted hate speech. Detrimental speech on
these platforms has a lasting psychological impact on
victims (Gongane et al., 2022). This study highlights
the surge in hate speech on social media, fuelled by
anonymity and the absence of stringent controls, par-
ticularly targeting religion, gender, and race. Online
communities offer insights into understanding and com-
bating online hate speech, suggesting new dimensions
for future research (Nazmine and Khan Tareen, 2021).

Social media platforms struggle to manage the con-
stant flood of comments and posts, making it challeng-
ing to effectively monitor and control content due to
the sheer volume. Finding a balance between limiting
excessive posts and preserving freedom of speech poses
a significant predicament. Additionally, the diverse user
base, representing various backgrounds, cultures, and
beliefs, further complicates the issue, contributing to the
widespread problem of hate speech. (Al-Hassan, 2019).

The paper’s structure includes a literature review
in Section 2, task and data description in Section 3,
methodology in Section 4, results and analysis in Sec-
tion 5, and a conclusion in Section 6.

2 Related Works

Numerous studies have explored hate speech detection,
including those focused on caste and migration (Kim
et al., 2018). Davidson et al. emphasized the subjective
biases in hate speech classification, highlighting the
need for objective methodologies. In caste-based hate
speech detection, Malmasi and Zampieri addressed
challenges using lexical properties like n-grams,
character n-grams, word embeddings, and paragraph
embeddings (Kim et al., 2018).

Research on migration-related hate speech includes
traditional and deep learning-based hate speech
classification methods proposed by (Subramanian et al.,
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2023). Sanguinetti et al. conducted automatic hate
speech detection research, creating datasets annotated
with hate labels and related dimensions (Jahan and
Oussalah, 2023). The overview of the hope speech
detection task is given in (Kumaresan et al., 2023).

In sentiment analysis, (Vijayakumar et al., 2022)
used the transformer model ALBERT for hope
speech detection in multiple languages like English,
Tamil, Kannada, etc. (Chakravarthi et al., 2020)
proposed a Convolutional Neural Network (CNN)
model outperforming traditional models for hope-
speech detection. The authors of(Balouchzahi et al.,
2022) performed binary and multi-class hope-speech
classification. The binary task involved only two
labels whereas the multi-class task involved three labels.

In the paper, (Velankar et al., 2021) used HASOC
2021 Hindi and Marathi hate speech datasets for
algorithm comparison. Marathi uses binary labels;
Hindi has both binary and detailed labels. Transformer
models excelled, and basic models with fastText embed-
dings showed competitive performance. Intriguingly,
after standard hyper-parameter tuning, basic models
outperformed BERT-based models, especially on the
fine-grained Hindi dataset.

The authors of (Roy et al., 2022) examined code-
mixed language use on social media, focusing on
Hindi-English, Tamil-English, Malayalam-English,
Telugu-English, etc. They proposed a weighted
ensemble model combining transformer-based BERT
models and a deep neural network for offensive and
hate speech detection. Experimental results showed
the framework outperformed state-of-the-art models,
achieving 0.802 and 0.933 weighted F1 scores for
Malayalam and Tamil code-mixed datasets.

The authors of (Saumya and Mishra, 2021) used
LSTM, deep learning, and hybrid models on Tamil and
Malayalam datasets. In the paper (Ghanghor et al.,
2021) applied transformer models like m-BERTcased
and XLM-RoBERTa for hope speech detection, with
m-BERT-cased achieving the highest F1-score. The
top model for the English dataset was the 2-parallel
CNN-LSTM using GloVe and Word2Vec embeddings,
while the 3-parallel Bi-LSTM excelled on the Malay-
alam dataset.

In recent years, there’s been a rise in studies address-
ing hate speech targeting specific groups, like caste and
migration status. In today’s digital age, hate speech
based on caste or migration has become a significant
concern. These studies showcase versatile models for
sentiment analysis on social media comments. To en-
hance text classification accuracy, we opted for tradi-
tional models alongside a basic transformer model based
on the literature survey.

3 Task and Data Description
The overview paper for this task is explained in (Raji-
akodi et al., 2024). The shared Task on Caste and Mi-
gration Hate Speech detection at LT-EDI-EACL 2024
is intended to determine whether the speech text format
was legitimate or imposed hate towards Caste and Migra-
tion. The dataset consists of two fields namely speech
text and a label. Here, the Label indicates the above-
mentioned category, and it is represented in hate and
non-hate speech. The training dataset consists of around
5,355 text-converted speeches out of which 3,303 in-
stances were labelled as non-hate speech and 2,052
instances were labelled as hate speech. The Develop-
ment dataset consisted of 945 instances out of which
594 instances were labelled as non-hate speeches and
351 instances were labelled as hate speeches. Here, we
used 1576 test data instances for testing the model.

4 Methodology
Several machine learning approaches may be used to
achieve this task, but we chose the most effective one
for the classification problems, i.e., detection of hate
speech related to caste and migration.

Figure 1: Data distribution in datasets

Label Train Instances Dev Instances

Non Hate speech(0) 3303 594
Hate speech(1) 2053 351

Table 1: Description of the Data Distribution

As shown in Figure 1, the distribution of data in the
datasets indicates that 38.3% of collected data contains
hate speech. Table 1 describes the data distribution
of hate speech among the training and development
instances.

4.1 Data Preprocessing and Cleaning
Data cleaning procedures were the first step for getting
the raw data ready for use in any of the models in ma-
chine learning.
The raw data usually consists of many punctuation
marks, emojis, and multiple spaces which would affect
the performance of the model, hence, to ensure the uni-
formity of the Data, we are considering the elimination
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of these. Using the popular libraries of Python such as
the “Demoji” for removing all the emoji’s in the dataset,
and “re” for removing the special characters, symbols,
and multiple spaces in the datasets. This comprehensive
pipeline of data preparation and cleaning establishes
the foundation that supports subsequent phases of our
research, creating a conducive environment for machine
learning models to function well.
The uniform and standardized, feature-rich dataset
makes the model easier to extract valuable patterns and
insights, which improves the model’s overall perfor-
mance.

4.2 Text Tokenization

We addressed the challenge of text vectorization by con-
verting the raw data into a numerical format that could
be utilized for a machine-learning model. Initially, we
used the popular library “IndicNLP” tokenizer for to-
kenizing the Tamil language text to clean text. Then
we transformed the entire text data into numerical vec-
tors by utilizing the Term Frequency-Inverse Document
Frequency (TF-IDF) vectorizer. Therefore TF-IDF vec-
torization offers an accurate depiction of the text data
by encoding the meaning of words in context. Specifi-
cally, we limited the feature space for the (TF-IDF) to a
maximum of 5000 features. This methodological choice
tries to achieve a balance between computational effi-
ciency and the retention of essential information. This
forms the foundation for the subsequent application of
machine learning models in our research.

4.3 Model Selection

Selecting an appropriate machine learning model is es-
sential, therefore our main goal is to build a model that
can deal with various linguistic nuances that are present
in hate speech. While still maintaining high accuracy
and good classification abilities. So we chose the best
suitable algorithm for this task such as by implementing
some of the popular classifications such as Logistic Re-
gression, Support Vector Machine(SVM), Multi-Layer
Perceptron(MLP), Random Forest Classifier(RFC), De-
cision Tree, KNN.

5 Results and Analysis

5.1 Performance Metrics

In the field of Machine learning, it is critical to get the
predictive model’s performance in need to determine
its efficiency and suitability for practical uses. Here
We determine our model performance by considering
metrics such as accuracy, F1-Score, recall, precision,
etc. These function as a crucial benchmark for our
model.

1) Accuracy is defined as the ratio of the correctly
predicted instances to the total number of instances in
a dataset. It acts as a straightforward for the model’s
correctness.

Accuracy =
Number of Correct Predictions
Total Number of Predictions

(1)

2) Precision is the ability of a classification model in
which it is not to label irrelevant instances as positive in
normal terms it is defined as the ratio of true positives
to the sum of true and false positives.

Precision =
TP

TP + FP
(2)

3) Recall which is also called sensitivity or true
positive rate is defined as the ratio of true positives to
the sum of true positives and false negatives.

Recall =
TP

TP + FN
(3)

4) F1-Score is defined as the harmonic mean of the
precision and recall. It provides a balanced measure that
considers both the false positives and false negatives.

F1-Score = 2× Precision× Recall
Precision + Recall

(4)

5.2 Results and Observation

For this task, we investigated the involved application
of several machine learning algorithms such as Logistic
regression, Support Vector Machines (SVM), Random
Forest Classifier, Decision Tree, KNN, and Multi-Layer
Perceptron (MLP). Our main aim is to improve the ef-
ficiency of the models in automatically classifying the
texts that are related to the cast/migration-related hate
speech.

5.2.1 Comparative Model Accuracies

By evaluating the performance of various machine learn-
ing models on the given datasets. We observed the
distinct accuracies across the classifiers. Logistic Re-
gression which we achieved an accuracy of 0.711, sur-
passing this Support Vector Machines (SVM) outper-
formed this, exhibiting better discriminate power with
an accuracy of 0.797, Random Forest classifier came in
close to second by achieving an accuracy of 0.793, The
Multi-Layer Perceptron (MLP) exhibited the competi-
tive accuracy at 0.737, suggesting its capacity to capture
sophisticated relationships within the textual data. Deci-
sion Tree achieved an accuracy of 0.746, showcasing its
robustness in discerning hate speech nuances. Unfortu-
nately, given the accuracy of 0.6402, KNN might not be
performing at its best.

Tables 2, 3, and 4 show the classification reports for
SVM, RFC, and Decision Tree models on the test data,
respectively. Figure 2 illustrates the F1-Accuracy scores
of different models.
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Precision Recall F1 Score Support

0 0.80 0.91 0.85 594
1 0.80 0.61 0.69 351
Accuracy 0.80 945
Macro Avg 0.80 0.76 0.77 945
Weighted Avg 0.80 0.80 0.79 945

Table 2: Classification Report for SVM on Test Data

Precision Recall F1 Score Support

0 0.79 0.92 0.85 594
1 0.82 0.57 0.67 351
Accuracy 0.79 945
Macro Avg 0.80 0.75 0.76 945
Weighted Avg 0.80 0.79 0.78 945

Table 3: Classification Report for RFC on Test Data

Precision Recall F1 Score Support

0 0.79 0.81 0.80 594
1 0.66 0.64 0.65 351
Accuracy 0.77 945
Macro Avg 0.73 0.73 0.73 945
Weighted Avg 0.74 0.75 0.75 945

Table 4: Classification Report for Decision Tree on Test
Data

Figure 2: : F1-Accuracy Scores of Different models

6 Limitations
Our research on hate speech detection using SVM and
other ML models has shown promise, but it also has
notable limitations. The biased training data may not
fully represent real-world instances, which challenges
the models’ ability to generalize. Moreover, subjective
hate speech labeling introduces inconsistencies, which
affects the reliability of the data.

Another limitation is class imbalance, where hate
speech instances are outnumbered by non-hate speech
instances, making it difficult to accurately identify and
potentially leading to misclassifications. Additionally,
linguistic complexity further complicates detection, as

SVM and other ML models may struggle with nuances
such as sarcasm, irony, and cultural references that are
common in hate speech.

Furthermore, SVM models heavily rely on feature
engineering, which limits the selection of features that
robustly represent diverse hate speech characteristics.
The "black box" nature of SVM models also raises
concerns about explainability, making it difficult to
interpret predictions.

To overcome these limitations, exploring innovative
solutions such as improved feature engineering, diverse
training datasets, and interpretable ML models is crucial.
These steps will enhance the reliability of hate speech
detection systems, urging future research to address
these challenges.

7 Ethics Statement

“Avoid harm” our model only detects hate speech but
doesn’t mentally and physically affect anyone. “Be
fair and take action not to discriminate”. Equality for
all and no discrimination on any grounds was done
while detecting hate speech. We create opportunities
for members of the organization or group to grow as
professionals and for team growth.

8 Conclusion

In conclusion, we applied supervised learning models
such as Random Forest, SVM, and Logistic regression
to investigate hate speech identification and migration
speech, with a macro F1 score of 0.77, the SVM model
stood out and demonstrated its efficiency by classifying
the hate speech in these specific contexts. The follow-
ing research could investigate the integration of deep
learning models to boost accuracy. While emphasizing
the ongoing need for adaptive and more flexible clas-
sification to deal with the evolving dynamics of these
conversations.
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Abstract

Detection of Homophobia and Transphobia in
social media comments serves as an impor-
tant step in the overall development of Equal-
ity, Diversity and Inclusion (EDI). In this re-
search, we describe the system we formulated
while participating in the shared task of Ho-
mophobia/Transphobia detection as a part of
the Fourth Workshop On Language Technol-
ogy For Equality, Diversity, Inclusion (LT-EDI-
2024) at EACL 20241. We used an ensem-
ble of three state-of-the-art multilingual trans-
former models, namely Multilingual BERT
(mBERT), Multilingual Representations for In-
dic Languages (MuRIL) and XLM-RoBERTa
to detect the presence of Homophobia or Trans-
phobia in YouTube comments. The task com-
prised of datasets in ten languages - Hindi, En-
glish, Telugu, Tamil, Malayalam, Kannada, Gu-
jarati, Marathi, Spanish and Tulu. Our system
achieved rank 1 for the Spanish and Tulu tasks,
2 for Telugu, 3 for Marathi and Gujarati, 4 for
Tamil, 5 for Hindi and Kannada, 6 for English
and 8 for Malayalam. These results speak for
the efficacy of our ensemble model as well as
the data augmentation strategy we adopted for
the detection of anti-LGBT+ language in social
media data.

1 Introduction

Homophobia is defined as intentional discrimina-
tion against those who identify as a part of the
LGBT+ community. It can be demonstrated in
many ways, which can include abuse or social ig-
norance. Transphobia, on the other hand, refers to
the targeted hatred towards transgender individuals
whose current gender identity and the one assigned
to them during birth differ. Both of these forms
of hate speech have negative repercussions on the
mental health as well as the overall well-being of
people who are a part of the LGBT+ community

1https://sites.google.com/view/lt-edi-2024/

(Chakravarthi et al., 2022a). This highlights a criti-
cal need to build systems that identify this form of
prejudice and bigotry.

Pre-trained language models (PLMs) like BERT
(Devlin et al., 2018) and GPT (Brown et al., 2020),
built on transformer architectures have gained
recognition for their ability to interpret languages
in a manner similar to humans by displaying state-
of-the-art results in many NLP tasks such as docu-
ment classification and language modelling. PLMs
undergo unsupervised training on a large corpus
of text data which can then be fine-tuned on do-
main and task-specific corpora for downstream
tasks, such as the shared task on Homophobia and
Transphobia detection by LT-EDI@EACL 2024.
BERT, specifically, introduced the concept of bidi-
rectional context understanding which considers
both the succeeding and preceding word for a par-
ticular word to capture a more elaborate and nu-
anced meaning within the language. For our sys-
tem, we propose an ensemble consisting of three
such popular BERT-based transformer architec-
tures, namely Multilingual BERT (mBERT) (De-
vlin et al., 2018), Multilingual Representations for
Indic Languages (MuRIL) (Khanuja et al., 2021)
and XLM-RoBERTa (Conneau et al., 2019).

1.1 Task Description
As specified in (Chakravarthi et al., 2024), partic-
ipants of this shared task were required to submit
systems that classify a given YouTube comment
into one of the three categories - Homophobia,
Transphobia or None. We were provided with the
train and development datasets containing man-
ually annotated posts in English, Hindi, Malay-
alam, Tamil, Telugu, Kannada, Marathi, Gujarati
and Spanish. The dataset described by Kumare-
san et al. (2023) forms the seed data for this task.
This year, the workshop also introduced a code-
mixed dataset on Tulu. Being an under-resourced
language, Tulu lacks extensive data and resources
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Language Non anti-LGBT+ content Homophobia Transphobia

Tamil
train 2,064 453 145
dev 507 118 41
test 634 152 47

Telugu
train 3,496 2,907 2,647
dev 747 588 605
test 744 624 571

Kannada
train 4,463 2,765 2,835
dev 955 585 617
test 951 599 606

Gujarati
train 3,848 2,267 2,004
dev 788 498 454
test 794 510 436

Spanish
train 700 250 250
dev 200 93 93
test 300 150 150

Hindi
train 2,423 45 92
dev 305 2 13
test 308 3 10

English
train 2,978 179 7
dev 748 42 2
test 931 55 4

Malayalam
train 2,468 476 170
dev 937 197 79
test 674 140 52

Marathi
train 2,572 551 377
dev 541 129 80
test 569 112 69

Table 1: Statistics of the train, dev and train dataset
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Non H/T Content H/T Content

Tulu
train 542 188
test 312 67

Table 2: Statistics of the Tulu train and test dataset

for language models. This scarcity leads to a few-
shot learning scenario. For the Tulu task, we were
required to build a binary classifier that predicts
whether a post contains hate-speech relating to ho-
mophobia or transphobia. The overall task hence
is to develop a multiclass (binary in case of Tulu)
classifier that predicts whether a given post con-
tains instances of homophobia or transphobia in 10
different language categories. The systems were
weighed using the average macro F1 score for each
language across all classes on the test dataset.

2 Related Work

Transformer models have been popular in various
classification tasks, including hate speech detec-
tion. Roy et al. (2021) experimented with the
XLM-RoBERTa model for hate-speech detection
in Twitter data in English, German and Hindi. Top
submissions to competitions like HASOC (Hate
Speech and Offensive Content Identification in
Multiple Languages) which provide datasets for
hate-speech detection in a multilingual setting also
utilised transformer models, such as Farooqi et al.
(2021) who used IndicBERT, XLM-RoBERTa and
Multilingual BERT with hard voting.

The task presented at this workshop is the third
shared task on Homophobia and Transphobia de-
tection in social media comments. In the previ-
ous shared tasks, Chakravarthi et al. (2022b) and
Chakravarthi et al. (2023), the majority of the sub-
missions received used transformer models, such as
Nozza (2022) who used weighted majority voting
on the predictions received from BERT, RoBERTa
and HateBERT and Maimaitituoheti (2022) who
used the pre-trained transformer model RoBERTa
for classification. Other submissions also exper-
imented with neural networks and support vec-
tor machines such as (García-Díaz et al., 2022)
and (Ashraf et al., 2022) respectively. Bhandari
and Goyal (2022) experimented with various mul-
tilingual BERT models, including mBERT, XLM-
RoBERTa, IndicBERT and HateBERT, with a data
augmentation strategy of random insertion, dele-
tion or swapping of words in a sentence.

3 Methodology

Language Homophobia Transphobia
Tamil 1,146 1,049
Telugu 2,907 2,647

Kannada 2,765 2,835
Gujarati 2,267 2,004
Spanish 316 316
Hindi 837 820

English 1,223 953
Malayalam 1,277 1,189

Marathi 1,209 1,259

Table 3: Train corpora after augmentation

The distribution of labels in the train and dev
splits are shown in Table 1 and Table 2. From
looking at the balance of classes in the train dataset,
it is inferred that the Homophobia and Transphobia
classes are highly imbalanced, especially for Hindi,
English, Tamil, Malayalam, Marathi and Spanish.

3.1 Handling Class Imbalance

To provide a balance between the classes of the
dataset across all languages, we use a translation
strategy where we take the positive samples from
Kannada, Gujarati and Telugu and translate them
into each of our target languages i.e., Hindi, En-
glish, Tamil, Malayalam, Marathi and Spanish.
This is done for both Homophobia and Transpho-
bia classes. We used the googletrans2 library in
Python for the translation process. The distribution
of the modified dataset is shown in Table 3.

3.2 Ensemble of Transformer Models

For this classification task, we propose an ensem-
ble of three of the most popular multilingual trans-
former models built on top of the BERT architec-
ture, as described below:

• mBERT: Multilingual BERT (mBERT)
(Devlin et al., 2018) is a pre-trained
model which is trained using data be-
longing to 104 languages. We used
the bert-base-multilingual-case3 pre-
trained model.

• MuRIL: Multilingual Representations for
Indian Languages (MuRIL) (Khanuja et al.,
2021) is a BERT-based model that has been

2https://pypi.org/project/googletrans/
3https://huggingface.co/bert-base-multilingual-cased
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Figure 1: System Architecture

pre-trained on 16 Indian languages. We used
the google/muril-base-cased4 model. We
removed the MuRIL layer while fine-tuning
for the Spanish language condition, given the
fact that MuRIL is pre-trained on Indic Lan-
guages specifically.

• XLMRoBERTa: XLMRoBERTa (Conneau
et al., 2019) is a cross-linguistic pre-trained
linguistic model built by Meta. We used the
xlm-roberta-base5 model.

These models are used with the help of the Hug-
gingFace library 6 for transformer models.

Figure 1 depicts our system, where the train
dataset is first tokenized and fed to its correspond-
ing transformer model. The hidden state represen-
tation obtained from each of the three models is
concatenated and fed as input to a simple classi-
fication head consisting of a feed-forward neural
network which outputs the predicted class.

We fine-tune the ensemble model on the Google
Colab GPU on the train dataset for each language
task. We train each language model for 3 epochs
using Binary Cross Entropy as the loss function and

4https://huggingface.co/google/muril-base-cased
5https://huggingface.co/xlm-roberta-base
6https://huggingface.co/

AdamW (Loshchilov and Hutter, 2017) as the opti-
mizer. We kept the learning rate at 2e-5. The fine-
tuned model then generated the predicted classes
for test data in each language, which was submitted
for evaluation.

4 Results and Discussions

The results obtained for each language task are
given in Table 4. This shows the final average
macro F1 score obtained for each language on the
test dataset as shared by the organizers. The best
results were seen in the case of Spanish and Tulu
where we achieved a rank of 1. In the Telugu lan-
guage task, our system ranked second with an av-
erage macro F1 score of 0.960 which also was the
overall best average macro F1 score across all lan-
guages for our system. This can be explained by
Telugu having the best class distribution across all
languages. Even though we used translation as
a data augmentation strategy, it does not ensure
that all the linguistic features of the source text are
retained in the target text. Our system performs
well with Marathi and Gujarati as well, ranking
third with average macro F1 scores of 0.488 and
0.960 respectively. For the rest of the languages
we see varying performance with Tamil ranking
fourth with an average macro F1 score of 0.746
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Language Average Macro F1 Rank
Tulu 0.707 1

Spanish 0.582 1
Telugu 0.960 2

Gujarati 0.960 3
Marathi 0.488 3
Tamil 0.746 4
Hindi 0.325 5

Kannada 0.935 5
English 0.407 6

Malayalam 0.744 8

Table 4: Results showing the average macro F1 score

and Hindi and Kannada ranking fifth with an av-
erage macro F1 score of 0.325 and 0.935. For
English and Malayalam the performance was not at
par with the other languages with ranks 6 and 8 and
average macro F1 scores 0.407 and 0.744 respec-
tively. There is a direct link between the average
macro F1 score and the distribution of classes in
the train dataset, even after data augmentation. The
translation schemes, while improving the diversity
of the dataset to a certain extent, do not guaran-
tee an improvement in the quality of the dataset.
Languages like Hindi and English that had the poor-
est class balance in the train dataset also resulted
in the poorest average macro F1 scores of 0.325
and 0.407 on the test dataset. For the languages
having a more diverse distribution like Telugu and
Gujarati, we also see a higher average macro F1
score. Results for Tulu are also impressive con-
sidering that none of the pre-trained BERT models
were trained on corpora containing text data in Tulu.
However, given the linguistic and phonetic similar-
ities between Tulu, Kannada and Malayalam, the
ensemble model was able to capture the features
of this language to a certain extent, resulting in an
average macro F1 score of 0.707, ranking first.

5 Conclusions and Future Work

Our submission for the shared task on Homopho-
bia and Transphobia detection in social media com-
ments demonstrates how pre-trained language mod-
els (PLMs) specifically those built on a BERT-
based architecture can be effectively used in the
case of text classification. Our ensemble model
consisting of mBERT, MuRIL and XLMRoBERTa,
has shown consistent results by achieving the top
three ranks for 5 language tasks, ranking first for
Spanish and the under-resourced language Tulu.

We have been able to achieve average macro F1
scores of 0.707, 0.582, 0.960, 0.960, 0.488, 0.746,
0.325, 0.935, 0.407 and 0.744 for Tulu, Spanish,
Telugu, Gujarati, Marathi, Tamil, Hindi, Kannada,
English and Malayalam respectively. In the future,
we would like to experiment with the following
aspects in further detail :

• Better data augmentation strategies: Sim-
ple translation from one language to another
does not consider the linguistic nuances of
these languages, which is required to build a
diverse and high-quality dataset. We would
like to experiment with more sophisticated,
language-dependent data augmentation strate-
gies.

• Attention mechanisms: Addition of atten-
tion modules to the ensemble model to further
capture complex positional dependencies in
multilingual code-mixed data.

6 Limitations

The data presented in the shared task comprised
10 different languages, each with its own linguistic
and cultural nuance, and we recognise that bringing
forth a common end-to-end approach for text classi-
fication may miss some of these nuances. However,
the system we presented stands a baseline which
can easily be extended to include language and
context specific modules before training.
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Abstract

The pervasive impact of stress on individuals
necessitates proactive identification and inter-
vention measures, especially in social media
interaction. This research paper addresses the
imperative need for proactive identification and
intervention concerning the widespread influ-
ence of stress on individuals. This study fo-
cuses on the shared task, "Stress Identifica-
tion in Dravidian Languages," specifically em-
phasizing Tamil and Telugu code-mixed lan-
guages. The primary objective of the task is
to classify social media messages into two cat-
egories: stressed and non stressed. We em-
ployed various methodologies, from traditional
machine-learning techniques to state-of-the-art
transformer-based models. Notably, the Tamil-
BERT and Telugu-BERT models exhibited ex-
ceptional performance, achieving a noteworthy
macro F1-score of 0.71 and 0.72, respectively,
and securing the 15th position in Tamil code-
mixed language and the 9th position in the Tel-
ugu code-mixed language. These findings un-
derscore the effectiveness of these models in
recognizing stress signals within social media
content composed in Tamil and Telugu.

1 Introduction

Along with the hectic pace of contemporary life,
stress has become an unavoidable force impacting
the mental well-being of humans. It is a compli-
cated emotional state produced by multiple events
that might inspire displeasure, rage, or worry. Rec-
ognizing and resolving stress in its early stages is
crucial since persistent stress may lead to devastat-
ing diseases, including depression (Masood et al.,
2012). Recent surveys indicate that 48% of Gen Z
individuals experience depression symptoms, often
triggered by the pervasive impact of social media.
Issues like the fear of missing out heightened con-
cerns about judgment, and increased insecurity fur-
ther contribute to stress levels (Milyavskaya et al.,
2018). This highlights the need for efficient stress

detection and support methods within online plat-
forms. Global stress statistics emphasize the impor-
tance of proper stress management, impacting vari-
ous aspects of people’s lives, from businesses and
educational institutions to family contexts (Mah-
mud et al., 2021). Automatic stress detection pro-
vides an effective solution to address this global
health crisis, offering help and resources to individ-
uals dealing with stress-related challenges.

This research addresses the problem of stress
identification in Tamil and Telugu code-mixed lan-
guages. This proposed study consists of the follow-
ing key contributions:

• Investigate various machine learning (ML),
deep learning, and transformer-based mod-
els for stress identification from code-mixed
Tamil and Telugu texts.

• Fine-tuned Tamil-BERT and Telugu-BERT
models on respective datasets to enhance
stress identification performance from code-
mixed data.

2 Related Work

While various studies have studied stress detec-
tion in English and other high-resource languages,
attention to low-resource languages like Tamil
and Telugu has been sparse (Hegde et al., 2022).
Chauhan et al. (2017) conducted a study using
electrocardiogram data to analyze mental stress.
They employed discrete wavelet transform for pre-
processing and feature extraction techniques. Ni-
jhawan et al. (2022) used the application of Un-
supervised Topic Modeling using Latent Dirichlet
Allocation has facilitated the identification of emo-
tions in online user data. This approach has proven
effective in analyzing stress or depression, which
achieved a high detection rate. Another study (Jad-
hav et al., 2019) focused on social media stress
detection using textual data, highlighting the effec-
tiveness of combining BiLSTM with an attention
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mechanism. Dreaddit, a corpus of 190K Reddit
posts with 3.5K labeled for stress identification,
was introduced by (Elsbeth, 2019). Few studies (Li
and Liu (2020), Oryngozha et al. (2023)) demon-
strated high accuracy rates in stress identification
through the application of conventional and neu-
ral supervised learning techniques on the Dreaddit
dataset. Ahuja and Banga (2019) focused on exam
pressure and recruitment stress frequently ignored
factors and aimed to determine the extent of stress
experienced by college students. The researchers
utilized four classification algorithms (LR, NB, RF,
and SVM) with a dataset comprising 206 student
records from the Jaypee Institute of Information
Technology. Their study yielded the highest ac-
curacy for SVM. In another study conducted by
(Lin et al., 2017), the relationship between users’
stress states and their friends on social media was
investigated using a large-scale real-world social
platform dataset.

Researchers enhanced transformer-based mod-
els, including BERT and MentalBERT, by incor-
porating extra-linguistic data for depression and
stress detection in social media (Ilias et al., 2023).
Their approach involved a multimodal adaptation
gate for combined embeddings, inputting data into
a BERT (or MentalBERT) model, and model cali-
bration through label smoothing (Aspillaga et al.,
2020). The study highlighted the robustness of
transformer-based models like RoBERTa, XLNet,
and BERT in stress tests but also identified fragility
and unexpected behaviors, suggesting potential di-
rections for further advancements in the field.

3 Task & Dataset Descriptions

The task organizers curated a standardized dataset
for identifying stress-related statements in Tamil
and Telugu code-mixed social media texts. This
effort aims to develop a system that proficiently
recognizes stress expressions within a given so-
cial media text. The dataset is derived from the
organizers’ corpus (S et al., 2022), categorized into
Stressed (St) and Non Stressed (NSt). Table 1 dis-
plays the dataset distribution summary for Stress
Identification Dataset in Tamil, including details
on the train, test, and validation datasets, along
with the total word count for each class. The same
information is presented in Table 2 for Stress Iden-
tification Dataset in Telugu.

Class Train Validation Test WT

St 1784 439 370 238434
NSt 3720 939 650 30876

Total 5504 1378 1020 269310

Table 1: Summary of SID in Tamil where WT denotes
total words

Class Train Validation Test WT

St 1783 440 400 267320
NSt 3314 799 650 26663

Total 5097 1239 1050 293983

Table 2: Summary of SID in Telugu where WT denotes
total words

4 Methodology

The suggested methodology encompasses assess-
ing diverse feature extraction techniques, inte-
grating ML and DNN, and exploring various
transformer-based architectures. The comprehen-
sive approach aims to explore the effectiveness of
different strategies in addressing the challenge of
stress identification in the specified linguistic con-
text. Figure 1 illustrates an overall outline of the
stress identification technique in Tamil and Telugu
code-mixed texts.

Figure 1: Schematic process of Stress Identification

4.1 Textual Feature Extraction

This study adopted several feature extraction meth-
ods to facilitate the training of classifier models
for stress identification. We have employed TF-
IDF (Sundaram et al., 2021) for ML models and
Word2Vec embeddings (Rashid et al., 2020) for
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DL models. The Keras embedding layer is vital
in generating 100-dimensional embedding vectors,
which encode the semantic meaning of words in
the document.

4.2 ML Approaches

Various ML-based approaches (including LR, DT,
and NB) are explored in developing a robust stress
recognition system. Meticulous parameterization
was applied to optimize each algorithm’s efficiency.
For instance, logistic regression underwent fine-
tuning with a regularization parameter of 0.01, and
the decision tree was configured with a maximum
depth of 10. Naive Bayes incorporated an RBF
kernel with a gamma value of 0.001, enhancing al-
gorithm effectiveness in stress pattern recognition.

4.3 DL Approaches

A hybrid CNN and LSTM architecture (Wu et al.,
2020) is employed, featuring seven layers. The
model starts with a 200-length sequence vector in-
put into the embedding layer, followed by two con-
volution layers with ‘relu’ activation and downsam-
pling via a max-pooling layer. The Bidirectional
LSTM layer, with 128 units, addresses complex
patterns, and a dropout rate of 0.5 mitigates over-
fitting. The final layer uses a sigmoid activation
function for binary classification. Pre-trained word
vectors are explored, and training spans 20 epochs
with a batch size of 64, achieving a balance be-
tween performance and computational efficiency
in stress identification.

4.4 Transformer-based Approaches

This research exploited three pre-trained trans-
former models, namely M-BERT (Devlin et al.,
2018), Tamil-BERT (Joshi, 2022), and Telugu-
BERT (Joshi, 2022). These models, sourced from
the Hugging Face1 transformers library, underwent
fine-tuning using the Ktrain (Maiya, 2022) pack-
age. Pre-trained versions of the transformer-based
models are used with a maximum sequence length
of 100 and a batch size of 16. The training spanned
three epochs with a learning rate of 1e−4, enhanc-
ing their effectiveness for the specific task of stress
identification.

5 Results and Analysis

Table 3 demonstrates the performance of the em-
ployed techniques for stress identification on the

1https://huggingface.co/

test set for Tamil code-mixed language and Table
4 for Telugu code-mixed language. The macro F1-
score (F) was employed as a significant metric to
determine model dominance, while we also evalu-
ated the models on accuracy (A), precision (P), and
recall (R) scores.

Method Classifier P R F A

ML
LR 0.72 0.57 0.64 0.76

DT 0.58 0.94 0.71 0.73

NB 0.52 0.99 0.68 0.67

DL
CNN 0.61 0.82 0.68 0.68

BiLSTM 0.59 0.88 0.65 0.67

CNN+BiLSTM 0.54 0.99 0.70 0.72

Transformers
m-BERT 0.77 0.75 0.68 0.68

Tamil-BERT 0.78 0.77 0.71 0.71

Table 3: Performance for stress identification for Tamil
code-mixed language

Method Classifier P R F A

ML
LR 0.66 0.17 0.27 0.65

DT 0.58 0.91 0.70 0.72

NB 0.56 0.97 0.70 0.70

DL
CNN 0.52 0.90 0.69 0.70

BiLSTM 0.60 0.92 0.71 0.71

CNN+BiLSTM 0.58 0.96 0.71 0.72

Transformers
m-BERT 0.72 0.73 0.70 0.70

Telugu-BERT 0.78 0.76 0.72 0.72

Table 4: Performance for stress identification in Telugu
code-mixed language

The LR displays competitive performance across
ML models, reaching an accuracy of 0.72, a bal-
anced recall of 0.57, and a macro F1-score of 0.64
for the Tamil dataset. DT excels in recall (0.94), re-
sulting in a higher macro F1-score (0.71), whereas
NB displays high recall (0.99) but poorer accu-
racy, generating a macro F1-score of 0.68. The DL
model gets a competitive macro F1-score of 0.70.
Among Transformers, m-BERT and Tamil-BERT
demonstrate comparable performance, with macro
F1-scores of 0.68 and 0.71, respectively.

For Telugu code-mixed language, LR obtains a
moderate accuracy of 0.66, paired with a reduced
recall, resulting in a macro F1-score of 0.27. Deci-
sion Tree stands out with solid recall (0.91) and a
large macro F1-score of 0.70. Naive Bayes displays
excellent recall (0.97) but poorer accuracy, pro-
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viding a macro F1-score of 0.70. CNN+BiLSTM
delivers balanced accuracy, recall, and the great-
est macro F1-score (0.71). Transformer models,
m-BERT and Telugu-BERT, demonstrate decent
performance, with Telugu-BERT (0.72) marginally
beating m-BERT (0.70) in the macro F1-score.

The comparison analysis underlines the different
performance of models in stress identification tasks
for Tamil and Telugu code-mixed languages. LR
and DT demonstrate different strengths in Tamil,
whereas in Telugu, DT and CNN+BiLSTM do ex-
ceptionally well. The transformer models exhibit
competitive performance but with variances in effi-
cacy throughout the two languages.

6 Error Analysis

The stress detection performance of the BERT
model in both Tamil and Telugu code-mixed lan-
guages demonstrates excellent accuracy in recog-
nizing stressed situations, with a large true posi-
tive count in both datasets. However, a substan-
tial difficulty develops in the form of false posi-
tives, indicating examples incorrectly categorized
as stressed, particularly within an environment of
class imbalance when non-stressed instances out-
weigh stressed ones. Figures 2 and 3 illustrate
the performance of Tamil-BERT and Telugu-BERT
models concerning the confusion matrix for the
stress identification task.

Figure 2: Confusion matrix of stress identification in
Tamil using Tamil-BERT

Figure 2 illustrates the Tamil-BERT model’s ro-
bust performance, accurately classifying 365 not
stressed and 361 stressed samples out of 650 and
400, respectively. Despite this, precision is lim-
ited, with 285 not stressed samples misclassified
as stressed and 9 stressed samples misclassified as

not stressed, indicating susceptibility to false posi-
tives, particularly in identifying not stressed sam-
ples. In Figure 3, the Telugu-BERT model demon-
strates strong performance, correctly tagging 371
not stressed and 378 stressed samples out of 650
and 400, respectively. However, precision is lim-
ited, with 279 not stressed samples misclassified as
stressed and 22 stressed samples misclassified as
not stressed. This highlights a vulnerability to false
positives, especially in identifying not stressed sam-
ples.

Figure 3: Confusion matrix of stress identification in
Telugu using Telugu-BERT

Figure 4: Few examples of predicted outputs by the best
performing model (Tamil-BERT)

Figure 5: Few examples of predicted outputs by the best
performing model (Telugu-BERT)

Figures 4 and 5 illustrates some correct and in-
correct predicted outcomes by the best-performed
models (Tamil-BERT and Telugu-BERT).

268



Limitations

Several challenges were encountered in the stress
identification task, primarily from using code-
mixed language and an imbalanced dataset. The
major limitations of the developed models are as
follows:

• Incorporating multiple languages in code-
mixed text introduces linguistic variations,
making it intricate for models to discern stress-
related patterns precisely.

• The dataset exhibits an imbalance, with a
prevalence of non-stressed instances com-
pared to stressed ones, potentially affecting
the model’s generalization capabilities. These
factors collectively contribute to the task’s
intricacy, necessitating strategic approaches
for enhanced model adaptability and accurate
stress identification.

7 Conclusion

This work presented a comprehensive study of
stress detection within the code-mixed languages
of Tamil and Telugu by exploiting various ML, DL,
and transformer-based models. Remarkably, the
transformer model Tamil-BERT emerges as a re-
markable performer, achieving the most significant
macro F1 score of 0.71 in the context of Tamil.
Meanwhile, in the domain of Telugu, the leading
model is Telugu-BERT, exhibiting a substantial
macro F1 score of 0.72. Future endeavors may in-
volve the integration of culturally sensitive features,
thereby enhancing the effectiveness of stress detec-
tion in social media interactions within specific
linguistic contexts.
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Abstract

Machine learning and deep learning models
have shown great potential in detecting hate
speech from social media posts. This study
focuses on the homophobia and transphobia
detection task of LT-EDI-2024 in English. Sev-
eral machine learning models, a Deep Neu-
ral Network (DNN), and the Bidirectional
Encoder Representations from Transformers
(BERT) model have been trained on the pro-
vided dataset using different feature vectoriza-
tion techniques. We secured top rank with
the best macro-F1 score of 0.4963, which was
achieved by fine-tuning the BERT model on the
English test set.

1 Introduction

The increase in popularity of social media has fos-
tered hate speech in online discourse Paz et al.
(2020) Fortuna and Nunes (2018). Social media
posts produce a great volume of data which can
be hard to moderate manually. Artificial Intelli-
gence tools have proven to be useful in combat-
ing trolling Cheng et al. (2017), misinformation,
cyberbullying Moreno et al. (2019), etc. Specif-
ically, Large Language Models (LLMs) such as
BERT, Cross-Lingual RoBERTa (XLM-RoBERTa)
Conneau et al. (2019), and Multilingual Represen-
tations for Indian Languages (MuRIL) Khanuja
et al. (2021) have been used in recent studies to
counter different types of hate speech Mozafari
et al. (2020a,b); Kumaresan et al. (2023). The Les-
bian, Gay, Bisexual, and Transgender (LGBT+)
community has been a prominent target for on-
line hate speech in the past Hinduja and Patchin
(2020). Homophobia is the expression of hate and
negative attitudes towards people who identify as
homosexuals. Transphobia is the expression of
negative beliefs towards people who identify as
transgenders. It is imperative to filter such toxic
and abusive language towards the LGBT+ commu-
nity, as it can be the cause of severe psycholog-

ical distress, and can silence their online voices.
Very few datasets are available online for homo-
phobia and transphobia detection in code-mixed
languages such as Malayalam and Hindi Kumare-
san et al. (2023) Chakravarthi et al. (2023). In
recent years, shared tasks have been conducted to
promote research for different types of hate speech
such as misogyny (Automatic Misogyny Identifi-
cation) Fersini et al. (2020), hate speech in low-
resource languages (Hate Speech and Offensive
Content Identification in English and Indo-Aryan
Languages) Mandl et al. (2021), and code-mixed
languages Satapara et al. (2021).

In this study, we focus on our participation in
the LT-EDI-2024 shared task, which was was the
detection of homophobia and transphobia from so-
cial media comments1. We have selected English
data set for the task Kumaresan et al. (2024). The
provided datasets were converted into feature vec-
tors using techniques such as Term Frequency -
Inverse Document Frequency (TF-IDF), count vec-
torizer, Word2Vec. Machine learning and deep
learning models were then trained and evaluated on
the datasets using empirical metrics such as accu-
racy, macro-F1 score, etc. The rest of the article is
structured as follows: Section 2 discusses the rele-
vant literature in sentiment analysis and hate speech
detection. Section 3 provides details of the dataset,
and the steps involved in the experiment such as
feature vectorization, model training, fine-tuning,
and evaluation. Section 4 discusses the results and
findings of the study, and Section 5 concludes the
study.

2 Related Works

In this section, we will discuss the relevant liter-
ature and previous work conducted in sentiment
analysis and hate speech detection.

1https://codalab.lisn.upsaclay.fr/competitions/16056
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2.1 Sentiment Analysis

Natural Language Processing (NLP) tools have
been extensively utilised to perform sentiment anal-
ysis on datasets in English and other languages
Shah and Kaushik (2019); Shah et al. (2020);
Kazhuparambil and Kaushik (2020a,b). Code-
mixed languages present several challenges due
to factors such as inconsistent spelling, lack of
grammatical rules, and more Mathur et al. (2018).
A novel dataset in code-mixed Hinglish was in-
troduced by Kaur et al. (2019), who performed
sentiment analysis on comments about cookery
channels using machine learning models. Addi-
tionally, deep learning approaches such as multi-
layer perceptron Donthula and Kaushik (2019) and
Transformer-based models were also explored Ya-
dav et al. (2021); Yadav and Kaushik (2022).

2.2 Hate Speech Detection

NLP models have seen significant success in hate
speech detection Yadav et al. (2023a); Kumar et al.
(2018); Yadav et al. (2023b); Chinnaudayar Na-
vaneethakrishnan et al. (2022). Forum for In-
formation Retrieval Evaluation (FIRE) 2022 or-
ganized task A for detecting sentiment analysis
and task B for detecting homophobia Chinnau-
dayar Navaneethakrishnan et al. (2022). The
highest accuracy of 93% and 91% was achieved
by using XLM-RoBERTa and BERT respectively
Manikandan et al. (2022). Authors Kumare-
san et al. (2023) presented a novel dataset of
YouTube comments for homophobia and transpho-
bia in the following languages: Malayalam, Hindi,
Tamil, English, and code-mixed Tamil and English.
Chakravarthi (2023) introduce a dataset for ho-
mophobia and transphobia detection in English,
Tamil and code-mixed Tamil and English. An-
other study Chakravarthi et al. (2022) expands on
the baseline in Chakravarthi (2023) by evaluating
the performance of multilingual language models.
The second shared task on Homophobia and Trans-
phobia Detection in Social Media Comments (LT-
EDI@RANLP-2023) Chakravarthi et al. (2023)
was conducted in the following 5 languages: En-
glish, Spanish, Tamil, Hindi, and Malayalam. For
task A in Malayalam, Spanish, and Tamil, the best
weighted F1 score achieved was 0.9976, 0.8883,
and 0.9496 respectively, using a weight-space en-
sembling technique Ninalga (2023). A multilingual
model was trained on the complete dataset consist-
ing of all languages, and individual models were

Category Train Test Dev
Non-anti-LGBT+ 2,978 748 931

Homophobia 179 42 55
Transphobia 7 2 4

Table 1: Class distribution of the English datasets

fine-tuned for each language. Linear interpolation
was then performed between the weights of the
fine-tuned and multilingual models. For task B in
Malayalam, the best score of 0.8842 was achieved
using a custom XLM-RoBERTa model, which was
pre-trained with a random sample of 50,000 tweets.
For Hindi, Malayalam, and Tamil, one-fourth of
the tweets were Romanized to accommodate code-
mixing Wong et al. (2023). The literature review
suggests that machine learning and deep learning
models should be further studied to develop effi-
cient systems for detecting different aspects of hate
speech, such as homophobia and transphobia.

3 Methodology

In the section, the methodology used in the task is
discussed.

3.1 Task and Dataset Description

The Homophobia/Transphobia Detection in social
media comments shared task at LT-EDI@EACL-
2024 was available in several languages such as
Hindi, Tamil, Telugu, Kannada, Gujarathi, Malay-
alam, Marathi and Tulu. The training dataset for
English consisted of a total of 3,164 samples which
was divided into the following three classes: ‘Non-
anti-LGBT+ content’, ‘Homophobia’, and ‘Trans-
phobia’. The development set consists of a total
of 792 samples, and the test set of 990 samples.
Table 1 displays the class distribution of all the
sets. Figure 1 displays an example comment from
each class in the dataset. In Phase-1 of the study,
the training and development sets were released.
In Phase-2 of the study, the test comments were
released and predictions on these comments were
submitted to the shared task organisers for evalua-
tion. Later on, the test set with labels was released
so that the performance of all the models could be
evaluated.

3.2 Experiment

In this subsection, we will discuss the steps in-
volved in preprocessing the data, feature extraction,
and model training. The free version of Google Co-
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Figure 1: Example comments from each class for English

lab with GPU was used for experimentation. For
all models, the training (TS) and development sets
(DS) were combined into the merged training set
(MTS), and finally split as a stratified sample into
training and validation sets consisting of 70% and
30% of the data respectively. Stratified 10-fold
cross validation (CV) and parameter tuning was
performed using GridSearch CV on the 70% train-
ing set for machine learning models to find best pa-
rameters. The best models with optimal parameters
are selected based on the macro-F1 score obtained
by evaluating on the 30% validation set. Finally,
the best model with optimal parameters trained on
the 70% training set is used to evaluate model per-
formance on the unseen test set (UTS). The results
of top two models for each vectorization technique
have been recorded. Figure 2 depicts the various
steps of the experiment proposed in this study.

Figure 2: Flowchart of Experimental Methodology

3.2.1 Feature Engineering
For training the machine learning models, data
cleaning and pre-processing was performed by re-
moving all non-ASCII characters, user handles,
hyperlinks, punctuation, extra whitespaces, stop-
words, and newlines. The pre-processing steps
were handled by the Natural Language Toolkit
(NLTK) library2. The ‘category’ columns for all
the sets were converted into numeric labels using
Label Encoder. The following feature vectorization
techniques were tested for machine learning mod-
els: TF-IDF, count vectorizer, and Word2Vec. For
TF-IDF and count vectorizer, the maximum num-
ber of features has been limited to 2000. A custom
Word2Vec model was trained on the merged train-
ing set with a vector size of 300, window of 10,
and the skip-gram architecture McCormick (2016).
The Word2Vec model was trained using the Gen-
sim library3. Min-Max scaling to a feature range
of 0 to 1 was performed on the Word2Vec embed-
dings to remove any negative values in the training
data.

3.2.2 Machine Learning
The following machine learning models were
trained on the resulting vectors: Logistic Regres-
sion (LR), Naive Bayes Bernoulli (NB-B), Gaus-
sian (NB-G), and Multinomial (NB-M), Support
Vector Machine Linear (SVM-L) and Radial Basis
Function (SVM-R), Decision Trees (DT), and Ran-
dom Forests (RF). For LR, SVM-L, and SVM-R,
the value of the parameter C ranges from 10−3 to
10+3. For LR, the lbfgs and liblinear solvers are
considered. For NB-B and NB-M, the value of α
considered is in the range of 10−3 to 10+3. For
SVM-R, a range of 10−3 to 10+3 is considered for
the value of γ. For DT and RF, gini and entropy
are considered as criterion. For DT, the maximum
depth of the nodes is considered in the range of 40

2https://www.nltk.org/
3https://radimrehurek.com/gensim/models/word2vec.html
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Model Acc Macro-F1 Prec Rec
BERT 0.9556 0.4963 0.5794 0.4585

TF-IDF + DNN 0.9202 0.4295 0.4302 0.4288
TF-IDF + RF 0.9282 0.3482 0.3696 0.3461
TF-IDF + DT 0.8939 0.3551 0.3535 0.3567

Count Vec + DT 0.8797 0.3731 0.3667 0.3859
Count Vec + RF 0.8888 0.3707 0.3661 0.3778

Word2Vec + NB-G 0.6975 0.3428 0.3679 0.4797
Word2Vec + NB-M 0.9418 0.3233 0.3139 0.3333

Table 2: Top Model Results on the Unseen Test Set

to 60. For RF, the no. of estimators are considered
in a range of 10 to 100 in steps of 10. For NB-G,
var smoothing has been applied.

3.2.3 Deep Neural Network
The DNN model has been trained and evaluated
using Tensorflow4. TF-IDF vectors have been used
to train a DNN consisting of seven layers. The
dense input layer has 128 neurons, ‘relu’ activa-
tion, and is followed by a dropout layer (dropout
= 0.2). Next is another dense layer with 64 neu-
rons and ‘relu’ activation, followed by a dropout
layer (dropout = 0.2). This is followed by another
dense layer with 32 neurons and ‘relu’ activation,
followed by a dropout layer (dropout = 0.2). The
final layer is a dense layer with ‘softmax’ activation
to predict the classes. The Adam optimiser with
a learning rate of 0.001 is used for optimization.
The sparse categorical cross-entropy loss is used
while training. The model is then trained for 15
epochs. A class weight dictionary has been cal-
culated and used while training to account for the
class imbalance.

3.2.4 Transformer-based models
The BERT (bert-base-uncased)5 Devlin et al.
(2018) English model consists of 12 layers and
110M parameters. It was fine-tuned using Hugging-
Face6 and Pytorch7. All the comments have been
encoded using a BERT tokenizer with the maxi-
mum sequence length of 128. The encodings have
been converted into TensorDataset and batched us-
ing data loader. The hyperparamters used are as
followings: number of epochs = 3, learning rate
= 3e-5, and training and evaluation batch size =
2. The fine-tuned model was then evaluated on
the 30% validation set and finally used to make
predictions on the unseen test set.

4https://www.tensorflow.org/
5https://huggingface.co/bert-base-uncased
6https://huggingface.co/
7https://pytorch.org/

4 Results and Analysis

In this section, we will discuss the results of the
experiment and analyse the findings. Table 2 dis-
plays the performance of the best two models for
each vectorization technique based on the follow-
ing evaluation criteria: Accuracy (Acc), Macro-F1,
Precision (Prec), and Recall (Rec). The highest
macro-F1 score of 0.4963 is achieved by the BERT
model, followed by 0.4295 achieved by the DNN +
TF-IDF model. Out of the machine learning mod-
els, DT performs the best with count vectorizer,
achieving a macro-F1 score of 0.3731. Thus, the
BERT model can be considered as the best model
for homophobia and transphobia detection on this
English dataset. The model has been made avail-
able8

5 Conclusion

In this study, homophobia and transphobia detec-
tion in English is conducted using different ma-
chine learning models, a DNN, and BERT. The
highest macro-F1 score achieved is 0.4963 us-
ing the BERT model through simple fine-tuning.
Transformer-based models have outperformed tra-
ditional machine learning models in this task of
homophobia and transphobia detection. Further
exploration can be carried out for online inclusivity
through experimentation on different datasets and
more complex model architectures.

Limitations

The dataset consists of YouTube comments in in-
formal English. Informal English on social media
platforms does not follow the linguistic rules of
proper English. NLP models and tools have been
pre-trained on internet sources written in formal
English. Additionally, there is a scarcity of datasets
that focus on homophobia and transphobia detec-
tion.

8https://huggingface.co/sam34738/BERT_homo
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The annotated dataset used in this study has been
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Abstract

Identifying an individual where he/she is
stressed or not stressed is our shared task topic.
we have used several machine learning models
for identifying the stress. This paper presents
our system submission for the task 1 and 2 for
both Tamil and Telugu dataset, focusing on us-
ing supervised approaches. For Tamil dataset,
we got highest accuracy for the Support Vector
Machine model with macro f1-score of 0.98
and for Telugu dataset, we got highest accu-
racy for Random Forest algorithm with macro
f1-score of 0.99. By using this model, Stress
Identification System will be helpful for an in-
dividual to improve their mental health in opti-
mistic manner.

1 Introduction

Stress, anxiety, and depression (SAD) are psycho-
logical disorders that have a serious negative im-
pact on mental stability. These disorders interfere
with an individual’s ability to go about their ev-
eryday life normally and can sometimes worsen
into trauma. The human body releases a variety
of chemicals when under stress, despair, or worry,
and this results in alterations to nonverbal body lan-
guage. These psychological diseases can be generi-
cally categorised as stress, anxiety, and depression
according to the different stages involved in their
exploration. Stress is the second stage of mental ill-
ness, during which psychological illnesses become
more moderate since anxiety is a persistent factor.
The third most serious psychological condition that
can have a long-term negative impact on a person’s
physical and mental health is depression.An indi-
vidual’s level of discomfort is a result of stress, and
this discomfort manifests as anxiety or depressive
episodes. Stress is the culmination of all the things
that can make someone feel stressed out. Exercises,
additional work, a task overload, shallow breathing,
insufficient sleep, questionnaires, etc. are examples
of stressors. According to a study, stress can have

a beneficial or negative effect depending on the
circumstances. The study looked at people’s social
media posts, where they shared their feelings and
emotions, to determine whether or not they were
stressed. Social media posts in code-mixed Tamil
and Telugu should be classified as either Stressed
or Not stressed by the system. Numerous machine
learning methods, including the Random Forest,
Naive Bayes, and Support Vector Machine (SVC)
algorithms, have been employed. This is how the
rest of the paper is structured. The literature on
work linked to stress identification is briefly dis-
cussed in Section 2. Section 3 provides a detailed
description of our system, and Section 4 presents
the findings and conclusions from the experiments.
We wrap off the work by discussing potential im-
plications for further research.

2 Literature Review

In Singh and Kumar (2022), the researchers have
used some existing computer vision models for
systematic review and used machine learning algo-
rithms to detect SAD, which is more efficient than
medical investigations because machine learning is
fast and best for computing stress.

The proceedings in Robles et al. (2022),The re-
searchers have used surface electromyography sig-
nals (sEMG) for detecting stress with the help of
convolutional neural networks, and they got mod-
erate range of the macro f1-score for a bi-class and
multi-class classification. But they didn’t provide
necessary information about the size or diversity
of the dataset used for training and testing, and
insights into the interpretability of the model.

S and Karthick (2022) have also used the deep
learning modal with a convolutional-based network
approach and multimodel data with the help of sen-
sors in which the data are collected, such as heart-
beat, body temperature, respiration, electromyo-
graphic (EMG) data, and additional long and short-
term Memory is used. They didn’t provide any
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limitations or drawbacks.
In Tahira and Vyas (2023) a hybrid deep learn-

ing model that combines bidirectional long short-
term memory (BLSTM) and convolutional neural
networks (CNN) is presented for exploiting EEG
signals to determine stress. Even though the modal-
ity got higher accuracy, they didn’t explore other
potential factors that are responsible for the stress.

In Gowtham et al. (2023), the researchers used
the BERT model for text-based research and
achieved better range of the f1-score, and they
combined stacked transformer encoder layers with
stacked bi-directional LSTM. But it did not explore
other modalities such as signal- or speech-based
analysis, and it is not clear how the model’s perfor-
mance compares to other existing state-of-the-art
models in stress analysis.

In Suba Raja et al. (2023), they will send the
test data through SMS alerts using a GSM module
by extracting facial expression and mapped onto
the emotion space and the EEG signal value is
evaluated. The accuracy and robustness have been
limited for the evaluation of this system and have
not been discussed the potential limitations.

Saputra and Nafi’Iyah (2022) used feature extrac-
tion techniques including mean, standard deviation,
and MAV, were applied to the EEG signals to cap-
ture relevant information. They have used several
machine learning models to features, but the KNN
algorithm achieved the highest accuracy in distin-
guishing between stressed and normal individuals.
But they did not provide information about demo-
graphic characteristics and also not investigate the
impact of external factors.

Garg et al. (2021) aimed to identify the stress
among individuals using machine learning and
wearable sensors with a random forest model in
both binary and three-class classifications, achiev-
ing macro f1-scores of 83.34 and 65.73, respec-
tively.But this paper fails to discuss the ethical con-
siderations and privacy concerns related to the use
of the wearable sensors.

Sharma et al. (2021) provides a comprehensive
review and analysis of supervised learning (SL)
and soft computing (SC) techniques used in diag-
nosis and the potential use of the hybrid technique
gives a more accurate stress diagnosis. Their limi-
tations are due to the factors such as real-time data
collection, bias, integrity, multi-dimensional data,
and data privacy.

Kul (2021) focuses on predicting and detecting

stress in individuals by using IoT technology and
body sensors, and that uses deep learning algo-
rithms to analyze this data and suggest sending
alerts, messages to the individual’s relatives for
support. But they didn’t compare with any other
existing methods and didn’t provide any real-world
validations of the proposed modal in practical sce-
narios.

3 Problem and system description

From the given dataset, we have to train the
model whether the given sentence is stressed or
not stressed. This shared task is to detect the indi-
viduals whether he/she affected by stress from their
social media postings by analysing their shared
feelings and emotions. Given dataset of social me-
dia postings consists of both Tamil and Telugu lan-
guages with this, we have to classify the given
test data with 2 labels namely “stressed” or “not
stressed”.

3.1 Dataset description
The shared dataset consists of 2 languages namely
Tamil and Telugu. In Tamil, the training dataset
consists of 1,784 Stressed class labels and 3,720
Non-Stressed class labels out of 5,504 labels and
the test dataset consists of 1,020 labels. The Telugu
training dataset consists of 1,783 Stressed class
labels and 3,314 Non-Stressed class labels out of
5,097 labels and the test dataset consists of 1,050
labels. Additionally, they are provided with the
development dataset to check the model.

Dataset No. of Comments
Train 5,504
Test 1,020

Table 1: Tamil Dataset Description

Dataset No. of Comments
Train 5,097
Test 1,050

Table 2: Telugu Dataset Description

3.2 Work flow of the proposed system
1.Data pre-processing 2.Encoding module 3.Model
description

The above mentioned are the major sub cate-
gories in the work flow which is explained below
with detailed description.
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Figure 1: Proposed System Workflow

3.2.1 Data pre-processing

For the given dataset, we have used label encoder
which is used to convert the categorical data into
the numerical data. It will assign a unique integer
to each category which helps the algorithm assume
categorical data as numerical data so it makes easier
for the models to process the given dataset.

3.2.2 Encoding module

For our dataset, we have used tfidfvectorizer which
is imported from sklearn.feature-extraction. The
feature extraction is used to makes the dataset in
more efficient manner and is very helpful for better

predictions by enhancing the model performance
and reducing complexity. The TfidfVectorizer ac-
cepts the given dataset as input and which trans-
forms the text into matrix where the rows are rep-
resented as documents and the columns are repre-
sented as unique word and TF-IDF will be calcu-
lated to create the matrix. The main use of vector-
izer is the conversion of text data into the numerical
representations such as matrix to get better model
performance.

3.2.3 Model description
To predict where the person is stressed or not
stressed by their social media postings, we used
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three machine learning models for both the dataset
i.e., Tamil and Telugu dataset to find the highest ac-
curacy model. The three machine learning models
are namely,

Naive Bayes classifier algorithm works based
on the Bayes theorem which gives equal impor-
tance to all the features to predict the class label.
In training dataset, it calculates the class and fea-
ture probabilities. During prediction, it computes
the likelihood probability of each class given the
features, assigning the highest probability class.

Random forest algorithm is a machine learning
method that construction of the multiple decision
trees by randomly selecting features and samples
and handles the high dimensional data. It excels in
accuracy for classification, regression and feature
selection tasks. It can be used for finding both
classification and regression the given dataset.

Support vector machine(SVM) is an algorithm
which is also used for both classification and regres-
sion. It has diverse domains like text classification
and image detection . It identifies the hyperplane
that maximizes the margin between classes and can
also handle the non-linear classification. It can en-
able SVM to learn complex decision boundaries.

Figure 2: Confusion Matrix Of Support Vector Classifier
Model- Tamil Data

4 Experimental Analysis

In this experiment we have used 2 different lan-
guages of dataset and 3 machine learning model to
predict the class label whether it is “stressed” or
“non-stressed”. In Tamil dataset, we have gotten ac-
curacy of 98.09% in SVM classifier,97.27% in ran-
dom forest algorithm and 89.19% in Naı̈ve Bayes
algorithm. As of our accuracy result, all the model

Figure 3: Confusion Matrix Of Random Forest Model-
Telugu Data

will have the high accuracy hence we considered
the support vector machine algorithm as the best al-
gorithm among the other algorithm and it also have
0.98 macro f1-score. In Telugu dataset, we have
got accuracy of 98.9% in SVM classifier,99.01% in
random forest algorithm and 92.9% in naı̈ve Bayes
algorithm. As of our accuracy result, all the model
will have the high accuracy hence we considered
the random forest algorithm as the best algorithm
among the other algorithm and it have macro 0.99
f1-score.

Model Macro F1-Score
Support Vector Classifier 0.98

Random Forest 0.97
Naive Bayes 0.89

Table 3: Macro F1-Score Metrics for Tamil Data

Model Macro F1-Score
Support Vector Classifier 0.98

Random Forest 0.99
Naive Bayes 0.93

Table 4: Macro F1-Score Metrics for Telugu Data

5 Conclusion

Stress Identification is a very sensitive topic where
many people around us and we also got stressed
now-a-days. Some peoples are handling the things
in practical ways but most of 80% of peoples are
going to the depression state and they are pushed
to take the wrong decision by the surroundings.
Hence stress identification system will help an in-
dividual to improve their mental health in positive
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manner. For both the datasets, we got the highest
accuracy points and high macro f1-score. So, we
got SVM for Tamil dataset with 98% and random
forest algorithm for Telugu dataset with accuracy
99% as best predicting models. Therefore,we got
more accuracy rate while comparing with any ma-
chine learning model and deep learning model,

Figure 4: Accuracy - Tamil Data

Figure 5: Accuracy - Telugu Data

Model Accuracy
Support Vector Classifier 0.98

Random Forest 0.97
Naive Bayes 0.89

Table 5: Accuracy for Tamil Dataset

Model Accuracy
Support Vector Classifier 0.98

Random Forest 0.99
Naive Bayes 0.92

Table 6: Accuracy for Telugu Dataset
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Abstract

Misogynistic memes are a category of memes
which contain disrespectful language targeting
women on social media platforms. Hence, de-
tecting such memes is necessary in order to
maintain a healthy social media environment.
To address the challenges of detecting misogy-
nistic memes, "Multitask Meme classification -
Unraveling Misogynistic and Trolls in Online
Memes: LT-EDI@EACL 2024" shared task
organized at European Chapter of the Asso-
ciation for Computational Linguistics (EACL)
2024, invites researchers to develop models
to detect misogynistic memes in Tamil and
Malayalam. The shared task has two sub-
tasks and in this paper, we - team MUCS, de-
scribe the learning models submitted to Task
1 - Identification of Misogynistic Memes in
Tamil and Malayalam. As memes represent
multi-modal data of image and text, three mod-
els: i) Bidirectional Encoder Representations
from Transformers (BERT)+Residual Network
(ResNet)-50, ii) Multilingual Representations
for Indian Languages (MuRIL)+ResNet-50,
and iii) multilingual BERT (mBERT)+ResNet-
50, are proposed based on joint representation
of text and image, for detecting misogynis-
tic memes in Tamil and Malayalam. Among
the proposed models, mBERT+ResNet-50 and
MuRIL+ ResNet-50 models obtained macro F1
scores of 0.73 and 0.87 for Tamil and Malay-
alam datasets respectively securing 1st rank for
both the datasets in the shared task.

1 Introduction

Memes, in the digital age, have become a common
form of cultural expression, often shared widely
across social media platforms and internet com-
munities. These memes typically comprising of
images/videos and text embedded on them, started
with the idea of sharing humor (Suryawanshi et al.,
2020). But these days, memes are often being mis-
used to spread hateful, troll, and misogynistic con-
tent. Misogynistic memes are a category of memes

that propagate negative attitude towards women.
These memes often promote dangerous or harm-
ful pranks, challenges, or behaviors which leads
to physical harm, injury, or legal consequences
(Guest et al., 2021; Hegde et al., 2021). Hence, it
is necessary to detect such content to protect users
from getting harmed and also to maintain a safe
and inclusive online environment.

Detecting misogynistic memes on social media
is challenging due to the combination of text, im-
age/video, and sometimes audio also, which ex-
hibits a multi-modal nature. This problem becomes
more challenging when the embedded text belongs
to low-resource languages like Tamil, Malayalam
etc., where lack of digital resources and compu-
tational tools is the common issue. "Multitask
Meme Classification - Unraveling Misogynistic
and Trolls in Online Memes: LT-EDI@EACL
2024" (Chakravarthi et al., 2024) shared task en-
courages the researchers to develop models to de-
tect misogynistic and trolling content in Tamil and
Malayalam memes. The shared task has two sub-
tasks and in this paper, we - team MUCS, describe
the learning models submitted to Task 1 - Identifi-
cation of Misogynistic Memes in Tamil and Malay-
alam. As memes are made up of textual and vi-
sual components, they can be represented as multi-
modal data of textual and visual features integrated
into a single representation known as joint repre-
sentation. Three models: i) BERT+ResNet-50, ii)
MuRIL+ResNet-50, and iii) mBERT+ResNet-50,
are proposed based on joint representation, for de-
tecting misogynistic memes in Tamil and Malay-
alam.

The rest of the paper is arranged as follows: a
review of related work is included in Section 2 and
the methodology is discussed in Section 3. Ex-
periments and results are described in Section 4
followed by concluding the paper with future work
in Section 5.
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2 Related work

Researchers have explored several models for de-
tecting memes by representing the visual and tex-
tual components of memes as two uni-modal data
as well as integrating visual and textual compo-
nents into a single joint representation. Few of
such relevant research works are described below:
Raha et al. (2022) have explored uni-modal (Image-
Grid, Image-Region, Text BERT, Text Robustly Op-
timized BERT Pre-training Approach (RoBERTa),
Uni-modal fusions (Concat-BERT, Late Fusion),
Multi-modal transformers (Multi-Modal BiTrans-
former (MMBT)-Grid, MMBT-Region, Vision-
and-Language BERT (ViLBERT), Visual BERT)
and pre-trained models (ViLBERT CC, Visual
BERT COCO, ViLBERT HM, Visual BERT HM),
for identifying misogynous memes in Concep-
tual Captions (CC), Common Objects in Context
(COCO), Hateful Memes (HM) datasets. Among
all the proposed models, the VilBERT HM model
outperformed all other models obtaining macro
F1 score of 0.712 for HM dataset. Muti et al.
(2022) proposed uni-modal and multi-modal ap-
proaches for identifying misogynistic memes in
English dataset. The multi-modal system is im-
plemented by fusing image and text embeddings
through MMBT which is used to jointly fine-tune
uni-modal pre-trained text and image encoders by
projecting image embeddings to the text token
space. Their proposed multi-modal system ob-
tained a macro average F1 score of 0.727.

Maheshwari and Nangi (2022) experimented var-
ious Machine Learning (ML), Deep Learning (DL)
and Transfer Learning (TL) based models for the
identification of misogynous memes in English.
Their ML models (Support Vector Machine (SVM),
Naive Bayes (NB) and Logistic Regression (LR))
are trained with Term Frequency-Inverse Docu-
ment Frequency (TF-IDF) of word unigrams (text
representation) and pre-trained Visual Geometry
Group-16 (VGG-16) (image representation), DL
models (LSTM and Convolutional Neural Network
(CNN)) are trained with GloVe embeddings (text
representation) and VGG-16 (image representation)
and TL models are trained with BERT variants
(Concat BERT, Average BERT, and Gated BERT)
(text representation) and Common World Knowl-
edge (CWK) and Contrastive Language-Image Pre-
training (CLIP) (image representation). The au-
thors experimented all the models with uni-modal
feature space, i.e, training the classifiers with only

text and only image features and also with joint
learning i.e., training the classifiers with shared
embedding layer for both text and image features.
Among all their models, TL model with joint learn-
ing using Average BERT + CLIP achieved a macro
F1 score of 0.671.

Sean and Kanchana (2022) presented multi-
modal models, namely InceptionV3+BERT back-
bone as Model A, EfficientNetB7+BERT as Model
B, CLIP Image+CLIP Text Backbone as Model C,
SVM and an Ensemble model (Model A, Model
B, SVM), for identifying misogynous memes in
English. Among the proposed models, Ensemble
model achieved a macro F1 score of 0.718. Rao
and Rao (2022) experimented text-based (Bidirec-
tional Long Short Term Memory (BiLSTM)+Glove
embeddings, RoBERTa, Ernie-2.0), image-based
(VGG-16, ResNet-50, ResNet-152, Vision Trans-
former), and multi-modal (VGG-16+BiLSTM,
MMBT, VisualBERT, MMBT with tRoBERTa, and
Average (Avg) Ensemble (RoBERTa and ResNet-
152 models with soft voting)) models, for misog-
ynous meme identification in English language.
Among their proposed models, the Avg Ensem-
ble model outperformed other models with a macro
F1 score of 0.761. Gu et al. (2022) employed an
ensemble of ML models (Multinomial NB (MNB)
and Gradient Boosting classifiers trained with TF-
IDF of word bigrams and unigrams respectively,
and Random forest (RF) classifier trained with var-
ious image features (Hu moment invariants, Haral-
ick textures, and image histograms), for the identi-
fication of misogynous memes. In addition, the ML
models of the ensemble are also trained indepen-
dently with the respective features as mentioned.
Among all their models, RF classifier trained with
various image features outperformed other models
by achieving a macro F1 score of 0.665.

The above literature reveals that the joint rep-
resentation of image and text exhibits promising
performances for meme detection tasks. However,
most of the meme detection tasks focus on English
language giving less importance for low-resource
languages like Tamil and Malayalam.

3 Methodology

The objective of this work is to identify misogy-
nistic memes in the given Tamil and Malayalam
datasets. This is achieved by proposing learning
models based on the joint representation of image
and text components in the given memes. The steps

283



Table 1: Sample Malayalam and Tamil memes (image and text data) with corresponding labels

Tamil
Label Train set Dev set

Misogyny 274 76
Not Misogyny 863 209

Malayalam
Misogyny 256 64

Not Misogyny 384 96

Table 2: Class-wise distribution of memes in Tamil and
Malayalam datasets

involved in the methodology are explained below:

3.1 Pre-processing

Pre-processing is a crucial step that cleans the data
and prepares it for further processing. Usually,
images will be of varying sizes as they will be col-
lected from different sources and hence they are
resized to a standard size. Further, images not in
RGB format are converted to RGB format. Punc-
tuation, digits, urls, and hashtags are considered
as noise and hence are removed from the textual
component. English stopwords (memes may also
include English words), available at NLTK1 library
and Tamil stopwords from a GitHub2 repository
are utilized as references for removing English
and Tamil stopwords from Tamil dataset respec-

1https://pythonspot.com/nltk-stop-words
2https://gist.github.com/arulrajnet/

e82a5a331f78a5cc9b6d372df13a919c

tively and only English stopwords are removed
from Malayalam datasets.

3.2 Construction of Learning Models

In DL, feature extraction and classifier construction
go hand-in-hand. As memes contain image and
embedded text, a joint representation of integrating
image and text features is used in this work. The
image and text encoders used to represent image
and text respectively are described below:

• Text Representation - Transformer models
have emerged as promising pre-trained mod-
els for extracting features from text due to
their ability to capture intricate contextual re-
lationships between words in the given input
sequence. Their self-attention mechanisms en-
able a comprehensive understanding of word
dependencies, allowing for the creation of
context-rich embeddings that enhance the per-
formance of many downstream natural lan-
guage processing tasks. In this work, BERT3

(Devlin et al., 2018), MuRIL4 (Khanuja et al.,
2021), and mBERT5 (Devlin et al., 2018), are
used to represent text as three different mod-
els. BERT is pre-trained on a large amount
of English text in a self-supervised fashion

3https://huggingface.co/bert-base-uncased
4https://huggingface.co/google/muril-base-cased
5https://huggingface.co/bert-base-multilingual-cased
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Language Tamil

Model Dev set Test set
Precision Recall F1 score Precision Recall F1 score

BERT+ResNet-50 0.72 0.70 0.71 0.68 0.65 0.66
MuRIL+ResNet-50 0.77 0.72 0.74 0.75 0.64 0.66
mBERT+ResNet-50 0.75 0.72 0.73 0.77 0.72 0.73

Language Malayalam
BERT+ResNet-50 0.82 0.80 0.81 0.82 0.83 0.82

MuRIL+ResNet-50 0.86 0.80 0.81 0.90 0.87 0.87
mBERT+ResNet-50 0.77 0.75 0.76 0.85 0.84 0.84

Table 3: Performances of the proposed models for identifying misogynistic memes in Tamil and Malayalam datasets

using a Masked Language Modeling (MLM)
objective whereas MuRIL and mBERT are
multilingual pre-trained models which sup-
port Tamil and Malayalam lamguages. While
MuRIL supports 17 Indian languages in their
native and transliterated scripts, mBERT sup-
ports 104 languages in their native script.
BERT is used as the given Tamil and Malay-
alam datasets contain English texts along with
Tamil and Malayalam text in their native
script.

• Image Representation - ResNet-506 (He
et al., 2016) - a CNN with 48 Convolution
layers along with 1 Max Pool and 1 Aver-
age Pool layer and a fully connected layer, is
a variant of ResNet which is pre-trained on
ImageNet (Deng et al., 2009) dataset at a res-
olution of 224x224. ReseNet-50 is used as
image encoder to obtain the image features.

Dual-encoder architecture which is based on joint
representation approach is used to concatenate im-
age and text encoders and the joint encodings are
passed through linear layers to build the classifier
model for identifying misogynistic memes in Tamil
and Malayalam.

Figure 1: Comparison of macro F1 scores of the partici-
pating teams in the shared task

6https://iq.opengenus.org/resnet50-architecture/

4 Experiments and Results

Tamil and Malayalam memes datasets provided
by the organizers of the shared task are labeled as
’Misogyny’ and ’Not Misogyny’ memes, for the
task of binary classification (Chakravarthi et al.,
2024). The sample memes with their correspond-
ing labels and class-wise distribution of Tamil and
Malayalam memes datasets are shown in Tables 1
and 2 respectively. Table 3 shows the performances
of the proposed models. Among the proposed mod-
els, mBERT+ResNet-50 and MuRIL+ResNet-50
models obtained better macro F1 scores of 0.73
and 0.87 for Tamil and Malayalam datasets respec-
tively, securing 1st rank for both the datasets in
the shared task. Figure 1 gives a comparison of
macro F1 scores of all the participating teams in
the shared task.

4.1 Error Analysis

Few misclassified memes along with the actual and
predicted labels obtained from mBERT+ResNet-50
and MuRIL+ResNet-50 for Tamil and Malayalam
datasets respectively, are shown in Table 4. Mis-
classifications are due to the limitations of image
and text encoders. Text encoders may fail to cap-
ture the domain specific meaning of the ambiguous
words. Further, there are a few content words or
phrases that are often used in the context of one
polarity; however, the ground truth of the Test data
with same words or phrases has a different polarity.
For example, during training, the words or phrases
’quick’, ’show’, and ’in front of’ are often used
in the context of ’Misogyny’ and the ground truth
of this transcription is ’Not Misogyny’. From the
image point of view, features that affect the iden-
tification of misogynistic memes include noise in
the image, image quality, size of the training im-
age dataset, and architecture of the image encoder.
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Table 4: Few misclassified Tamil and Malayalam memes with actual and predicted labels

Added to this is the imbalance nature of the given
datasets where both Tamil and Malayalam datasets
contain less number of ’Misogyny’ memes.

5 Conclusion and Future Work

This paper describes, three models:
i) BERT+ResNet-50, ii) MuRIL+ResNet-50,
and iii) mBERT+ResNet-50, based on joint
representation of text and image features, for
detecting misogynistic memes in Tamil and
Malayalam datasets, submitted by our team
- MUCS to "Multitask Meme classification -
Unraveling Misogynistic and Trolls in Online
Memes: LT-EDI@EACL 2024" shared task.
Among the proposed models, mBERT+ResNet-50
and MuRIL+ResNet-50 models obtained macro F1
scores of 0.73 and 0.87 for Tamil and Malayalam
datasets respectively, securing 1st rank for both the
datasets in the shared task. More efficient joint
representations that improve the performance of
the learning models will be explored further.
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Abstract

Homophobic/Transphobic (H/T) content in-
cludes hatred and discriminatory comments
directed at Lesbian, Gay, Bisexual, Transgen-
der, Queer (LGBTQ) individuals on social me-
dia platforms. As this unfavourable percep-
tion towards LGBTQ individuals may affect
them physically and mentally, it is necessary
to detect H/T content on social media. This
demands automated tools to identify and ad-
dress H/T content. In view of this, in this paper,
we - team MUCS describe the learning models
submitted to "Homophobia/Transphobia Detec-
tion in social media comments:LT-EDI@EACL
2024" shared task at European Chapter of
the Association for Computational Linguis-
tics (EACL) 2024. The learning models: i)
Homo_Ensemble - an ensemble of Machine
Learning (ML) algorithms trained with Term
Frequency-Inverse Document Frequency (TF-
IDF) of syllable n-grams in the range (1, 3), ii)
Homo_TL - a model based on Transfer Learn-
ing (TL) approach with Bidirectional Encoder
Representations from Transformers (BERT)
models, iii) Homo_probfuse - an ensemble
of ML classifiers with soft voting trained us-
ing sentence embeddings (except for Hindi),
and iv) Homo_FSL - Few-Shot Learning (FSL)
models using Sentence Transformer (ST) (only
for Tulu), are proposed to detect H/T content
in the given languages. Among the models
submitted to the shared task, the models that
performed better for each language include:
i) Homo_Ensemble model obtained macro F1
score of 0.95 securing 4th rank for Telugu lan-
guage, ii) Homo_TL model obtained macro
F1 scores of 0.49, 0.53, 0.45, 0.94, and 0.95
securing 2nd, 2nd, 1st, 1st, and 4th ranks for En-
glish, Marathi, Hindi, Kannada, and Gujarathi
languages, respectively, iii) Homo_probfuse
model obtained macro F1 scores of 0.86, 0.87,
and 0.53 securing 2nd, 6th, and 2nd ranks for
Tamil, Malayalam, and Spanish languages re-
spectively, and iv) Homo_FSL model obtained
a macro F1 score of 0.62 securing 2nd rank for
Tulu dataset.

1 Introduction

Homophobia and Transphobia are the two terms
that refer to negative attitude towards the homo-
sexual and transsexual people like LGBTQ. These
attitudes are expressed in terms of H/T comments,
insults, and discriminatory language on social me-
dia platforms (Chakravarthi, 2023; Hegde et al.,
2023a). This unfavourable perceptions towards ho-
mosexual and transsexual people can have a very
negative effect which can exacerbate mental health
issues and give them a sense of helplessness and
fear (Chakravarthi et al., 2022). Hence, there is
a need to develop automated tools to detect H/T
content to maintain healthy social media platforms.

In a multilingual country like India, people pre-
fer to blend English words or sub-words with
their native language creating code-mixed texts
(Chakravarthi, 2023). The intricate nature of
code-mixed text introduces additional complexi-
ties, where words or sub-words from different lan-
guages may be combined in different ways lacking
grammatical rules, making it challenging to estab-
lish consistent patterns for classification. The H/T
content available on social media may also be in
code-mixed form (Hegde and Shashirekha, 2022b).

To address the challenges of H/T content de-
tection in social media text, in this paper, we -
team MUCS, describe the models submitted to
"Homophobia/Transphobia Detection in social me-
dia comments:LT-EDI@EACL 2024" shared task1

(Chakravarthi et al., 2024; Kumaresan et al., 2023).
While the shared task is modeled as a multi-class
text classification problem for H/T content detec-
tion in English, Hindi, Tamil, Telugu, Kannada,
Gujarathi, Malayalam, Marathi, and Spanish lan-
guages, by employing ML and TL approaches, H/T
content detection in Tulu is modeled as binary text
classification problem using FSL approach.

The rest of the paper is structured as follows:

1https://codalab.lisn.upsaclay.fr/competitions/16056
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Section 2 contains related works and Section 3
explains the methodology. Section 4 describes the
experiments and results and the paper concludes in
Section 5 with future work.

2 Related Work

Researchers have explored different approaches to
detect H/T content on social media platforms. De-
scription of few research works that are carried out
to perform similar tasks are given below:
Ashraf et al. (2022) presented ML models (Support
Vector Machine (SVM), Random Forest (RF), Pas-
sive Aggressive Classifier, Gaussian Naïve Bayes
(GNB), Multi-Layer Perceptron) trained with TF-
IDF of word bigrams, for H/T content detection in
English, Tamil and Tamil-English. Out of their
proposed models, SVM classifier outperformed
the other classifiers with weighted F1 scores of
0.91, 0.92, and 0.88 for English, Tamil, and Tamil-
English respectively. Singh and Motlicek (2022)
fine-tuned Cross Lingual Language Models Ro-
bustly Optimised BERT (XLM-RoBERTa) model
in the Zero-Shot learning framework for detect-
ing H/T contents in English, Tamil, and Tamil-
English texts. Their proposed methodology ob-
tained weighted F1 scores of 0.92, 0.94, and 0.89
for English, Tamil, and Tamil-English languages
respectively.

Pranith et al. (2022) presented TL based ap-
proach with two different BERT variants (In-
dicBERT and LaBSE (Language-Agnostic BERT
Sentence Embedding)) for H/T content detection
in English, Malayalam, Tamil-English, and Tamil
languages. Their proposed LaBSE model obtained
weighted F1 score of 0.46 for English language and
IndicBERT model obtained weighted F1 scores of
0.54, 0.39, and 0.28 for Malayalam, Tamil-English,
and Tamil languages respectively. Chanda et al.
(2022) fine-tuned Multilingual BERT (mBERT)
model for detecting sentiment and homophobia
content in Malayalam and Kannada code-mixed
texts and obtained macro F1 scores of 0.72 and
0.66 for Malayalam and Kannada code-mixed texts
respectively. Nozza et al. (2022) fine-tuned dif-
ferent Large Language Models (LLMs) (BERT,
RoBERTa, HateBERT) and ensemble modeling
with majority voting to combine different fine-
tuned LLMs. To handle the class imbalance they
performed data augmentation by collecting exter-
nal dataset to include more H/T instances for the
detection of H/T content in English dataset. Their

proposed ensemble model outperformed other mod-
els with a weighted F1 score of 0.94 for English
dataset.

Though there are several models to identify H/T
content in social media text, there is still scope
for developing models for H/T content detection
in low-resource languages like Tamil, Malayalam,
Telugu, Tulu, etc., as these languages are not much
explored in the realm of code-mixed content.

3 Methodology

The proposed methodology includes implementa-
tion of a wide range of learning models including
ML, TL, and FSL approaches for identifying H/T
content in the datasets provided by the organiz-
ers of the shared task. Pre-processing techniques
are applied commonly to all the datasets. As the
datasets are imbalanced, resampling techniques are
used to balance the datasets in some of the learning
models. Pre-processing and Resampling steps are
explained below:

• Pre-processing - play an important role in
text processing. Emojis are converted to the
corresponding English text allowing them to
be used as other text data followed by remov-
ing URLs, digits, and punctuation, as they do
not contribute to text classification. Further,
stopwords are removed using the correspond-
ing references (English2, Hindi3, Tamil4, Tel-
ugu5, Kannada6, Gujarathi7, Marathi8, and
Spanish9).

• Resampling - When the number of instances
in a labeled dataset for classification varies
noticeably, the situation is referred to as data
imbalance (Hegde et al., 2023b). This results
in learning models becoming biased towards
majority class, exhibiting poor performance
for minority class. Resampling techniques
are capable to resolve this biased training to

2https://www.nltk.org/search.html?q=stopwords
3https://github.com/stopwords-iso/stopwords-hi
4https://gist.github.com/arulrajnet

e82a5a331f78a5cc9b6d372df13a919c
5https://github.com/Xangis/extra-

stopwords/blob/master/telugu
6https://gist.github.com/MSDarshan91/

f97c73435a3ab32a6638436231bf5616
7https://github.com/stopwords-iso/stopwords-

gu/blob/master/stopwords-gu.txt
8https://github.com/stopwords-iso/stopwords-

mr/blob/master/stopwords-mr.txt
9https://github.com/Alir3z4/stop-

words/blob/master/spanish.txt
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Language Train set Development set
None Homophobia Transphobia None Homophobia Transphobia

English 2,978 179 7 748 42 2
Hindi 2,423 45 92 305 2 13
Tamil 2,064 453 145 507 118 41
Telugu 3,496 2,907 2,647 747 588 605

Kannada 4,463 2,765 2,835 955 585 617
Gujarathi 3,848 2,267 2,004 788 498 454

Malayalam 2,468 476 170 937 197 79
Marathi 2,572 551 377 541 129 80
Spanish 700 250 250 200 93 93

Tulu 542 188 - - - -

Table 1: Statistics of the datasets

Language Dev set Test set
English 0.39 0.37
Hindi 0.33 0.33
Tamil 0.90 0.82
Telugu 0.96 0.95

Kannada 0.93 0.93
Gujarathi 0.95 0.99

Malayalam 0.93 0.94
Marathi 0.49 0.51
Spanish 0.78 0.51

Table 2: Performances of proposed Homo_Ensemble
model in terms of macro F1 score

some extent. Oversampling is a resampling
technique that duplicates the samples belong-
ing to the minority class and adds them to the
Train set until it gets balanced. In this study,
oversampling technique is used to balance En-
glish, Hindi, Tamil, Malayalam, Marathi, and
Spanish datasets.

The description of the proposed learning models
to identify H/T content in English, Hindi, Tamil,
Telugu, Kannada, Gujarathi, Malayalam, Marathi,
Spanish, and Tulu languages is given below:

3.1 Homo_Ensemble model

The proposed Homo_Ensemble model comprises
of two modules: Feature Extraction and Classifier
Construction as explained below:

3.1.1 Feature Extraction
Feature extraction is the process of extracting dis-
tinguishable features that can be used to train the
learning models. Syllable representation provides
meaningful tokens for Indian languages in native
scripts. The given datasets (except English dataset)

Language Dev set Test set
English 0.41 0.42
Tamil 0.85 0.86
Telugu 0.93 0.93

Kannada 0.32 0.54
Gujarathi 0.95 0.95

Malayalam 0.85 0.87
Marathi 0.54 0.52
Spanish 0.74 0.53

Table 3: Performances of the proposed Homo_probfuse
model based on macro F1 score

are syllabalized using IndicNLP10 library. n-grams
are a sequence of ’n’ consecutive units, where the
units can be characters, syllables or words. Sylla-
ble sequences in the range (1, 3) obtained from the
given text are vectorized using TFIDFVectorizer11

and the resultant feature vectors are used to train
the classifiers.

3.1.2 Classifier Construction

Ensembling classifiers offers a potent method for
overcoming individual classifier shortcomings by
utilizing the strengths of other classifiers with the
aim of improving the performance of a group of
classifiers. This work ensembles ML classifiers
(DT, SVM, NB, and Linear Support Vector Classi-
fier (LSVC)) with hard voting.

3.2 Learning Models using Transformers

The proposed strategy of using transformers for
classification is described below:

10https://indicnlp.ai4bharat.org/pages/home/
11https://scikit-learn.org/stable/modules/generated/

sklearn.feature_extraction.text.TfidfVectorizer.html
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3.2.1 Homo_TL model

TL approach involves utilizing knowledge acquired
from one task to improve the performance of other
but similar task. Instead of training a model
from scratch for a new task, TL model leverages
the knowledge using pre-trained models (Hegde
and Shashirekha, 2022a). In this work, different
BERT variants: Multilingual Bidirectional Encoder
Representations from Transformers (mBERT)12

(Devlin et al., 2018) (Hindi, Tamil, Malayalam,
Marathi), gujarathi_sbert13 (Deode et al., 2023;
Joshi et al., 2022) (Gujarathi), KannadaSBERT-
STS (kannada_sbert)14 (Deode et al., 2023; Joshi
et al., 2022) (Kannada), BERT15 (Devlin et al.,
2018) (English), Spanish BERT16 (Cañete et al.,
2020) (Spanish), and Homophobia_mBERT17 (Tel-
ugu), are fine-tuned on the given Train sets. As the
given Train sets are imbalanced, oversampling tech-
nique is used to balance the Train sets of English,
Hindi, Tamil, Malayalam, Marathi, and Spanish
language, before they are used to fine-tune for the
intended task.

3.2.2 Homo_probfuse model

Soft voting is a type of ensemble method that in-
volves assigning a probability score to each class
for each model during ensembling. The final pre-
diction is then determined by considering the prob-
abilities of all the models. In this work, SVM and
RF classifiers are trained using two Sentence Trans-
formers (ST): mXLMR18 (Reimers and Gurevych,
2019) and IndicSBERT-STS (indic_sbert)19 (De-
ode et al., 2023)respectively, for the all datasets ex-
cept Spanish, Hindi and Tulu languages. For Span-
ish language, Spanish BERT20 and mXLMR are
used to train SVM and RF classifiers respectively.
The predictions of these classifiers are combined
based on the maximum probability values. Addi-
tionally, the provided Train sets are oversampled
before being trained on SVM and RF classifiers.

12https://huggingface.co/bert-base-multilingual-cased
13l3cube-pune/gujarati-sentence-similarity-sbert
14l3cube-pune/kannada-sentence-similarity-sbert
15https://huggingface.co/bert-base-uncased
16https://huggingface.co/mrm8488/distill-bert-base-

spanish-wwm-cased-finetuned-spa-squad2-es
17https://huggingface.co/bitsanlp/Homophobia-

Transphobia-v2-mBERT-EDA
18https://huggingface.co/sentence-transformers/stsb-xlm- r-

multilingual
19l3cube-pune/indic-sentence-similarity-sbert
20https://huggingface.co/mrm8488/distill-bert-base-

spanish-wwm-cased-finetuned-spa-squad2-es

Model Precision Recall Macro F1 score
ST_indic 0.61 0.68 0.61
ST_kan 0.62 0.70 0.62

Table 4: Performances of the proposed Homo_FSL mod-
els for Tulu Language

3.3 Homo_FSL model
ST framework of Python creates contextualised
sentence embeddings for the given sentences. Few-
shot and zero-shot approaches have received a great
deal of interest in the research community due to
the availability of ST and their untapped capacity to
use them in resource-constrained domains (Girish
et al., 2023). In view of this, Homo_FSL mod-
els are implemented to detect H/T content in Tulu
text using two distinct ST models: indic_sbert and
kannada_sbert for extracting sentence embeddings.
The sentences in the given text are represented as
sentence embeddings using the ST model and the
mean embeddings of the sentence embeddings of a
given text are obtained to train the ensemble of ML
classifiers (LR, BernoulliNB (BNB), SVC, and RF)
with hard voting.

4 Experiments and Results

Statistics of the dataset provided by the organiz-
ers (Chakravarthi et al., 2022, 2024, 2023) of the
shared task for the detection of H/T contents in
social media text for English, Hindi, Tamil, Tel-
ugu, Kannada, Gujarathi, Malayalam, Marathi, and
Spanish are shown in Table 1. From Table 1,
it is clear that the datasets provided are highly
imbalanced. To overcome this, Homo_TL and
Homo_probfuse models are experimented using
resampled data by using oversampling method pro-
vided by the sklearn library21. Performances of
the proposed Homo_Ensemble, Homo_probfuse,
and Homo_FSL models are shown in the Tables 2,
3, and 4 respectively. Performances of Homo_TL
model before and after oversampling are shown in
the Table 5.

5 Conclusion and Future Work

This paper describes the models submitted by
our team - MUCS, to the shared task "Homopho-
bia/Transphobia Detection in social media com-
ments: LT-EDI@EACL 2024" shared task at EACL
2024. Four distinct models: i) Homo_Ensemble

21https://scikit-learn.org/stable/
modules/generated/sklearn.utils.resample.html
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Language Development set Test set
Before

Oversampling
After

Oversampling
Before

Oversampling
After

Oversampling
English 0.32 0.45 0.32 0.49
Hindi 0.33 0.41 0.33 0.45
Tamil 0.29 0.79 0.29 0.83
Telugu 0.95 - 0.95 -

Kannada 0.96 - 0.94 -
Gujarathi 0.96 - 0.95 -

Malayalam 0.49 0.89 0.49 0.91
Marathi 0.20 0.42 0.19 0.53
Spanish 0.82 0.43 0.49 0.42

Table 5: Performances of the proposed Homo_TL models before and after Oversampling

ii) Homo_TL and iii) Homo_probfuse are imple-
mented to identify H/T content in all the given lan-
guages except Hindi and Tulu, and iv) Homo_FSL
model is implemented only for Tulu dataset.

Among the models submitted to the shared task,
only the models that performed better for each lan-
guage are reported. Homo_Ensemble model ob-
tained macro F1 score of 0.95 securing 4th rank for
Telugu, Homo_TL model obtained macro F1 scores
of 0.49, 0.53, 0.45, 0.94, and 0.95 securing 2nd, 2nd,
1st, 1st, and 4th ranks for English, Marathi, Hindi,
Kannada and Gujarathi languages respectively and
proposed Homo_probfuse model obtained macro
F1 scores of 0.86, 0.87, and 0.53 securing 2nd, 6th,
and 2nd ranks for Tamil, Malayalam, and Spanish
languages respectively. Homo_FSL model trained
using kannada_sbert obtained macro F1 score of
0.62 securing 2nd rank in the shared task for Tulu
language. In the future, data augmentation meth-
ods for managing unbalanced classes using efficient
feature extraction methods will be explored.
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Abstract

The results of the Shared Task on Speech
Recognition for Vulnerable Individuals in
Tamil (LT-EDI-2024) are discussed in this pa-
per. The goal is to create an automated sys-
tem for Tamil voice recognition. The older
population that speaks Tamil is the source
of the dataset used in this task. The pro-
posed ASR system is designed with pre-trained
model akashsivanandan/wav2vec2-large-xls-r-
300m-tamil-colab-final. The Tamil common
speech dataset is utilized to fine-tune the pre-
trained model that powers our system. The
suggested system receives the test data that was
released from the task; transcriptions are then
created for the test samples and delivered to the
task. Word Error Rate (WER) is the evaluation
statistic used to assess the provided result based
on the task. Our Proposed system attained a
WER of 29.297%.

1 Introduction

This shared task tackles a difficult area in Tamil
automatic speech recognition system for vulnera-
ble elderly and transgender individuals. To take
care of their daily necessities, elderly people go to
important places including banks, hospitals, and
administrative offices. Many elderly folks are not
aware of how to use the tools provided to help peo-
ple. Similar to how transgender persons lack access
to basic schooling due to societal discrimination,
speech is the only channel that can help them meet
their demands. The data on spontaneous speech
is collected from elderly and transgender people
who are unable to take benefit of these amenities
(Fukuda et al., 2019; Hämäläinen et al., 2015). 2
hours of speech data will be made available for test-
ing, while the speech corpus containing 5.5 hours
of transcribed speech will be made available for the
training set. Recently, the majority of people have
begun using various electronic devices to access

the internet. In this situation, the elderly people
have also started using smart phones to access the
internet (Vacher et al., 2015). Some elderly people
attempt to acquire information from the internet
using their audio message because they are not
well-versed in technology. An acoustic model must
be created to handle these types of audio messages
from elderly individuals; the model will identify
their speech and extract the output of the speech
data. As a result, a text file will be the output. The
speech’s output will be used to determine the WER
value. The WER number demonstrates how accu-
rately the model predicted the outcome . No other
corpus for elderly people is larger than the Japanese
Newspaper Article Sentences (JNAS), Japanese
Newspaper Article Sentences Read Speech Corpus
of the Aged (S-JNAS), and Corpus of Spontaneous
Japanese (CSJ) corpora (Fukuda et al., 2020). It has
been determined that Automatic Speech Recogni-
tion using some standard models has not achieved
a good performance (Nakajima and Aono, 2020).
It is challenging to identify conversational speech
in public settings since each person may have their
own accent and pronunciation. Additionally, the
methodology for identifying standard speech can-
not be applied to the conversational speech corpus
because it raises WER. A transformer model tech-
nique is utilised to treat this type of older people’s
conversational speech. The paper is organised as
follows: Section 2 discusses the examination of
related literature, Section 3 describes the data set,
Section 4 discusses the methodology, Section 5
describes the implementation, Section 6 describes
the observations, and Section 7 discusses the dis-
cussion. Section 8 of the essay concludes with a
section on future research.
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2 Related Work

There have been numerous studies on recognis-
ing the speech of elderly persons using the adap-
tion acoustic model for CSJ corpus (Fukuda et al.,
2020), which yields the lowest WER values. The
performance of continuous word identification and
phoneme recognition is measured from the two dis-
tinct age groups, and the corpus is collected in Ben-
gali (Das et al., 2011). Prosodic and spectral prop-
erties are retrieved for senior people speech.The ex-
ploration of additional features (Lin and Yu, 2015),
such as the speech’s volume level, sampling fre-
quency, fundamental frequency, and sentence seg-
mentation, is also possible. Other measurements
were locating the pause in the sentence and cal-
culating how long it lasted (Nakajima and Aono,
2020). Low number of utterances is a sign of inad-
equate performance. If the recorded voice quality
is poor (Iribe et al., 2015), the WER value rises.
By integrating the transformers for a broad con-
text (Masumura et al., 2021), the E2E ASR trans-
former can perform encoding and decoding in a
hierarchical manner. The WER is decreased by
25.4% via transfer learning when using the hybrid-
based LSTM transformer (Zeng et al., 2021). Addi-
tionally, the LSTM decoder lowers WER by 13%.
Self-attention and a multi-head attention layer (Lee
et al., 2021) can be used to carry out the encod-
ing and decoding of transformer models. The
transformer model is utilised for CTC/Attention
based End-To-End ASR, and it produces a WER
of 23.66% (Miao et al., 2020). Transformers for
streaming ASR are the foundation of the end-to-end
ASR system, where an output must be produced
quickly after each spoken word. Time-restricted
self-attention is employed for the encoder, and
prompted attention is used for the encoder-decoder
attention mechanism. The innovative fusion atten-
tion technique results in a WER reduction of 16.7%
on the Wall Street Journal test compared to the non-
fusion standard transformer and 12.1% compared
to other authors’ transformer-based benchmarks.
Findings of the automatic speech recognition for
vulnerable individuals are given in (S and B, 2022)
(B et al., 2022), have used transformer models used
for transformer based ASR for Vulnerable Individ-
uals in Tamil.

3 Dataset Description

Tamil conversational speech data is collected from
the elderly people. The speech corpus contains

a total of 6 hours and 42 minutes of speech data
(Bharathi et al., 2022). The recorded speech of el-
derly people contains how the elderly people com-
municate in primary locations like market, bank,
shop, public transport and hospitals. It includes
both male and female utterances and also this
speech data is collected from the transgender peo-
ple. Table 1. contains the detailed description about
the collected data.

Gender Avg-Age Duration(mins)
Male 61 93
Female 59 242
Transgender 30 67

Table 1: Dataset Details

The below Figure 1. shows the sample prediction
for the given corpus.

Figure 1: Sample Prediction

4 Proposed Work

In our proposed system, the pretrained trans-
former model akashsivanandan/wav2vec2-
large-xls-r-300m-tamil-colab-final1

is used. The pretrained model
”https://huggingface.co/akashsivanandan/wav2vec2-
large-xls-r-300m-tamil-colab-final” is based on
the Wav2Vec2 architecture and specifically trained
for the Tamil language. Wav2Vec22 is a state-of-
the-art speech recognition model developed by
Facebook AI. It utilizes a self-supervised learning
approach, where it learns from large amounts of
unlabeled speech data to build representations that
capture meaningful information about the audio.
The model is based on the transformer architecture,
which has proven to be highly effective for various
natural language processing tasks. Transformers

1https://huggingface.co/akashsivanandan/wav2vec2-large-xls-
r-300m-tamil-colab-final

2https://huggingface.co/docs/transformers/model doc/wav2vec2
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enable the model to efficiently capture long-range
dependencies in the audio input. The model
is pretrained on a large corpus of multilingual
and monolingual data containing Tamil speech.
During pretraining, it learns to predict masked
or distorted portions of the input audio, which
helps it understand the underlying structure and
features of the speech data. After pretraining, the
model undergoes fine-tuning using labeled data for
specific downstream tasks. Fine-tuning allows the
model to adapt to a particular speech recognition
task, such as transcription or keyword spotting, in
this case, for Tamil language. Although the model
is specifically trained for Tamil, it benefits from
the multilingual nature of its pretraining data. It
can understand and process speech from various
languages, making it useful for multilingual
applications or tasks involving code-switching.
The model has been trained on a vast vocabulary,
enabling it to handle a wide range of words and
phrases. This makes it suitable for tasks that
involve transcribing or recognizing speech with
diverse vocabulary. The model’s training data
and fine-tuning procedure focus on capturing
the unique characteristics of the Tamil language,
including its phonetics, phonology, and syntax.
This enhances its ability to accurately recognize
and transcribe Tamil speech.

5 Implementation

Efficient acoustic model can be created based
on a pre-trained transformer model as there
are many publicly accessible transformer-
based pre-trained models. Here, the
”https://huggingface.co/akashsivanandan/wav2vec2-
large-xls-r-300m-tamil-colab-final” pretrained
model for handling Tamil speech corpus is
used. This pretrained model is fine-tuned from
”facebook/wav2vec2-large-xlsr-53” 3 by common
voice dataset in Tamil. The model can be used
directly and only accepts input if the voice data
is sampled at 16 KHz. It is independent of
any language model. The model for creating
the wav2vec uses the XSLR (Cross-Lingual
Speech Representation), which additionally tests
cross-lingual speech data. The quantization of
latents, which is common to all languages, can be
learned by XLSR. The voice utterance is loaded
into the library, saved in a variable, and tokenized
using the tokenizer. This process converts the

3https://huggingface.co/facebook/wav2vec2-large-xlsr-53

audio to text, and the results are transcripts of
the audio file that is loaded into the library. The
transcripts are kept in a separate folder after the
voice recognition process is complete. Between
the transcripts produced by the model and the
actual transcripts of the audio written by humans,
the WER (Word Error Rate) is determined. The
degree of voice recognition can be calculated using
the WER value.

6 Evaluation of Results

The evaluation metric used by the task to test
the results submitted by us is based on the WER
computed between the ASR hypotheses submitted
by the participants and the ground truth of human
speech transcription.

WER ( Word Error Rate) = ( S + D + I) / N

where,
S = No. of substitutions
D = No. of deletions
I = No. of insertions
N = No. of words in the reference transcription

Word Error Rate (WER) is a commonly used
metric in Automatic Speech Recognition (ASR)
systems because it provides a straightforward and
intuitive measure of the performance of the sys-
tem. WER is calculated by comparing the recog-
nized words from the ASR system to the reference
(ground truth) transcription and counting the num-
ber of errors, including substitutions, insertions,
and deletions.

7 Observation

The name of the speech data and its WER value
are included in the result. Similar to this, the same
procedure is used for all audio files. The number
of subgroups into which each audio file is divided
is also listed in the table. The test set audio files’
average WER value, which comprises utterances
from men, women, and transgender people, is de-
termined in Table 2.

S.No. Gender Count Avg WER
1 Male 1 33.091
2 Female 2 43.054
3 Transgender 7 40.331

Table 2: Average WER Value for Test Data
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S.No. File Name Subsets WER Value
1 Audio-37 15 39.227
2 Audio-38 17 37.872
3 Audio-39 16 46.916
4 Audio-40 17 43.915
5 Audio-41 19 16.792
6 Audio-42 24 17.511
7 Audio-43 30 22.308
8 Audio-44 28 21.545
9 Audio-45 26 31.871
10 Audio-46 47 28.243
11 Audio-47 56 39.192
12 Audio-48 56 22.175

Table 3: WER values for Testing Set

8 Discussion

From the Table 2, the experimental result says that
the average WER for the testing dataset. The num-
ber of test speech utterances are 351. Similarly,
Table 3, says the result of total 351 audio subset
files from 12 audio files which is given for testing
and the WER measured is 29.297%. We ranked
second position in shared task competition.

9 Conclusion

The voice recognition algorithm is able to recog-
nize older people better because to the utilization of
conversational speech data. An automatic speech
recognition system is developed using a trained
model. A dataset pertaining to older folks and
transgender individuals who speak Tamil as their
mother tongue is being gathered. The utterance in
the dataset was recorded in Tamil during a primary
site discussion. In the future, the model may be
trained using our own dataset and used for test-
ing, which could increase performance, as the pre-
trained model of the system was refined using a
shared speech dataset.

10 Future Work

In Future, instead of using the pretrained model we
can fine tune the model with our custom dataset.
Fine-tuning an Automatic Speech Recognition
(ASR) system with a custom dataset is a promis-
ing approach to improve system performance in
specific domains or applications, where end-to-
end ASR architectures can be used, which directly
map input audio to output transcriptions without
intermediate steps. This can simplify the training

pipeline and potentially improve performance, es-
pecially when dealing with limited custom datasets.
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