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Message from the General Chair

Welcome to New Orleans and to NAACL HLT 2018 — the biggest NAACL to date. Natural Language
Processing and Computational Linguistics is constantly growing and changing with a constant flow of
new methods and topics. Every year also sees an even more exciting and diverse research community,
with a steadily increasing number researchers, companies both large and small, and a vibrant community
of practitioners and students who are excited at the prospect of taking on the newest challenges of the
discipline. This year’s NAACL HLT conference reflects what an exciting time this is for our field, and
highlights the vibrancy and vitality of our community.

I feel extremely lucky to be able to work with a fantastic program committee, especially the two
extremely dedicated, creative and resourceful program chairs: Amanda Stent and Heng Ji. Their
innovations include a new review form, intended to elicit higher quality reviews, the opportunity for
authors to review the reviewers, the Test-of-Time awards, and a program where poster and demo sessions
run consistently in parallel to the oral sessions, in order to allow the conference to reflect the ever
increasing diversity of research topics and the corresponding volume of accepted papers. I am especially
excited about the new Test-of-Time papers award session, and hope to see this new innovation become a
regular part of ACL conferences.

We have named the Test-of-Time award in memory of Aravind Joshi, who left us this year, after having
a huge lifetime impact on our community. We will always remember him for his gentle conversational
style, sharp focus, interest in linguistic, computational and mathematical properties of language, and his
lifetime commitment to mentoring women in NLP. I feel extremely lucky to have been one of his Ph.D.
students.

This year we also introduced an industrial track, with the aim of featuring papers that focus on scalable,
interpretable, reliable and customer facing methods for industrial applications of Natural Language
Processing. The idea of having such a track was proposed by Yunyao Li who strongly advocated for
it: this proposal was then discussed and approved by the NAACL board. After that, it was all go, with an
incredible amount of work to promote and organize it by the industrial track chairs: Jennifer Chu-Carroll,
Yunyao Li and Srinivas Bangalore.

The overall program looks amazing and reflects the cooperative way that everyone on the committee
worked together. What a team! I am so grateful for getting to be a part of this community of people,
and I really appreciate the enthusiasm and attention to detail reflected in their hard work: Amanda Stent
and Heng Ji (program chairs); Jennifer Chu-Carroll, Yunyao Li and Srinivas Bangalore (industrial track
chairs); Ying Lin (website chair); Marie Meteer and Jason Williams (workshop co-chairs); Mohit Bansal
and Rebecca Passonneau (tutorial co-chairs); Yang Liu, Tim Paek, and Manasi Patwardhan (demo co-
chairs); Chris Callison-Burch and Beth Hockey (Family-Friendly Program Co-Chairs) Stephanie Lukin
and Meg Mitchell (publication co-chairs); Jonathan May (handbook chair); Silvio Ricardo Cordeiro,
Shereen Oraby, Umashanthi Pavalanathan, and Kyeongmin Rim (student cochairs) along with Swapna
Somasundaran and Sam Bowman (Faculty Advisors) for the student research workshop; Lena Reed
(student volunteer coordinator); Kristy Hollingshead, Kristen Johnson, and Parisa Kordjamshidi (local
sponsorships and exhibits cochairs); Yonatan Bisk and Wei Xu (publicity and social media chairs);
David Yarowsky and Joel Tetreault (treasurers) and Alexis Palmer and Jason Baldridge (the NAACL
international Sponsorship Team). Also thanks to Rich at SoftConf for his speedy response to questions
and his willingness to help us innovate with our new review form. And thanks to Julia Hockenmaier and
the whole NAACL Executive Board for always being willing to consult on any issue.

The program highlights three keynote speakers in the main track: Dilek Hakkani-Tiir, Kevin Knight,
and Charles Yang. We also have two keynote speakers in the industry track: Mari Ostendorf and Daniel
Marcu. These talks promising to be interesting acrd¥s a range of issues from language acquisition in



children to the commercial possibilities of conversational agents. The industry track will also feature
two panels, one on careers in industry (as compared to academia) and the other on ethics in NLP. The
program also includes six tutorials featuring topics of current interest and sources of innovation in the
field. We have sixteen workshops plus the student research workshop: some of these workshops have
become events in themselves with many of them repeated each year. We will also have plenary sessions
for the outstanding paper awards and the new Test-Of-Time papers award session.

Any event of this scale can only happen with the the hard work of a wonderful group of people. I
especially want to thank the NAACL board for being willing to consult on a range of different issues
and Priscilla Rasmussen for taking care of all the millions of details that need to be looked after every
single day to make sure the logistical aspects of the conference come together. I want to especially thank
Priscilla for her hard work and creativity organizing our social event: we first will go to Mardi Gras
World to see the world of wonders created each year for the Mardi Gras. From there we go to the river,
to the dockside River City Plaza and River City Ballroom for New Orleans’ famous cuisine and libations
and dancing to live Zydeco, funk, soul and R&B.

ACL has been working for several years to increase diversity at our conferences and in our community.
So, taking inspiration from ACL 2017, we aimed to make NAACL family friendly, by providing childcare
at the conference, and encouraging people to bring their families to the social events and breakfasts.
Diversity can also be a consequence of the support for students to attend the conference that we receive
from the NSF, CRA-CCC and CRA-W: this subsidizes student travel to the student research workshop
as well as their registration and ACL memberships. When combined with the support we are able to give
to our student volunteers, we aim to make it possible for students from all over the world to come to
the conference and be part of our community. We also decided, in consultation with the NAACL board,
to provide subsidies to the Widening NLP workshop, which is only being held for the second time at
this year’s NAACL (last year called the Women in NLP workshop). These subsidies enable participation
from students and young researchers from developing countries to attend the conference.

I am grateful to our sponsors for their generous contributions, which add so much to what we can do at
the conference. Our Diamond sponsors are Bloomberg, Google, and Toutiao Al Lab (ByteDance). The
Platinum sponsor is Amazon. The Gold Sponsors are Ebay, Grammarly, IBM Research, KPMG, Oracle,
Poly Al Tulane University, Capital One and Two Sigma. The Silver sponsors are Nuance and Facebook,
and the Bronze sponsors are iMerit and USC/ISI.

Finally, there are many more people who through their hard work and dedication have contributed
to make this conference a success: the area chairs, workshop organizers, tutorial presenters, student
mentors, and reviewers. And of course you all, the attendees without whom there would be no
conference: you are the life and spirit of the conference and the NAACL community. I hope you all
have a fun and exciting time at NAACL HLT 2018!

NAACL HLT 2018 General Chair
Marilyn Walker, University of California Santa Cruz



Message from the Program Co-Chairs

We welcome you to New Orleans for the 16th Annual Conference of the North American Chapter of the
Association for Computational Linguistics: Human Language Technologies (NAACL HLT 2018)! We
had three primary goals for NAACL HLT 2018: construct a great program; manage the integrity and
quality of the publication process; and ensure broad participation.

Construct a great program: NAACL HLT 2018 does have a great program, thanks to all of you!
We will have three exciting keynotes, from Charles Yang, Kevin Knight and Dilek Hakkani-Tiir. 331
research track papers (205 long, 125 short), accepted following peer review, will be presented!. Four of
these papers have been identified as outstanding papers, and one will be named best paper. We will also
feature a “Test of Time” session with retrospectives (from the authors) on three influential papers from
ACL venues. We thank the committees who nominated and voted on these paper awards.

The main program at NAACL HLT 2018 also includes 16 TACL paper presentations, 20 demos, a student
research workshop and an industry track. Keynotes from both the research and industry tracks are
plenary. In a change from previous years of NAACL HLT, and motivated by EMNLP 2017, poster and
oral presentation sessions will be held in parallel during the day. All posters are grouped thematically
(including posters from the industry track and student research workshop and demos) and assigned to
poster sessions so as to not be against oral presentation sessions with the same theme.

Manage the integrity and quality of the publication process: To manage load, we decided that
each area chair should be responsible for no more than 30 submissions and that reviewers should be
responsible for reviewing no more than 3 submissions. To help reviewers, we and the ACL program
co-chairs constructed a more structured review form, with questions related to the new ACL guidelines
on publication and reviewing, as well as to contribution types, experimental methods (thank you, Bonnie
Webber!), software and handling of data.

We recruited an excellent group of 72 area chairs; we thank them for their leadership, and for nominating
and voting on outstanding papers, outstanding reviewers and test of time papers. 1372 individuals
reviewed papers for the conference (as program committee members, ad hoc reviewers or secondary
reviewers); all but 49 reviewers had no more than 3 submissions to review overall, and the 49 reviewers
who took on a heavier load did so voluntarily. We thank all our reviewers, especially the ad-hoc reviewers
who provided last minute reviews and the outstanding reviewers identified by the area chairs.

Submissions were assigned to area chairs and reviewers using a combination of area chair expertise,
Toronto Paper Matching System (TPMS) scores and reviewer bids. Both long and short paper
submissions received 3 reviews each. Long paper authors had an opportunity to respond to reviews.
Accept/reject suggestions were made by area chairs working in small groups of 2-3 and discussing with
reviewers as necessary; final decisions were made by the program chairs. Where there was disagreement
or discussion, one area chair wrote a short meta review that was shared with the authors.

This year, if the authors of a NAACL HLT 2018 submission and the author of a review for that submission
both consented, then we will include the review in a review corpus to be released jointly with the program
chairs of ACL, Iryna Gureyvich and Yusuke Miyao. We also asked authors of accepted papers to upload
the source code for their papers. Both of these corpora will be released in the coming months.

The health of our field as a science is dependent on a scalable peer review process, which in turn depends
on (a) conscientious effort from a broad pool of expert reviewers, and (b) tools, processes and policies
that can structure and facilitate reviewing. As a field we are at a breaking point: we are growing rapidly,

'We received 1122 research track submissions (664 long, 458 short). 33 were rejected without review and 85 were
withdrawn by the authors either before, during or after review. V1



with corresponding heavy load on experienced reviewers; and we lack good tools to manage the process.
Peer review involves several tasks that we, as NLP researchers, ought to be uniquely qualified to address,
including expertise sourcing, network analysis and text mining. We have written a proposal with other
members of the ACL community about ways the ACL can improve our peer review infrastructure. We
have also written a collection of “how to” documents that we will pass on to future conference organizers.

Ensure broad participation: To ensure broad participation, we recruited program committee members
using a similar method to that used for NAACL HLT 2016: we invited anyone who had published
repeatedly in ACL sponsored venues, who had a PhD or significant experience in the field spanning
more than 5 years, and whose email address was up to date in START. We thank Dragomir Radev for
giving us a list of names from the ACL anthology.

We also kept a blog where we discussed and attempted to “demystify” each stage of the publication
process. This blog can be found at the conference website, http://naacl12018.org. We are very
grateful to the researchers who wrote guest blog posts, including Justine Cassell, Barbara Plank, Preslav
Nakov, Omer Levy, Gemma Boleda, Emily Bender, Nitin Madnani, David Chiang, Kevin Knight, Dan
Bikel and Joakim Nivre.

On our blog, we reported on the diversity of our area chair, reviewer and author pools in terms of years
of experience, affiliation type and geography, and gender. We will include these details in our report to
the NAACL Executive Committee. We hope that future years’ chairs will make similar reports.

The excellence of the overall NAACL HLT 2018 program is thanks to all the chairs and organizers. We
especially thank the following people: Margaret Mitchell and Stephanie Lukin, the publication chairs;
Jonathan May, the handbook chair; Yonatan Bisk and Wei Xu, the publicity and social media chairs;
Ying Lin, the tireless website chair; and Marilyn Walker, the NAACL HLT 2018 general chair. We thank
the chairs of NAACL HLT 2016 and ACL 2017 for their informative blogs, and the program chairs of
NAACL HLT 2016, Owen Rambow and Ani Nenkova, for their advice. We thank the program co-chairs
of ACL 2018, Iryna Gurevych and Yusuke Miyao, who have been very collaborative on matters related to
reviewing. We thank Shuly Winter, who helped fix a serious START bug. We thank Julia Hockenmaier
and the NAACL Executive Committee for their support. We are grateful for the professional work of
Rich Gerber and his colleagues at SoftConf (START), and of Priscilla Rasmussen from the ACL.

It has been an enormous privilege for us to see the scientific advances that will be presented at this
conference. We would like to close with some advice for you, the conference attendees.

e The presenters have made valuable contributions to our science; their oral, poster and demo
presentations are worth your time and attention.

o Talk to some people you haven’t previously met. They may be your future collaborators!

e You can follow the conference on social media; we have a conference app and website where we
will post any updates to the program, and our twitter handle is @naaclhlt.

e This event is run by a professional organization with a code of conduct?. If you observe or are the
recipient of unprofessional behavior, you may contact any current member of the ACL or NAACL
Executive Committees, the NAACL HLT general chair (Marilyn Walker), us (the program chairs),
or Priscilla Rasmussen (acl@aclweb.org). We will hold your communications in strict confidence
and consult you before taking any action.

We look forward to a wonderful conference!

NAACL HLT 2018 Program Co-Chairs
Heng Ji, RPI
Amanda Stent, Bloomberg

https://www.aclweb. org/adminwiki/ind‘éiig .php?title=Anti-Harassment_Policy
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Outstanding Papers

For NAACL HLT 2018 we recognize four outstanding research track papers (one of these will be named
best paper). These four papers were selected by a committee composed of Joyce Chai (Michigan State
University), Michael Collins (Columbia University), Jennifer Foster (Dublin City University), Smaranda
Muresan (Columbia University) and Joel Tetreault (Grammarly; chair), all NAACL HLT 2018 area chairs
with no conflicts with the candidate outstanding papers. The nine candidate papers were selected by the
program chairs from nineteen papers nominated by the area chairs. These papers will be presented in a
plenary session on the last day of the conference. Congratulations to the authors!

e Deep Contextualized Word Representations, by Matthew Peters, Mark Neumann, Mohit Iyyer,
Matt Gardner, Christopher Clark, Kenton Lee and Luke Zettlemoyer

e Learning to Map Context-Dependent Sentences to Executable Formal Queries, by Alane Suhr,
Srinivasan Iyer and Yoav Artzi

o Neural Text Generation in Stories using Entity Representations as Context, by Elizabeth Clark,
Yangfeng Ji and Noah A. Smith

e Recurrent Neural Networks as Weighted Language Recognizers, by Yining Chen, Sorcha Gilroy,
Andreas Maletti, Jonathan May and Kevin Knight

Test of Time Papers

For NAACL HLT 2018 we recognize three influential and inspiring Computational Linguistics (CL) pa-
pers which were published between 2002-2012 at the Association for Computational Linguistics (ACL)
conferences (including ACL, NAACL, EACL, EMNLP and CONLL), workshops and journals (including
TACL and CL), to recognize research that has had long-lasting influence until today, including positive
impact on a subarea of CL, across subareas of CL, and outside of the CL research community. These pa-
pers may have proposed new research directions and new technologies, or released results and resources
that have greatly benefit the community. Nineteen candidate test of time papers were nominated by our
area chairs. Separate votes on these papers were held separately by two committees: an expert award
committee consisting of all ACL and NAACL general chairs and program chairs and NAACL board
members from 2013-2018 who did not have a conflict with the nominated papers, and a community
award committee consisting of the 1000 authors who have published the most papers at ACL venues and
who did not have a conflict with the nominated papers. These papers will be re-presented by the authors
in a plenary session on the second day of the conference. Congratulations to the authors!

e BLEU: a Method for Automatic Evaluation of Machine Translation, by Kishore Papineni, Salim
Roukos, Todd Ward and Wei-Jing Zhu

e Discriminative Training Methods for Hidden Markov Models: Theory and Experiments with Per-
ceptron Algorithms, by Michael Collins

o Thumbs up?: Sentiment Classification using Machine Learning Techniques, by Bo Pang, Lillian
Lee and Shivakumar Vaithyanathan
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Keynote Talk: Why 72?

Charles Yang
University of Pennsylvania

Biography

Charles is a Professor of Linguistics, Computer Science, and Psychology at the University of Pennsyl-
vania and directs the Program in Cognitive Science. He has spent a long time to work out the tricks
children use to learn languages and is now ready to try them out on machines. His most recent book, The
Price of Linguistic Productivity, is the winner of the 2017 LSA Leonard Bloomfield award.

Keynote Talk: The Moment When the Future Fell Asleep
Kevin Knight
University of Southern California / Information Sciences Institute

Biography

Kevin is a professor of computer science at the University of Southern California and fellow of the
Information Sciences Institute. He is a 2014 fellow of the ACL for foundational contributions to ma-
chine translation, to the application of automata for NLP, to decipherment of historical manuscripts, to
semantics and to generation.

Keynote Talk: Google Assistant or My Assistant? Towards Personalized
Situated Conversational Agents
Dilek Hakkani-Tiir
Google Research

Abstract

Interacting with machines in natural language has been a holy grail since the beginning of computers.
Given the difficulty of understanding natural language, only in the past couple of decades, we started
seeing real user applications for targeted/limited domains. More recently, advances in deep learning
based approaches enabled exciting new research frontiers for end-to-end goal-oriented conversational
systems. However, personalization (i.e., learning to take actions from users and learning about users
beyond memorizing simple attributes) remains a research challenge. In this talk, I’ll review end-to-end
situated dialogue systems research, with components for situated language understanding, dialogue state
tracking, policy, and language generation. The talk will highlight novel approaches where dialogue
is viewed as a collaborative game between a user and an agent in the presence of visual information.
The situated conversational agent can be bootstrapped using user simulation (crawl), improved through
interactions with crowd-workers (walk), and iteratively refined with real user interactions (run).

Biography

Dilek is a research scientist at Google Research Dialogue Group and has previously held positions at
Microsoft Research, ICSI, and AT&T Labs — Research. She is a fellow of the IEEE and of ISCA. Her
research interests include conversational Al, natural language and speech processing, spoken dialogue
systems, and machine learning for language processing.
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Enhanced Word Representations for Bridging Anaphora Resolution

Yufang Hou
IBM Research Ireland
vhou@ie.ibm.com

Abstract

Most current models of word representations
(e.g., GloVe) have successfully captured fine-
grained semantics. However, semantic simi-
larity exhibited in these word embeddings is
not suitable for resolving bridging anaphora,
which requires the knowledge of associative
similarity (i.e., relatedness) instead of seman-
tic similarity information between synonyms
or hypernyms. We create word embeddings
(embeddings_PP) to capture such relatedness
by exploring the syntactic structure of noun
phrases. We demonstrate that using embed-
dings_PP alone achieves around 30% of accu-
racy for bridging anaphora resolution on the
ISNotes corpus. Furthermore, we achieve a
substantial gain over the state-of-the-art sys-
tem (Hou et al., 2013b) for bridging antecedent
selection.

1 Introduction

Bridging (Clark, 1975; Prince, 1981; Gundel et al.,
1993) establishes entity coherence in a text by
linking anaphors and antecedents via various non-
identity relations. In Example 1, the link between
the bridging anaphor (the chief cabinet secre-
tary) and the antecedent (Japan) establish local
(entity) coherence.

(1) Yet another political scandal is racking Japan.
On Friday, the chief cabinet secretary an-
nounced that eight cabinet ministers had re-
ceived five million yen from the industry.

Choosing the right antecedents for bridging
anaphors is a subtask of bridging resolution. For
this substask, most previous work (Poesio et al.,
2004; Lassalle and Denis, 2011; Hou et al., 2013b)
calculate semantic relatedness between an anaphor
and its antecedent based on word co-occurrence
count using certain syntactic patterns.

1

Most recently, word embeddings gain a lot pop-
ularity in NLP community because they reflect hu-
man intuitions about semantic similarity and re-
latedness. Most word representation models ex-
plore the distributional hypothesis which states
that words occurring in similar contexts have
similar meanings (Harris, 1954). State-of-the-
art word representations such as word2vec skip-
gram (Mikolov et al., 2013) and GloVe (Penning-
ton et al., 2014) have been shown to perform well
across a variety of NLP tasks, including textual en-
tailment (Rocktéschel et al., 2016), reading com-
prehension (Chen et al., 2016), and information
status classification (Hou, 2016). However, these
word embeddings capture both “genuine” similar-
ity and relatedness, and they may in some cases
be detrimental to downstream performance (Kiela
et al., 2015). Bridging anaphora resolution is one
of such cases which requires lexical association
knowledge instead of semantic similarity informa-
tion between synonyms or hypernyms. In Exam-
ple 1, among all antecedent candidates, “the chief
cabinet secretary” is the most similar word to the
bridging anaphor “eight cabinet ministers” but
obviously it is not the antecedent for the latter.

In this paper, we explore the syntactic structure
of noun phrases (NPs) to derive contexts for nouns
in the GloVe model. We find that the prepositional
structure (e.g., X of Y) and the possessive struc-
ture (e.g., Y’s X) are a useful context source for
the representation of nouns in terms of relatedness
for bridging relations.

We demonstrate that using our word embed-
dings based on PP contexts (embeddings_PP)
alone achieves around 30% of accuracy on bridg-
ing anaphora resolution in the ISNotes corpus,
which is 12% better than the original GloVe word
embeddings. Moreover, adding an additional fea-
ture based on embeddings_PP leads to a significant
improvement over a state-of-the-art system on
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bridging anaphora resolution (Hou et al., 2013b).
2 Related Work

Bridging anaphora resolution. Anaphora
plays an important role in discourse comprehen-
sion. Different from identity anaphora which
indicates that a noun phrase refers back to the
same entity introduced by previous descriptions in
the discourse, bridging anaphora links anaphors
and antecedents via lexico-semantic, frame or
encyclopedic relations.

Bridging resolution has to recognize bridging
anaphors and find links to antecedents. There has
been a few works tackling full bridging resolu-
tion (Hahn et al., 1996; Hou et al., 2014). In re-
cent years, various computational approaches have
been developed for bridging anaphora recognition
(Markert et al., 2012; Hou et al., 2013a) and for
bridging antecedent selection (Poesio et al., 2004;
Hou et al., 2013b). This work falls into the latter
category and we create a new lexical knowledge
resource for the task of choosing antecedents for
bridging anaphors.

Previous work on bridging anaphora resolution
(Poesio et al., 2004; Lassalle and Denis, 2011;
Hou et al., 2013b) explore word co-occurence
count in certain syntactic preposition patterns to
calculate word relatedness. These patterns encode
associative relations between nouns which cover
a variety of bridging relations. Our PP context
model exploits the same principle but is more gen-
eral. Unlike previous work which only consider
a small number of prepositions per anaphor, the
PP context model considers all prepositions for all
nouns in big corpora. It also includes the posses-
sive structure of NPs. The resulting word embed-
dings are a general resource for bridging anaphora
resolution. In addition, it enables efficient compu-
tation of word association strength through low-
dimensional matrix operations.

Enhanced word embeddings. Recently, a few
approaches investigate different ways to improve
the vanilla word embeddings. Levy and Goldberg
(2014) explore the dependency-based contexts in
the Skip-Gram model. The authors replace the
linear bag-of-words contexts in the original Skip-
Gram model with the syntactic contexts derived
from the automatically parsed dependency trees.
They observe that the dependency-based embed-
dings exhibit more functional similarity than the
original skip-gram embeddings. Heinzerling et al.

(2017) show that incorporating dependency-based
word embeddings into their selectional preference
model slightly improve coreference resolution per-
formance. Kiela et al. (2015) try to learn word em-
beddings for similarity and relatedness separately
by utilizing a thesaurus and a collection of psycho-
logical association norms. The authors report that
their relatedness-specialized embeddings perform
better on document topic classification than simi-
larity embeddings. Schwartz et al. (2016) demon-
strate that symmetric patterns (e.g, X or Y) are
the most useful contexts for the representation of
verbs and adjectives. Our work follows in this vein
and we are interested in learning word representa-
tions for bridging relations.

3 Approach

3.1 Asymmetric Prepositional and Possessive
Structures

The syntactic prepositional and possessive struc-
tures of NPs encode a variety of bridging rela-
tions between anaphors and their antecedents. For
instance, the rear door of that red car indicates
the part-of relation between “door” and “car”, and
the company’s new appointed chairman implies
the employment relation between “chairman” and
“company”’. We therefore extract noun pairs door—
car, chairman—company by using syntactic struc-
ture of NPs which contain prepositions or posses-
sive forms.

It is worth noting that bridging relations ex-
pressed in the above syntactic structures are asym-
metric. So for each noun pair, we keep the head on
the left and the noun modifier on the right. How-
ever, a lot of nouns can appear on both positions,
such as “travelers in the train station”, “travelers
from the airport”, “hotels for travelers”, “the des-
tination for travelers”. To capture the differences
between these two positions, we add the postfix
“_PP” to the nouns on the left. Thus we extract the
following four pairs from the above NPs: travel-
ers_PP-station, travelers_PP—airport, hotels_PP—
travelers, destination_PP—travelers.

3.2 Word Embeddings Based on PP Contexts
(embeddings _PP)

Our PP context model is based on GloVe (Pen-
nington et al., 2014), which obtains state-of-the-
art results on various NLP tasks. We extract noun
pairs as described in Section 3.1 from the automat-
ically parsed Gigaword corpus (Parker et al., 2011;



Target Word | embeddings_PP GloVe_Giga
president minister, mayor, governor, clinton vice, presidency, met, former
bush presidents

president_PP

vice-president_PP, federation, republic
usa, corporation

residents

villagers, citizens, inhabitants, families
participants

locals, villagers, people, citizens
homes

residents_PP

resident_PP, neighborhood, shemona!

ashraf, suburbs

members

participants, leaders, colleagues, officials
lawmakers

member, representatives, others, leaders
groups

members_PP

member_PP, representatives_PP, basij’
leaders_PP, community

travelers travellers, thirsts_PP, shoppers travellers, passengers, vacationers
quarantines_PP, needle-sharing PP tourists, shoppers
travelers_PP e-tickets, travellers_PP, cairngorms3 —

flagstaffs PP, haneda*

! Shemona is a city in Israel.
3 Cairngorms is mountain range in Scotland.

2 Basij is a paramilitary group in Iran.
* Haneda is an airport in Japan.

Table 1: Target words and their top five nearest neighbors in embeddings_PP and GloVe_Giga

Napoles et al., 2012). We treat each noun pair as a
sentence containing only two words and concate-
nate all 197 million noun pairs in one document.
We employ the GloVe tookit! to train the PP con-
text model on the above extracted noun pairs. All
tokens are converted to lowercase, and words that
appear less than 10 times are filtered. This results
in a vocabulary of around 276k words and 188k
distinct nouns without the postfix “_PP”. We set
the context window size as two and keep other pa-
rameters the same as in Pennington et al. (2014).
We report results for 100 dimension embeddings,
though similar trends were also observed with 200
and 300 dimensions.

For comparison, we also trained a 100 dimen-
sion word embeddings (GloVe_Giga) on the whole
Gigaword corpus, using the same parameters re-
ported in Pennington et al. (2014).

Table 1 lists a few target words and their top
five nearest neighbors (using cosine similarity) in
embeddings_PP and GloVe_Giga respectively. For
the target words “residents” and “members”, both
embeddings_PP and GloVe_Giga yield a list of
similar words and most of them have the same se-
mantic type as the target word. For the “travel-
ers” example, GloVe_Giga still presents the similar
words with the same semantic type, while embed-

"https://github.com/stanfordnlp/GloVe

dings_PP generates both similar words and related
words (words containing the postfix “_PP”’). More
importantly, it seems that embeddings_PP can
find reasonable semantic roles for nominal pred-
icates (target words containing the postfix “_PP”).
For instance, “president_ PP” is mostly related to
countries or organizations, and “residents_PP” is
mostly related to places.

The above examples can be seen as qualita-
tive evaluation for our PP context model. We as-
sume that embeddings_PP can be served as a lex-
ical knowledge resource for bridging antecedent
selection. In the next section, we will demonstrate
the effectiveness of embeddings_PP for the task of
bridging anaphora resolution.

4 Quantitative Evaluation

For the task of bridging anaphora resolution, we
use the dataset ISNotes? released by Hou et al.
(2013b). This dataset contains around 11,000
NPs annotated for information status including
663 bridging NPs and their antecedents in 50 texts
taken from the WSJ portion of the OntoNotes
corpus (Weischedel et al., 2011). It is notable
that bridging anaphors in ISNotes are not lim-
ited to definite NPs as in previous work (Poe-
sio et al., 1997, 2004; Lassalle and Denis, 2011).

*http://www.h-its.org/english/research/nlp/download



The semantic relations between anaphor and an-
tecedent in the corpus are quite diverse: only
14% of anaphors have a part-of/attribute-of rela-
tion with the antecedent and only 7% of anaphors
stand in a set relationship to the antecedent. 79%
of anaphors have “other” relation with their an-
tecedents, without further distinction. This in-
cludes encyclopedic relations such as the waiter
— restaurant as well as context-specific relations
such as the thieves — palms.

We follow Hou et al. (2013b)’s experimen-
tal setup and reimplement MLN model II as our
baseline. We first test the effectiveness of em-
beddings_PP alone to resolve bridging anaphors.
Then we show that incorporating embeddings_PP
into MLN model II significantly improves the re-
sult.

4.1 Using embeddings PP Alone

For each anaphor a, we simply construct the list
of antecedent candidates E,; using NPs preceding
a from the same sentence as well as from the pre-
vious two sentences. Hou et al. (2013b) found
that globally salient entities are likely to be the an-
tecedents of all anaphors in a text. We approxi-
mate this by adding NPs from the first sentence of
the text to F,. This is motivated by the fact that
ISNotes is a newswire corpus and globally salient
entities are often introduced in the beginning of an
article. On average, each bridging anaphor has 19
antecedent candidates using this simple antecedent
candidate selection strategy.

Given an anaphor a and its antecedent candidate
list E,, we predict the most related NP among all
NPs in E, as the antecedent for a. The related-
ness is measured via cosine similarity between the
head of the anaphor (plus the postfix “_PP”) and
the head of the candidate.

This simple deterministic approach based on
embeddings_PP achieves an accuracy of 30.32%
on the ISNotes corpus. Following Hou et al.
(2013b), accuracy is calculated as the proportion
of the correctly resolved bridging anaphors out of
all bridging anaphors in the corpus.

We found that using embeddings_PP outper-
forms using other word embeddings by a large
margin (see Table 2), including the original GloVe
vectors trained on Gigaword and Wikipedia 2014
dump (GloVe_GigaWikil4) and GloVe vectors that
we trained on Gigaword only (GloVe_Giga). This
confirms our observation in Section 3.2 that em-

acc
GloVe_GigaWikil4 18.10
GloVe_Giga 19.00
embeddings_wo_PPSuffix | 22.17
embeddings_PP 30.32

Table 2: Results of embeddings_PP alone for bridging
anaphora resolution compared to the baselines. Bold
indicates statistically significant differences over the
baselines using randomization test (p < 0.01).

biddings_PP can capture the relatedness between
anaphor and antecedent for various bridging rela-
tions.

To understand the role of the suffix “_PP” in
embeddings_PP, we trained word vectors embed-
dings_wo_PPSuffix using the same noun pairs as in
embeddings_PP. For each noun pair, we remove
the suffix “_PP” attached to the head noun. We
found that using embeddings_wo_PPSuffix only
achieves an accuracy of 22.17% (see Table 2).
This indicates that the suffix “_PP” is the most sig-
nificant factor in embeddings_PP. Note that when
calculating cosine similarity based on the first
three word embeddings in Table 2, we do not add
the suffix “_PP” to the head of an bridging anaphor
because such words do not exist in these word vec-
tors.

4.2 MLN model II + embeddings PP

MLN model Il is a joint inference framework
based on Markov logic networks (Domingos and
Lowd, 2009). In addition to modeling the seman-
tic, syntactic and lexical constraints between the
anaphor and the antecedent (local constraints), it
models that:

e semantically or syntactically related
anaphors are likely to share the same
antecedent (joint inference constraints);

e a globally salient entity is preferred to be the
antecedent of all anaphors in a text even if
the entity is distant to the anaphors (global
salience constraints);

e several bridging relations are strongly sig-
naled by the semantic classes of the anaphor
and the antecedent, e.g., a job title anaphor
such as chairman prefers a GPE or an or-
ganization antecedent (semantic class con-
straints).



acc

MLN model 11

MLN model Il + GloVe_GigaWikil4
MLN model Il + embeddings_wo_PPSuffix
MLN model Il + embeddings_PP

41.32
39.52
40.42
45.85

Table 3:

Results of integrating embeddings_PP into MLN model II for bridging anaphora resolution compared

to the baselines. Bold indicates statistically significant differences over the baselines using randomization test

(p < 0.01).

Due to the space limit, we omit the details of MLN
model II, but refer the reader to Hou et al. (2013b)
for a full description.

We add one constraint into MLN model 11 based
on embeddings_PP: each bridging anaphor a is
linked to its most related antecedent candidate us-
ing cosine similarity. We use the same strategy as
in the previous section to construct the list of an-
tecedent candidates for each anaphor. Unlike the
previous section, which only uses the vector of the
NP head to calculate relatedness, here we include
all common nouns occurring before the NP head
as well because they also represent the core se-
mantic of an NP (e.g., “earthquake victims” and
“the state senate”).

Specifically, given an NP, we first construct a
list NV which consists of the head and all common
nouns appearing before the head, we then repre-
sent the NP as a vector v using the following for-
mula, where the suffix “_PP” is added to each n if
the NP is a bridging anaphor:

D nen embeddings PPy,

1
] (D

v

Table 3 shows that adding the constraint
based on embeddings_PP improves the result
of MLN model Il by 4.5%. However, adding
the constraint based on the vanilla word em-
beddings (GloVe_GigaWikil4) or the word em-
beddings without the suffix “_PP” (embed-
dings_wo_PPSuffix) slightly decreases the result
compared to MLN model II. Although MLN model
Il already explores preposition patterns to calcu-
late relatedness between head nouns of NPs, it
seems that the feature based on embeddings_PP is
complementary to the original preposition pattern
feature. Furthermore, the vector model allows us
to represent the meaning of an NP beyond its head
easily.

5 Conclusions

We present a PP context model based on GloVe
by exploring the asymmetric prepositional struc-
ture (e.g., X of Y) and possessive structure (e.g.,
Y’s X) of NPs. We demonstrate that the resulting
word vectors (embeddings_PP) are able to capture
the relatedness between anaphor and antecedent in
various bridging relations. In addition, adding the
constraint based on embeddings_PP yields a sig-
nificant improvement over a state-of-the-art sys-
tem on bridging anaphora resolution in ISNotes
(Hou et al., 2013b).

For the task of bridging anaphora resolution,
Hou et al. (2013b) pointed out that future work
needs to explore wider context to resolve context-
specific bridging relations. Here we combine the
semantics of pre-nominal modifications and the
head by vector average using embeddings_PP. We
hope that our embedding resource® will facilitate
further research into improved context modeling
for bridging relations.
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Gender Bias in Coreference Resolution

Rachel Rudinger, Jason Naradowsky, Brian Leonard, and Benjamin Van Durme
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Abstract

We present an empirical study of gender bias
in coreference resolution systems. We first in-
troduce a novel, Winograd schema-style set of
minimal pair sentences that differ only by pro-
noun gender. With these Winogender schemas,
we evaluate and confirm systematic gender
bias in three publicly-available coreference
resolution systems, and correlate this bias with
real-world and textual gender statistics.

1 Introduction

There is a classic riddle: A man and his son get
into a terrible car crash. The father dies, and the
boy is badly injured. In the hospital, the surgeon
looks at the patient and exclaims, “I can’t operate
on this boy, he’s my son!” How can this be?

That a majority of people are reportedly unable
to solve this riddle! is taken as evidence of un-
derlying implicit gender bias (Wapman and Belle,
2014): many first-time listeners have difficulty as-
signing both the role of “mother” and “surgeon” to
the same entity.

As the riddle reveals, the task of coreference
resolution in English is tightly bound with ques-
tions of gender, for humans and automated sys-
tems alike (see Figure 1). As awareness grows
of the ways in which data-driven Al technolo-
gies may acquire and amplify human-like biases
(Caliskan et al., 2017; Barocas and Selbst, 2016;
Hovy and Spruit, 2016), this work investigates
how gender biases manifest in coreference reso-
lution systems.

There are many ways one could approach this
question; here we focus on gender bias with re-
spect to occupations, for which we have corre-
sponding U.S. employment statistics. Our ap-
proach is to construct a challenge dataset in

!The surgeon is the boy’s mother.
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Figure 1: Stanford CoreNLP rule-based coreference
system resolves a male and neutral pronoun as coref-
erent with “The surgeon,” but does not for the corre-
sponding female pronoun.

the style of Winograd schemas, wherein a pro-
noun must be resolved to one of two previously-
mentioned entities in a sentence designed to be
easy for humans to interpret, but challenging for
data-driven systems (Levesque et al., 2011). In
our setting, one of these mentions is a person
referred to by their occupation; by varying only
the pronoun’s gender, we are able to test the im-
pact of gender on resolution. With these “Wino-
gender schemas,” we demonstrate the presence
of systematic gender bias in multiple publicly-
available coreference resolution systems, and that
occupation-specific bias is correlated with em-
ployment statistics. We release these test sen-
tences to the public.?

In our experiments, we represent gender as a
categorical variable with either two or three possi-
ble values: female, male, and (in some cases) neu-
tral. These choices reflect limitations of the textual
and real-world datasets we use.

2 Coreference Systems

In this work, we evaluate three publicly-
available off-the-shelf coreference resolution sys-
tems, representing three different machine learn-
ing paradigms: rule-based systems, feature-driven

https://github.com/rudinger/
winogender-schemas

Proceedings of NAACL-HLT 2018, pages 8—14
New Orleans, Louisiana, June 1 - 6, 2018. (©2018 Association for Computational Linguistics



statistical systems, and neural systems.

Rule-based In the absence of large-scale data
for training coreference models, early systems re-
lied heavily on expert knowledge. A frequently
used example of this is the Stanford multi-pass
sieve system (Lee et al., 2011). A deterministic
system, the sieve consists of multiple rule-based
models which are applied in succession, from
highest-precision to lowest. Gender is among the
set of mention attributes identified in the very first
stage of the sieve, making this information avail-
able throughout the system.

Statistical Statistical methods, often with mil-
lions of parameters, ultimately surpassed the per-
formance of rule-based systems on shared task
data (Durrett and Klein, 2013; Bjorkelund and
Kuhn, 2014). The system of Durrett and Klein
(2013) replaced hand-written rules with simple
feature templates. Combinations of these features
implicitly capture linguistic phenomena useful for
resolving antecedents, but they may also uninten-
tionally capture bias in the data. For instance, for
occupations which are not frequently found in the
data, an occupation+pronoun feature can be highly
informative, and the overly confident model can
exhibit strong bias when applied to a new domain.

Neural The move to deep neural models led to
more powerful antecedent scoring functions, and
the subsequent learned feature combinations re-
sulted in new state-of-the-art performance (Wise-
man et al., 2015; Clark and Manning, 2016b).
Global inference over these models further im-
proved performance (Wiseman et al., 2016; Clark
and Manning, 2016a), but from the perspective
of potential bias, the information available to the
model is largely the same as in the statistical mod-
els. A notable exception is in the case of sys-
tems which make use of pre-trained word embed-
dings (Clark and Manning, 2016b), which have
been shown to contain bias and have the potential
to introduce bias into the system.

Noun Gender and Number Many coreference
resolution systems, including those described
here, make use of a common resource released by
Bergsma and Lin (2006)% (“B&L"): a large list of
English nouns and noun phrases with gender and

3This data was distributed in the CoNLL 2011 and 2012
shared tasks on coreference resolution. (Pradhan et al., 2011,
2012)

number counts over 85GB of web news. For ex-
ample, according to the resource, 9.2% of men-
tions of the noun “doctor” are female. The re-
source was compiled by bootstrapping coreference
information from the dependency paths between
pairs of pronouns. We employ this data in our
analysis.

3 Winogender Schemas

Our intent is to reveal cases where coreference
systems may be more or less likely to recognize a
pronoun as coreferent with a particular occupation
based on pronoun gender, as observed in Figure 1.
To this end, we create a specialized evaluation set
consisting of 120 hand-written sentence templates,
in the style of the Winograd Schemas (Levesque
et al., 2011). Each sentence contains three refer-
ring expressions of interest:

1. OCCUPATION , a person referred to by their
occupation and a definite article, e.g., “the
paramedic.”

2. PARTICIPANT , a secondary (human) partic-
ipant, e.g., “the passenger.”

3. PRONOUN, a pronoun that is coreferent with
either OCCUPATION or PARTICIPANT.

We use a list of 60 one-word occupations ob-
tained from Caliskan et al. (2017) (see supple-
ment), with corresponding gender percentages
available from the U.S. Bureau of Labor Statis-
tics.* For each occupation, we wrote two simi-
lar sentence templates: one in which PRONOUN is
coreferent with OCCUPATION, and one in which
it is coreferent with PARTICIPANT (see Figure 2).
For each sentence template, there are three PRO-
NOUN instantiations (female, male, or neutral),
and two PARTICIPANT instantiations (a specific
participant, e.g., “the passenger,” and a generic
paricipant, “someone.”) With the templates fully
instantiated, the evaluation set contains 720 sen-
tences: 60 occupations x 2 sentence templates per
occupation x 2 participants X 3 pronoun genders.

Validation Like Winograd schemas, each sen-
tence template is written with one intended cor-
rect answer (here, either OCCUPATION or PAR-

*50 are from the supplement of Caliskan et al. (2017), an
additional 7 from personal communication with the authors,
and three that we added: doctor, firefighter, and secretary.



(la) The paramedic performed CPR on the passenger
even though she/he/they knew it was too late.

(2a) The paramedic performed CPR on the passenger
even though she/he/they was/were already dead.

(1b) The paramedic performed CPR on someone
even though she/he/they knew it was too late.
(2b) The paramedic performed CPR on someone

even though she/he/they was/were already dead.

Figure 2: A “Winogender” schema for the occupation
paramedic. Correct answers in bold. In general, OC-
CUPATION and PARTICIPANT may appear in either or-
der in the sentence.

TICIPANT).> We aimed to write sentences where
(1) pronoun resolution was as unambiguous for
humans as possible (in the absence of additional
context), and (2) the resolution would not be af-
fected by changing pronoun gender. (See Figure
2.) Nonetheless, to ensure that our own judgments
are shared by other English speakers, we vali-
dated all 720 sentences on Mechanical Turk, with
10-way redundancy. Each MTurk task included
5 sentences from our dataset, and 5 sentences
from the Winograd Schema Challenge (Levesque
et al., 2011)°, though this additional validation
step turned out to be unnecessary.” Out of 7200
binary-choice worker annotations (720 sentences
x 10-way redundancy), 94.9% of responses agree
with our intended answers. With simple major-
ity voting on each sentence, worker responses
agree with our intended answers for 718 of 720
sentences (99.7%). The two sentences with low
agreement have neutral gender (“they”), and are
not reflected in any binary (female-male) analysis.

RULE STAT NEURAL

0.87 0.46 0.35
0.55 031 0.31

Correlation (r)

B&L
BLS

Table 1: Correlation values for Figures 3 and 4.

SUnlike Winograd schemas, we are not primarily con-
cerned with whether these sentences are “hard” to solve, e.g.,
because they would require certain types of human knowl-
edge or could not be easily solved with word co-occurrence
statistics.

SWe used the publicly-available examples
https://cs.nyu.edu/faculty/davise/
papers/WinogradSchemas/WSCollection.html

In the end, we did not use the Winograd schemas to fil-
ter annotators, as raw agreement on the Winogender schemas
was much higher to begin with (94.9% Winogender vs.
86.5% Winograd).

from
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Figure 3: Gender statistics from Bergsma and Lin
(2006) correlate with Bureau of Labor Statistics 2015.
However, the former has systematically lower female
percentages; most points lie well below the 45-degree
line (dotted). Regression line and 95% confidence in-
terval in blue. Pearson r = 0.67.

4 Results and Discussion

We evaluate examples of each of the three coref-
erence system architectures described in 2: the
Lee et al. (2011) sieve system from the rule-
based paradigm (referred to as RULE), Durrett
and Klein (2013) from the statistical paradigm
(STAT), and the Clark and Manning (2016a) deep
reinforcement system from the neural paradigm
(NEURAL).

By multiple measures, the Winogender schemas
reveal varying degrees of gender bias in all three
systems. First we observe that these systems do
not behave in a gender-neutral fashion. That is to
say, we have designed test sentences where cor-
rect pronoun resolution is not a function of gen-
der (as validated by human annotators), but system
predictions do exhibit sensitivity to pronoun gen-
der: 68% of male-female minimal pair test sen-
tences are resolved differently by the RULE sys-
tem; 28% for STAT; and 13% for NEURAL.

Overall, male pronouns are also more likely to
be resolved as OCCUPATION than female or neu-
tral pronouns across all systems: for RULE, 72%
male vs 29% female and 1% neutral; for STAT,
71% male vs 63% female and 50% neutral; and
for NEURAL, 87% male vs 80% female and 36%
neutral. Neutral pronouns are often resolved as
neither OCCUPATION nor PARTICIPANT, possibly
due to the number ambiguity of “they/their/them.”
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Figure 4: These two plots show how gender bias in coreference systems corresponds with occupational gender
statistics from the U.S Bureau of Labor Statistics (left) and from text as computed by Bergsma and Lin (2006)
(right); each point represents one occupation. The y-axes measure the extent to which a coref system prefers to
match female pronouns with a given occupation over male pronouns, as tested by our Winogender schemas. A
value of 100 (maximum female bias) means the system always resolved female pronouns to the given occupation
and never male pronouns (100% - 0%); a score of -100 (maximum male bias) is the reverse; and a value of 0
indicates no gender differential. Recall the Winogender evaluation set is gender-balanced for each occupation;
thus the horizontal dotted black line (y=0) in both plots represents a hypothetical system with 100% accuracy.

Regression lines with 95% confidence intervals are shown.

When these systems’ predictions diverge based
on pronoun gender, they do so in ways that rein-
force and magnify real-world occupational gender
disparities. Figure 4 shows that systems’ gender
preferences for occupations correlate with real-
world employment statistics (U.S. Bureau of La-
bor Statistics) and the gender statistics from text
(Bergsma and Lin, 2006) which these systems ac-
cess directly; correlation values are in Table 1.
We also identify so-called “gotcha” sentences in
which pronoun gender does not match the occu-
pation’s majority gender (BLS) if OCCUPATION is
the correct answer; all systems perform worse on
these “,gotchas.”8 (See Table 2.)

Because coreference systems need to make dis-
crete choices about which mentions are coref-
erent, percentage-wise differences in real-world
statistics may translate into absolute differences
in system predictions. For example, the occupa-
tion “manager” is 38.5% female in the U.S. ac-
cording to real-world statistics (BLS); mentions of
“manager” in text are only 5.18% female (B&L
resource); and finally, as viewed through the be-
havior of the three coreference systems we tested,

8« The librarian helped the child pick out a book be-
cause he liked to encourage reading.” is an example of a
“gotcha” sentence; librarians are > 50% female (BLS).
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no managers are predicted to be female. This il-
lustrates two related phenomena: first, that data-
driven NLP pipelines are susceptible to sequential
amplification of bias throughout a pipeline, and
second, that although the gender statistics from
B&L correlate with BLS employment statistics,
they are systematically male-skewed (Figure 3).

System “Gotcha”? Female Male
no 38.3 51.7

RULE yes 10.0 37.5
no 50.8 61.7

STAT yes 458 400
no 50.8 49.2

NEURAL s 367 467

Table 2: System accuracy (%) bucketed by gender and
difficulty (so-called “gotchas,” shaded in purple). For
female pronouns, a “gotcha” sentence is one where ei-
ther (1) the correct answer is OCCUPATION but the oc-
cupation is < 50% female (according to BLS); or (2)
the occupation is > 50% female but the correct answer
is PARTICIPANT; this is reversed for male pronouns.
Systems do uniformly worse on “gotchas.”

5 Related Work

Here we give a brief (and non-exhaustive)
overview of prior work on gender bias in NLP
systems and datasets. A number of papers ex-
plore (gender) bias in English word embeddings:



how they capture implicit human biases in mod-
ern (Caliskan et al., 2017) and historical (Garg
et al., 2018) text, and methods for debiasing them
(Bolukbasi et al., 2016). Further work on debias-
ing models with adversarial learning is explored
by Beutel et al. (2017) and Zhang et al. (2018).

Prior work also analyzes social and gender
stereotyping in existing NLP and vision datasets
(van Miltenburg, 2016; Rudinger et al., 2017). Tat-
man (2017) investigates the impact of gender and
dialect on deployed speech recognition systems,
while Zhao et al. (2017) introduce a method to re-
duce amplification effects on models trained with
gender-biased datasets. Koolen and van Cranen-
burgh (2017) examine the relationship between
author gender and text attributes, noting the po-
tential for researcher interpretation bias in such
studies. Both Larson (2017) and Koolen and van
Cranenburgh (2017) offer guidelines to NLP re-
searchers and computational social scientists who
wish to predict gender as a variable. Hovy and
Spruit (2016) introduce a helpful set of terminol-
ogy for identifying and categorizing types of bias
that manifest in Al systems, including overgener-
alization, which we observe in our work here.

Finally, we note independent but closely related
work by Zhao et al. (2018), published concur-
rently with this paper. In their work, Zhao et al.
(2018) also propose a Winograd schema-like test
for gender bias in coreference resolution systems
(called “WinoBias”). Though similar in appear-
ance, these two efforts have notable differences in
substance and emphasis. The contribution of this
work is focused primarily on schema construction
and validation, with extensive analysis of observed
system bias, revealing its correlation with biases
present in real-world and textual statistics; by con-
trast, Zhao et al. (2018) present methods of debi-
asing existing systems, showing that simple ap-
proaches such as augmenting training data with
gender-swapped examples or directly editing noun
phrase counts in the B&L resource are effective at
reducing system bias, as measured by the schemas.
Complementary differences exist between the two
schema formulations: Winogender schemas (this
work) include gender-neutral pronouns, are syn-
tactically diverse, and are human-validated; Wino-
Bias includes (and delineates) sentences resolv-
able from syntax alone; a Winogender schema has
one occupational mention and one “other partic-
ipant” mention; WinoBias has two occupational
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mentions. Due to these differences, we encourage
future evaluations to make use of both datasets.

6 Conclusion and Future Work

We have introduced “Winogender schemas,” a
pronoun resolution task in the style of Winograd
schemas that enables us to uncover gender bias in
coreference resolution systems. We evaluate three
publicly-available, off-the-shelf systems and find
systematic gender bias in each: for many occupa-
tions, systems strongly prefer to resolve pronouns
of one gender over another. We demonstrate that
this preferential behavior correlates both with real-
world employment statistics and the text statistics
that these systems use. We posit that these sys-
tems overgeneralize the attribute of gender, lead-
ing them to make errors that humans do not make
on this evaluation. We hope that by drawing atten-
tion to this issue, future systems will be designed
in ways that mitigate gender-based overgeneral-
ization.

It is important to underscore the limitations of
Winogender schemas. As a diagnostic test of gen-
der bias, we view the schemas as having high pos-
itive predictive value and low negative predictive
value; that is, they may demonstrate the presence
of gender bias in a system, but not prove its ab-
sence. Here we have focused on examples of oc-
cupational gender bias, but Winogender schemas
may be extended broadly to probe for other man-
ifestations of gender bias. Though we have used
human-validated schemas to demonstrate that ex-
isting NLP systems are comparatively more prone
to gender-based overgeneralization, we do not pre-
sume that matching human judgment is the ulti-
mate objective of this line of research. Rather, hu-
man judgements, which carry their own implicit
biases, serve as a lower bound for equitability in
automated systems.

Acknowledgments

The authors thank Rebecca Knowles and Chan-
dler May for their valuable feedback on this work.
This research was supported by the JHU HLT-
COE, DARPA AIDA, and NSF-GRFP (1232825).
The U.S. Government is authorized to reproduce
and distribute reprints for Governmental purposes.
The views and conclusions contained in this pub-
lication are those of the authors and should not be
interpreted as representing official policies or en-
dorsements of DARPA or the U.S. Government.



References

Solon Barocas and Andrew D Selbst. 2016. Big data’s
disparate impact. California Law Review, pages
104(3):671-732.

Shane Bergsma and Dekang Lin. 2006. Bootstrapping
path-based pronoun resolution. In Proceedings of
the 21st International Conference on Computational
Linguistics and 44th Annual Meeting of the Associ-
ation for Computational Linguistics, pages 33-40,
Sydney, Australia. Association for Computational
Linguistics.

Alex Beutel, Jilin Chen, Zhe Zhao, and Ed H. Chi.
2017. Data decisions and theoretical implica-
tions when adversarially learning fair representa-
tions. CoRR, abs/1707.00075.

Anders Bjorkelund and Jonas Kuhn. 2014. Learn-
ing structured perceptrons for coreference resolution
with latent antecedents and non-local features. In
Proceedings of the 52nd Annual Meeting of the As-
sociation for Computational Linguistics (Volume 1:
Long Papers), pages 47-57, Baltimore, Maryland.
Association for Computational Linguistics.

Tolga Bolukbasi, Kai-Wei Chang, James Y Zou,
Venkatesh Saligrama, and Adam T Kalai. 2016.
Man is to computer programmer as woman is to
homemaker? debiasing word embeddings. In D. D.
Lee, M. Sugiyama, U. V. Luxburg, I. Guyon, and
R. Garnett, editors, Advances in Neural Information
Processing Systems 29, pages 4349-4357. Curran
Associates, Inc.

Aylin Caliskan, Joanna J. Bryson, and Arvind
Narayanan. 2017. Semantics derived automatically

from language corpora contain human-like biases.
Science, 356(6334):183-186.

Kevin Clark and Christopher D. Manning. 2016a.
Deep reinforcement learning for mention-ranking
coreference models. In Empirical Methods on Nat-
ural Language Processing (EMNLP).

Kevin Clark and Christopher D. Manning. 2016b. Im-
proving coreference resolution by learning entity-
level distributed representations. In Association for
Computational Linguistics (ACL).

Greg Durrett and Dan Klein. 2013. Easy victories and
uphill battles in coreference resolution. In Proceed-
ings of the Conference on Empirical Methods in Nat-
ural Language Processing, Seattle, Washington. As-
sociation for Computational Linguistics.

Nikhil Garg, Londa Schiebinger, Dan Jurafsky, and
James Zou. 2018. Word embeddings quantify 100
years of gender and ethnic stereotypes. Proceedings
of the National Academy of Sciences.

Dirk Hovy and Shannon L. Spruit. 2016. The social
impact of natural language processing. In Proceed-
ings of the 54th Annual Meeting of the Association

13

for Computational Linguistics (Volume 2: Short Pa-
pers), pages 591-598, Berlin, Germany. Association
for Computational Linguistics.

Corina Koolen and Andreas van Cranenburgh. 2017.
These are not the stereotypes you are looking for:
Bias and fairness in authorial gender attribution. In
Proceedings of the First ACL Workshop on Ethics in
Natural Language Processing, pages 12-22, Valen-
cia, Spain. Association for Computational Linguis-
tics.

Brian Larson. 2017. Gender as a variable in natural-
language processing: Ethical considerations. In
Proceedings of the First ACL Workshop on Ethics in
Natural Language Processing, pages 1-11, Valen-
cia, Spain. Association for Computational Linguis-
tics.

Heeyoung Lee, Yves Peirsman, Angel Chang,
Nathanael Chambers, Mihai Surdeanu, and Dan Ju-
rafsky. 2011. Stanford’s multi-pass sieve coref-
erence resolution system at the conll-2011 shared
task. In Conference on Natural Language Learning
(CoNLL) Shared Task.

Hector J. Levesque, Ernest Davis, and Leora Morgen-
stern. 2011. The winograd schema challenge. In
KR.

Emiel van Miltenburg. 2016. Stereotyping and bias in
the flickr30k dataset. MMC.

Sameer Pradhan, Alessandro Moschitti, Nianwen Xue,
Olga Uryupina, and Yuchen Zhang. 2012. CoNLL-
2012 shared task: Modeling multilingual unre-
stricted coreference in OntoNotes. In Proceedings
of the Sixteenth Conference on Computational Natu-
ral Language Learning (CoNLL 2012), Jeju, Korea.

Sameer Pradhan, Lance Ramshaw, Mitchell Marcus,
Martha Palmer, Ralph Weischedel, and Nianwen
Xue. 2011. Conll-2011 shared task: Modeling un-
restricted coreference in ontonotes. In Proceedings
of the Fifteenth Conference on Computational Nat-
ural Language Learning (CoNLL 2011), Portland,
Oregon.

Rachel Rudinger, Chandler May, and Benjamin
Van Durme. 2017. Social bias in elicited natural lan-
guage inferences. In Proceedings of the First ACL
Workshop on Ethics in Natural Language Process-
ing, pages 74-79, Valencia, Spain. Association for
Computational Linguistics.

Rachael Tatman. 2017. Gender and dialect bias in
youtube’s automatic captions. In Proceedings of the
First ACL Workshop on Ethics in Natural Language
Processing, pages 53-59, Valencia, Spain. Associa-
tion for Computational Linguistics.

Mikaela Wapman and Deborah Belle. 2014. Under-
graduate thesis. https://mikaelawapman.
com/category/gender—schemas/.



Sam Wiseman, Alexander M. Rush, Stuart Shieber, and
Jason Weston. 2015. Learning anaphoricity and an-
tecedent ranking features for coreference resolution.
In Proceedings of the 53rd Annual Meeting of the
Association for Computational Linguistics and the
7th International Joint Conference on Natural Lan-
guage Processing (Volume 1: Long Papers), pages
1416-1426. Association for Computational Linguis-
tics.

Sam Wiseman, Alexander M. Rush, and Stuart M.
Shieber. 2016. Learning global features for coref-
erence resolution. In Proceedings of the 2016 Con-
ference of the North American Chapter of the Asso-
ciation for Computational Linguistics: Human Lan-
guage Technologies, pages 994-1004, San Diego,
California. Association for Computational Linguis-
tics.

Brian Hu Zhang, Blake Lemoine, and Margaret
Mitchell. 2018. Mitigating unwanted biases with
adversarial learning. In Proceedings of the First
AAAI/ACM Conference on Al, Ethics, and Society.

Jieyu Zhao, Tianlu Wang, Mark Yatskar, Vicente Or-
donez, and Kai-Wei Chang. 2017. Men also like
shopping: Reducing gender bias amplification using
corpus-level constraints. In Proceedings of the 2017
Conference on Empirical Methods in Natural Lan-
guage Processing, pages 2979-2989, Copenhagen,
Denmark. Association for Computational Linguis-
tics.

Jieyu Zhao, Tianlu Wang, Mark Yatskar, Vicente Or-
donez, and Kai-Wei Chang. 2018. Gender bias in
coreference resolution: Evaluation and debiasing
methods. In Proceedings of the 2018 Conference of
the North American Chapter of the Association for
Computational Linguistics: Human Language Tech-
nologies, New Orleans, Louisiana. Association for
Computational Linguistics.

14



Gender Bias in Coreference Resolution:
Evaluation and Debiasing Methods

Jieyu Zhao®
Vicente Ordonez'

Tianlu Wang'

$University of California, Los Angeles
{tw8bc, vicente } @virginia.edu

T University of Virginia

tAllen Institute for Artificial Intelligence

Abstract

We introduce a new benchmark, WinoBias, for
coreference resolution focused on gender bias.
Our corpus contains Winograd-schema style
sentences with entities corresponding to peo-
ple referred by their occupation (e.g. the nurse,
the doctor, the carpenter). We demonstrate
that a rule-based, a feature-rich, and a neu-
ral coreference system all link gendered pro-
nouns to pro-stereotypical entities with higher
accuracy than anti-stereotypical entities, by
an average difference of 21.1 in F1 score.
Finally, we demonstrate a data-augmentation
approach that, in combination with exist-
ing word-embedding debiasing techniques, re-
moves the bias demonstrated by these sys-
tems in WinoBias without significantly affect-
ing their performance on existing coreference
benchmark datasets. Our dataset and code are
available at http://winobias.org.

1 Introduction

Coreference resolution is a task aimed at identify-
ing phrases (mentions) referring to the same entity.
Various approaches, including rule-based (Raghu-
nathan et al., 2010), feature-based (Durrett and
Klein, 2013; Peng et al., 2015a), and neural-
network based (Clark and Manning, 2016; Lee
et al., 2017) have been proposed. While signifi-
cant advances have been made, systems carry the
risk of relying on societal stereotypes present in
training data that could significantly impact their
performance for some demographic groups.

In this work, we test the hypothesis that co-
reference systems exhibit gender bias by creating
a new challenge corpus, WinoBias.This dataset
follows the winograd format (Hirst, 1981; Rah-
man and Ng, 2012; Peng et al., 2015b), and con-
tains references to people using a vocabulary of
40 occupations. It contains two types of chal-
lenge sentences that require linking gendered pro-
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Type 1

[The physician|hired;the secretary:because|he]was overwhelmed with clients.

Figure 1: Pairs of gender balanced co-reference tests
in the WinoBias dataset. Male and female entities
are marked in solid blue and dashed orange, respec-
tively. For each example, the gender of the pronomi-
nal reference is irrelevant for the co-reference decision.
Systems must be able to make correct linking predic-
tions in pro-stereotypical scenarios (solid purple lines)
and anti-stereotypical scenarios (dashed purple lines)
equally well to pass the test. Importantly, stereotypical
occupations are considered based on US Department of
Labor statistics.

nouns to either male or female stereotypical occu-
pations (see the illustrative examples in Figure 1).
None of the examples can be disambiguated by
the gender of the pronoun but this cue can poten-
tially distract the model. We consider a system
to be gender biased if it links pronouns to occu-
pations dominated by the gender of the pronoun
(pro-stereotyped condition) more accurately than
occupations not dominated by the gender of the
pronoun (anti-stereotyped condition). The corpus
can be used to certify a system has gender bias.'
We use three different systems as prototypi-

"Note that the counter argument (i.e., systems are gender
bias free) may not hold.

Proceedings of NAACL-HLT 2018, pages 15-20
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cal examples: the Stanford Deterministic Coref-
erence System (Raghunathan et al., 2010), the
Berkeley Coreference Resolution System (Durrett
and Klein, 2013) and the current best published
system: the UW End-to-end Neural Coreference
Resolution System (Lee et al., 2017). Despite
qualitatively different approaches, all systems ex-
hibit gender bias, showing an average difference in
performance between pro-stereotypical and anti-
stereotyped conditions of 21.1 in F1 score. Finally
we show that given sufficiently strong alternative
cues, systems can ignore their bias.

In order to study the source of this bias, we
analyze the training corpus used by these sys-
tems, Ontonotes 5.0 (Weischedel et al., 2012).2
Our analysis shows that female entities are signif-
icantly underrepresented in this corpus. To reduce
the impact of such dataset bias, we propose to gen-
erate an auxiliary dataset where all male entities
are replaced by female entities, and vice versa, us-
ing a rule-based approach. Methods can then be
trained on the union of the original and auxiliary
dataset. In combination with methods that remove
bias from fixed resources such as word embed-
dings (Bolukbasi et al., 2016), our data augmen-
tation approach completely eliminates bias when
evaluating on WinoBias , without significantly af-
fecting overall coreference accuracy.

2 WinoBias

To better identify gender bias in coreference reso-
lution systems, we build a new dataset centered on
people entities referred by their occupations from
a vocabulary of 40 occupations gathered from the
US Department of Labor, shown in Table 1.> We
use the associated occupation statistics to deter-
mine what constitutes gender stereotypical roles
(e.g. 90% of nurses are women in this survey). En-
tities referred by different occupations are paired
and used to construct test case scenarios. Sen-
tences are duplicated using male and female pro-
nouns, and contain equal numbers of correct co-
reference decisions for all occupations. In total,
the dataset contains 3,160 sentences, split equally
for development and test, created by researchers
familiar with the project. Sentences were cre-
ated to follow two prototypical templates but an-
notators were encouraged to come up with scenar-

2The corpus is used in CoNLL-2011 and CoNLL-2012
shared tasks, http://www.conll.org/previous-tasks

3Labor Force Statistics from the Current Population Sur-
vey, 2017. https://www.bls.gov/cps/cpsaatl1.htm
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Occupation % | Occupation Yo
carpenter 2 | editor 52
mechanician 4 | designers 54
construction worker 4 | accountant 61
laborer 4 | auditor 61
driver 6 | writer 63
sheriff 14 | baker 65
mover 18 | clerk 72
developer 20 | cashier 73
farmer 22 | counselors 73
guard 22 | attendant 76
chief 27 | teacher 78
janitor 34 | sewer 80
lawyer 35 | librarian 84
cook 38 | assistant 85
physician 38 | cleaner 89
ceo 39 | housekeeper | 89
analyst 41 | nurse 90
manager 43 | receptionist | 90
supervisor 44 | hairdressers | 92
salesperson 48 | secretary 95
Table 1: Occupations statistics used in WinoBias

dataset, organized by the percent of people in the oc-
cupation who are reported as female. When woman
dominate profession, we call linking the noun phrase
referring to the job with female and male pronoun
as ‘pro-stereotypical’, and ‘anti-stereotypical’, respec-
tively. Similarly, if the occupation is male domi-
nated, linking the noun phrase with the male and fe-
male pronoun is called, ‘pro-stereotypical’ and ‘anti-
steretypical’, respectively.

ios where entities could be interacting in plausible
ways. Templates were selected to be challenging
and designed to cover cases requiring semantics
and syntax separately.*

Type 1: [entityl] [interacts with] [entity2]
[conjunction] [pronoun] [circumstances].
Prototypical WinoCoRef style sentences, where
co-reference decisions must be made using world
knowledge about given circumstances (Figure 1;
Type 1). Such examples are challenging because
they contain no syntactic cues.

Type 2: [entity1l] [interacts with] [entity2]
and then [interacts with] [pronoun] for [cir-
cumstances]. These tests can be resolved us-
ing syntactic information and understanding of the
pronoun (Figure 1; Type 2). We expect systems to
do well on such cases because both semantic and
syntactic cues help disambiguation.

Evaluation To evaluate models, we split the
data in two sections: one where correct co-
reference decisions require linking a gendered

“We do not claim this set of templates is complete, but that

they provide representative examples that, pratically, show
bias in existing systems.



pronoun to an occupation stereotypically associ-
ated with the gender of the pronoun and one that
requires linking to the anti-stereotypical occupa-
tion. We say that a model passes the WinoBias
test if for both Type 1 and Type 2 examples, pro-
stereotyped and anti-stereotyped co-reference de-
cisions are made with the same accuracy.

3 Gender Bias in Co-reference

In this section, we highlight two sources of gender
bias in co-reference systems that can cause them
to fail WinoBias: training data and auxiliary re-
sources and propose strategies to mitigate them.

3.1 Training Data Bias

Bias in OntoNotes 5.0 Resources supporting
the training of co-reference systems have severe
gender imbalance. In general, entities that have a
mention headed by gendered pronouns (e.g.“he”,
“she”) are over 80% male.> Furthermore, the way
in which such entities are referred to, varies sig-
nificantly. Male gendered mentions are more than
twice as likely to contain a job title as female men-
tions.® Moreover, these trends hold across genres.

Gender Swapping To remove such bias, we
construct an additional training corpus where all
male entities are swapped for female entities and
vice-versa. Methods can then be trained on both
original and swapped corpora. This approach
maintains non-gender-revealing correlations while
eliminating correlations between gender and co-
reference cues.

We adopt a simple rule based approach for gen-
der swapping. First, we anonymize named entities
using an automatic named entity finder (Lample
et al., 2016). Named entities are replaced con-
sistently within document (i.e. “Barak Obama ...
Obama was re-elected.” would be annoymized
to “El1 E2 ... E2 was re-elected.” ). Then we
build a dictionary of gendered terms and their re-
alization as the opposite gender by asking work-
ers on Amazon Mechnical Turk to annotate all
unique spans in the OntoNotes development set.’

>To exclude mentions such as “his mother”, we use
Collins head finder (Collins, 2003) to identify the head word
of each mention, and only consider the mentions whose head
word is gender pronoun.

SWe pick more than 900 job titles from a gazetteer.

"Five turkers were presented with anonymized spans and
asked to mark if it indicated male, female, or neither, and if
male or female, rewrite it so it refers to the other gender.
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Rules were then mined by computing the word dif-
ference between initial and edited spans. Com-
mon rules included “she — he”, “Mr.” — “Mrs.”,
“mother” — “father”” Sometimes the same ini-
tial word was edited to multiple different phrases:
these were resolved by taking the most frequent
phrase, with the exception of “her — him” and
“her — his” which were resolved using part-of-
speech. Rules were applied to all matching tokens
in the OntoNotes. We maintain anonymization so
that cases like “John went to his house” can be ac-
curately swapped to “E1 went to her house.”

3.2 Resource Bias

Word Embeddings Word embeddings are
widely used in NLP applications however recent
work has shown that they are severely biased:
“man” tends to be closer to “programmer” than
“woman” (Bolukbasi et al., 2016; Caliskan et al.,
2017). Current state-of-art co-reference systems
build on word embeddings and risk inheriting
their bias. To reduce bias from this resource,
we replace GloVe embeddings with debiased
vectors (Bolukbasi et al., 2016).

Gender Lists While current neural approaches
rely heavily on pre-trained word embeddings, pre-
vious feature rich and rule-based approaches rely
on corpus based gender statistics mined from ex-
ternal resources (Bergsma and Lin, 2006). Such
lists were generated from large unlabeled cor-
pora using heuristic data mining methods. These
resources provide counts for how often a noun
phrase is observed in a male, female, neutral, and
plural context. To reduce this bias, we balance
male and female counts for all noun phrases.

4 Results

In this section we evaluate of three representative
systems: rule based, Rule, (Raghunathan et al.,
2010), feature-rich, Feature, (Durrett and Klein,
2013), and end-to-end neural (the current state-of-
the-art), E2E, (Lee et al., 2017). The following
sections show that performance on WinoBias re-
veals gender bias in all systems, that our methods
remove such bias, and that systems are less biased
on OntoNotes data.

WinoBias Reveals Gender Bias Table 2 sum-
marizes development set evaluations using all
three systems. Systems were evaluated on both
types of sentences in WinoBias (T1 and T2), sepa-



Method | Anon. | Resour. | Aug. || OntoNotes || T1-p | Tl-a | Avg | |Diff| || T2-p | T2-a | Avg | | Diff ]|
E2E 67.7 76.0 | 494 | 62.7 | 26.6* 88.7 | 752 | 82.0 | 13.5%
E2E v’ 66.4 735 | 51.2 | 62.6 | 21.3* 86.3 | 70.3 | 783 | 16.1*
E2E v’ v’ 66.5 67.2 | 593 | 63.2 7.9% 81.4 | 823 | 819 0.9
E2E v’ v’ 66.2 65.1 | 59.2 | 62.2 5.9% 86.5 | 83.7 | 85.1 2.8%
E2E v’ v’ v’ 66.3 639 | 62.8 | 634 1.1 81.3 | 834 | 824 2.1

Feature 61.7 66.7 | 56.0 | 61.4 | 10.6* 73.0 | 574 | 652 | 15.7%

Feature v’ 61.3 659 | 56.8 | 61.3 9.1% 72.0 | 58.5 | 653 | 13.5%

Feature v’ v’ 61.2 61.8 | 62.0 | 61.9 0.2 67.1 | 63.5 | 653 3.6

Feature v’ v’ 61.0 65.0 | 573 | 61.2 7.7 72.8 | 63.2 | 68.0 9.6*

Feature v’ v’ v’ 61.0 623 | 604 | 614 1.9% 71.1 | 68.6 | 69.9 2.5

[ Rule | [ [ [ 570 ][ 767 ] 375 | 57.1 | 39.2% || 505 | 29.2 | 39.9 | 21.3* |

Table 2: F1 on OntoNotes and WinoBias development set. WinoBias results are split between Type-1 and Type-
2 and in pro/anti-stereotypical conditions. * indicates the difference between pro/anti stereotypical conditions
is significant (p < .05) under an approximate randomized test (Graham et al., 2014). Our methods eliminate
the difference between pro-stereotypical and anti-stereotypical conditions (Diff), with little loss in performance
(OntoNotes and Avg).

Method | Anon. | Resour. | Aug. || OntoNotes || T1-p | Tl-a | Avg | [Diff| || T2-p | T2-a | Avg | | Diff |
E2E 67.2 74.9 | 47.7 | 613 | 27.2% 88.6 | 77.3 | 829 | 11.3*
E2E v’ v’ v’ 66.5 624 | 60.3 | 61.3 2.1 784 | 78.0 | 782 0.4

Feature 64.0 62.9 | 58.3 | 60.6 4.6* 68.5 | 57.8 | 63.1 | 10.7*

Feature v’ v’ v’ 63.6 622 | 60.6 | 614 1.7 70.0 | 69.5 | 69.7 0.6

[ Rule | [ [ [ 587 [ 720 | 375 | 548 | 345" || 478 | 266 | 372 | 21.2* |

Table 3: F1 on OntoNotes and Winobias test sets. Methods were run once, supporting development set conclusions.

Table 4: Performance on the original and the gender-
reversed developments dataset (anonymized).

rately in pro-stereotyped and anti-stereotyped con-
ditions ( T1-p vs. Tl-a, T2-p vs T2-a). We
evaluate the effect of named-entity anonymiza-
tion (Anon.), debiasing supporting resources® (Re-
sour.) and using data-augmentation through gen-
der swapping (Aug.). E2E and Feature were
retrained in each condition using default hyper-
parameters while Rule was not debiased because
it is untrainable. We evaluate using the coref-
erence scorer v8.01 (Pradhan et al., 2014) and
compute the average (Avg) and absolute differ-
ence (Diff) between pro-stereotyped and anti-
stereotyped conditions in WinoBias.

All initial systems demonstrate severe dispar-
ity between pro-stereotyped and anti-stereotyped
conditions. Overall, the rule based system is
most biased, followed by the neural approach
and feature rich approach. Across all conditions,
anonymization impacts E2E the most, while all
other debiasing methods result in insignificant loss

8Word embeddings for E2E and gender lists for Feature
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Model | Original | Gender-reversed in performance on the OntoNotes dataset. Re-
E2E 66.4 65.9 . . .
Feature 613 503 moving biased resources and data-augmentation

reduce bias independently and more so in combi-
nation, allowing both E2E and Feature to pass
WinoBias without significantly impacting perfor-
mance on either OntoNotes or WinoBias . Quali-
tatively, the neural system is easiest to de-bias and
our approaches could be applied to future end-to-
end systems. Systems were evaluated once on test
sets, Table 3, supporting our conclusions.

Systems Demonstrate Less Bias on OntoNotes
While we have demonstrated co-reference systems
have severe bias as measured in WinoBias , this
is an out-of-domain test for systems trained on
OntoNotes. Evaluating directly within OntoNotes
is challenging because sub-sampling documents
with more female entities would leave very few
evaluation data points. Instead, we apply our gen-
der swapping system (Section 3), to the OntoNotes
development set and compare system performance
between swapped and unswapped data.” If a sys-
tem shows significant difference between origi-
nal and gender-reversed conditions, then we would
consider it gender biased on OntoNotes data.
Table 4 summarizes our results. The E2E sys-

°This test provides a lower bound on OntoNotes bias be-
cause some mistakes can result from errors introduce by the
gender swapping system.



tem does not demonstrate significant degradation
in performance, while Feature loses roughly 1.0-
F1.'° This demonstrates that given sufficient alter-
native signal, systems often do ignore gender bi-
ased cues. On the other hand, WinoBias provides
an analysis of system bias in an adversarial setup,
showing, when examples are challenging, systems
are likely to make gender biased predictions.

5 Related Work

Machine learning methods are designed to gener-
alize from observation but if algorithms inadver-
tently learn to make predictions based on stereo-
typed associations they risk amplifying existing
social problems. Several problematic instances
have been demonstrated, for example, word em-
beddings can encode sexist stereotypes (Bolukbasi
et al., 2016; Caliskan et al., 2017). Similar ob-
servations have been made in vision and language
models (Zhao et al., 2017), online news (Ross and
Carter, 2011), web search (Kay et al., 2015) and
advertisements (Sweeney, 2013). In our work, we
add a unique focus on co-reference, and propose
simple general purpose methods for reducing bias.
Implicit human bias can come from imbal-
anced datasets. When making decisions on such
datasets, it is usual that under-represented sam-
ples in the data are neglected since they do not
influence the overall accuracy as much. For bi-
nary classification Kamishima et al. (2012, 2011)
add a regularization term to their objective that
penalizes biased predictions. Various other ap-
proaches have been proposed to produce “fair”
classifiers (Calders et al., 2009; Feldman et al.,
2015; Misra et al., 2016). For structured predic-
tion, the work of Zhao et al. (2017) reduces bias
by using corpus level constraints, but is only prac-
tical for models with specialized structure. Kusner
et al. (2017) propose the method based on causal
inference to achieve the model fairness where they
do the data augmentation under specific cases,
however, to the best of our knowledge, we are the
first to propose data augmentation based on gender
swapping in order to reduce gender bias.
Concurrent work (Rudinger et al., 2018) also
studied gender bias in coreference resolution
systems, and created a similar job title based,
winograd-style, co-reference dataset to demon-

"We do not evaluate the Rule system as it cannot be train
for anonymized input.
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strate bias '!. Their work corroborates our findings
of bias and expands the set of systems shown to be
biased while we add a focus on debiasing meth-
ods. Future work can evaluate on both datasets.

6 Conclusion

Bias in NLP systems has the potential to not only
mimic but also amplify stereotypes in society. For
a prototypical problem, coreference, we provide
a method for detecting such bias and show that
three systems are significantly gender biased. We
also provide evidence that systems, given suffi-
cient cues, can ignore their bias. Finally, we
present general purpose methods for making co-
reference models more robust to spurious, gender-
biased cues while not incurring significant penal-
ties on their performance on benchmark datasets.
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Abstract

A reasonable approach for fact checking a
claim involves retrieving potentially relevant
documents from different sources (e.g., news
websites, social media, etc.), determining
the stance of each document with respect to
the claim, and finally making a prediction
about the claim’s factuality by aggregating the
strength of the stances, while taking the relia-
bility of the source into account. Moreover, a
fact checking system should be able to explain
its decision by providing relevant extracts (ra-
tionales) from the documents. Yet, this setup
is not directly supported by existing datasets,
which treat fact checking, document retrieval,
source credibility, stance detection and ratio-
nale extraction as independent tasks. In this
paper, we support the interdependencies be-
tween these tasks as annotations in the same
corpus. We implement this setup on an Arabic
fact checking corpus, the first of its kind.

1 Introduction

Fact checking has recently emerged as an im-
portant research topic due to the unprecedented
amount of fake news and rumors that are flood-
ing the Internet in order to manipulate people’s
opinions (Darwish et al., 2017a; Mihaylov et al.,
2015a,b; Mihaylov and Nakov, 2016) or to influ-
ence the outcome of major events such as politi-
cal elections (Lazer et al., 2018; Vosoughi et al.,
2018). While the number of organizations per-
forming fact checking is growing, these efforts
cannot keep up with the pace at which false
claims are being produced, including also click-
bait (Karadzhov et al., 2017a), hoaxes (Rashkin
et al., 2017), and satire (Hardalov et al., 2016).
Hence, there is need for automatic fact checking.

*This work was carried out when the authors were sci-
entists at QCRI, HBKU.
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While most previous research has focused on En-
glish, here we target Arabic. Moreover, we pro-
pose some guidelines, which we believe should be
taken into account when designing fact-checking
corpora, irrespective of the target language.

Automatic fact checking typically involves re-
trieving potentially relevant documents (news arti-
cles, tweets, etc.), determining the stance of each
document with respect to the claim, and finally
predicting the claim’s factuality by aggregating the
strength of the different stances, taking into con-
sideration the reliability of the documents’ sources
(news medium, Twitter account, etc.). Despite the
interdependency between fact checking and stance
detection, research on these two problems has not
been previously supported by an integrated cor-
pus. This is a gap we aim to bridge by retrieving
documents for each claim and annotating them for
stance, thus ensuring a natural distribution of the
stance labels.

Moreover, in order to be trusted by users, a fact-
checking system should be able to explain the rea-
soning that led to its decisions. This is best sup-
ported by showing extracts (such as sentences or
phrases) from the retrieved documents that illus-
trate the detected stance (Lei et al., 2016). Un-
fortunately, existing datasets do not offer man-
ual annotation of sentence- or phrase-level sup-
porting evidence. While deep neural networks
with attention mechanisms can infer and extract
such evidence automatically in an unsupervised
way (Parikh et al., 2016), potentially better re-
sults can be achieved when having the target sen-
tence provided in advance, which enables super-
vised or semi-supervised training of the attention.
This would allow not only more reliable evidence
extraction, but also better stance prediction, and
ultimately better factuality prediction. Following
this idea, our corpus also identifies the most rele-
vant stance-marking sentences.

Proceedings of NAACL-HLT 2018, pages 21-27
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2 Related Work

The connection between fact checking and stance
detection has been argued for by Vlachos and
Riedel (2014), who envisioned a system that
(i) 1identifies factual statements (Hassan et al.,
2015; Gencheva et al., 2017; Jaradat et al., 2018),
(if) generates questions or queries (Karadzhov
et al., 2017b), (iii) creates a knowledge base us-
ing information extraction and question answer-
ing (Ba et al., 2016; Shiralkar et al., 2017), and
(iv) infers the statements’ veracity using text anal-
ysis (Banerjee and Han, 2009; Castillo et al., 2011;
Rashkin et al., 2017) or information from exter-
nal sources (Popat et al., 2016; Karadzhov et al.,
2017b; Popat et al., 2017). This connection has
been also used in practice, e.g., by Popat et al.
(2017); however, different datasets had to be used
for stance detection vs. fact checking, as no
dataset so far has targeted both.

Fact checking is very time-consuming, and thus
most datasets focus on claims that have been al-
ready checked by experts on specialized sites such
as Snopes (Ma et al., 2016; Popat et al., 2016,
2017), PolitiFact (Wang, 2017), or Wikipedia
hoaxes (Popat et al., 2016)." As fact checking is
mainly done for English, non-English datasets are
rare and often unnatural, e.g., translated from En-
glish, and focusing on US politics.” In contrast,
we start with claims that are not only relevant to
the Arab world, but that were also originally made
in Arabic, thus producing the first publicly avail-
able Arabic fact-checking dataset.

Stance detection has been studied so far dis-
jointly from fact checking. While there exist
some datasets for Arabic (Darwish et al., 2017b),
the most popular ones are for English, e.g., from
SemEval-2016 Task 6 (Mohammad et al., 2016)
and from the Fake News Challenge (FNC).® De-
spite its name, the latter has no annotations for fac-
tuality, but consists of article-claim pairs labeled
for stance: agrees, disagrees, discusses, and unre-
lated. In contrast, we retrieve documents for each
claim, which yields an arguably more natural dis-
tribution of stance labels compared to FNC.

! Annotating from scratch is needed in some cases, e.g., in
the context of question answering (Mihaylova et al., 2018),
or when targeting credibility (Castillo et al., 2011).

2See for example the CLEF-2018 lab on Automatic Iden-
tification and Verification of Claims in Political Debates,
which features US political debates translated to Arabic:
http://alt.gcri.org/clef2018-factcheck/

*http://www.fakenewschallenge.org/
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Evidence extraction. Finally, an important char-
acteristic of our dataset is that it provides evidence,
in terms of text fragments, for the agree and dis-
agree labels. Having such supporting evidence
annotated enables both better learning for super-
vised systems performing stance detection or fact
checking, and also the ability for such systems to
learn to explain their decisions to users. Having
this latter ability has been recognized in previous
work on rationalizing neural predictions (Lei et al.,
2016). This is also at the core of recent research on
machine comprehension, e.g., using the SQuAD
dataset (Rajpurkar et al., 2016). However, such
annotations have not been done for stance detec-
tion or fact checking before.

Finally, while preparing the camera-ready ver-
sion of the present paper, we came to know about a
new dataset for Fact Extraction and VERification,
or FEVER (Thorne et al., 2018), which is some-
what similar to ours as it it about both factuality
and stance, and it has annotation for evidence. Yet,
it is also different as (i) the claims are artificially
generated by manually altering Wikipedia text,
(ii) the knowledge base is restricted to Wikipedia
articles, and (iii) the stance and the factuality la-
bels are identical, assuming that Wikipedia articles
are reliable to be able to decide a claim’s veracity.
In contrast, we use real claims from news outlets,
we retrieve articles from the entire Web, and we
keep stance and factuality as separate labels.

3 The Corpus

Our corpus contains claims labeled for factuality
(true vs. false). We associate each claim with
several documents, where each claim-document
pair is labeled for stance (agree, disagree, discuss,
or unrelated) similar to the FakeNewsChallenge
(FNC) dataset. Overall, the process of corpus cre-
ation went through several stages — claim extrac-
tion, evidence extraction and stance annotation —,
which we describe below.

Claim Extraction We consider two websites as
the source of our claims. VERIFY* is a project that
was established to expose false claims made about
the war in Syria and other related Middle Eastern
issues. It is an independent platform that debunks
claims made by all parties to the conflict. To the
best of our knowledge, this is the only platform
that publishes fact-checked claims in Arabic.

4http i/ /www.verify—-sy.com



It is worth noting that the VERIFY website only
shows claims that were debunked as false and mis-
leading, and hence we used it to extract only the
false claims for our corpus (we extracted the true
claims from a different source; see below).

We thoroughly preprocessed the original
claims. First, we manually identified and ex-
cluded all claims discussing falsified multimedia
(images or video), which cannot be verified using
textual information and NLP techniques only, e.g.

(1) Pro-regime pages have circulated
pictures of fighters fleeing an explosion.
Sl e Oy olal

Note that the claims in VERIFY were written
in a form that presents the corrected information
after debunking the original false claim. For in-
stance, the original false claim in example 2a is
corrected and published in VERIFY as shown in
example 2b. We manually rendered these cor-
rected claims to their original false form, which
we used for our corpus.

(2a) (original false claim) FIFA intends
to investigate the game between Syria
and Australia.
o S G Gl e
WS G 5

(2b) (corrected claim in VERIFY)
FIFA does not intend to investigate the
game between Syria and Australia, as
pro-regime pages claim.

P i

After extracting the false claims from VERIFY,
we collected the true claims of our corpus from
REUTERS" by extracting headlines of news docu-
ments. We used a list of manually selected key-
words to extract claims with the same topics as
those extracted from VERIFY.

Shttp://ara.reuters.com
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Then, we manually excluded claims that contained
political rhetorical statements (see example 3 be-
low), multiple facts, accusations or denials, and
ultimately we only kept those claims that discuss
factual events, i.e., that can be verified.

(3) Presidents Vladimir Putin and
Recep Tayyip Erdogan hope that Astana
talks will lead to peace.

b C s s el )
UL olslz 0 Ll olegs )]

Overall, starting with 1,381 claims, we ended
up with 422 worth-checking claims: 219 false
claims from VERIFY, and 203 frue claims from
REUTERS.

Evidence Extraction Following the assumption
that identifying stance towards claims can help
predict their veracity, we want to associate each
claim with supporting and opposing pieces of
textual evidence. We used the Google custom
search API for document retrieval, and we per-
formed the following steps to increase the likeli-
hood of retrieving relevant documents. First, as
in (Karadzhov et al., 2017b), we transformed each
claim into sub-queries by selecting named enti-
ties, adjectives, nouns and verbs with the highest
TE.DF score, calculated on a collection of docu-
ments from the claims’ sources. Then, we used
these sub-queries with the claim itself as input to
the search API and retrieved the first 20 returned
links, from which we excluded those directing to
VERIFY and REUTERS, and social media websites
that are mostly opinionated. Finally, we calculated
two similarity measures between the links’ content
(documents) and the claims: the tri-gram contain-
ment (Lyon et al., 2001) and the cosine distance
between average word embeddings of both texts.°.
We only kept documents with non-zero values for
both measures, yielding 3,042 documents: 1,239
for false claims and 1,803 for true claims.

®Word embeddings were generated by training the
GloVe (Pennington et al., 2014) model on the Arabic Giga-
word (Parker et al., 2011)



Stance Annotation: We used CrowdFlower to
recruit Arabic speakers to annotate the claim-
document pairs for stance. Each pair was assigned
to 3-5 annotators, who were asked to assign one of
the following standard labels (also used at FNC):
agree, disagree, discuss and unrelated. First, we
conducted small-scale pilot tasks to fine-tune the
guidelines and to ensure their clarity. The annota-
tors were also asked to focus on the stance of the
document towards the claim, regardless of the fac-
tuality of either text. This ensures that stance is
captured without bias, so it can be used later with
other information (e.g., time, website’s credibility,
author reliability) to predict factuality. Finally, the
annotators were asked to specify segments in the
documents representing the rationales that made
them assign agree or disagree as labels. For qual-
ity control purposes, we further created a small
hidden test set by annotating 50 pairs ourselves,
and we used it to monitor the annotators’ perfor-
mance, keeping only those who maintained an ac-
curacy of over 75%.

Ultimately, we used majority voting to aggre-
gate stance labels for each pair, using the annota-
tors’ performance scores to break ties. On average,
77% of the annotators for each claim-document
pair agreed on its label, thus allowing proper ma-
jority aggregation for most pairs. A total of 133
pairs with significant annotation disagreement re-
quired us to manually check and correct the pro-
posed annotations. We further automatically re-
fined the documents by (i) excluding sentences
with more than 200 words, and (i7) limiting the
size of a document to 100 sentences. Such extra-
long documents tend to originate from crawling
ill-structured websites, or from parsing some spe-
cific types of websites such as web forums.

Table 1 shows the distribution over the stance
labels,” which turns out to be very similar to that
for the FNC dataset. We can see that there are
very few documents disagreeing with true claims
(about 0.5%), which suggests that stance is pos-
itively correlated with factuality. However, the
number of documents agreeing with false docu-
ments is larger than the number of documents dis-
agreeing with them, which illustrates one of the
main challenges when trying to predict the factu-
ality of news based on stance.

"The corpus is available at http://groups.csail.
mit.edu/sls/downloads/
and also at http://alt.gcri.org/resources/
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Claims Annotated Stance (document-to-claim)
Documents | Agree Disagree Discuss Unrelated
False: 219 1,239 103 82 159 895
True: 203 1,803 371 5 250 1,177
Total: 402 3,042 474 87 409 2,072

Table 1: Statistics about stance and factuality labels.

4 Experiments and Evaluation

We experimented with our Arabic corpus, after
preprocessing it with ATB-style segmentation us-
ing MADAMIRA (Pasha et al., 2014), using the
following systems:

e FNC BASELINE SYSTEM. This is the FNC
organizers’ system, which trains a gradient
boosting classifier using hand-crafted fea-
tures reflecting polarity, refute, similarity and
overlap between the document and the claim.

ATHENE. It was second at FNC
(Hanselowski et al.,, 2017), and was
based on a multi-layer perceptron with the
baseline system’s features, word n-grams,
and features generated using latent semantic
analysis and other factorization techniques.

UCL. It was third at FNC (Riedel et al.,
2017), training a softmax layer using similar-
ity features.

MEMORY NETWORK. We also experi-
mented with an end-to-end memory network
that showed state-of-the-art results on the
FNC data (Mohtarami et al., 2018).

The evaluation results are shown in Table 2.
We use 5-fold cross-validation, where all claim-
document pairs for the same claim are assigned to
the same fold. We report accuracy, macro-average
Fy-score, and weighted accuracy, which is the of-
ficial evaluation metric of FNC.

Overall, our corpus appears to be much harder
than FNC. For instance, the FNC baseline system
achieves weighted accuracy of 75.2 on FNC vs.
55.6 (up to 64.8) on our corpus. We believe that
this is because we used a realistic information re-
trieval approach (see Section 3), whereas the FNC
corpus contains a significant number of totally un-
related document—claim pairs, e.g., about 40% of
the unrelated examples have no word overlap with
the claim (even after stemming!), which makes it
much easier to correctly predict the unrelated class
(and this class is also by far the largest).



Model document Content Used Weigh. Acc. Acc. F; (macro) F; (agree, disagree, discuss, unrelated)
Majority class — 34.8 68.1 203 0/0/0/81
full document (default) 55.6 72.4 410 | 60.4/9.0/10.4 / 84
ENC baseli . best sentence 50.5 70.6 37.2 : 50.3/54/10.3/829
ASCHNe SYSEM | pest sentence +rationale 60.6 75.6 459 73.5/132/11.3/855
full document +rationale 64.8 78.4 53.2 : 84.4/32.5/84/87.5
full document (default) 493 66.0 3710 47.0/7.8/13.4780
UCL (#3rd in ENC best sentence 46.8 66.7 34.7 : 443/35/11.4/79.8
(#rdin FNC) | pest sentence +rationale 58.5 719 48 | 71.6/12.6/12.4/82.6
full document +rationale 63.7 76.3 51.6 l 84.2/21.4/153/85.3
full document (default) 55.1 70.5 413 59.1/9.2/14.1/82.3
Athene (ot in pcy | DEStSENtENCe 48.0 67.5 36.1 43.9/4.00/15.7/80.7
(#2rdin ENC) | ot sentence +rationale 60.6 74.3 480 | 73.5/18.2/15.9/84.6
full document +rationale 65.5 80.2 558 85.0/36.6/12.8/88.8
full document (default) 55.3 70.9 416 60.0/15.0/8.5/83.1
M Network best sentence 52.4 71.0 38.2 : 58.1/8.1/4.1/82.6
emory Netwot best sentence +rationale 60.1 75.5 464 | 72.5/23.1/4.1/85.7
full document +rationale 65.8 79.7 552 86.9/31.3/14.9/87.6

Table 2: Performance of some stance detection models from FNC when applied to our Arabic corpus.

Table 2 allows us to study the utility of having
gold rationales for the stance (for the agree and
disagree classes only) under different scenarios.
First, we show the results when using the full doc-
ument along with the claim, which is the default
representation. Then, we use the best sentence
from the document, i.e., the one that is most simi-
lar to the claim as measured by the cosine of their
average word embeddings. This performs worse,
which can be attributed to sometimes selecting the
wrong sentence. Next, we experiment with using
the rationale instead of the best sentence when ap-
plicable (i.e., for agree and disagree), while still
using the best sentence for discuss and unrelated.
This yields sizable improvements on all evaluation
metrics, compared to using the best sentence (5-
12 point absolute) or the full document (3-9 points
absolute). We further evaluate the impact of using
the rationales, when applicable, but using the full
document otherwise. This setting performed best
(80.2% accuracy with ATHENE, and 3-8 points of
improvement over best+rationale), as it has access
to most information: full document + rationale.

Overall, the above experiments demonstrate
that having a gold rationale can enable better
learning. However, the results should be consid-
ered as a kind of upper bound on the expected per-
formance improvement, since here we used gold
rationales at test time, which would not be avail-
able in a real-world scenario. Still, we believe that
sizable improvements would still be possible when
using the gold rationales for training only.
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Finally, we built a simple fact-checker, where the
factuality of a claim is determined based on aggre-
gating the predicted stances (using FNC’s baseline
system) of the documents we retrieved for it. This
yielded an accuracy of 56.2 when using the full
documents, and 59.7 when using the best sentence
+ rationale (majority baseline of 50.5), thus con-
firming once again the utility of having a rationale,
this time for a downstream task.

5 Conclusion and Future Work

We have described a novel corpus that unifies
stance detection, stance rationale, relevant docu-
ment retrieval, and fact checking. This is the first
corpus to offer such a combination, not only for
Arabic but in general. We further demonstrated
experimentally that these unified annotations, and
the gold rationales in particular, are beneficial both
for stance detection and for fact checking.

In future work, we plan to extend the anno-
tations to cover other important aspects of fact
checking such as source reliability, language style,
and temporal information, which have been shown
useful in previous research (Castillo et al., 2011;
Lukasik et al., 2015; Ma et al., 2016; Mukherjee
and Weikum, 2015; Popat et al., 2017).
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Abstract

Online reviews have become a popular portal
among customers making decisions about pur-
chasing products. A number of corpora of re-
views have been widely investigated in NLP
in general, and, in particular, in argument min-
ing. This is a subset of NLP that deals with
extracting arguments and the relations among
them from user-based content. A major prob-
lem faced by argument mining research is the
lack of human-annotated data. In this pa-
per, we investigate the use of weakly super-
vised and semi-supervised methods for auto-
matically annotating data, and thus providing
large annotated datasets. We do this by build-
ing on previous work that explores the classifi-
cation of opinions present in reviews based on
whether the stance is expressed explicitly or
implicitly. In the work described here, we au-
tomatically annotate stance as implicit or ex-
plicit and our results show that the datasets
we generate, although noisy, can be used to
learn better models for implicit/explicit opin-
ion classification.

1 Introduction

Sentiment analysis and opinion mining are widely
researched NLP sub-fields that have extensively
investigated opinion-based data such as online re-
views (Pang et al., 2008; Cui et al., 2006). Re-
views contain a wide range of opinions posted by
users, and are useful for customers in deciding
whether to buy a product or not. With abundant
data available online, analysing online reviews be-
comes difficult, and tasks such as sentiment analy-
sis are inadequate to identify the reasoning behind
a user’s review. Argument mining is an emerg-
ing research field that attempts to solve this prob-
lem by identifying arguments and the relation be-
tween them using ideas from argumentation the-
ory (Palau and Moens, 2009).
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An argument can be defined in two different
ways — (1) abstract arguments which do not re-
fer to any internal structure (Dung, 1995) and (2)
structured arguments where an argument is a col-
lection of premises leading to a conclusion. One
major problem that is faced by argument min-
ing researchers is the variation in the definition
of an argument, which is highly dependent on
the data at hand. Previous work in argument
mining has mostly focussed on a particular do-
main (Grosse et al., 2015; Villalba and Saint-
Dizier, 2012; Ghosh et al., 2014; Boltuzic and
Snajder, 2014; Park and Cardie, 2014; Cabrio and
Villata, 2012). Furthermore, an argument can be
defined in a variety of ways depending on the
problem being solved. As a result, we focus on
the specific domain of opinionated texts such as
those found in online reviews.

Prior work (Carstens et al., 2014; Rajendran
et al., 2016a) in identifying arguments in online
reviews has considered sentence-level statements
to be arguments based on abstract argumentation
models. However, to extract arguments at a finer
level based on the idea of structured arguments
is a harder task, requiring us to manually anno-
tate argument components such that they can be
used by supervised learning techniques. Because
of the heterogenous nature of user-based content,
this labelling task is time-consuming and expen-
sive (Khatib et al., 2016; Habernal and Gurevych,
2015) and often domain-dependent.

Here, we are interested in analysing the problem
of using supervised learning where the quantity of
human-annotated or labelled data is small, and in-
vestigating how this issue can be handled by us-
ing weakly-supervised and semi-supervised tech-
niques. We build on our prior work (Rajendran
et al., 2016b), which created a small manually an-
notated dataset for the supervised binary classifi-
cation of opinions present in online reviews, based
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Opinion Stance Aspect  Annotation
Great hotel! direct hotel Explicit
don’t get fooled by book reviews and movies, this hotel is not a five star ~ direct and indirect hotel Explicit
luxury experience, it dosen’t even have sanitary standards!

another annoyance was the internet access, for which you can buy a indirect internet  Implicit
card for 5 dollars and this is supposed to give you 25 mins of access,

but if you use the card more than once, it debits an access charge and

rounds minutes to the nearest five.

the other times that we contacted front desk/guest services (very diffi- indirect staff Implicit
cult to tell them apart) we were met by unhelpful unknowledgable staff

for very straightforward requests verging on the sarcastic and rude

the attitude of all the staff we met was awful, they made us feel totally direct and indirect staff Explicit

unwelcome

Table 1: Examples of opinions along with the following information: whether the stance is directly (and) or
indirectly expressed, the aspect present and whether the opinion is annotated explicit or implicit.

on how the stance is expressed linguistically in the
structure of these opinions. One disadvantage of
that work is the lack of a large labelled dataset,
but there is a large amount of unannotated (un-
labelled) online reviews available from the same
source, TripAdvisor.

Our aim in this paper is to investigate whether
automatically labelling a large set of unlabelled
opinions as implicit/explicit can assist in creating
deep learning models for the implicit/explicit clas-
sification task and also for other related tasks that
depend on this classification. In our investigation,
we are interested in automatically labelling such a
dataset using the previously proposed supervised
approach described in (Rajendran et al., 2016b).

We report experiments that are carried out using
two different approaches — weakly-supervised
and semi-supervised learning (Section. 4). In
the weakly-supervised approach, we randomly di-
vide the manually annotated implicit/explicit opin-
ions into different training sets that are used to
train SVM classifiers for automatically labelling
unannotated opinions. The unannotated opinions
are labelled based on different voting criteria —
Fully-Strict, Partially-Strict and No-Strict. In the
semi-supervised approach, an SVM classifier is
either trained on a portion of the annotated im-
plicit/explicit opinions or using the entire data.
The resulting classifier is then used to predict the
unannotated opinions and those with highest con-
fidence are appended to the training data. This
process is repeated for m iterations.

All the approaches give us a set of automat-
ically labelled opinions. A Long Short-Term
Memory (LSTM) (Hochreiter and Schmidhuber,
1997) model is trained on this data and tested
on the original manually-annotated dataset. Re-
sults show that the maximum overall accuracy of
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0.84 on the annotated dataset is obtained using an
LSTM model trained using the labelled data gen-
erated by the weakly-supervised approach using
the Partially-Strict voting criterion.

2 Related work

Research in argument mining attempts to automat-
ically identify arguments and their relations that
are present in natural language texts. Lippi and
Torroni (2016) present a detailed survey of exist-
ing work in argument mining. This is carried out
on different domains such as debates (Cabrio and
Villata, 2012; Habernal and Gurevych, 2016), re-
views (Wyner et al., 2012; Gabbriellini and San-
tini, 2015), tweets (Bosc et al., 2016), and dia-
logues (Biran and Rambow, 2011). Amgoud et al.
(2015) find arguments in such texts as not for-
mally structured with most of the content left im-
plicit. An argument, in general, is treated as a
set of premises that are linked to a claim or con-
clusion and, those arguments in which the ma-
jor premises are left implicit are termed as en-
thymemes. It is important to understand whether
the content that is left implicit in natural language
texts are to be dealt as enthymemes or not. In our
earlier work (Rajendran et al., 2016b), we propose
an approach for reconstructing structures similar
to enthymemes in opinions that are present in on-
line reviews. However, the annotated dataset used
in our approach was small and not useful for deep
learning models. Recent work in argument min-
ing is able to achieve better performance for the
argument identification task using neural network
models with the availability of a large corpus of
annotated arguments (Habernal et al., 2018; Eger
et al., 2017). Annotating a large corpus by hand
is a tedious task and little existing work in ar-
gument mining has explored alternative ways to



do it. Naderi and Hirst (2014) propose a frame-
based approach for dealing with arguments present
in parliamentary discourse and suggest that us-
ing a semi-supervised approach can help in de-
veloping their dataset into a large corpus. Haber-
nal and Gurevych (2015) have proposed a semi-
supervised based approach for identifying argu-
ments using a clustering based approach on unla-
belled data. Their results outperform several base-
lines and provide a way of developing their cor-
pus without having to manually annotate the en-
tire dataset. In this paper, we show that a small
labelled dataset trained using an existing SVM-
based classifer with the best features can help in
automatically labelling a large dataset and we also
evaluate its usefulness for modelling deep learning
models.

3 Implicit/Explicit classification

Our prior work (Rajendran et al., 2016b) de-
fines a sentence-level statement that is of a pos-
itive/negative sentiment and talks about a target
as being a stance-containing opinion. Biber and
Finegan (1988) define stance as the expression of
the user’s attitude and judgement in their message
to convince the audience towards the standpoint
taken by them. This is different from the defini-
tion used for stance detection in NLP, in which,
a given piece of text is classified as being for or
against a given claim. Based on the definition
given in Biber and Finegan (1988), we take stance-
containing opinions to be classified as being im-
plicit or explicit based on how the stance or the
standpoint of the reviewer towards the target is ex-
pressed in the linguistic structure of the opinion.
This definition of what we term implicit or ex-
plicit may depend on the audience interpretation
and may vary for evey individual. In order to make
the human annotation task less subjective, Rajen-
dran et al. (2016b) use the following cues to label
the opinions as implicit or explicit. These opinions
are extracted from hotel reviews present in the Ar-
guAna corpus (Wachsmuth et al., 2014). Some ex-
amples from Rajendran et al. (2016b) are given in
Table. 1.
Explicit opinion
1. Direct approval/disapproval is expressed by
the reviewer. Few examples are: I do not
like the hotel, I would definitely recom-
mend this hotel

2. Strong intensity of expression. Certain
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words or clauses have a strong posi-
tive/negative intensity towards a particu-
lar target. For example, worst staff! has
a strong negative intensity in compari-
son to the staff were not helpful.

Implicit opinion

1. Words or clauses indicate positive/negative
expression but do not express it with a
strong intensity. For example, the staff
were friendly and helped us with our
baggages.

. Opinions that are expressed as personal
facts. Few examples are small room,
carpets are dirty etc.

. Opinions that express a form of justi-
fication such as describing an incident
that indirectly is meant to imply the re-
viewer’s satisfaction or dissatisfaction.
For example, they made us wait for a
long time for the check-in and the staff
completely ignored us.

To overcome the data imbalance for the two
classes, the original dataset annotated by a single
annotator was undersampled in (Rajendran et al.,
2016b) into 1244 opinions (495 explicit and 749
implicit). Next, two annotators were asked to in-
dependently annotate this undersampled dataset,
and the inter-annotator agreement for this task is
0.70, measured using Cohen’s x (Cohen, 1960).

4 Methodology
4.1 Weakly-supervised Approach

Our first experiment uses a method that is simi-
lar to bagging (Breiman, 1996). Starting from a
randomly selected subset of the undersampled an-
notated data, we first create three different train-
ing sets, 11, 15 and 73. These training sets are
then each used to train an SVM classifier which
uses the highest discriminative features (Rajen-
dran et al., 2017) identified for predicting implicit
and explicit stance:

Unigrams and Bigrams Each word present in an
opinion and each pair of consecutive words
present in an opinion are considered as fea-
tures.

Noun-Adjective pattern Let us consider N to
represent the list of £ nouns in an opinion and
A to represent the list of [ adjectives. The
combination of each noun with an adjective
is considered as a Noun tag + Adjective tag



Dataset Labelled Data  Average-based Fully-Strict Partially-Strict No-Strict
Exp Imp Size  Acc Size  Acc Size  Acc Size  Acc

D1 100 749 4931 7395 4376 7299 4541 7556 4931 67.76
D2 200 749 4931 795 4310 75.64 4575 82.07 4931 71.66
D3 300 749 4931 80.99 4427 79.50 4655 8336 4931 73.71
D4 400 749 4931 81.50 4541 78.13 4726 84.08 4931 76.36
D5 495 100 4931 7641 3411 7620 4113 7532 4931 82.23
D6 495 200 4931 81.72 3742 8352 4276 80.30 4931 83.19
D7 495 300 4931 83.01 4054 8336 4409 83.44 4931 79.90
D8 495 400 4931 8242 4054 83.60 4498 84.08 4931 8231
D9 495 500 4931 8354 4501 83.44 4762 84.00 4931 82.63
D10 495 600 4931 83.75 4484 8352 4762 83.52 4931 8239
D11 495 700 4931 82.15 4678 83.19 4797 84.00 4931 8255

Table 2: Datasets vary in the number of explicit and implicit opinions that are randomly sampled from the labelled
data to be trained by the SVM classifier. For each of the weakly supervised approach, we give size, the number of
the predicted labels that are used to train an LSTM-based model. This model was then tested on the entire labelled

data, and the accuracy of this LSTM model is reported.

feature. Thus there are k.l combined Noun +
Adjective features in total for each opinion.

Average-based sentence embedding We com-
pute the mean of the 300-dimensional
pre-trained word embedding vectors trained
using GloVe (Pennington et al., 2014) to
create a sentence embedding, and use each
dimension in the sentence embedding as a
feature in the classifier.

S|

D _si

i=1

1

V=-—
S|

)

where |S| represents the size of the opinion
and s; represents the pre-trained word em-
bedding for the ith word in the opinion.

The three resulting SVM classifiers are then
used to annotate 4931 unannotated opinions, and
these newly annotated opinions are then used to
train an LTSM classifier. We generate the an-
notated opinions in two different ways — what
we call the average-based method and the voting-
based method — and for each method we use
the resulting annotated opinions differently as de-
scribed next.

Average-Based Each training set 17, 15 and 13
is used to train separate SVM classifiers, which
are used to label the unlabelled opinions, giving
corresponding annotated opinion sets Uy, Us and
Us. Separate LSTM models are trained on each of
U1, Uy and Us, and tested on the original set of
annotated data. Finally, the averaged performance
across the three LSTMs is reported.
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Iterations Self-training Reserved
Size  Accuracy Size  Accuracy
1 22 49.43 511 67.68
5 2110 80.86 1717 68.24
10 2574 81.83 2194 70.25
15 3600 82.71 3152 70.98
20 3613 82.71 3708 68.81
25 4931 8271 4931 6422

Table 3: Accuracy of the LSTM model on annotated
data using a set of automatically labelled unannotated
opinions of Size.

Voting-Based Again, each training set 77, 15
and T3 is used to train separate SVM classifiers,
which are used to label the unlabelled opinions,
giving corresponding annotated opinion sets Uy,
U, and Us. We then followed an approach that is
similar to Ng and Cardie (2003) to combine the
opinions in U;, Uz and Uj into a single set, de-
noted by Ur, using the following voting criteria:
Fully-Strict An opinion is included in Uy if all
three SVM classifiers predict the same stance
label.

Partially-Strict An opinion is included in U if all
three SVM classifiers identify it as explicit,
or if at least two of them classify it as im-
plicit.

No-Strict An opinion is included in Ur as implicit
if at least one of the classifiers predict it to
be implicit, otherwise it is included in U as
explicit.

Ur was then used to train an LSTM classifier and

this was tested on the original annotated data.

Note that moving from Fully-strict — Partially-

Strict — No-Strict relaxes the requirement on in-

cluding an opinion in Up so that the number of

opinions in the training data increases.



4.2 Semi-supervised approach

We conduct a second experiment to test the com-

bination of both labelled (1244 opinions) and un-

labelled (4931 opinions) data using the following
popular semi-supervised learning methods.

Self-training method We train an SVM using the
labelled data D and use this to annotate the
unannotated data U. The annotated opinions
from U which are labelled with the highest
probability are then added to D. This process
is repeated m times.

Reserved method Here we use the method of Liu
et al. (2013), where a portion of the training
data R is reserved, and the remainder is used
for training the SVM. The resulting classifier
is run on the combination of U and R. The
annotated opinions from U with the highest
probability and the opinions from R that have
the lowest probability of having a correct la-
bel generated by the SVM are appended to
the training dataset. This operation is re-
peated m times. We chose 222 explicit opin-
ions and 287 implicit opinions as the training
data, and took 273 explicit opinions and 462
implicit opinions as the reserved portion.

After the final iteration, the final set of annotations

of the opinions in U is used to train an LSTM

model. The resulting classifier is then tested on
the original set of annotated data.

5 Experiment and Results

We used Keras' to implement an LSTM model

with an embedding layer using pre-trained 300
dimensional GloVe embeddings, followed by an
LSTM layer of size 100 with a dropout rate of 0.5
and a sigmoid output layer. The input length is
padded to 50. Parameter optimisation is done us-
ing Adam (Kingma and Ba, 2014). For the semi-
supervised approaches, we consider the number of
iterations, m = 1 — 25.

Table. 2 reports under Size the number of unan-
notated data that is automatically labelled using
the weakly-supervised approaches. The corre-
sponding columns Exp and Imp contain the num-
ber of manually annotated opinions that are used
to train the SVM classifier used in the first-step of
the proposed method. The Acc column denotes the
accuracy for predicting the labels of the annotated
dataset using the LSTM model trained on the au-
tomatically labelled, unannotated data.

'"https://keras.io/
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Looking at the performance of the weakly-
supervised approach in Table. 2, we observe the
effect of varying the size of the explicit and the im-
plicit opinion sets that are used to train the SVM-
based classifier (see columns Emp and Imp in Ta-
ble. 2). Comparing these with the accuracy scores,
we find that using the largest set of explicit opin-
ions in training the initial SVMs gives new an-
notated data that can train classifiers that perform
best on the original annotated data. Overall, us-
ing the entire undersampled data for training the
SVMs and using the Partially-Strict voting based
method gives the best performance with an accu-
racy 