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Preface

We are proud to present the Proceedings of the 11th International Natural Language Generation
Conference (INLG 2018)!

INLG 2018 was organised by the Tilburg University Language Production (TULP) research group, part
of the Department of Communication and Cognition (DCC) of the Tilburg School of Humanities and
Digital Sciences (TSHD). The event took place under the auspices of the Special Interest Group on
Natural Language Generation (SIGGEN) of the Association for Computational Linguistics (ACL) as
well as the International Speech Communication Association (ISCA).

In view of the long Dutch tradition of automatically generating soccer reports (e.g., Theune et al., 2001;
van der Lee et al., 2017), we felt it was wholly appropriate that the conference was organised in the
Willem II stadium, home of the best soccer team in The Netherlands (in 1916, 1952 and 1955).

The INLG conference is the main international forum for the presentation and discussion of all aspects
of Natural Language Generation (NLG), including data-to-text, concept-to-text, text-to-text and vision-
to-text approaches. Special topics of interest for the 2018 edition included:

e Generating Text with Affect, Style and Personality,

e Conversational Interfaces, Chatbots and NLG, and

e Data-driven NLG (including the E2E Generation Challenge).

Related to these three topics, we invited three international experts to contribute to the conference:

e Lillian Lee (Cornell University, Ithaca, USA)
e Piek Vossen (Vrije Universiteit Amsterdam, The Netherlands)

e Yoav Goldberg (Bar Ilan University, Israel)

The latter opened the conference with an invited tutorial on Neural NLG. In addition to the main
conference, five workshops were accepted following a Call for Workshop Proposals:

e 3rd Workshop on Computational Creativity in Language Generation (CC-NLG 2018),
e Workshop on Intelligent Interactive Systems and Language Generation (2IS&NLG),

e MyNLG: 1st Workshop on Style, Affect and Character,

Workshop on Natural Language Generation for Human-Robot Interaction and

Workshop on Text adaptation.

Additionally, the conference hosted the third SIGGEN Hackathon which, for the first time, is a full day
event.

For the main conference, we received a record number of 102 submissions, of which 20 were accepted for
oral presentation, 4 as demo presentations and 38 as posters (including 5 related to the E2E challenge).
All accepted papers are included in these proceedings.
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We received financial support from the Netherlands Organisation for Scientific Research (NWO), via
grant Grant PR-14-87 (Producing Affective Language: Content Selection, Message Formulation and
Computational Modelling). Additionally, the conference was sponsored by (in alphabetical order):

Arria NLG;

o flow.ai;

Microsoft Research; and

Philips.

We would like to thank all our sponsors for their support, and want to extend our gratitude to all speakers
and reviewers for their excellent work.
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Abstract

Most previous work on neural text gen-
eration from graph-structured data relies
on standard sequence-to-sequence meth-
ods. These approaches linearise the input
graph to be fed to a recurrent neural net-
work. In this paper, we propose an alterna-
tive encoder based on graph convolutional
networks that directly exploits the input
structure. We report results on two graph-
to-sequence datasets that empirically show
the benefits of explicitly encoding the in-
put graph structure. !

1 Introduction

Data-to-text generators produce a target natu-
ral language text from a source data representa-
tion. Recent neural generation approaches (Mei
et al., 2016; Lebret et al., 2016; Wiseman et al.,
2017; Gardent et al., 2017b; Ferreira et al., 2017;
Konstas et al., 2017) build on encoder-decoder
architectures proposed for machine translation
(Sutskever et al., 2014; Bahdanau et al., 2015).
The source data, differently from the machine
translation task, is a structured representation of
the content to be conveyed. Generally, it describes
attributes and events about entities and relations
among them. In this work we focus on two genera-
tion scenarios where the source data is graph struc-
tured. One is the generation of multi-sentence de-
scriptions of Knowledge Base (KB) entities from
RDF graphs (Perez-Beltrachini et al., 2016; Gar-
dent et al., 2017a,b), namely the WebNLG task.
The number of KB relations modelled in this sce-
nario is potentially large and generation involves

!Code and data available at github.com/diegma/
graph-2-text.

Resource Description Framework https: //www.w3.
org/RDF/

lperez@inf.ed.ac.uk

solving various subtasks (e.g. lexicalisation and
aggregation). Figure (1a) shows and example of
source RDF graph and target natural language de-
scription. The other is the linguistic realisation
of the meaning expressed by a source dependency
graph (Belz et al., 2011), namely the SR11Deep
generation task. In this task, the semantic rela-
tions are linguistically motivated and their number
is smaller. Figure (1b) illustrates a source depen-
dency graph and the corresponding target text.

Most previous work casts the graph structured
data to text generation task as a sequence-to-
sequence problem (Gardent et al., 2017b; Ferreira
et al., 2017; Konstas et al., 2017). They rely on
recurrent data encoders with memory and gating
mechanisms (LSTM; (Hochreiter and Schmidhu-
ber, 1997)). Models based on these sequential en-
coders have shown good results although they do
not directly exploit the input structure but rather
rely on a separate linearisation step. In this work,
we compare with a model that explicitly encodes
structure and is trained end-to-end. Concretely,
we use a Graph Convolutional Network (GCN;
(Kipf and Welling, 2016; Marcheggiani and Titov,
2017)) as our encoder.

GCNs are a flexible architecture that allows
explicit encoding of graph data into neural net-
works. Given their simplicity and expressiveness
they have been used to encode dependency syntax
and predicate-argument structures in neural ma-
chine translation (Bastings et al., 2017; Marcheg-
giani et al., 2018). In contrast to previous work,
we do not exploit the sequential information of the
input (i.e., with an LSTM), but we solely rely on a
GCN for encoding the source graph structure.’

The main contribution of this work is show-
ing that explicitly encoding structured data with

3Concurrently with this work, Beck et al. (2018) also
encoded input structures without relying on sequential en-
coders.

Proceedings of The 11th International Natural Language Generation Conference, pages 1-9,
Tilburg, The Netherlands, November 5-8, 2018. (©2018 Association for Computational Linguistics



|

(a) Above the Veil is an Australian novel and the sequel to Aenir and
Castle . It was followed by Into the Battle and The Violet Keystone .

(b) Giant agreed last month to purchase the carrier .

Figure 1: Source RDF graph - target description (a). Source dependency graph - target sentence (b).

GCNs is more effective than encoding a linearized
version of the structure with LSTMs. We eval-
uate the GCN-based generator on two graph-to-
sequence tasks, with different level of source con-
tent specification. In both cases, the results we ob-
tain show that GCNs encoders outperforms stan-
dard LSTM encoders.

2 Graph Convolutional-based Generator

Formally, we address the task of text generation
from graph-structured data considering as input a
directed labeled graph X = (V,&) where V is
a set of nodes and £ is a set of edges between
nodes in V. The specific semantics of X de-
pends on the task at hand. The output Y is a
natural language text verbalising the content ex-
pressed by X. Our generation model follows the
standard attention-based encoder-decoder archi-
tecture (Bahdanau et al., 2015; Luong et al., 2015)
and predicts Y conditioned on X as P(Y|X) =

1%
Hrlf:|1 P(yelyr:4-1, X).

Graph Convolutional Encoder In order to ex-
plicitly encode structural information we adopt
graph convolutional networks (GCNs). GCNs are
a variant of graph neural networks (Scarselli et al.,
2009) that has been recently proposed by Kipf and
Welling (2016). The goal of GCNs is to calcu-
late the representation of each node in a graph
considering the graph structure. In this paper we
adopt the parametrization proposed by Marcheg-
giani and Titov (2017) where edge labels and di-
rections are explicitly modeled. Formally, given a
directed graph X = (V, &), where V is a set of
nodes, and £ is a set of edges. We represent each
node v € V with a feature vector x, € R%. The
GCN calculates the representation of each node h!,
in a graph using the following update rule:

h;:p( Z Gu,v (Wdir(u,v) h, + blab(u,v)))a
ueN (v)

where N (v) is the set of neighbours of v,
Wiir(uw) € R4 is a direction-specific param-
eter matrix. As Marcheggiani and Titov (2017);
Bastings et al. (2017) we assume there are three
possible directions (dir(u,v) € {in,out,loop}):
self-loop edges ensure that the initial representa-
tion of node h, affects the new representation h/,.
The vector byyp0) € R? is an embedding of
the label of the edge (u,v) . p is a non-linearity
(ReLU). gy, ,, are learned scalar gates which weight
the importance of each edge. Although the main
aim of gates is to down weight erroneous edges
in predicted graphs, they also add flexibility when
several GCN layers are stacked. As with stan-
dard convolutional neural networks (CNNs, (Le-
Cun et al., 2001)), GCN layers can be stacked to
consider non-immediate neighbours.*

Skip Connections Between GCN layers we add
skip connections. Skip connections let the gradi-
ent flows more efficiently through stacked hidden
layers thus making possible the creation of deeper
GCN encoders. We use two kinds of skip connec-
tions: residual connections (He et al., 2016) and
dense connections (Huang et al., 2017). Resid-
ual connections consist in summing input and out-
put representations of a GCN layer h], = h] +
h,. Whilst, dense connections consist in the con-
catenation of the input and output representations
h¢ = [h/;h,]. In this way, each GCN layer is
directly fed with the output of every layer before
itself.

Decoder The decoder uses an LSTM and a soft
attention mechanism (Luong et al., 2015) over
*We discovered during preliminary experiments that with-

out scalar gates the model ends up in poor local minima, es-
pecially when several GCN layers are used.



the representation induced by the GCN encoder
to generate one word y at the time. The pre-
diction of word ;41 is conditioned on the pre-
viously predicted words y;.; encoded in the vec-
tor w; and a context vector ¢; dynamically cre-
ated attending to the graph representation in-
duced by the GCN encoder as P(y;+1|y1:¢, X) =
softmax(g(wy,ct)), where g(-) is a neural net-
work with one hidden layer. The model is trained
to optimize negative log likelihood: Lyr; =

— > 1og P(yilyr-1, X)
3 Generation Tasks

In this section, we describe the instantiation of the
input graph X for the generation tasks we address.

3.1 WebNLG Task

The WebNLG task (Gardent et al., 2017a,b) aims
at the generation of entity descriptions from a set
of RDF triples related to an entity of a given cate-
gory (Perez-Beltrachini et al., 2016). RDF triples
are of the form (subject relation object), e.g.,
(Aenir precededBy Castle), and form a graph
in which edges are labelled with relations and ver-
tices with subject and object entities. For instance,
Figure (1a) shows a set of RDF triples related to
the book Above the Veil and its verbalisation. The
generation task involves several micro-planning
decisions such as lexicalisation (followedBy is
verbalised as sequel t0), aggregation (sequel to Aenir
and Castle), referring expressions (subject of the
second sentence verbalised as pronoun) and seg-
mentation (content organised in two sentences).

Reification We formulate this task as the gener-
ation of a target description Y from a source graph
X = (V,€) where X is build from a set of RDF
triples as follows. We reify the relations (Baader,
2003) from the RDF set of triples. That is, we see
the relation as a concept in the KB and introduce
a new relation node for each relation of each RDF
triple. The new relation node is connected to the
subject and object entities by two new binary rela-
tions AQ and A1 respectively. For instance, (pre-
cededBy A0 Aenir) and (precededBy A1 Cas-
tle). Thus, £ is the set of entities including reified
relations and V a set of labelled edges with labels
{A0, A1}. The reification of relations is useful in
two ways. The encoder is able to produce a hidden
state for each relation in the input; and it permits
to model an arbitrary number of KB relations effi-
ciently.

3.2 SR11Deep Task

The surface realisation shared task (Belz et al.,
2011) proposed two generation tasks, namely shal-
low and deep realisation. Here we focus on the
deep task where the input is a semantic depen-
dency graph that represents a target sentence using
predicate-argument structures (NomBank; (Mey-
ers et al., 2004), PropBank; (Palmer et al., 2005)).
This task covers a more complex semantic repre-
sentation of language meaning; on the other hand,
the representation is closer to surface form. Nodes
in the graph are lemmas of the target sentence.
Only complementizers that, commas, and to infini-
tive nodes are removed. Edges are labelled with
NomBank and PropBank labels.> Each node is
also associated with morphological (e.g. num=sg)
and punctuation features (e.g. bracket=r).

The source graph X = (V, ) is a semantic de-
pendency graph. We extend this representation to
model morphological information, i.e. each node
in V is of the form (lemma, features). For this
task we modify the encoder, Section 2, to repre-
sent each input node as h,, = [h;; hy|, where each
input node is the concatenation of the lemma and
the sum of feature vectors.

4 Experiments

We tested our models on the WebNLG and
SR11Deep datasets. The WebNLG dataset con-
tains 18102 training and 871 development data-
text pairs. The test dataset is split in two sets, test
Seen (971 pairs) and a test set with new unseen
categories for KB entities. As here we are inter-
ested only in the modelling aspects of the struc-
tured input data we focus on our evaluation only
on the test partition with seen categories. The
dataset covers 373 distinct relations from DBPe-
dia. The SR11Deep dataset contains 39279, 1034
and 2398 examples in the training, development
and test partitions, respectively. It covers 117 dis-
tinct dependency relations.®

Sequential Encoders For both WebNLG and
SR11Deep tasks we used a standard sequence-
to-sequence model (Bahdanau et al., 2015; Lu-
ong et al., 2015) with an LSTM encoder as base-
line. Both take as input a linearised version of

>There are also some cases where syntactic labels appear
in the graphs, this is due to the creation process (see (Belz
et al., 2011)) and done to connect graphs when there were
disconnected parts.

® In both datasets we exclude pairs with >50 target words.



the source graph. For the WebNLG baseline, we
use the linearisation scripts provided by (Gardent
et al., 2017b). For the SR11Deep baseline we fol-
low a similar linearisation procedure as proposed
for AMR graphs (Konstas et al., 2017). We built a
linearisation based on a depth first traversal of the
input graph. Siblings are traversed in random or-
der (they are anyway shuffled in the given dataset).
We repeat a child node when a node is revisited by
a cycle or has more than one parent. The base-
line model for the WebNLG task uses one layer
bidirectional LSTM encoder and one layer LSTM
decoder with embeddings and hidden units set to
256 dimensions . For the SR11Deep task we used
the same architecture with 500-dimensional hid-
den states and embeddings. All hyperparameters
tuned on the development set.

GCN Encoders The GCN models consist of
a GCN encoder and LSTM decoder. For the
WebNLG task, all encoder and decoder embed-
dings and hidden units use 256 dimensions. We
obtained the best results with an encoder with four
GCN layers with residual connections. For the
SR11Deep task, we set the encoder and decoder
to use 500-dimensional embeddings and hidden
units of size 500. In this task, we obtained the best
development performance by stacking seven GCN
layers with dense connections.

We use delexicalisation for the WebNLG
dataset and apply the procedure provided for the
baseline in (Gardent et al., 2017b). For the
SR11Deep dataset, we performed entity anonymi-
sation. First, we compacted nodes in the tree cor-
responding to a single named entity (see (Belz
et al., 2011) for details). Next, we used a name
entity recogniser (Stanford CoreNLP; (Manning
et al., 2014)) to tag entities in the input with type
information (e.g. person, location, date). Two
entities of the same type in a given input will be
given a numerical suffix, e.g. PER_0 and PER_1.

A GCN-based Generator For the WebNLG
task, we extended the GCN-based model to use
pre-trained word Embeddings (GloVe (Penning-
ton et al., 2014)) and Copy mechanism (See et al.,
2017), we name this variant GCNg¢. To this end,
we did not use delexicalisation but rather repre-
sent multi-word subject (object) entities with each
word as a separate node connected with special
Named Entity (NE) labelled edges. For instance,
the book entity Into Battle is represented as (Into

Encoder BLEU METEOR TER
LSTM .526+.010 .384+.00 .43+.01
GCN .5354.004 .394.00 .44+.02
ADAPT .606 44 .37
GCNEgce .5594.017 .394+.01 0.414.01
MELBOURNE .545 41 .40
PKUWRITER .512 37 45

Table 1: Test results WebNLG task.

Encoder BLEU METEOR TER

LSTM 377£.007 .65£.00 .44+.01
GCN .647+.005 .77£.00 .24+.01
GCN+feat .666+.027 .76+.01 .25+.01

Table 2: Test results SR11Deep task.

NE Battle). Encoder (decoder) embeddings and
hidden dimensions were set to 300. The model
stacks six GCN layers and uses a single layer
LSTM decoder.

Evaluation metrics As previous works in these
tasks, we evaluated our models using BLEU (Pa-
pineni et al., 2002), METEOR (Denkowski and
Lavie, 2014) and TER (Snover et al., 2006) au-
tomatic metrics. During preliminary experiments
we noticed considerable variance from different
model initialisations; we thus run 3 experiments
for each model and report average and standard
deviation for each metric.

5 Results

WebNLG task In Table 1 we report results on
the WebNLG test data. In this setting, the model
with GCN encoder outperforms a strong base-
line that employs the LSTM encoder, with .009
BLEU points. The GCN model is also more sta-
ble than the baseline with a standard deviation
of .004 vs .010. We also compared the GCNgc
model with the neural models submitted to the
WebNLG shared task. The GCNgco model out-
performs PKUWRITER that uses an ensemble of
7 models and a further reinforcement learning step
by .047 BLEU points; and MELBOURNE by .014
BLEU points. GCNgc is behind ADAPT which
relies on sub-word encoding.

SR11Deep task In this more challenging task,
the GCN encoder is able to better capture the
structure of the input graph than the LSTM en-
coder, resulting in .647 BLEU for the GCN vs.
.377 BLEU of the LSTM encoder as reported in
Table 2. When we add linguistic features to the
GCN encoding we get .666 BLEU points. We also



WebNLG  (William Anders dateOfRetirement 1969 - 09 - 01) (Apollo 8 commander Frank Borman) (William Anders was a crew member of Apollo 8) (Apollo
8 backup pilot Buzz Aldrin)
LSTM William Anders was a crew member of the OPERATOR operated Apollo 8 and retired on September 1st 1969 .
GCN William Anders was a crew member of OPERATOR ’ s Apollo 8 alongside backup pilot Buzz Aldrin and backup pilot Buzz Aldrin .
GCNEgc  william anders , who retired on the 1st of september 1969 , was a crew member on apollo 8 along with commander frank borman and backup pilot
buzz aldrin .
SR11Deep (SROOT SROOT will) (will P .) (will SBJ temperature) (temperature Al economy) (economy AINV the) (economy SUFFIX ’s) (will VC be) (be
VC take) (take Al temperature) (take A2 from) (from A1 point) (point Al vantage) (point AINV several) (take AM-ADV with) (with Al reading)
(reading A1 on) (on Al trade) (trade COORD output) (output COORD housing) (housing COORD and) (and CONJ inflation) (take AM-MOD will)
(take AM-TMP week) (week AINV this)
Gold The economy ’s temperature will be taken from several vantage points this week , with readings on trade , output , housing and inflation .
Baseline  the economy ’s accords will be taken from several phases this week , housing and inflation readings on trade , housing and inflation .
GCN the economy ’s temperatures will be taken from several vantage points this week , with reading on trades output , housing and inflation .
Table 3: Examples of system output.
BLEU SIZE based models. We also observed that the LSTM
Model  none res den  nome res den output sometimes presents hallucination (over-
LSTM .5434.003 - - 43 - - generation) cases. Our intuition is that the strong
GCN relational inductive bias of GCNs (Battaglia et al.,
IL  .537+.006 43 - -

2L .5454.016 .553+.005 .552+.013 4.5 4.5 4.7
3L .548+£.012 .560+.013 .557£.001 4.7 47 5.2
4L .537+£.005 .569£.003 .558+.005 4.9 4.9 6.0
SL  .5164.022 .561+£.016 .5594+.003 5.1 5.1 7.0
6L .508+.022 .561+£.007 .558+.018 5.3 5.3 8.2

TJL  .4924.024 .546+.023 .564+.012 5.5 5.5 9.6

Table 4: GCN ablation study (layers (L) and skip-
connections: none, residual(res) and dense(den)).
Average and standard deviation of BLEU scores
over three runs on the WebNLG dev. set. Number
of parameters (millions) including embeddings.

compare the neural models with upper bound re-
sults on the same dataset by the pipeline model of
Bohnet et al. (2011) (STUMBA-D) and transition-
based joint model of Zhang et al. (2017) (TBDIL).
The STUMBA-D and TBDIL model obtains re-
spectively .794 and .805 BLUE, outperforming
the GCN-based model. It is worth noting that
these models rely on separate modules for syn-
tax prediction, tree linearisation and morphology
generation. In a multi-lingual setting (Mille et al.,
2017), our model will not need to re-train some
modules for different languages, but rather it can
exploit them for multi-task training. Moreover,
our model could also exploit other supervision sig-
nals at training time, such as gold POS tags and
gold syntactic trees as used in Bohnet et al. (2011).

5.1 Qualitative Analysis of Generated Text

We manually inspected the outputs of the LSTM
and GCN models. Table 3 shows examples
of source graphs and generated texts (we in-
cluded more examples in Section A). Both mod-
els suffer from repeated and missing source con-
tent (i.e. source units are not verbalised in
the output text (under-generation)). However,
these phenomena are less evident with GCN-

2018) helps the GCN encoder to produce a more
informative representation of the input; while the
LSTM-based encoder has to learn to produce use-
ful representations by going through multiple dif-
ferent sequences over the source data.

5.2 Ablation Study

In Table 4 (BLEU) we report an ablation study on
the impact of the number of layers and the type
of skip connections on the WebNLG dataset. The
first thing we notice is the importance of skip con-
nections between GCN layers. Residual and dense
connections lead to similar results. Dense connec-
tions (Table 4 (SIZE)) produce models bigger, but
slightly less accurate, than residual connections.
The best GCN model has slightly more parame-
ters than the baseline model (4.9M vs.4.3M).

6 Conclusion

We compared LSTM sequential encoders with a
structured data encoder based on GCNs on the
task of structured data to text generation. On
two different tasks, WebNLG and SR11Deep, we
show that explicitly encoding structural informa-
tion with GCNs is beneficial with respect to se-
quential encoding. In future work, we plan to
apply the approach to other input graph repre-
sentations like Abstract Meaning Representations
(AMR; (Banarescu et al., 2013)) and scoped se-
mantic representations (Van Noord et al., 2018).
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A Supplemental Material

A.1 Training details

We implemented all our models using OpenNMT-
py (Klein et al., 2017). For all experiments we
used a batch size of 64 and Adam (Kingma and
Ba, 2015) as the optimizer with an initial learning
rate of 0.001. For GCN models and baselines we
used a one-layer LSTM decoder, we used dropout
(Srivastava et al., 2014) in both encoder and de-
coder with a rate of 0.3. We adopt early stopping
on the development set using BLEU scores and we
trained for a maximum of 30 epochs.

A.2 More example outputs

Table 5 shows additional examples of generated
texts for source WebNLG and SR11Deep graphs.



WebNLG

(Acharya Institute of Technology sportsOffered Tennis) (Acharya Institute of Technology established 2000) (Tennis
sportsGoverningBody International Tennis Federation)

LSTM The Acharya Institute of Technology was established in 2000 and is governed by the International Tennis Federation

GCN The sport of tennis , governed by the International Tennis Federation , is offered at the Acharya Institute of Tech-
nology which was established in 2000 .

GCNEgc  the acharya institute of technology was established in 2000 and is governed by the international tennis federation .

WebNLG (Acharya Institute of Technology officialSchoolColour Blue , White and Orange) (Acharya Institute of Technology
was given the > Technical Campus ’ status by All India Council for Technical Education)

LSTM The Archarya Institute of Technology are blue , white and was given the Acharya Institute of Technology .

GCN The Acharya Institute of Technology was given the * Technical Campus ’ status by the All India Council for
Technical Education in LOCATION . The Institute was given the ” Technical Campus ” status by the Acharya
Institute of Technology .

GCNEgc acharya institute of technology was given the * technical campus ’ status by the all india council for technical
education which has blue , white and orange .

WebNLG (Saranac Lake , New York isPartOf Harrietstown , New York) (Saranac Lake , New York isPartOf Essex County
, New York) (Adirondack Regional Airport cityServed Lake Placid , New York) (Adirondack Regional Airport
cityServed Saranac Lake , New York) (Saranac Lake , New York country United States)

LSTM Adirondack Regional Airport serves the cities of Lake Placid and Saranac Lake ( Harrietstown ) in the United States

GCN Adirondack Regional Airport serves the city of Saranac Lake , which is part of Harrietstown , Essex County , New
York , United States .

GCNgc adirondack regional airport serves the cities of lake placid and saranac lake , essex county , new york , united states
. adirondack regional airport serves the city of saranac lake , essex county , new york , united states .

WebNLG (Adisham Hall location Sri Lanka) (Adisham Hall architecturalStyle Tudor Revival architecture) (Adisham Hall
completionDate 1931) (Adisham Hall buildingStartDate 1927)

LSTM Adisham Hall was built in 1927 and completed in 1931 . It was built in the Tudor Revival architecture style and is
located in Sri Lanka .

GCN Construction of Adisham Hall , Sri Lanka began in 1927 and was completed in 1931 .

GCNgc adisham hall , sri lanka , constructed in 1931 , is located in sri lanka . the hall has the architectural style * tudor

revival ’ .

SR11Deep (SROOT SROOT say) (say AO economist) (say Al be) (be SBJ export) (be VC think) (think Al export) (think

Gold

LSTM
GCN

C-A1l have) (have VC rise) (rise Al export) (rise A2 strongly) (strongly COORD but) (but CONJ not) (not AINV
enough) (not AINV offset) (offset Al jump) (jump Al in) (in Al import) (jump AINV the) (offset A2 export) (not
AINV probably) (strongly TMP in) (in Al august) (say P .)

Exports are thought to have risen strongly in August , but probably not enough to offset the jump in imports ,
economists said .

exports said exports are thought to have rising strongly , but not enough to offset exports in the imports in august .
exports was thought to have risen strongly in august but not probably to offset the jump in imports , economists said

SR11Deep (SROOT SROOT be) (be P ?) (be SBJ we) (be TMP be) (be SBJ project) (project Al research) (be VC curtail) (cur-

Gold
LSTM
GCN

tail Al project) (curtail AM-CAU to) (to Al cut) (cut AO government) (cut Al funding) (funding AO government)
(to DEP due) (to R-AM-TMP when) (be VC catch) (catch A1 we) (catch A2 with) (with SUB down) (down SBJ
grant) (grant AINV our) (catch P ) (catch P *)

When research projects are curtailed due to government funding cuts , are we “ caught with our grants down ” ?

is when research projects is supposed to cut “ due ” projects is caught with the grant down .

when research projects are curtailed to government funding cuts due to government funding cuts , were we caught
“ caught ” with our grant down ?

Table 5: Examples of system output.
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Abstract

We aim to automatically generate nat-
ural language descriptions about an in-
put structured knowledge base (KB). We
build our generation framework based on
a pointer network which can copy facts
from the input KB, and add two attention
mechanisms: (i) slot-aware attention to
capture the association between a slot type
and its corresponding slot value; and (ii)
a new ftable position self-attention to cap-
ture the inter-dependencies among related
slots. For evaluation, besides standard
metrics including BLEU, METEOR, and
ROUGE, we propose a KB reconstruction
based metric by extracting a KB from the
generation output and comparing it with
the input KB. We also create a new data
set which includes 106,216 pairs of struc-
tured KBs and their corresponding natu-
ral language descriptions for two distinct
entity types. Experiments show that our
approach significantly outperforms state-
of-the-art methods. The reconstructed KB
achieves 68.8% - 72.6% F-score.!

1 Introduction

Show and tell, showing an audience something
and telling them about it, is a common classroom
activity for early elementary school kids. As a
similar practice for knowledge propagation, we of-
ten need to describe and/or explain the informa-
tion in a structured knowledge base (KB) in natu-
ral language, in order to make the knowledge ele-
ments and their connections easier to comprehend.

'We make all data sets and programs of vari-
ous models publicly available for research purposes
athttps://github.com/EagleW/Describing_a_
Knowledge_Base.
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For example, (Cawsey et al., 1997) presents a nat-
ural language generation system to convert struc-
tured medical records to natural language text de-
scriptions, which enables more effective commu-
nication between health care providers and their
patients and among health care providers them-
selves.

Moreover, 51% of entity attributes in the cur-
rent English Wikipedia Infoboxes are not de-
scribed in English articles in the Wikipedia dump
of April 1, 2018. The availability of vast amounts
of Linked Open Data (LOD) and Wikipedia de-
rived resources such as DBPedia, WikiData and
YAGO encourages pursuing a new direction of
knowledge-driven (Whitehead et al., 2018; Lu
et al., 2018) or semantically oriented (Bouayad-
Agha et al., 2013) Natural Language Generation
(NLG). We aim to fill in this knowledge gap by
developing a system that can take a KB (consisted
of a set of slot types and their values) about an
entity as input (see example in Table 1), and auto-
matically generate a natural language description
(Table 2).

Slot Type Row Slot Value
Name 1 Silvi Jan

2 ASA Tel Aviv University
Member of 3 Hapoel Tel Aviv F.C.(women)
Sports team 4 Maccabi Holon F.C. (women)

5 Israel women’s na- | Matches| 22
tional football team | Goals 29
Date of Birth 6 27 October 1973
Country of| 7 Israel
Citizenship
Position 8 Forward (association football)

Table 1: Input: Structured Knowledge Base

Neural generation to generalize linguistic ex-
pressions. One major challenge lies in generaliz-
ing a wide variety of expressions, patterns, tem-

Proceedings of The 11th International Natural Language Generation Conference, pages 10-21,
Tilburg, The Netherlands, November 5-8, 2018. (©2018 Association for Computational Linguistics



Reference

Silvi Jan (born 27 October 1973 ) is a retired female Israeli . Silvi Jan has been a
Forward (association football) for the Israel women’s national football team for many years appear-
ing in 22 matches and scoring 29 goals. After Hapoel Tel Aviv EC.(women) folded, Jan signed
with Maccabi Holon F.C. (women) where she played until her retirement in 2007. In January 2009,
Jan returned to league action and joined ASA Tel Aviv University . In 1999, with the establishment of

the Israeli Women’s League, Jan returned to Israel and signed with Hapoel Tel Aviv E.C.(women) .

Seq2seq

(born 23 April 1981) is a retired Israeli footballer. He played for the Thailand ’s (scoring one goal)
and was a member of the team that won the first ever player in the history of the National Basketball

League. She played for the team from 1997 to 2001 scoring 29 goals. She played for the team from

1997 to 2001 scoring 29 goals. She played for the team from 1999 to 2001 and played for the team in
the 1997 and 2003 seasons.

Pointer

SilviJan the fourth past the Maccabi Holon F.C. (women).
(born 22) is a former Israel .

On 27 October 1973 in 29 2014)
She was a Forward (association football) and currently plays for

Hapoel Tel Aviv E.C.(women) in the Swedish league. She played for the ASA Tel Aviv University in

the Swedish league. She was a member of the Israel women’s national football team at the beginning

of the 2008 season.

+ Type

SilviJan (born 27 October 1973 ) is a former Israeli footballer. He played for Hapoel Tel Aviv
E.C.(women) and ASA Tel Aviv University .

+ Type & Position

Silvi Jan (born 27 October 1973 ) is a former Israel .
al football team , Hapoel Tel Aviv E.C.(women) ,

F.C. (women) . He was capped 22 times for the Israel women’s national football team .

He played for Israel women'’s nation-
ASA Tel Aviv University and Maccabi Holon

Table 2: Human and System Generated Descriptions about the KB in Table 1

plates and styles which human use to describe the
same slot type. For example, to describe a foot-
ball player’s membership with a team, we can
use various phrases including member of, traded
to, drafted by, played for, face of, loaned to and
signed for. Instead of manually crafting patterns
for each slot type, we leverage the existing pairs
of structured slots from Wikipedia infoboxes and
Wikidata (Vrandeci¢ and Krotzsch, 2014) and the
corresponding sentences describing these slots in
Wikipedia articles as our training data, to learn a
deep neural network based generator.

Pointer network to copy over facts. The pre-
vious work (Liu et al., 2018) considers the slot
type and slot value as two sequences and applies a
sequence to sequence (seq2seq) framework (Cho
et al., 2014) for generation. However, the task of
describing structured knowledge is fundamentally
different from creative writing, because we need
to cover the knowledge elements contained in the
input KB, and the goal of generation is mainly to
clearly describe the semantic connections among
these knowledge elements in an accurate and co-
herent way. The seq2seq model fails to capture
such connections and tends to generate wrong in-
formation (e.g., Thailand in Table 2). To address
this challenge, we choose a pointer network (See
et al., 2017) to copy slot values directly from the
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input KB.

Slot type attention. However, the copying
mechanism in the pointer network is not able to
capture the alignment between a slot type and its
slot value, and thus it often assigns facts to wrong
slots. For example, 22 in Table 2 should be the
number of matches instead of birth date. It also
tends to repeat the same slot value based on lan-
guage model, e.g., “Uroplatus ebenaui is a of
gecko endemic to Madagascar. The Uroplatus is
a member of the species of the genus Madagas-
car.”. We propose a Slot-aware Attention mech-
anism to compute slot type attention and slot value
attention simultaneously and capture their corre-
lation. Attention mechanism in deep neural net-
works (Denil et al., 2012) is inspired from human
visual attention, which refers to human’s capabil-
ity to focus on a certain region of an image with
high resolution while perceiving the surrounding
image in low resolution. It allows the neural net-
work to have access to the hidden state of the en-
coder, and thus learn what to attend to. For exam-
ple, for a Date of Birth slot type, words such as
born may receive higher attention than female. As
we can see in Table 2 (+Type), the output with slot
type attention contains more precise slots.

Table position attention. Multiple slots are of-
ten interdependent. For example, a football player



may join multiple teams, with each team associ-
ated with a certain number of points, goals, scores
and games participated. We design a new table po-
sition based self-attention to capture correlations
among interdependent slots and put them in the
same sentence. For example, our model success-
fully associates the number of matches 22 with the
Israel women’s national football team as shown in
Table 2.
The major contributions of this paper are:

o For the first time, we propose a new table po-
sition attention which proves to be effective
at capturing inter-dependencies among facts.
This new approach achieves 2.5%-7.8% F-
score gain at KB reconstruction.

e We propose a KB reconstruction based met-
ric to evaluate how many facts are correctly
expressed in the generation output.

e We create a large dataset of KBs paired with
natural language descriptions for 106,216 en-
tities, which can serve as a new benchmark.

2 Model

We formulate the input structured KB
to the model as a list of tripless L =
[(817 U1, (7’1, 7:1))7 ceey (Snv Un, (TTM rAn))]’ where

s; denotes a slot type (e.g., Country of Citizen-
ship), v; denotes the corresponding slot value
(e.g., Israel), and (r;,7;) denotes the position
of the triple in the input list and consists of the
forward position 7; and the backward position
7, = n — r; + 1. The outcome of the model is
a paragraph Y = [y1,y2,...,Ym]. The training
instances for the generator are provided in the
form of: T = [(L1, Y1), ..., (L, Y%)]-

2.1 Sequence-to-Sequence with Slot-aware
Attention

Following previous studies on describing struc-
tured knowledge (Lebret et al., 2016; Sha et al.,
2018; Liu et al., 2018), we apply a sequence-to-
sequence based approach, and incorporate a slot-
aware attention to generate the descriptions.
Encoder Given a structured KB input: L
[(s1,v1, (T1,71)), ey (Sny Uny (T, 7)) ], Where s;,
v;, T4, T; are randomly embedded as vectors s;, v;,
r;, ;% respectively, we concatenate the vector rep-

2We use bold mathematical symbols to denote vector rep-
resentations for the whole paper.
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resentations of these fields as 1; = [s;, v;, r1, F1],
and obtain L = [l3, 1o, ..., 1,].

We attempted to apply the average of L as the
representation for the input KB. However, such
flat representation vectors fail to capture the struc-
tured contextual information in the entire KB.
Therefore, we apply a bi-directional Gated Re-
current Unit (GRU) encoder (Cho et al., 2014)
on L to produce the encoder hidden states H
[hy,hg, ..., h,], where h; is a hidden state for l,.

Decoder with Slot-aware Attention The de-
coder is a forward GRU network with an initial
hidden state h,,, which is the encoder hidden state
of the last token. In order to capture the associ-
ation between a slot type and its slot value, we
design a Slot-aware Attention. At each step ¢,
we compute the attention distribution over the se-
quence of input triples. For each triple ¢, we assign
it an attention weight:

¢t = v tanh (Wih' + Wisi + Wovi + Wl + 5, )
o' = Softmax (e')

where h' is the decoder hidden state at step t.
s; and v; denote the embedding representations
of slot type s; and slot value wv; respectively.
= 2;10 ozf is a coverage vector, which is the
sum of attention distributions over all previous de-
coder time steps and can be used to reduce repeti-
tion (See et al., 2017).

The source attention distribution o can be con-
sidered as the contribution of each source triple to
the generation of the target word. Next we use o'
to compute two context vectors L} and L, as the

representation of the slot types and values respec-

tively:
* n t
LS = Zi:l ;S

n
* ty .
L) = E g Vi

v
At step ¢, the vocabulary distribution P,eqp 1S
computed with the context vectors L}, L} and the

(D

decoder hidden state flt, using an affine-Softmax
layer:

=~
Pugeas = Softmax (VB L L] + buoeas
The loss function is computed as:
Loss =Y, { — 108 Pyocab(yt) + XD, min (o, cf)}

where P,ocq5(y?) is the prediction probability of
the ground truth token ¥;. \ is a hyperparameter.



Attention

Slot-aware

AAA : X Distribution
A E EE ' Attention
2 T S @ '
= 2o :
8/\ n N 0n !
o & =i = :
N®© o O O H
G2 1888 |
O E222  slotType !
55,8555 s Q@
AE5528332 ;
ESLGFZGEEELE :
T O OO DLOL®O !
2000 N=2=2==20 '
VVVVVVVVYVYV : .‘
' gen
RERRREN | X
o ® H |
oo @ : H
EEEEPSN- s :
o ')C\E'B: H '
L= 050 : '
L8 E O 1 H
P 2L085Z : :
i1 1922323 : :
L 0BT Ec ' '
Pl i e B0 ge : :
e ST [ H H
H © =W | ' |
i igg%-;c; iSIotVaIueE a0l i
N 8-;42% o : Position :
P 8SEIBIE | P Attention C :
G288 g832i ! : ‘
ﬁ_oml—gg_ :
SEOEREEE L. EE. Pgen
PeRE<ITS 8RR ; g
CIITTTTTITTIT) :
CNB RGOS §
crosdorosg bl L
(0 Vocabulary Final ;
_________________________________________________ Distribution Distribution
Bidirectional GRU I T
<S0S> Zsolt  ( porn b

Laczké

Figure 1: KB-to-Language Generation Model Overview

2.2 Table Position Self-attention

Although the sequence-to-sequence attention
model takes into account the information of input
triples, it still encodes the structured knowledge
as sequential facts while ignoring the correlations
between facts. In our task, multiple inter-
dependent slots should be described within one
sentence. For example, in Table 1, the sport team
Israel women’s national football team should be
described together with 22 matches and 29 goals.
Previous studies (Lin et al., 2017; Vaswani et al.,
2017) applied self-attention on sentence level
to capture the correlation between continuous
tokens. Inspired by these approaches, we design
a new table position based self-attention and
incorporate it into the slot-aware attention.

In our task, since most triples are organized
in temporal order, we use the row index r
and the reverse row index 7 to denote the po-
sition information of each triple in the input
KB. Given a structured KB as input: L =
[(s1,01, (T1,71)), -, (Sny Uny (T, 7)) )], We obtain

a sequence of row index embeddings R =
/ / / . o e e . .
[ry,rs,...,xr,] with random initialization, where
’

r, = [r;;r;]. We model the inter-dependencies
among slots as a latent structure, where for each
position ¢ we assume it has a latent in-link and an
out-link to denote where it is linked to or from.
This assumption is similar to the structure atten-
tion applied in Liu and Lapata (2018), which as-
sumes each word within a sentence can be a parent
node or a child node in a latent tree structure. For
each pair of slots ¢ and j, we compute the attention

score f;; as follows:
Gin = tanh (er;)
Jout = tanh (Woutr;')

fij = Softmax (g;ngout)

where W, Wy, and W, are learnable parame-
ters. The attention score will not change during
the decoding process.



fij can be viewed as the contribution from a
context triple j to triple ¢. For each slot s; and
value v;, we obtain a context vector by collecting
information from other slot types and their values:

* n f
s = g kS
7 k=1 1kSk
n
*
vV, = ikV
7 E k=1 flk k

We further encode position-aware representa-
tion of each slot type and value, and update their
context vectors L; and L), in Equation 1 as:

n
s Zizl
n
*
oV,
Zi:1 g

2.3 Structure Generator
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Traditional sequence-to-sequence models predict
a target sequence by only selecting words from a
vocabulary with a fixed size. However, in our task,
we regard the slot value as a single information
unit. Therefore, there is a certain amount of out-
of-vocabulary (OOV) words during the test phase.
Inspired by the pointer-generator (Gu et al., 2016;
See et al., 2017), which is designed to automat-
ically locate particular source words and directly
copy them into the target sequence, we design a
structure-aware generator as follows.

We first obtain a source attention distribution
of all unique input slot values. Since one partic-
ular slot value may occur in the structure input for
many times, we aggregate the attention weights for
each unique slot value v; from o4 and obtain its ag-

gregated source attention distribution stou,nce by

J _ § : t
Psource - Oém

m|Vm=v;

The gates in neural networks act on the sig-
nals they receive, and block or pass on informa-
tion based on its strength. In order to combine two
types of attention distribution Psyyrce and Pyocaps
we compute a structure-aware gate pge, € [0,1] as
a soft switch between generating a word from the
fixed vocabulary and copying a slot value from the
structured input:

Paen = & (WILE + WL + WTR' + Wy 4 by )
where y*~! is the embedding of the previous gen-
erated token at time t — 1, and o is a Sigmoid func-
tion.
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The final probability of a token y at time ¢ can
be computed by pgen, Poocab and Psoyrce:

P(yt) = pgeanocab + (1 - pgen)Psource

The loss function, combining with the coverage
loss (See et al., 2017), is presented as:

Loss =Y, { —log P(y") + A Y, min (af, cﬁ)}

where P(y') is the prediction probability of the
ground truth token y. A is a hyperparameter.

3 Experiments

3.1 Data

Using person and animal entities as case studies,
we create a new dataset based on Wikipedia dump
(2018/04/01) and Wikidata (2018/04/12) as fol-
lows: (1). Extract Wikipedia pages and Wiki-
data tables about person and animal entities, and
align them according to their unique KB IDs.
(2). For each Wikidata table, filter out the slot
types of which frequency is less than 3. For each
Wikipedia article, use its anchor links (clickable
texts in hyperlinks) to locate all the entities and
determine their KB IDs. (3). For each Wiki-
data table, search each value (including Number,
Date) and entity contained in the table in the cor-
responding Wikipedia article according to its KB
ID, and remove the values and entities which can-
not be found in the corresponding Wikipedia arti-
cle. (4). For each Wikipedia article, remove the
sentences which contain no values, and remove
sentences which only contain entities that do not
exist in the Wikidata table. The remaining sen-
tences will be taken as ground-truth reference de-
scriptions. (5). Index the row numbers for each
slot type according to their orders in the Wikidata
table. The ground-truth structured KB is then cre-
ated. (6). Build a fixed vocabulary for the whole
corpus of ground-truth descriptions and label the
words with frequency < 5 as OOV.

We further randomly shuffle and split the
dataset into training (80%), development (10%)
and test (10%) subsets for person and animal enti-
ties respectively. Table 3 shows the detailed statis-
tics. Compared with the Wikibio dataset used in
previous studies (Lebret et al., 2016; Sha et al.,
2018; Liu et al., 2018), which contains one sen-
tence only as the ground-truth description, our
dataset contains multiple sentences to cover as
many facts as possible in the input structured KB.



Entity # entity | # types before | # types after # slots / # words / #slots/ | # words/ | # sentence
type filtering filtering sentence sentence table entity / entity
Person 100,000 109 76 1.9 16.8 8.0 70.9 4.2
Animal 6,216 30 12 1.3 17.1 3.2 422 2.5
Table 3: Data Statistics
Slot Type Slot Value Slot Type Slot Value
Name Kim Da-som Kim Da-som (born 6 Name Kim Da-som
Date ofBi.rth 6 May 1?93 o May 1993 in Seoul) is a Da]t:; ofBllzth 6 May 1993
Place of Blnh Gwang]u 2 | singer. She is a member ];icriho Seoul
Occupation Singer i R . - -
; © | of Sistar under King Occupation Singer
Occupation Actress = - Associated
Genres K-pop 8 FOHE Ry D) Ol ss;)gtlsa te Sistar
: : - June 2010, she made her p
Start Active |3 June |Start Active| g, 1| Start Active | PUSH Asent King Kong by
Year 2010 | Place Song | PUSH debut. gen Starship
Agent King Kong by Starship Start Active 3 June 2010
Associated acts Sistar Year

Figure 2: KB Reconstruction based Evaluation (Scores for the example: Overall Slot Filling P:$:85.7%,
R=-2=54.5%, F1=66.7%; Inter-dependent Slot Filling P=2=71.4%, R=2=55.6%, F1=62.5%)

It makes the generation task more challenging,
practical and interesting.

3.2 Evaluation Metrics

We apply the standard BLEU (Papineni et al.,
2002), METEOR (Denkowski and Lavie, 2014),
and ROUGE (Lin, 2004) metrics to evaluate the
generation performance, because they can mea-
sure the content overlap between system output
and ground-truth and also check whether the sys-
tem output is written in sufficiently good English.

In addition, we can also consider natural lan-
guage as the most expressive way for knowledge
transmission via a noisy channel. If we are able
to reconstruct the input KB from the generated de-
scription, our generator achieves a 100% success
rate at knowledge propagation. We propose a KB
reconstruction based metric as follows: for each
entity, construct a KB from the generated para-
graph, and compute precision, recall and F-score
by comparing it with the input KB from two as-
pects: (1). Overall Slot Filling: If a pair of slot
type and its slot value exists in both of the recon-
structed KB and the input KB, it’s considered as a
correct slot. (2). Inter-dependent Slot Filling: If
a row that consists one or multiple slot types and
their slot values exist in both of the reconstructed
KB and the input KB, it’s considered as a correct
row.

If the same slot/row is correctly described mul-
tiple times in the system generation output, it’s
only counted as correct once, i.e., redundant de-
scriptions will be penalized. This metric is further

illustrated in Figure 2. It’s similar to the relation
extraction based generation evaluation metric pro-
posed by (Wiseman et al., 2017) and entity/event
extraction based metric proposed by (Whitehead
etal., 2018; Lu et al., 2018). They compared auto-
matic Information Extraction results from the ref-
erence description and the system generation out-
put. However, the performance of state-of-the-
art open-domain slot filling (Wu and Weld, 2010;
Faderetal., 2011; Minetal., 2012; Xuet al., 2013;
Angeli et al., 2015; Bhutani et al., 2016; Yu et al.,
2017) is still far from satisfactory to serve as an
automatic extraction tool for evaluating generation
results. Therefore for the pilot study in this pa-
per we manually reconstruct KBs from the gen-
eration output for evaluation. Notably none of the
above automatic metrics is sufficient to capture ad-
equacy, grammaticality and fluency of the gener-
ated descriptions. However extrinsic metrics such
as system purpose and user task are expensive,
while cheaper metrics such as human rating do not
correlate with extrinsic metrics (Gkatzia and Ma-
hamood, 2015). Moreover the task we address in
this paper requires essential domain knowledge for
a human user to assess the generated descriptions.

3.3 Baseline Models

We compare our approach with the following
models: (1). Seq2seq attention model (Bahdanau
et al., 2015). We concatenate slot types and val-
ues as a sequence, e.g., {Name, Silvi Jan, Sports
team, ASA Tel Aviv University, Hapoel Tel Aviv
EC. ...} for Table 1, and apply the sequence to

15



sequence with attention model to generate a de-
scription. (2). Pointer-generator (See et al.,
2017) which introduces a soft switch to choose
between generating a word from the fixed vocabu-
lary and copying a word from the input sequence.
Here, we concatenate all slot values as the input
sequence, e.g., {Silvi Jan, ASA Tel Aviv Univer-
sity, Hapoel Tel Aviv F.C. ...} for Table 1. (3).
Pointer-generator + slot type attention which
incorporates the slot type attention (Section 2.1)
into the pointer-generator. We use the sequence of
(slot type, slot value) pairs as input, e.g., {(Name,
Silvi Jan), (Sports team, ASA Tel Aviv University),
(Sports team, Hapoel Tel Aviv F.C.) ...} for Table 1.

3.4 Hyperparameters

Table 4 shows the hyperparameters of our model.

Parameter Value
Vocabulary size (Isl+lvl) 46,776
Value\type embedding size 256

Position embedding size 5

Slot embedding size 522

Decoder hidden size 256
Coverage loss A 1.5
Optimization Adam (Hu et al., 2009)
Learning rate 0.001

Table 4: Hyperparameters

3.5 Results and Analysis

Table 5 shows the performance of various models
with standard metrics. We can see that our atten-
tion mechanisms achieve consistent improvement.
We conduct paired t-test between our proposed
model and all the other baselines on 10 randomly
sampled subsets. The differences are statistically
significant with p < 0.016 for all settings.

As shown in Table 6 and Table 7, the KBs re-
constructed from models with these two attention
mechanisms achieve much higher quality.

Figure 3 and Figure 4 visualize the attentions
applied to the walk-through example in Table 1.

Impact of Slot-aware Attention. The same
string can be filled into various slots of multiple
types. For example, dates, ages, the number of
matches and goals can all be presented as num-
bers. The pointer network often mistakenly mixes
them up. For example, it produces “24 Septem-
ber 1979 was born 3 October 1903 in 17 on 33
October 1906, where 33 should be the number

16

8,
g Z
o El
= =
& ()
< @
A @ =3
T 5 z
[*]
AN A A & 2
EE 8 EZ =2 A E
f 8 8 8 &= & =
QDQQWQ = =
mowm s w2 & =
E N s et} [=]
- - - @
e g 2 2 7 = Nz
2 B £ & S A E B
2T T T e E ERY R
5 5 8 5 5 5 o p E
58 2 2 22 2 2% & 8
§E E E E EE g8 & £ =
= 2 8¢ 2 @ 5 5 § 2 Z
Zz E E B E E =2 =T & &
YV VYV VYV VY VY
was -
0.8
capped | .
—
= - 0.6
2, 22
&
& times 0.4
for 1
0.2
the 4

Structured KB
Figure 3: Slot Type Attention Visualization (Con-
text words strongly associated with certain slot
types receive high weights, e.g., capped to de-
scribe member of sports team, and times to de-
scribe the number of matches played. )

of matches and /7 should be the number of goals.
In contrast our model with slot type attention cor-
rectly generates “he made 33 appearances and
scored 17 goals”. In addition, as mentioned ear-
lier, the pointer network often produces redundant
slot values because it loses control of slot types,
e.g., “He was born in the city of Association foot-
ball. In the late 1990s he was appointed manager
of the Association football team of the team.”.

Impact of Table Position Attention. The ta-
ble position attention successfully captures inter-
dependent slots, such as a membership with a
sports team and its corresponding number of
matches and games: “Bill Sampy ... who played
for Sheffield United F.C. 41 times.”; “Giancarlo
Antognoni ... he was also a member of the Italy
national football team at the 1982 FIFA World
Cup.”.

Remaining Challenges. Some remaining errors
are trivial to fix, such as fixing a country name to
its adjective form when it appears right before a
position slot (e.g., Italian professional Association
football player instead of Italy professional Asso-
ciation football player). The KB reconstruction
recall of person entities is relatively low mainly



Model Person Animal

BLEU METEOR ROUGE BLEU METEOR ROUGE
Seq2seq 11.3 16.9 28.8 5.8 11.5 20.5
Pointer 17.2 21.1 374 6.6 13.7 37.8
+Type 23.1 222 39.5 17.2 17.3 42.8
+Type & Position 23.2 234 42.0 14.8 17.2 45.0

Table 5: Generation Performance based on Standard Metrics %)

<name> : Silvi Jan :

<member of sports team> : ASA Tel Aviv University :
<member of sports team> : Hapoel Tel Aviv F.C. (women) :
<member of sports team> : Maccabi Holon F.C. (women) :

- TN NN e~ ®
L PR I

<member of sports team> : Israel women's national football team :
<number of matches played> : 22 :

<number of points/goals/set scored> : 29 :

<date of birth> : 27 October 1973 :

<country of citizenship> : Israel :

<position played on team/speciality> : Forward (association football) :

1_
5] 0.7
3 0.6
44 0.5
5,

0.4
5,
5 L0.3
6- 0.2
71 L0.1
8_

"Table Position

Figure 4: Table Position Self Attention Visualization (the highlighted inter-dependent slots appear in the
same row and the same sentences, and thus they receive the same high weight.)

Model Person Animal

P R F1 P R F1
Seq2seq 74.6 | 29.3 | 42.0 | 82.5 | 27.8 | 41.6
Pointer 72.6 | 56.4 | 62.8 | 58.5 | 37.5 | 45.7
+Type 75.9 | 58.8 | 66.3 | 65.9 | 63.8 | 64.8
+Type & Position | 76.3 | 62.7 | 68.8 | 73.4 | 71.8 | 72.6

Table 6: Overall Slot Filling Precision (P), Recall
(R), F-score (F1) (%)

Model Person Animal

P R F1 P R F1
Seq2seq 74.7 | 30.0 | 43.4 | 82.5|27.9 | 41.7
Pointer 73.0 | 56.4 | 63.6 | 57.7 | 37.2 | 45.2
+Type 75.8 | 58.9 | 66.3 | 66.3 | 64.2 | 65.2
+Type & Position | 77.2 | 63.5 | 69.7 | 72.6 | 71.0 | 71.8

Table 7: Inter-dependent Slot Filling Precision (P),
Recall (R), F-score (F1) (%)

because we don’t have enough training data for
some rare slot types.

Contextual words generated by the LM intro-
duces some incorrect facts, especially temporal
expressions. For example, the generator does
not have the commonsense knowledge that foot-
ball players could not play before they were born:
“Aleksei Gasilin ( born 1 March 1996 ) is a
Russian Association football Forward (associa-
tion football). He made his professional debut in
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the Russian Second Division in 1992 for Russia
national under-19 football team. . Similarly, a
football player would probably not be still active
when he was already 72 years old: “Basil Rigg (
born 12 August 1926 ) is a former Australian rules
football Rigg played for the Perth Football Club
in the Western Australia cricket team from 1998 to
1998.”.

Our approach sometimes fails to detect person
gender so as to generate incorrect pronouns. For
animal entities, human writers are able to elab-
orate more details. For example, human writes
the specific endemic places for Brown treecreeper:
“The bird endemic to eastern Australia has a
broad distribution occupying areas from Cape
York Queensland throughout New South Wales
and Victoria to Port Augusta and the Flinders
Ranges South Australia.” while our system is
only able to cover the generic location informa-
tion “It is endemic to Australia.” from the input
KB.

4 Related work

Our task is similar to the WebNLG challenge gen-
erating text from DBPedia data (Gardent et al.,
2017a). Previous approaches on generating nat-
ural language sentences from structured input KB
can be divided into two categories: the first is to



induce templates and then fill appropriate content
into slots (Kukich, 1983; Cawsey et al., 1997; An-
geli et al., 2010; Duma and Klein, 2013; Kon-
stas and Lapata, 2013a; Flanigan et al., 2016a).
These methods can generate high-quality descrip-
tions but heavily rely on information redundancy
to create templates. The second category is to
directly generate a sequence of words using lan-
guage model (Belz, 2008; Chen and Mooney,
2008; Liang et al., 2009; Angeli et al., 2010;
Konstas and Lapata, 2012a,b, 2013a,b; Mahapatra
et al., 2016) or deep neural networks (Sutskever
et al., 2011; Wen et al., 2015; Kiddon et al., 2016;
Mei et al., 2016; Gardent et al., 2017b; Wiseman
et al., 2017; Wang et al., 2018; Song et al., 2018).
Several studies (Lebret et al., 2016; Chisholm
etal., 2017; Kaffee et al., 2018a,b; Liu et al., 2018;
Sha et al., 2018) generate a person’s biography
from an input structure, which are closely related
to our task. However, instead of modeling the in-
put structure as a sequence of facts and generat-
ing one sentence only, we introduce a table posi-
tion self-attention, inspired from structure atten-
tion (Lin et al., 2017; Kim et al., 2017; Vaswani
et al., 2017; Shen et al., 2018a,b), to capture the
dependencies among facts and generate a para-
graph to describe all facts.

In contrast to some recent work on converting
structured Abstract Meaning Representation (Ba-
narescu et al., 2013) into natural language (Pour-
damghani et al., 2016; Flanigan et al., 2016b), our
task requires us to capture inter-dependent relation
links in a knowledge base and use them to generate
multiple sentences in most cases. Our work is also
related to attention mechanisms for sequence-to-
sequence generation (Bahdanau et al., 2015; Mei
et al., 2016; Ma et al., 2017). Difterent from pre-
vious studies, our task requires the slot type and
slot value to appear in the generated sentences in
pairs. Thus we design a slot-aware attention to ob-
tain two context vectors for both slot type and slot
value simultaneously. To deal with OOV words,
we use a structure generator, which is similar
to the pointer-generator networks (Vinyals et al.,
2015; Luong et al., 2015; Gulcehre et al., 2016;
See et al., 2017) and copy mechanism (Gu et al.,
2016).

5 Conclusions and Future Work

We develop an effective generator to produce a
natural language description about an input knowl-

edge base. Our experiments show that two at-
tention mechanisms focusing on slot type and ta-
ble position advance state-of-the-art on this task,
and provide a KB reconstruction F-score up to
73%. We propose a new KB reconstruction based
evaluation metric which can be used for other
knowledge-driven NLG tasks such as news im-
age/video captioning. In the future, we aim to
address the remaining challenges as summarized
in Section 3.5, and tackle the setting where mul-
tiple facts of the same slot type are not presented
in temporal order in the input KB. We also plan to
extend the framework to cross-lingual cross-media
generation, namely to produce a foreign language
description or an image/video about the KB.
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Abstract

Natural Language Generation plays an im-
portant role in the domain of dialogue sys-
tems as it determines how users perceive
the system. Recently, deep-learning based
systems have been proposed to tackle this
task, as they generalize better and re-
quire less amounts of manual effort to im-
plement them for new domains. How-
ever, deep learning systems usually adapt a
very homogeneous sounding writing style
which expresses little variation.

In this work, we present our system for
Natural Language Generation where we
control various aspects of the surface re-
alization in order to increase the lexical
variability of the utterances, such that they
sound more diverse and interesting. For
this, we use a Semantically Controlled
Long Short-term Memory Network (SC-
LSTM), and apply its specialized cell to
control various syntactic features of the
generated texts. We present an in-depth
human evaluation where we show the ef-
fects of these surface manipulation on the
perception of potential users.

1 Introduction

In this paper, we describe our end-to-end train-
able neural network for producing natural lan-
guage descriptions of restaurants from meaning
representations (MR). Recently, data-driven nat-
ural language generation (NLG) systems have
shown great promise, especially as they can be
easily adapted to new data or domains. End-to-
end systems based on deep learning can jointly
learn sentence planning and sentence realization
from unaligned data. However, a recurrent prob-
lem, which we found with the existing solutions

Mark Cieliebak
Zurich University of Applied Sciences
mark.cieliebak@zhaw.ch

for NLG, is that the generated utterances express
a very homogeneous writing style. More pre-
cisely, most utterances start by using the restaurant
name, the follow-up sentences usually begin with
the pronoun “It”, and each attribute-value pair is
expressed using the same formulation across dif-
ferent utterances (see Table 1).

Green Man is a family friendly japanese restaurant in riverside
near Express by Holiday Inn.

Clowns is a pub near Crowne Plaza Hotel with a customer rating of 5 out of 5.

Wildwood is an italian pub located near Raja Indian Cuisine in the city centre.
It is not family-friendly.

The Cricketers provides chinese food in the 20-25 price range.
It is located in the riverside. It is near All Bar One. Its customer rating is high.

Table 1: Examples to highlight the homogeneity of the utter-
ances generated by state-of-the-art systems.

The publicly available E2E dataset by
(Novikova et al., 2017) provides pairs of
Meaning Representations (MR’s) and several
human generated reference utterances for the
restaurant-domain. It is the first dataset to provide
large amounts of training data with an open
vocabulary, complex syntactic structures, and
more variabilty in expressing the attributes. In
this work, we exploit these characteristics of
the dataset to generate utterances which express
a higher diversity in their writing style. For
this, we extend the Semantically Conditioned
Long Short-term Memory Network (SC-LSTM)
proposed by (Wen et al., 2015b) with surface
features to control the manipulation of the surface
realization.

Since the data contains a large variety of for-
mulations for an attribute-value pair, a simple
delexicalization of the utterance is not possible.
This fact also increases the difficulty of evaluating
the utterances for their correctness. Thus, we in-
troduce a semantic reranking procedure based on
classification algorithms trained to rate whether

Proceedings of The 11th International Natural Language Generation Conference, pages 22-34,
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the attributes are rendered correctly.

We evaluate our model on the E2E dataset and
report the BLEU, NIST, METEOR, ROUGE-L
and CIDEr scores. We measure the diversity of
the generated utterances by counting the number
of different uni- and bi-grams. Further, to evaluate
the correctness of the generated utterances, we
employ a soft metric based on the aforementioned
classifiers. Finally, we present an in-depth human
evaluation where we measured the effects of these
more diverse utterances on the perceptions of
potential users. More precisely, humans evaluated
the quality and naturalness of an utterance, which
of the attributes comprehensible, concise, elegant,
and professional fits to the text, and which of the
different systems generated the most preferred
outputs. We release the code and all the scripts.

2 Related Work

The task of NLG is usually divided into separate
subtasks such as content selection, sentence plan-
ning, and surface realization (Stent et al., 2004).
Traditionally, the task has been solved by relying
on rule-based methods, but these methods do not
scale and are hardly adaptable to new domains.
Recently, deep learning techniques have become
more prominent for NLG. With these techniques,
there now exists a large variety of different net-
work architectures, each tackling a different aspect
of NLG: (Wen et al., 2015b) propose an extension
to the vanilla LSTM (Hochreiter and Schmidhu-
ber, 1997) to control the semantic properties of
an utterance, whereas (Hu et al., 2017) use varia-
tional autoencoder (VAE) and generative adversar-
ial networks to control the generation of texts by
manipulating the latent space; (Mei et al., 2016)
employ an encoder-decoder architecture extended
by a coarse-to-fine aligner to solve the problem of
content selection; (Wen et al., 2016) apply data
counter-fitting to generate out-of-domain training
data for pretraining a model where there is little
in-domain data available; (Semeniuta et al., 2017,
Bowman et al., 2015) use a VAE trained in an
unsupervised fashion on large amounts of data to
sample texts from the latent space; and (Dusek and
Jurcicek, 2016) use a sequence-to-sequence model
with attention to generate natural language strings
as well as deep syntax dependency trees from di-
alogue acts. All these approaches solve different
aspects of the NLG task.

"https://github.com/jderiu/e2e_nlg
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In our work, we tackle the aspect of generating
texts that display more complex and diverse syn-
tactic structures. The dialogue system commu-
nity has proposed most work on this topic, as
the end-to-end trainable algorithms tend to pro-
duce the same universal answer to each input. In
(Li et al., 2016a) the authors develop a new loss
function based on mutual information, (Li et al.,
2016b) propose a new decoding algorithm based
on a modified beam search, which favors hypothe-
ses from different parent nodes. In (Li et al., 2017)
the authors aim to increase the diversity by remov-
ing training examples, which are similar to the
most commonly used utterances. In (Shao et al.,
2017) the authors propose a sequence-to-sequence
model with an augmented attention mechanism,
which takes into account parts of the target sen-
tence. Finally, the authors adapt the beam-search
ranking to work at a segment level and, thus, in-
jecting diversity earlier during the decoding.

3 Task Definition

Natural language generation for dialogue systems
describes the task of converting a meaning repre-
sentation (MR) into an utterance in a natural lan-
guage. The E2E training data consist of 50k in-
stances in the restaurant domain, where one in-
stance is a pair of a MR and an example utter-
ance or reference. The data is split into training,
development and test in a 76.5%-8.5%-15%-ratio.
Each MR consists of 3-8 attributes and their val-
ues, see Table 2 for the domain ontology. The split
ensures that the MRs in the different dataset-splits
are distinct. The dataset contains an open vocab-
ulary and more complex syntactic structures than
other similar datasets, as shown in the dataset def-
inition (Novikova et al., 2017). Especially, it con-
tains various ways of expressing a single value of
an attribute: for instance, the value / of 5 is ex-
pressed in the data as “one star rated”, “rated with
1 of 5 stars”, or “rated one out of five”. In this
work, we exploit this variety of formulation to pro-
duce utterances that express a more varied writing
style.

4 Model

The goal of our model is to generate a text while
providing the ability of controlling various seman-
tic and syntactic properties of this text. Our model
has two components: i) the generator and ii) se-
mantic classifiers that rate the correctness of an ut-



Attribute Type Example Values

name verbatim string | Alimentum, ..
eatType dictionary restaurant, pub, coffee shop
familyFriendly | boolean yes, no
food dictionary Italian, French, English, ...
near verbatim string | Burger King
area dictionary riverside, city center

. _ lof5,30f5,50f5,
customerRating | dictionary low, average, high
priceRange dictionary <£20, £20-25, >£30

cheap, moderate, high

Table 2: Domain ontology of the E2E dataset.

terance.

We use the Semantically Conditioned Long Short-
term Memory Network (SC-LSTM) proposed by
(Wen et al., 2015b) as our generator, which has
a specialized cell to process the one-hot encoded
MR-vector. The semantic classifiers (SC) are
trained for each attribute separately: they classify
which value the generator rendered. With this,
the correctness of an utterance can be determined,
which is relevant when dealing with contradictory
constraints during the generation of more diverse
texts.

4.1 Semantically Conditioned LSTM

The SC-LSTM (Wen et al., 2015b) extends the
original LSTM (Hochreiter and Schmidhuber,
1997) cell with a specialized cell, which processes
the MR. The MR is represented as a one-hot en-
coded MR-vector dy, which represents the value
for each attribute. This cell assumes the task of
the sentence planner, as it treats the MR-vector as
a checklist to ensure that the information is fully
represented in the utterance. The cell acts as a for-
get gate, keeping track of which information has
already been consumed.

We briefly introduce the SC-LSTM as defined in
(Wen et al., 2015b), which we will later on mod-
ify to meet our needs. Let w; € R be the input
vector at time t, d; € R” the MR-vector at time
t, and N be the number of units of an SC-LSTM
cell, then the formulation of the forward pass is
defined as:

it g

Ji o v,
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dt =T * dt—l
et =1y * g + fi % ci—1 + tanh(Wydy)
hy = o4 * tanh(c)

where ¢ is the sigmoid function, and iy, f;, 0,7 €
[0,1]V are the input, forget, output, and MR-
reading gates, and hy,c; € [0,1]V are the hid-
den state and the cell state. The weights W, o,
and W, € RPXM are the model parameters to be
learned.

The prediction of the next token is performed by
sampling from the probability distribution:

we ~ P(wt|w0:t,1, dt) = softmaX(Wsht)

where W, € RV*M is a weight matrix to be
learned during training. During the training pro-
cedure the inputs to the SC-LSTM are the original
tokens w; from the training set. On the other hand,
when generating new utterances we use the previ-
ously generated token as input to generate the next
token.

Loss To ensure that the SC-LSTM consumes the
MR correctly, two conditions are defined: i) the
MR-vector at the last time step dr has to be zero,
which ensures that all the required information has
been rendered, and ii) the gate should not con-
sume too much of the dialogue act in one time
step, i.e. the difference ||d; — dy—1]|| should be
minimised. From these criteria, the reconstruction
loss is adapted to:

T—1
Z andt*dt&H

F(0) = pllog(y) + lldrll +
t t=0

where the first term is the reconstruction error,
which sums the cross-entropy loss for each time
step and the following two terms ensure the two
criteria defined above.

Semantic Classifiers For each attribute a we
train a CNN-based classifier D,. Each classifier
is trained to detect which of the possible values
for the attribute a is rendered in the utterance or if
the attribute is present in the utterance at all. We
train the classifiers on the training set, where the
input is the utterance and the output is the value for
the attribute a, which is defined in the MR. These
classifiers measure the semantic correctness of the
produced utterances by comparing the output of
the classifier to the MR. If the classifier output cor-
responds to the value defined in the MR then we
regard the attribute as being rendered correctly.



5 Syntactic Control

The utterances produced by the basic model de-
scribed in Section 4 lack syntactic variety, they all
follow the trivial structure. To control the syntac-
tic expressions of an utterance we expand the MR-
vector with syntax specific features. More specif-
ically, in this work we control three different sur-
face features: 1) the first word of the utterance, ii)
the first word of each follow-up sentence in the ut-
terance, and iii) for each attribute-value pair the
formulation used to express it. For each of these
control mechanisms, we produce one-hot encoded
vectors and append these vectors to the MR-vector
dp. Through this mechanism, we provide the SC-
LSTM with more prior information on the struc-
ture of the utterance. Thus, it learns to correlate
how to render the surface based on the surface in-
formation provided. In the following, we describe
the three control mechanisms in detail.

First Word Control Most utterances generated
by the vanilla SC-LSTM begin by using the restau-
rant name. The main reason for this behaviour
is that 59% of all utterances in the dataset have
this characteristic. All the other starting words are
used much less frequently: e.g. only 7% of all
utterances start with the word “There”, which is
the second most used word. The model optimizes
to generate the utterance, which yields the low-
est average loss. Without additional information,
this equates to the most common structure of utter-
ances found in the training set. The first word used
in an utterance greatly impacts how the rest of the
utterance is rendered. Thus, using different first
words increases the diversity of the rendered ut-
terances. To generate more uncommon utterances,
we provide the model with the information about
the first word in the utterance during training. For
this, we select all the words that appear more than
t = 60 times as first word in the training data,
which results in a set of n = 20 different words?.
We then extend the MR-vector by adding a one-
hot encoded vector ug € R™*!, where the vector
is set to ’1” at the index of the first word in the
utterance of the training sample. During the train-
ing, we use a dummy-index at n + 1 in case the
first word of the utterance is not present in the list
of first words. During test-time the first word is
sampled from the set of n first words. To improve

2$Name, Located, For, In, A, $Near, An, Near, There, On,
$Food,The ,With ,Serving , If, At, Riverside, By, You, Family
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the semantic correctness we use the sampling pro-
cedure to over-generate, i.e. m different words are
sampled to generate m different utterances. Using
the semantic classifiers, the produced utterances
are ranked by their correctness score.

Follow-up First Word Control We observe that
the follow-up sentences in an utterance, which
are produced by the vanilla SC-LSTM also follow
the same pattern. More precisely, in cases where
the utterance uses multiple sentences, the follow-
up sentences usually begin with the pronoun ’It’
which refers to the restaurant name mentioned in
the first sentence. Similarly, to the First-Word-
Control, we control the first word of follow-up
sentences by using one-hot encoded vectors. The
encoding states which word is used as first word
of each follow-up sentence. As most utterances
are composed between one and four sentences, we
use three vectors to encode the first word of the
first three follow-up sentences.

There are n = 22 different first words used in
follow-up sentences, thus, each vector f; is of
length n + 1, where i € {2, 3,4} denotes the sen-
tence enumeration. We add an extra dimension to
denote the case where the number of sentences is
less than 7. This representation provides the abil-
ity to control the first word used in each follow-up
sentence as well as the number of sentences ren-
dered.

Attribute-Value Formulation Control We ob-
serve that the vanilla SC-LSTM learns to use the
most common formulation for an attribute-value
pair. On average over all the attribute-value pairs,
the most common formulation is used in 76% of
the cases in the training set. It turns out that
the most used formulation for most attribute-value
pairs is equivalent to the surface form of the value
itself. For example, the value “5 out of 5 is
mostly expressed using the formulation: “... with a
customer rating of 5 out of 57, instead of “It has an
excellent customer rating” or other formulations.

To extract the different formulations of an
attribute-value pair, we use a simple TF-IDF ap-
proach based on unigrams. For the complete list
of formulations refer to Table 11 in Appendix A.
For each attribute, we treat the utterances for each
value as one document, thus, the corpus is made
of as many documents as there are values for this
attribute. The score is computed as 1 + log(tf, ) =
log(1 + %) where tf, is the term frequency of



term ¢ for value v and df; is the document fre-
quency of term ¢ in the documents of attribute a.
We keep only those terms whose score is higher
than 3. We apply manual filtering to clean the list
from terms, which do not describe the attribute-
value pair. With this method, we get on average
4.2 terms per attribute-value pair. We extend the
MR-vector with one one-hot encoded vector for
each attribute-value pair.

6 Experimental Setting

The goal for our application is to generate descrip-
tions for restaurants. The dataset from (Novikova
et al., 2017) contains 50k utterances for 5,751 dif-
ferent MRs. On average, each MR is composed
of 5.43 attributes and there are 8.1 different ref-
erences for each MR on average. For the eval-
uation, we report various corpus-based metrics:
BLEU-4 (Papineni et al., 2002), NIST (Dodding-
ton, 2002) METEOR (Lavie and Agarwal, 2007),
ROUGE-L (Lin, 2004), and CIDEr (Vedantam
et al., 2015). Furthermore, we report various mea-
sures for lexical diversity: number of different to-
kens (#tokens), the type-token ratio (TTR) (Chot-
los, 1944), the moving average type-token ratio
(MSTTR) (Covington and McFall, 2010), and the
measure of lexical diversity(MLTD) (McCarthy,
2005). Finally, we perform a human evaluation to
measure the effect of the proposed manipulations
on the user’s perception.

Preprocessing Each utterance is treated as a
string of characters, where each character is repre-
sented as a one-hot encoded vector. We replace the
name and near values with the tokens ‘X-name”
and “X-near” respectively. The high diversity of
the various formulations found for the attribute-
value pairs, impedes us from replacing other at-
tributes with placeholders. To generate the lexical
features, we apply the Spacy-API® for word and
sentence tokenization.

System Setup We train the SC-LSTM and the
classifiers using AdaDelta (Zeiler, 2012) to opti-
mize the loss function. We apply a softmax with
decreasing temperature as proposed in (Hu et al.,
2017) to approximate the discrete representation,
which is used as input to the LSTM during the de-
coding stage. For the LSTM cell we use a hidden
state of size 1024 and apply dropout as suggested

3https://spacy.io/
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System BLEU NIST METEOR ROUGEL CIDEr
vanilla 0.634 8.270 0.428 0.653 1.9281
tgen 0.661 8.550 0.446 0.687 2.201
utt-fw 0.581 7.983 0.427 0.591 1.810
follow-fw | 0.572  7.665 0.436 0.643 1.819
form 0.623  8.161 0.432 0.657 1.992
full 0.505  7.455 0.422 0.558 1.616

Table 3: Scores achieved for the corpus-based metrics by the
different systems. The value of the best system for each score
is highlighted in bold.

in (Yarin and Ghahramani, 2016). For the classi-
fiers we use a 2-layer CNN with 256 kernels of
length 3.

We use our character-based version of the SC-
LSTM (vanilla) as well as the sequence-to-
sequence model by (Dusek and Jurcicek, 2016)
(tgen) as baseline. We evaluate different ver-
sions of our model: the model where we control
only the first word of the utterance (ufz-fw), the
model where we only control the first words of the
follow-up sentences (follow-fw), the model where
we only control the formulations of the attribute-
value pairs (form), and the model where we con-
trol all three factors (full).

Output Generation The input to the system is a
meaning representation (MR) which is converted
into the MR-vector dg. For each MR, the system
samples the syntactic control values at random, i.e.
it samples the first word of the utterance, the first
words of each of the follow-up sentences and the
formulation for each attribute-value pair randomly
from the list of their respective possibilities. Then,
these syntactic features are encoded into the one-
hot format as described above. The input to the
SC-LSTM is composed of both the MR-vector and
the syntactic control vector. To ensure that the
sampling of the syntactic features did not intro-
duce semantic error, the system samples 10 differ-
ent values for each of the three control types and
produces one utterance for each combination, e.g.
the full system produces 1000 sentences for each
MR. We then use the classifiers (previously trained
to evaluate if the utterance rendered the MR cor-
rectly) to rank the 1000 utterances w.r.t. their cor-
rectness. Finally, the system samples the final ut-
terance from the set of utterances with the highest
score (as there can be multiple utterances with the
same score).



name eatType price rating near food area fam.

1.0 0.97 090 0.84 099 095 094 0091

Table 4: Validation Accuracy scores for each classifier.

System ‘ vanilla tgen  utt-fw follow-fw form  full
ERR,. | 0.158 0.192 0.093 0.100 0.100  0.056
ERR, . | 0.086 0.059 0.028 0.054 0.040 0.015

Table 5: Error Rate for each system, best system is high-
lighted in bold. The sc subscript denotes the scores computed
by the classifiers.

7 Results

7.1 Evaluation Metrics

We report the scores for the automatic evaluation.
This includes the metrics BLEU, ROUGE-L, ME-
TEOR, NIST, and CIDEr score, which rely on the
comparison between the predicted utterance and
multiple reference utterances. Table 3 shows that
the surface manipulation leads to a decrease in all
of these scores. The best scores for each metric
is achieved by the zgen system. Its BLEU score
is 3 points above the score achieved by vanilla.
The full system achieved the lowest scores in each
metric. Generally speaking, the deeper the impact
of the syntactic manipulation the lower the word-
overlap based score. This behaviour is explained
by the fact that the baseline systems generate utter-
ances which are syntactically similar to the most
used structure in the gold-standard. The other sys-
tems generate sentences whose style and structure
is much rarer in the gold-standard. For example,
59% of the reference utterances start with the stan-
dard pattern, whereas only 3% of the sentences
generated by the full system follow this pattern.
Although there are multiple reference utterances,
it is not likely that one of these follows the syntac-
tic choices of the syntactically controlled systems.
Table 6 displays the various lexical diversity
scores for each system as well as for the human-
written text for reference. As expected, the

System #tokens TTR MATTR MTLD

vanilla 106 0.0070 0.5410  31.4811
tgen 120 0.0081 0.5175  30.5444
utt-fw 131 0.0082 0.5980  34.2865
follow-fw | 141 0.0084 0.5745  33.5055
form 155 0.0098 0.5748  33.4892
full 224 0.0134 0.6310  35.7831
human 425 0.0280 0.6373  36.4466

Table 6: Diversity scores for each system and the human
texts. The highest score of a system is marked in bold.
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human-written texts display the highest diversity
across all scores. The full system achieves the
highest scores out of all systems. Furthermore,
both the vanilla and the tgen system obtain the
lowest scores, thus, showing that the syntactic
control mechanisms generate more diverse texts.

7.2 Classifier Performance

Since we use semantic classifiers to evaluate the
correctness of the generated sentences, it is impor-
tant to assess the quality of these classifiers. Table
4 shows the accuracy score for each of the clas-
sifiers on the testset. We note that all classifiers
have a score greater than 0.9 except for the cus-
tomer rating. The errors of the customer rating
and the price classifiers stem from the semantic
equivalence between the numerical and the verbal
values which were used interchangeably in the ref-
erences, e.g. when “price range is over £30” is
expressed as “high-priced”.

7.3 Correctness

We evaluate the correctness using a rule based sys-
tem. We report the average error rate achieved
by a system, as proposed by (Wen et al., 2015a),
in Table 5, line ERR,.,;. . The best error-rate is
achieved by the full system, followed by utt-fw and
form. This shows that our approach to rerank the
utterances with the semantic classifiers works very
well. For comparison, we also report the error-
rates when using the semantic classifiers them-
selves to determine the correctness of an utterance
ERR;. . It turns out that there is a mismatch be-
tween the scores achieved by the two metrics, es-
pecially for the tgen and vanilla system. This is
due to the fact that the classifiers are used to fil-
ter the incorrect utterances, which leads the scores
to be biased. Thus, it shows that the classifiers
themselves are not suitable to compute a correct-
ness score.

7.4 Qualitative Evaluation

In Table 8 two representative (cherry picked) ex-
amples are shown. For one MR we compare the
outputs of all systems. In both examples the rgen
and vanilla system produce utterances which fol-
low the trivial pattern. The uff-fw and full systems
produce a different style of utterance by starting
the sentence with a preposition. The follow-fw
system adds more variability to the utterance by
starting the follow-up sentences with verbs (e.g.



“Located”) or nouns (“Children”) instead of pro-
nouns referring to the restaurant name. The form
system adds more variability by using different
ways of phrasing an attribute-value pair (e.g. re-
placing “high price range” with “expensive”). We
added a list of randomly sampled (non-cherry-
picked) examples in Appendix B.

System Quality Naturalness
vanilla 3.979 2.732*
tgen 4.013 2.591
utt-fw 4.007 2.605
follow-fw | 3.992 2.576
form 4.035 2.577
full 4.033 2.540

Table 7: Quality and naturalness results from the user study.
Here, * implies a statistical significant difference between a
system and the 7gen system, measured with two-tailed Stu-
dent’s t-test with p < 0.05

7.5 Human Evaluation

To measure the effectiveness of our approach, we
performed an extensive human evaluation. For
this, we recruited judges from the Figure-Eight*
platform. For each experiment the sentence is
rated by three different judges.

Quality and Naturalness To show that the syn-
tactic manipulations do not deteriorate the utter-
ances, we evaluated the quality and naturalness of
the utterances produced by the different systems.
Here, quality is defined to measure the grammat-
ical correctness, the fluency and the correctness
of the content, whereas naturalness measures the
likelihood that the utterance was written by a hu-
man. For this, we sampled 250 MR’s and gener-
ated the respective utterances for each system. The
judges rated all utterances on a Likert scale from
1 to 5 for quality and on a scale from 1 to 3 for
naturalness®. Table 7 shows the results for both
the guality and naturalness evaluation. Statistical
significance is measured by means of a two-tailed
Student’s t-test between the zgen system and the
other systems. For quality there is no statistically
significant difference between the tgen system and
any other system. For naturalness there is no sta-
tistically significant between tgen and the syntac-
tically controlled systems. However, there is a

“www.figure-eight.com
SFor naturalness we asked if the utterance is likely to be
written by a human, by a machine or if it is not clear
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significant difference between tgen and vanilla.
In fact, the vanilla system is rated significantly
higher in terms of naturalness than any other sys-
tem. For both metrics, the scores of all systems
are very high, thus, we conclude that the syntacti-
cal control mechanisms do not deteriorate the ut-
terances.

Subjective Analysis The main goal of the hu-
man evaluation is to understand how humans per-
ceive the new utterances. For this, we compare
the utterances of tgen and the full system by first
sampling a MR, generate the utterance for each
system, and let the human judges decide which
of the two utterances they prefer. Since prefer-
ence is a very subjective measure that might not
give complete insight, we asked the judges to also
state which utterance they find more comprehensi-
ble (is the utterance easier to understand), more
concise (does the utterance convey the informa-
tion clearly with as little text as possible), more
elegant (is the utterance more nicely written, more
poetic, display higher variability) and more profes-
sional (could this text be written by an experienced
and well trained writer). Table 9 shows the ratio
at which the system was selected for each of the
five aforementioned categories alongside the inter-
annotator agreement computed with the Fleiss’ .
The results show that none of the two systems is
significantly preferred by the judges, nor is any of
the two systems rated as being more comprehen-
sible. However, the judges perceive the full sys-
tem to produce significantly more elegant and pro-
fessional utterances, i.e. in 71.6% of the compar-
isons the utterances by the full system were rated
as more elegant and in 66.6% as being more pro-
fessional. On the other hand, the judges rate the
utterances of the tgen system as being significantly
more concise (75%).

There is a moderate correlation between the pref-
erence of an utterance and the elegance (Spear-
man’s Rho p 0.557 ) or professionalism (
p = 0.569 ). Furthermore, there is a weak corre-
lation between comprehensibility of a system and
the professionalism ( p = 0.468). However, we
found that there is a strong correlation between the
preference and the comprehensibility of an utter-
ance (p = 0.719). The evaluation shows that al-
though the utterances by the full system are rated
as being more elegant and professional, they are
not necessarily preferred. The strongest indicator
for preference is, thus, the comprehensibility.



# | System | Utterance
1 MR name=The Punter, eatType=pub, food=English, priceRange=high, area=city-centre, fami-
lyFriendly=no, near=Raja Indian Cuisine
vanilla | The Punter is a pub that serves English food in the high price range and is located in the city centre
near Raja Indian Cuisine.
teen The Punter is an english pub in the city centre near Raja Indian Cuisine. It has a high price range and
& is not child friendly.
utt- the city centre near Raja Indian Cuisine is a pub called The Punter. It serves English food and is
fw not children friendly. The price range is high.
follow- | The Punter is a pub that serves English food. in the city centre near Raja Indian Cuisine, it is
fw not children friendly and has a high price range.
form The Punter is an English Pub near Raja Indian Cuisine in the city centre. It is not child
friendly.
full you are looking for a pub serving English food, try The Punter. It is located in the city centre near
Raja Indian Cuisine. are on the and it is not child friendly.
2 MR nfclme=ijifaffe, eatType=restaurant, food=French, area=riverside, familyFriendly=yes, near=Raja In-
dian Cuisine
vanilla | Giraffe is a family friendly restaurant that serves French food. It is located near Raja Indian Cuisine.
tgen Giraffe is a family friendly french restaurant near Raja Indian Cuisine in riverside.
utt- French restaurant called Giraffe is located in the riverside area near Raja Indian Cuisine. It is child
fw friendly.
follow- | Giraffe is a restaurant that serves French food. restaurant is located near Raja Indian Cuisine in
fw the riverside area. are welcome.
form Giraffe is a French restaurant in the riverside area near Raja Indian Cuisine. It is family friendly.
full the riverside area there is a French restaurant called Giraffe. will find it near Raja Indian
Cuisine. , it is family friendly.

Table 8: Sample output of the vanilla SC-LSTM (V) and the First Word Control (F) for four different MRs where one attribute-

value is changed.

Question tgen full K

Preference 0476  0.523 0.587
Comprehensibility | 0.476  0.523  0.555
Conciseness 0.750* 0.250 0.545
Elegance 0.283  0.716* 0.545
Professional 0.333  0.666* 0.529

Table 9: Results of the native speaking preference test.
Significance is computed using a two-tailed binomial test.
Where * denotes p < 0.005 and N = 200

Question tgen full K

Preference 0.593 0.406 0.456
Comprehensibility | 0.682*  0.317 0.453
Conciseness 0.949** 0.050 0.312
Elegance 0.424 0.575 0.497
Professional 0.740* 0.259 0.342

Table 10: Results of the non-native speaking preference test.
Significance is computed using a two-tailed binomial test,
here * denotes p < 0.05 and ** denotes p < 0.005 and
N =200

Native vs. non-native speakers We observed
that depending on whether the judges were native
speaker or not the results were different. Thus, we
repeated the same experiment by recruiting judges
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from non-native speaking countries®. Table 10

shows the results of the evaluation performed by
the non-native speaking group. The differences of
the ratings are significant. The non-native speak-
ers rate the tgen system as significantly more com-
prehensible, more concise as well as more profes-
sional. There is still a high correlation between
the preference and the comprehensibility of an ut-
terance (Spearman’s Rho p = 0.709). However,
for the non-native group there is a significantly
higher correlation between the comprehensibility
and the professionalism of an utterance (Spear-
man’s Rho p = 0.628) and a very high correla-
tion between the preference and the professional-
ism (Spearman’s Rho p = 0.714). This shows that
the non-native speaking group finds it easier to un-
derstand the utterances produced by fgen and rates
them as more preferable and more professional.

The evaluation shows that the two groups have
different preferences and perceptions of the utter-
ances. An in-depth analysis on the reasons behind
these differences is left to future work. Our ex-
periments indicate that the differences are due to
the differences in language proficiency, as there is

®Judges were mostly recruited from eastern European
countries and Asia.



a high correlation between the preference and the
comprehensibility. However, to test this assump-
tion, more characteristics about the judges need to
be known.

8 Conclusion

In this work, we presented an end-to-end train-
able deep-learning based system for the natural
language generation task. With a simple control
mechanism the utterances can be rendered more
diverse and interesting. The human evaluation re-
vealed that this control mechanism does not de-
teriorate the quality of the utterances in terms of
semantic or grammatical errors. It further revealed
that more diverse utterances are perceived as being
more elegant and professional sounding to native
speakers. Not surprisingly, the corpus-based met-
rics deteriorate when a more diverse vocabulary is
used. One major challenge of this approach is the
fact that during the generation the syntactic control
features have to be sampled randomly to generate
many utterances which have to be ranked and fil-
tered. The solution to this inefficiency is part of
future work.
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A Formulations of Attribute-Values

Attribute Value Formulations

1 outof 5 1, one, poor

3 outof 5 3, three
customer rating low low, one, poor, poorly

5 out of 5 5, five, excellent

average average, an, three, averagely

high high, highly, between, ranging
familyFriendly no not, non, adult, adults, no, allowed, allow

English English, British, breakfast, traditional

Fast food fast, fries, joint, American, burger
food French French, wine, cheese, fine, drinks

Italian Italian, pasta

Japanese Japanese, sushi, bar

cheap cheap, inexpensive

high high, expensive, higher, end

moderate moderate, moderately, mid, medium, pricing
priceRange less than£20 .20’ less, Fhan, under, pounds,

inexpensive, below, lower
£20-25 20, from, between, mid, 20-25, ranging, around
more than £30 30, more, than, expensive, over,

higher, above, costs, euros, costing

Table 11: The most important formulations that appear in the training set for each attribute-value pair. Pairs with just a single

formulation were omitted.
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B Sampled Utterances

# | System | Utterance

1 MR name=The Wrestlers, eatType=restaurant, food=Italian, priceRange=moderate, area=riverside, fami-
lyFriendly=no, near=Raja Indian Cuisine

vanilla | The Wrestlers is a moderately priced Italian restaurant near Raja Indian Cuisine that is not kid friendly.

tgen The Wrestlers is a moderately priced italian restaurant in riverside near Raja Indian Cuisine. It is not
kid friendly.
utt There is a moderately priced Italian restaurant called The Wrestlers in the riverside area near Raja

Indian Cuisine. It is not kid friendly.

The Wrestlers is a restaurant providing Italian food in the moderate price range. The are located in
the riverside area near Raja Indian Cuisine. The restaurant is not kid friendly.

The Wrestlers is a restaurant that serves Italian food at a moderate price range. It is located in riverside
near Raja Indian Cuisine and is not kid friendly.

full With a moderate price range, The Wrestlers is a restaurant that serves Italian food. It is located near
Raja Indian Cuisine in the riverside area. No children allowed.

The Wrestlers is a restaurant that serves Italian food. Has a moderate price range, and is kids friendly.

follow

form

human . } ) . . ..
Located in the riverside area near Raja Indian Cuisine.
2 . . .
MR name=Zizzi, eatType=coffee shop, customer rating=average, near=Burger King,
vanilla | Zizzi is a coffee shop near Burger King with an average customer rating.
tgen Zizzi is a coffee shop near Burger King. It has an average customer rating.
utt If you are looking for a coffee shop near Burger King, try Zizzi. It has an average customer rating.
follow | Zizzi is a coffee shop near Burger King. Zizzi has an average customer rating.
form Zizzi is a coffee shop near Burger King. It has an average customer rating.
full If you are looking for a coffee shop near Burger King, then you could try Zizzi. It has an average
customer rating.
human | Customers rate Zizzi coffee shop, near Burger King, average.
3 MR name=The Punter, eatType=restaurant, food=Italian, priceRange=cheap, customer rating=average,

area=city centre, familyFriendly=yes, near=Rainbow Vegetarian Café,
The Punter is a family-friendly restaurant located in the city centre near Rainbow Vegetarian Café. It

vanilla ; X
is cheap and has an average customer rating.

tgen The Punter is an italian restaurant near Rainbow Vegetarian Café in the city centre. It is family-friendly
and has a cheap price range and an average customer rating.

utt Rainbow Vegetarian Café is a family-friendly restaurant called The Punter that serves Italian food and
has an average customer rating. It is located in the city centre.

follow The Punter is a cheap Italian restaurant in the city centre near Rainbow Vegetarian Café. The Punter
is family friendly and has an average customer rating.

form The Punter is an inexpensive Italian restaurant in the city centre near Rainbow Vegetarian Café. It is

family friendly and has an average customer rating.

full In the city centre is a family-friendly restaurant called The Punter. This is a cheap Italian restaurant
near Rainbow Vegetarian Café. It has an average customer rating.

There is a cheap, restaurant that serves Italian, named The Punter, in the city centre near Rainbow
Vegetarian Café. It has an average customer rating and is family friendly

human

Table 12: Randomly sampled output. A meaning representation is sampled at random, the respective utterance from each
system is displayed.

33



# | System | Utterance

1 MR name=The Cricketers, eatType=coffee shop, customer rating=average, familyFriendly=yes,
near=Café Sicilia,

The Cricketers is a coffee shop near Café Sicilia. It is family friendly and has an average customer

vanilla 5
rating.

tgen The Cricketers is a family friendly coffee shop near Café Sicilia with an average customer rating.

utt If you are looking for a child friendly coffee shop near Café Sicilia, try The Cricketers. It has an
average customer rating.

follow The Cricketers is a coffee shop near Café Sicilia that is family friendly and has an average customer
rating.

form The Cricketers is a coffee shop near Café Sicilia. It is family friendly and has an average customer
rating.

full For a family friendly coffee shop near Café Sicilia, try The Cricketers. Customers have rated it as
average.

human Ne.ar Café Sicilia there is a coffee shop named The Cricketers. It’s family friendly with an average
rating.

2 MR name=The Waterman, eatType=restaurant, food=Italian, priceRange=less than 20, area=riverside,

familyFriendly=no, near=Raja Indian Cuisine,

vanilla | The Waterman is a restaurant providing Italian food in the less than 20 price range. It is located in the

riverside. It is near Raja Indian Cuisine.

tgen The Waterman is an italian restaurant in the riverside area near Raja Indian Cuisine. It is not family-
friendly and has a price range of less than 20.

Italian restaurant The Waterman is located in the riverside area near Raja Indian Cuisine. It is not

utt family-friendly and has a price range of less than 20.

follow The Waterman is a restaurant located near Raja Indian Cuisine in the riverside area. The price range
is less than 20. They serve Italian food and are not family-friendly.

form The Waterman is a restaurant providing Italian food in the low price range. It is located in the riverside

area near Raja Indian Cuisine. It is not family friendly.

full Italian food is served at The Waterman restaurant in the riverside area near Raja Indian Cuisine. Prices
are under 20. Not family-friendly.

The Waterman is a mature Italian restaurant near the riverside with a competitive menu for under 20,

human . . ..

near the Raja Indian Cuisine.
3 MR name=The Wrestlers, eatType=pub, food=Italian, priceRange=less than 20, area=riverside, fami-

lyFriendly=yes, near=Raja Indian Cuisine

vanilla | The Wrestlers is a family friendly pub near Raja Indian Cuisine in the riverside area that serves Italian
food for less than 20.

tgen The Wrestlers is a family-friendly pub near Raja Indian Cuisine in the riverside area. It serves italian
food for less than 20.

utt Italian food is served at The Wrestlers pub located near Raja Indian Cuisine in the riverside area. It is
family friendly and has a price range of less than 20.

follow The Wrestlers is a pub that serves Italian food. They are located in the riverside area near Raja Indian
Cuisine. They are family friendly and the price range is less than 20.

form The Wrestlers is a family friendly pub serving Italian food in the low price range. It is located in the

riverside area near Raja Indian Cuisine.

full On the riverside near Raja Indian Cuisine is a family friendly pub called The Wrestlers. The price
range is less than 20 and they serve Italian food.

The Wrestlers is a pub in the low price range that serves pasta. It is located near Raja Indian Cuisine
and has a public restroom.

human

Table 13: Randomly sampled output. A meaning representation is sampled at random, the respective utterance from each
system is displayed.
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Abstract

The current study investigated novel tech-
niques and methods for trainable ap-
proaches to data-to-text generation. Neu-
ral Machine Translation was explored for
the conversion from data to text as well as
the addition of extra templatization steps
of the data input and text output in the con-
version process. Evaluation using BLEU
did not find the Neural Machine Trans-
lation technique to perform any better
compared to rule-based or Statistical Ma-
chine Translation, and the templatization
method seemed to perform similarly or
sometimes worse compared to direct data-
to-text conversion. However, the human
evaluation metrics indicated that Neural
Machine Translation yielded the highest
quality output and that the templatization
method was able to increase text quality in
multiple situations.

1 Introduction

Most approaches to data-to-text generation fall
into one of two broad categories: rule-based or
trainable (Gatt and Krahmer, 2018). Rule-based
systems are often characterised by a template-
based design: texts with gaps that can be filled
with information. The application of these tem-
plates generally results in high quality text (e.g.
van Deemter et al., 2005). The text quality of
trainable systems — e.g. statistical models that
select content based on what is the most likely
realization according to probability — is gener-
ally lower (Reiter, 1995) and their development
slower (Sanby et al., 2016). However, trainable
systems use data-driven algorithms and do not
rely on manually written resources for text gener-
ation, while most template systems require man-
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ually written templates and rules for text gener-
ation. This makes trainable systems potentially
more adaptable and maintainable. Different ap-
proaches have been tried to decrease the building
time and cost of data-to-text systems associated
with trainable approaches, while limiting the drop
in output quality compared to rule-based data-to-
text systems (e.g. Adeyanju, 2012; Liang et al.,
2009; Mahapatra et al., 2016) by experimenting
with the trainable method.

The goal of the current study was to explore the
combination of template and trainable approaches
by giving statistical and deep learning-based sys-
tems templatized input to create templatized out-
put. The more homogeneous nature of this tem-
platized form was expected to make production of
output that is fluent and clear as well as an accurate
representation of the data more feasible compared
to their untemplatized counterpart, generally used
for trainable approaches. Furthermore, the usage
of statistical and deep learning methods reduces
the reliance on manually written resources that is
associated with most template based systems. The
approach of the current study was tested on four
corpora in the sports and weather domain, each
with divergent characteristics, to assess the use-
fulness in different situations. The output of these
systems is compared using automated metrics (i.e.
BLEU) as well as human evaluation.

2 Background

2.1 Data-to-text

Historically, most data-to-text systems use rule-
based approaches which select and fill templates
in order to produce a natural language text (e.g.
Goldberg et al., 1994; van der Lee et al., 2017)
and these approaches are still the most widely used
in practical applications (Gkatzia, 2016). This is
partly because rule-based approaches are robust

Proceedings of The 11th International Natural Language Generation Conference, pages 3545,
Tilburg, The Netherlands, November 5-8, 2018. (©2018 Association for Computational Linguistics



and can produce high quality output given suf-
ficient development time and cost. In addition,
the output of these approaches is fully controlled
by humans, which make them generally accurate
in their representation of the data (e.g. van der
Lee et al., 2018). However, capturing data using
rules may be feasible for simple situations, but re-
ports in several domains often describe more com-
plex situations which would require an extensive
set of rules. Writing these rules is time intensive
and covering all distinct rules is nearly impossi-
ble for many situations. Furthermore, develop-
ing and maintaining these systems is cost intensive
and most systems are difficult to extend to other
domains. Statistical approaches may provide a so-
lution for these shortcomings. These approaches
are trained using a parallel corpus, thus require
no handcrafted rules. This also makes conversion
to other domains less time-intensive compared to
rule-based approaches.

2.2 Trainable approaches

Producing output by using such trainable ap-
proaches can be exercised in different ways.
Retrieval-based models (e.g. Adeyanju, 2012), sta-
tistical approaches, such as Hidden Markov Mod-
els (e.g. Barzilay and Lee, 2004; Liang et al.,
2009), and classification methods (Duboue and
McKeown, 2002; Barzilay and Lapata, 2005) have
all been successfully implemented. Another way
of approaching the problem is by treating it as
a translation challenge, where a machine transla-
tion system translates a data representation string
into a target language string. Several authors
have implemented Statistical Machine Translation
(SMT) methods to generate natural language using
aligned data-text test sets (e.g. Wong and Mooney,
2007; Belz and Kow, 2009, 2010; Langner et al.,
2010; Pereira et al., 2015) all obtaining promising
results. Furthermore, an SMT model was consis-
tently among the higher scores in the WEB NLG
Challenge, where the goal is to convert RDF data
to text (Castro Ferreira et al., 2017; Gardent et al.,
2017), thus showing the potential of SMT-based
methods as a viable approach to data-to-text NLG.
However, this SMT approach was less successful
in other studies in which the SMT-based method
was often outscored by other statistical approaches
according to automated metrics as well as human
evaluation (Belz and Kow, 2010).

The impressive performance of deep learning
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methods on various tasks such as text summariza-
tion and machine translation suggests that Neu-
ral Machine Translation methods (NMT) might
have the potential to outperform its SMT coun-
terpart. This is also supported by results in the
WEB NLG Challenge where NMT approaches ob-
tained the highest scores on automated metrics and
among the highest on human evaluation. Wise-
man et al. (2017) found that various Neural data-
to-Text models performed relatively well on auto-
mated metrics as well as human evaluations, al-
though they still noted a significant performance
gap between these models and their baselines.

One possible reason for this performance dif-
ference Wiseman et al. (2017) found might be the
nature of the datasets used. The authors noted
that their data for one corpus was noisy and that
many texts contained information that was not
captured in the data. Other authors have also
noted that the dataset is often a bottleneck of most
trainable approaches, since many aligned data-
text corpora are relatively small (Richardson et al.,
2017). Furthermore, several data-text aligned cor-
pora used for these tasks are the input and output
of a (rule-based) data-to-text system, which means
that experiments using these corpora are perform-
ing reverse-engineering and that these results may
not reflect performance on human-written datasets
(Reiter, 2017).

2.3 Current work

The current work investigated the potential limi-
tations of automatically generated corpora by us-
ing several corpora with differing characteristics,
but also attempted to address the issue of small
datasets by exploring femplatization as a possi-
ble solution. Templatization is similar to what
others call a delexicalization step, which means
that an extra step was added in the conversion
from data to text: using simple rules, gaps were
added in place of the data points in the aligned
data and text documents. After this step, SMT and
NMT techniques were trained on the aligned data-
text set and new templates were produced. Fi-
nally, these templates were filled based on a sim-
ilar ruleset that was responsible for templatizing
the data and texts. By using such an approach, the
data and texts are likely to become more homo-
geneous, which could help trainable approaches
to find data-text connections more quickly. This
means that the trainable approaches could be more



robust on smaller datasets and datasets with high
variety in language. Whether this hypothesis holds
true is also investigated using BLEU scores as well
as human assessment on clarity, fluency and cor-
rectness.

Combining trainable approaches with a tem-
plate representation has been done previously, but
such systems are scarce. Kondadadi et al. (2013)
are one of the first and only researchers that
have attempted this combination. However, their
research experimented with automated sentence
templatization and sentence aggregation rather
than automatically generated sentences from data
points. The aim of the current work can be seen
as an exploratory first step in building a system
that integrates these other automation techniques
to generate text from data in a fully unsupervised
fashion.

Weather.gov  Prodigy- Robocup Dutch
METEO Soccer
Lines 29,792 601 1,699 6,414
Words 258,856 6,813 9,607 116,796
Tokens 955,959 32,448 45,491 524,196
Domain Weather Weather  Sports Sports
Writer type | Computer Human Computer Human

Table 1: Characteristics of the (text-part of the) corpora used
in this study.

3 Datasets and approaches

3.1 Datasets

A total of four different datasets were used in the
current study, two datasets contain weather re-
ports and two contain sports reports. Furthermore,
one weather dataset and one sports dataset con-
tain texts that resulted from (mainly) rule-based
data-to-text generation, while the other weather
and sports datasets contain human-written texts.
Characteristics of these datasets are described in
Table 1 and below.

3.1.1 Weather.gov

For this dataset, Liang et al. (2009) col-
lected weather forecasts from http://www.
weather.gov. These weather forecasts contain
information on weather aspects, such as temper-
ature, wind speed, and cloudiness. The original
data representation was modified to reduce noise
and to ensure that the data input representation and
text documents both represented the same data.
Furthermore, tags were added since previous re-
search found this to be the representation result-
ing in the highest quality output (Belz and Kow,
2010). The complete forecast texts were reduced
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Data type Example

Original input
representation

temperature.time: 17-30 temperature.min:24 temperature.mean:28
temperature.max:38 (...) sleetChance.mode:—

Tagged input
representation

skyCover_mode: 0-25 temperature_minmeanmax
temperature_mode: 24-28-38

Templatized tagged
input representation

skyCover_mode: <cloud_data> temperature_minmeanmax
temperature_mode: <temperature>

Retrieval (direct)
Retrieval (templatized)

mostly clear , with a low around 21 .
<cloud_data> , with a
<high_near_low_around_steady _temperature>> <temperature> .

Retrieval (filled) sunny , with a high near 38 .

SMT (direct)
SMT (templatized)

mostly clear , with a low around 22 .
<cloud_data> , with a
<high_near_low_around_steady _temperature>> <temperature> .

SMT (filled) sunny , with a high near 38 .

NMT (direct) mostly clear , with a low around 22 .

NMT (templatized) <cloud_data> , with a
<high_near_low_around_steady_temperature>> <temperature> .

NMT (filled) sunny , with a high near 38 .

Table 2: Examples of the (original and applied) data represen-
tation and text output examples for the Weather.gov corpus

to the first sentence to enable equal sentence-
based data-to-text generation across all domains.
This resulted in a total of 29,792 data-text pairs.
The texts were most likely computer-generated,
with possibly some human post-processing (Re-

iter, 2017).

3.1.2 Prodigy-METEO

Data type

Example

Original input
representation

[[1,-.SSW,10,14.-,-,0600],[2,. WSW,14,18,-.-,1200],
[3,-W.,10,14.-.-,0000]]

Tagged input
representation

WindDir.1: SSW WindSpeedMin.1: 10 WindSpeedMax.1: 14
Time.1: 0600 (...) Time.3: 0000

Templatized tagged
input representation

WindDir.1: <wind_direction>> WindSpeed.1: <wind_speed_min>
WindSpeed.1: <wind_speed_max> (...) Time.3: <time>

Retrieval (direct)

Retrieval (templatized)

Retrieval (filled)

ssw 10-14 veering wsw 14-18 by midday easing w’ly 10-14 by
late evening

<wind_direction>> <wind_speed> <wind_direction_change>
<wind_direction> <wind_speed> <time> ,
<wind_speed_change> <wind_direction> <wind_speed>
<time>

ssw 10-14 veering wsw 14-18 by midday, rising w 10-14 by

late evening

SMT (direct)

SMT (templatized)

SMT (filled)

ssw 10-14 veering wsw 14-18 by midday easing w’ly 10-14 by
late evening

<wind_direction> <wind_speed> <wind_direction_change>
<wind_direction> <wind_speed> <time>
<wind_direction_change> <wind_direction> <wind_speed>
<time>

ssw 10-14 veering wsw 14-18 by midday veering w 10-14 later

NMT (direct)

NMT (templatized

NMT (filled)

ssw 10-14 veering wsw 14-18 by midday easing w’ly 10-14 by
late evening

<wind_direction> <wind_speed> <wind_direction_change>
<wind_direction> <wind_speed> <time> then
<wind_direction_change> <wind_direction> <wind_speed>
<time>

ssw 10-14 veering wsw 14-18 by afternoon then veering w 10-14
later

Table 3: Examples of the (original and applied) data repre-
sentation and text output examples for the Prodigy-METEO

corpus
Prodigy-METEO — a dataset derived from
SumTime-Meteo — was used as the second

weather dataset (Belz, 2008; Sripada et al., 2002).
This dataset contains human-written texts on wind
data. The dataset contains a total of 601 lines. The
original input vector representation was also mod-
ified to a tagged input representation inspired by
the tagged input vector of Belz and Kow (2010).



Data type Example Data type Example

Original input badPass.argl: purplel1 badPass.arg2: pink9 turnover.argl: Original input -

representation purplel] turnover.arg2: pink9 representation

Tagged input turnover.argl: purplel! turnover.arg2: pink9 badPass Tagged input CardPlayer_Name: Jurgen Mattheij CardPlayer_Surname: Mattheij

representation

representation

(...) OtherTeam: Roda JC Kerkrade ; home

Templatized tagged

turnover.argl: <player_l_team_l> turnover.arg2:
<player_1_team 2> badPass

Templatized tagged
input representation

CardPlayer_Name: <card_player> CardPlayer_Surname:
<card_player> (...) OtherTeam: <other_team>

Retrieval (direct)
Retrieval (templatized)
Retrieval (filled)

purplel1 tries to pass to purple10 but was picked off by pink3
<player_1_team_1> turned the ball over to <player_l_team_2>
purplel1 makes a bad pass that picked off by pink9

SMT (direct)
SMT (templatized)

SMT (filled)

purplel1 makes a bad pass that was intercepted by pink9
<player_1_team_1 > makes a bad pass that was picked off by
<player_I_team_2>

purplel1 makes a bad pass that was picked off by pink9

NMT (direct)
NMT (templatized)

NMT (filled)

purplel1 loses the ball to pink9

<player_1_team_1> makes a bad pass that was picked off by
<player_l_team 2>

purplel 1 makes a bad pass that was picked off by pink9

Table 4: Examples of the (original and applied) data represen-
tation and text output examples for the Robocup Sportscast-
ing corpus

3.1.3 Robocup Sportscasting

This dataset — created by Chen and Mooney
(2008) — provides data and texts on the 2001-
2004 Robocup finals. Each sentence represents
one match event and commentary fragment of the
game. These sentences were created using a data-
to-text system. The original dataset was slightly
altered by removing data-text lines where the data
did not (fully) represent the content of the text and
a tagged input representation similar to the other
datasets was added, resulting in 1699 aligned data-
text lines. These lines represent match events such
as passes, goals, interceptions, tackles, and pos-
session.

3.1.4 Dutch Soccer

In addition to the other corpora, an aligned data-
text corpus was created for this work. Dutch soc-
cer reports on Eredivisie matches from the 15/16
and 16/17 season were scraped from ten news
websites. Additionally, texts from the Dutch part
of the MeMo FC corpus (Braun et al., in press)
were added, which are soccer texts scraped from
Eredivisie club websites (season 15/16). Data was
scraped from Squawka for these Eredivisie sea-
sons.! After collecting the data, a script was writ-
ten to tokenize the soccer reports, align the match
data and soccer matches, and connect match sen-
tences to specific match events in the data input us-
ing data-text overlap and simple word occurrence
heuristics. After running this alignment script, a
total of 6,414 sentences were found that described
goals (regular, penalty and own goals), yellow
cards and red cards.

1https ://github.com/emanjavacas/
squawka-scraper
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Retrieval (direct)

Retrieval (templatized)

Retrieval (filled)

rood voor jurgen mattheij , die wel knuffels van zijn
ploeggenoten ontvangt

red card for jurgen mattheij, who does receive hugs from his
teammates

<team>> speelden <time>> met tien man na een rode kaart voor
<card_player> en bezitten momenteel de twaalfde positie in de
eredivisie .

<team> played with ten men <time> after a red card for
<card_player> and posses the twelfth place in the eredivisie .
excelsior speelden vlak voor tijd met tien man na een rode kaart
voor Jurgen Mattheij en bezitten momenteel de twaalfde positie

in de eredivisie .
excelsior played with ten men at the end after a red card for
Jurgen Mattheij and posses the twelfth place in the eredivisie .

SMT (direct) na een rode kaart voor een Jurgen Mattheij Mattheij ook bij de
eerste rode kaart kreeg , maar zijn roda jc .

after a red card for Jurgen Mattheij Mattheij also received with
the first red card , but his roda jc .

na <time>> minuten met tien man verder nadat <card_player>
met zijn eerste doelpunt voor <team>

continue with ten men after <time> minutes after <card_player>
with his first goal for <team>

na zeventien minuten met tien man verder nadat Jurgen Mattheij
met zijn eerste doelpunt voor excelsior

SMT (templatized)

SMT (filled)

NMT (direct) tien minuten voor tijd kreeg milot rashica zijn tweede gele kaart .
milot rashica received his second yellow card ten minutes before
the end .

<card_player> kreeg zijn tweede gele kaart .

<card_player> received his second yellow card .

Jurgen Mattheij kreeg zijn tweede gele kaart .

Jurgen Mattheij received his second yellow card .

NMT (templatized)

NMT (filled)

Table 5: Examples of the (original and applied) data represen-
tation and text output examples for the Dutch Soccer corpus

3.2 Applied methods

Texts and data from the aforementioned datasets
served as input and as training (80%), develop-
ment (10%) and test (10%) set for three forms of
trainable data-to-text approaches. Two of them are
translation based (NMT and SMT), while the third
was a retrieval-based method that served as a base-
line. These methods are described in more detail
below.

3.2.1 Sentence retrieval

The first method used was a retrieval-based
method. Lines from the data representation in
the test-set were matched with lines from the
data representation in the train-set and assigned
a score based on cosine similarity. Cosine simi-
larity scores were obtained by converting the data
representation of the target sentence into a bag of
words, and doing the same for the data represen-
tations in the training set. Subsequently, the (nor-
malized) similarity between the unweighted target
data representation and the data representations in
the training set is calculated. The line from the
train-set with the highest score was chosen and
the aligned text sentence was produced as output.
A random choice was made between sentences
if there were multiple sentences with the highest



LM  Word

Penalty

Translation Unknown
Model Word

Phrase
Penalty

Distor-
tion

Corpus

Penalty
Weather.gov 0.6 08 -1 le-4 0.6, le-4 2
0.6, le-4
Prodigy-METEO  0.19 069 0 0.29 0.2 0.13
0.13,0.36
Robocup 0.3 0.5 -1 0.2 0.2,0.2 0
0.2,0.2
Dutch Soccer le-4 08 -3 le-4 le-4,0.6 3
0.6,0.6

Table 6: MOSES parameters per corpus.

Learn-
ing
Rate

Corpus Layers RNN Word
Size  Vec

Size

Drop-
out

Learning Batch
Rate Size
Decay

Size

Beam

850
440
1230
520

1000
620
770
1000

0.15 0.4
0.6 0.4
0.39 1
0.15 0.72

0.51
0.6 1
0.6

0.44

Weather.gov 1
Prodigy-METEO 1
Robocup 1
Dutch Soccer 2

Table 7: OpenNMT parameters per corpus.

score.

3.2.2 Statistical Machine Translation

The MOSES toolkit (Koehn et al., 2007) was used
for SMT. This Statistical Machine Translation sys-
tem uses Bayes’s rule to translate a source lan-
guage string into a target language string. For
this, it needs a translation model and a language
model. The translation model was obtained from
the parallel corpora described above, while the
language model used in the current work is ob-
tained from the text part of the aligned corpora.
Translation in the MOSES toolkit is based on a
set of heuristics. Parameters of these heuristics
were tuned for each corpus using Bayesian Op-
timization> (Snoek et al., 2012). The parameters
that returned the highest BLEU score for the non-
templatized data were chosen as default parame-
ters for the non-templatized as well as the tem-
platized SMT model. See Table 6 for parameter
information.

3.2.3 Neural Machine Translation

Besides Statistical Machine Translation, a Neu-
ral Machine Translation approach was explored as
well for the current work. These models were
trained using the OpenNMT-py toolkit (Klein
et al.,, 2017). Parameters were chosen using the
same Bayesian optimization method as was used
for SMT. For the smaller corpora (i.e. Prodigy-
METEO and Robocup), pre-trained word embed-
dings were also added to the train model, since
these are known to boost performance in low-
resource scenarios (Qi et al., 2018). The detailed
parameter settings are in Table 7.

2https ://github.com/fmfn/
BayesianOptimization
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4 Templatization and lexicalization

Figure 2: Templatization method of data-to-text conversion.

The current work investigated differences in out-
put quality for data-to-text generation using ’di-
rect’ data-to-text conversion and extended models
(see figure 1). For this extended model, the input
representation and the text examples in the train
and development set were ’templatized’. This
means that the natural language sentences were
converted to templates by replacing (sets of) words
that directly represent (pieces of) data with slots.
This replacement was done using a simple set
of rules derived from consistencies in the text
and data. After this templatization step the data-
to-template generation was performed using the
methods described in section 3.2, thus generat-
ing template sentence texts similar to the ones ob-
tained with the templatization of the text. These
obtained templates were finally lexicalized again
using similar rules used for the templatization
step. Using the original data, gaps were filled with
the appropriate information. If multiple options
were available to fill the gaps, a weighted random
choice was made based on the occurrences of the
possibilities in the training set (see figure 2). Thus,
after these steps full natural language sentences
were created based on a set of (templatized) data.’

5 Results automated evaluation

The quality of the generated sentences was as-
sessed using NLTK’s corpus_bleu that calculates
BLEU scores based on 1-grams to 4-grams with
equal weights and accounts for a micro-average
precision score based on Papineni et al. (2002).
Automated metrics such as BLEU have been crit-
icized over the last few years (e.g. Reiter, 2018;
Novikova et al., 2017). Especially in the context
of NLG. However, Reiter (2018) also suggested
that the metric can be used — albeit with caution

3Code for, and examples of, these steps can be

found at https://github.com/TallChris91l/
Automated-Template-Learning



Retrieval SMT NMT
Corpus Templates Templates Direct | Templates Templates Direct | Templates Templates Direct
(unfilled) (filled) (unfilled) (filled) (unfilled) (filled)
Weather.gov 63.94 34.52 69.57 89.29 36.56 61.92 89.85 36.93 78.90
Prodigy-METEO 4447 27.65 23.66 39.32 26.15 30.37 45.03 26.52 27.82
Robocup 31.39 30.73 22.38 40.77 38.18 39.04 38.98 36.62 37.50
Dutch Soccer 2.49 1.65 4.99 1.64 0.90 2.10 1.95 1.23 1.70

Table 8: BLEU scores obtained for the different corpora with the techniques used in this study.

— for translation tasks, which the current task is
in some way. Furthermore, correlations have been
found between automated metrics and human rat-
ings (e.g. Belz and Reiter, 2006). Therefore, the
BLEU scores were seen as a first step to investi-
gate differences between methods and corpora.

The BLEU scores show that the computer-
generated corpora yielded the best results, with
Weather.gov showing the best performance com-
pared to the other corpora with BLEU scores for
the lexicalized output varying from 34.52 (re-
trieval using the templatization method) to 78.90
(NMT using the direct method). This seems intu-
itively logical since the Weather.gov corpus is rel-
atively large, and the sentences are also the most
homogeneous out of the corpora, which makes
producing output similar to the training data a fea-
sible task. Results for the smaller Robocup soccer
corpus are decent, but not as good as Weather.gov
with BLEU scores for the lexicalized output rang-
ing from 22.38 (retrieval using the direct method)
to 39.04 (SMT using the direct method). While
Prodigy-METEO is human-written, its sentence
structure is still quite consistent, which might ex-
plain why its BLEU scores are not that far re-
moved from those for computer-generated cor-
pora with scores for the lexicalized output between
23.66 (retrieval using the direct method) and 30.37
(SMT using the direct method). Low BLEU scores
were obtained for sentences from the Dutch Soc-
cer corpus, with lexicalized output ranging from
0.90 (SMT using the templatization method) to
4.99 (Retrieval using the direct method). The low
BLEU scores might indicate two things. First, it is
possible that the systems struggle with the hetero-
geneous nature of the Dutch Soccer texts which re-
sults in low text quality output. However, the same
heterogeneous nature might also make it difficult
to use BLEU scores as an indication for text qual-
ity, since it is known to be difficult to find a good
gold standard for corpora with diverse language.

BLEU scores for techniques do not show large
differences: especially the sentences generated by
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SMT and NMT obtained close BLEU scores. In-
terestingly, the sentences produced using cosine
similarity based retrieval seems to be consistently
outperformed by the translation methods, with the
exception of the Dutch Soccer corpus, which sug-
gests that text generation is preferred over sim-
ple retrieval. The templatized (filled) and direct
methods also scored roughly equal. The exception
involves the Weather.gov corpus, where the di-
rect method resulted in much higher BLEU scores
compared to its templatized counterpart. Although
the results are equal, the metrics show a large de-
crease in BLEU scores when lexicalizing the tem-
plates. This means that the templatization method
has the potential to significantly outperform the di-
rect method if the quality of the lexicalization step
is improved. See Table 8.

6 Results human evaluation

6.1 Method

Besides an automated metric, a human evalua-
tion was carried out to measure the perceived text
quality of sentences from the investigated cor-
pora, techniques and methods. A total of 24
people — all native Dutch students and (junior)
colleagues not involved in this research — par-
ticipated by filling out an online Qualtrics sur-
vey. Participants were asked to rate sentences
generated by the previously described techniques
and methods on the aforementioned corpora. For
this, a 4 (Corpus: DutchSoccer, Weather.gov,
Robocup, Prodigy-METEO) x 3 (Technique: Re-
trieval, SMT, NMT) x 2 (Method: Templatized,
Direct) within-subjects design was implemented.
The participants rated 4 sentences per condition —
each connected to different data — resulting in a
total of 96 sentences that were rated by humans
(Krippendorff’s o = 0.39; Weighted x = 0.07).
The participants judged the quality of the sen-
tences on seven-point Likert-scales. These scales
measured fluency: how fluent and easy to read the
report is (‘This text is written in proper Dutch’,
“This text is easily readable’), clarity: how clear



Retrieval SMT NMT
Corpus Templates Direct Templates Direct Templates Direct
Weather.gov 4.08 (1.04) 5.32(0.88) | 5.24(0.95) 4.76(0.79) | 5.00 (0.97) 5.50(1.02)
Fluency Prodigy-METEO | 3.27 (1.13) 2.81 (1.14) | 2.99 (1.16) 3.02 (1.13) | 3.31 (1.47) 3.27(1.43)
Robocup 5.21(0.99) 5.46 (1.05) | 5.70 (0.99) 4.82(1.20) | 5.59 (1.04) 5.67 (1.11)
Dutch Soccer 4.12(0.99) 5.33(0.91) | 2.11(0.97) 1.78(0.85) | 6.10(0.84) 5.73(0.84)
Weather.gov 436 (1.14) 5.52(0.99) | 5.45 (1.02) 5.24(1.02) | 5.13 (1.26) 5.69 (1.04)
Clarity Prodigy-METEO | 2.94 (1.24) 2.73 (1.26) | 2.82 (1.27) 2.96 (1.16) | 3.25(1.57) 3.29 (1.47)
Robocup 5.59(0.96) 5.73(1.03) | 5.96 (0.92) 5.11(1.22) | 5.84(0.98) 5.78 (1.37)
Dutch Soccer 4.85(1.16) 5.52(0.90) | 2.43(0.99) 1.94(0.90) | 6.10(0.92) 5.74(0.83)
Weather.gov 3.34(0.91) 3.92(0.90) | 2.55(0.90) 2.70 (1.04) | 4.03 (1.04) 3.22(1.26)
Comectness  Prodigy-METEO | 4.17(122) 321 (0.97) | 3.88(1.23) 3.72(120) | 3.99 (1.18) 3.56 (0.88)
Robocup 5.06 (1.14) 3.83(1.08) | 5.78 (1.08) 5.23 (1.13) | 5.70 (1.09) 5.68 (0.92)
Dutch Soccer 3.34(0.91) 3.92(0.90) | 2.55(0.90) 2.70 (1.04) | 4.03 (1.04) 3.22(1.26)

Table 9: Mean fluency, clarity, and correctness scores for the different corpora, techniques and methods. SD is represented

between brackets

and understandable the report is (‘While reading,
I immediately understood the text’), and correct-
ness: how well the information the report is based
on is represented in the report itself (“This report
does not include extraneous or incorrect informa-
tion’, ‘This report does not omit important infor-
mation’). In order to give ratings on the latter cate-
gory, participants were provided with a table con-
taining the information used to generate the sen-
tences, followed by six sentences that were gen-
erated by the total of six different techniques and
methods used in this study. The results were then
analyzed using a repeated measures analysis of
variance to investigate the effects of the corpus,
techniques and methods on text perceptions of flu-
ency, clarity and correctness. Post hoc effects were
subsequently measured with a simple effects anal-
ysis using the Least Significant Difference test.*

6.2 Fluency

For fluency, a main effect was found for corpus
(F(1.89, 43.57) = 56.82, p < .001), as well as
technique (F(2, 46) = 107.13, p < .001), but not
for method (F(1, 23) = 2.22, p =.15). Sentences
based on Robocup data resulted in the highest flu-
ency scores (M =5.41, SD = 0.90), followed by the
Weather.gov corpus (M =4.98, SD = 0.75), Dutch
Soccer corpus (M =4.20, SD =0.50), and Prodigy-
METEO corpus (M = 3.11, SD = 1.12). Further-
more, sentences generated with NMT generation
returned the highest scores on fluency (M = 5.02,
SD = 0.76), followed by Retrieval (M = 4.45, SD

* Mauchlys Test of Sphericity showed that the sphericity
assumption was violated for corpus, corpus x technique, and
corpus x technique x method in the case of fluency, as well
as clarity. Also for technique, corpus x technique, corpus x
method, and technique x method in the case of correctness.
Therefore, the Greenhouse-Geisser correction was used for
the analyses of these effects.
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=0.70), and SMT (M =3.80, SD = 0.55) (see table
9).

A significant interaction was also found for cor-
pus x technique (F(3.07, 70.61) = 87.85, p <
.001). NMT resulted in the highest fluency scores
for most corpora, except for the Prodigy-METEO
corpus where all techniques performed similarly
on fluency. A significant interaction was also
found for corpus x method (F (3, 69) = 8.08, p <
.001), where the templatization method returned
higher fluency scores for the Dutch Soccer and the
direct method resulted in higher fluency scores for
the Weather.gov corpus. Furthermore, a signifi-
cant interaction was found for technique x method
(F(2,46)=29.76, p < .001): the fluency scores for
the retrieval method were higher when the direct
method was used, while the templatization method
resulted in higher scores for SMT. A further nu-
ance in this finding can be given with the signifi-
cant three-way interaction for corpus x technique
x method (F(2.83, 65.08) = 13.89, p < .001). The
templatization method combined with NMT re-
sulted in higher fluency scores for the soccer cor-
pus, but lower scores for the Weather.gov corpus.
The same method combined with SMT resulted
in higher scores compared to its direct counter-
part for all corpora except Prodigy-METEO. For
retrieval, the direct method gave higher fluency
scores for all corpora.

These scores show that, in general, NMT pro-
duces the most fluent sentences. Whether the tem-
platization method or direct method returns the
most fluent output depends on the corpus and tech-
nique used. For SMT, the templatization method
seems the clear winner, but for retrieval and NMT
effectiveness of the templatization method differs
per corpus. Interestingly, out of all the conditions,
the highest fluency scores were obtained for the



Dutch Soccer corpus (NMT with the templatiza-
tion method), while the BLEU scores for this cat-
egory were fairly low.

6.3 Clarity

The overall scores for clarity look similar to those
of fluency. A main effect for corpus was found
(F(2.08, 47.72) = 69.90, p < .001), as well as
technique (F(2, 46) = 69.21, p < .001), but not
for method (F(1, 23) = 1.64, p = .21). Sentences
based on Robocup (M = 5.67, SD = 0.89) were
considered the clearest, followed by Weather.gov
(M =5.23, SD = 0.89), Dutch Soccer (M = 4.43,
SD = 0.48), and Prodigy-METEO (M = 3.00, SD
= 1.23). For technique, the lowest clarity scores
were found for SMT generated sentences (M =
3.99, SD = 0.61), Retrieval-based sentences (M =
4.66, SD = 0.76) did slightly better, and sentences
generated by NMT received the highest clarity
scores (M = 5.10, SD = 0.83) (see table 9).*

All investigated interactions for clarity were
significant (Corpus x technique: F(3.26, 74.89) =
57.936, p < .001; Corpus x method: F(3, 69) =
11.18, p < .001; Technique x method: F(2, 46) =
23.01, p < .001; Corpus x technique x method:
F(3.81, 87.56) = 6.03, p < .001). The corpus
x technique analysis shows that NMT generated
sentences produce the most clear sentences for
the Dutch Soccer corpus and the Prodigy-METEO
corpus, and NMT and SMT had the shared highest
clarity scores for the Weather.gov corpus. No dif-
ferences in clarity were found for Robocup. Cor-
pus x method results showed no significant differ-
ence for the Dutch Soccer and Prodigy-METEO
corpus. The direct method resulted in signifi-
cantly higher scores for the Weather.gov corpus,
while sentences generated with the templatiza-
tion method resulted in higher clarity scores for
Robocup sentences. From the technique x method
interaction it was observed that Retrieval com-
bined with the direct method resulted in higher
clarity scores compared to its templatization coun-
terpart. The opposite is the case for SMT gen-
erated sentences, where templatization resulted in
higher clarity scores. The three-way interaction of
corpus X technique x method showed that NMT
produces more clear sentences using the templa-
tization method for the Dutch Soccer corpus and
less clear sentences with templatization for the
Weather.gov corpus compared to its direct coun-
terpart. Retrieval combined with the direct method
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scored higher on these corpora with the direct
method (vs. templatized), and SMT obtains higher
clarity scores for the Dutch Soccer and Robosoc-
cer corpus if the templatization method is applied
(vs. templatized).

Overall, models trained on the computer-
generated corpora gave the clearest output and,
similar to fluency, sentences produced with NMT
resulted in the highest clarity scores. Templatiza-
tion was also overall more effective for SMT com-
pared to the direct method, while templatization
for NMT was mostly effective for the Dutch Soc-
cer corpus. The clarity scores for the NMT with
templatization method for the Dutch Soccer cor-
pus resulted in the overall highest clarity scores,
besides fluency scores as well.

6.4 Correctness

Significant main effects of correctness were found
for corpus (F(3, 69) =32.86, p < .001), technique
(F(1.58, 36.37) = 9.25, p = .001), and method
(F(1, 23) = 9.77, p = .005). Sentences from the
Robocup corpus were deemed the most correct (M
=5.21, SD = 0.92), followed by Weather.gov (M
= 4.04, SD = 0.84), with Prodigy-METEO (M =
3.76, SD = 0.88) and Dutch Soccer (M = 3.29, SD
= 0.76) in shared last place. For technique, NMT
generated sentences were perceived as the most
correct (M = 4.27, SD = 0.63). SMT (M = 4.01,
SD = 0.72) and Retrieval (M = 3.94, SD = 0.61)
did not score significantly different. The results
for method showed that templatization resulted in
higher correctness scores (M = 4.19, SD = 0.69)
than the direct method (M = 3.96, SD = 0.59) (see
table 9).

Significant interactions were found for corpus x
technique (F(3.64, 83.77) = 20.22, p < .001), cor-
pus x method (F(2.23, 51.29) = 9.24, p < .001),
and corpus x technique x method (F(6, 138) =
15.00, p < .001), but not for technique x method
(F(1.31, 30.12) = 0.18, p = .84). The corpus x
technique interaction shows that SMT generated
sentences were perceived as significantly less cor-
rect for the Dutch Soccer corpus (vs. Retrieval
and NMT), and Retrieval based sentences deemed
less correct for Robocup sentences (vs. SMT and
NMT). Corpus x method shows that the templa-
tization method resulted in higher perceived cor-
rectness for the Robocup and Prodigy-METEO
corpora compared to its direct counterpart. Fi-
nally, the three way corpus x technique x method



interaction shows that templatization combined
with NMT resulted in higher correctness scores for
Dutch Soccer but lower for Prodigy-METEO (vs.
direct). Direct was superior for all corpora when
used with a retrieval technique, and the templati-
zation method combined with SMT gives higher
scores for the Robocup corpus (vs. direct).

In general, the models trained on the computer-
generated corpora produced the most correct sen-
tences. Furthermore, NMT and the templati-
zation method were found to be effective tech-
niques/methods to increase correctness. The fact
that templatization increases correctness makes
sense since the separate lexicalization step for
information ensures that correct information is
added to a sentence that is based on the data. This
is not necessarily the case with the direct method.

7 Discussion and conclusion

This paper investigated ways to reduce the reliance
on rule-based systems when converting data to
natural language text. The use of deep learning
methods in the form of NMT, and a method where
input and output forms were templatized before
converting the output template sentences to natu-
ral language text were explored. This (relatively)
novel NMT approach was compared to more es-
tablished approaches (i.e. Retrieval and SMT).
Furthermore, the templatization method was com-
pared to its direct counterpart that directly converts
a data input representation to a natural language
text. Sentences were generated for four corpora
(two human-written, two computer-generated; two
in the sports domain, two in the weather domain).
Results of these different forms of generation were
then compared using BLEU scores as well as hu-
man metrics.

Results of the BLEU scores suggested that
the different techniques and approaches ob-
tain the highest text quality when trained on
computer-generated corpora, with techniques and
approaches trained on the Dutch Soccer corpus
generating the lowest text quality output. Further-
more, the Retrieval approach seemed to perform
the best in general, and SMT and NMT obtained
similar scores to each other. Finally, based on the
BLEU scores, the templatization method did not
seem to improve output quality when compared
to its direct counterpart: similar or higher BLEU
scores were found for the direct method.

However, the BLEU results were not corrob-
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orated by the results from human evaluation.
While the output quality differed per technique,
sentences for the Dutch Soccer corpus achieved
scores similar or higher than sentences based on
other corpora on both fluency, clarity and cor-
rectness. Furthermore, the performance of NMT
seemed to be good compared to SMT and Re-
trieval. NMT generated sentences obtained the
highest scores on both fluency, clarity and cor-
rectness. Also, the templatization method has
the potential to increase output quality. Both the
SMT and NMT method achieved higher fluency,
clarity and correctness scores on sevaral corpora
with the templatization method (vs. direct). This
method especially seemed to boost performance
on the Dutch Soccer corpus: this corpus is the
most noisy out of the corpora and contains the
most heterogeneous language. Therefore, the tem-
platization method seems to be a useful step for
human-written corpora.

The current paper should be seen as a first ex-
ploratory step in automating data-to-text systems:
the investigated methods could save time and re-
sources compared to a fully rule-based approach,
but the steps to templatize data and text for the cur-
rent article were still rule-based, which still takes
manual effort and turned out to decrease output
quality based on the BLEU scores. A system that
does these conversions automatically would be an
interesting avenue for further research. It would
also be interesting to extend the current approach
to (templated) sentence learning by comparing the
translation method to statistical generation tech-
niques such as HMM (e.g. Barzilay and Lee, 2004;
Liang et al., 2009) or LSTM (Wen et al., 2015).
Other steps in the data-to-text conversion process
would be worth investigating as well. For instance
automated alignment of data and text, or methods
that convert data into the optimal data input rep-
resentation format, or automated sentence aggre-
gation methods to produce full texts. Further re-
search can also focus on making the output more
diverse by adding strategies for lexical variation
(Guerini et al., 2011; Gatti et al., 2014). The cur-
rent results would suggest that combining these
steps with the described templatization method,
and with NMT, has the potential to further ap-
proach the text quality of rule-based systems, and
increase overall performance of trainable data-to-
text approaches. Especially with noisy human-
written corpora containing diverse language.
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Abstract

Learning to generate fluent natural lan-
guage from structured data with neural
networks has become an common ap-
proach for NLG. This problem can be
challenging when the form of the struc-
tured data varies between examples. This
paper presents a survey of several exten-
sions to sequence-to-sequence models to
account for the latent content selection
process, particularly variants of copy at-
tention and coverage decoding. We fur-
ther propose a training method based on
diverse ensembling to encourage models
to learn distinct sentence templates during
training. An empirical evaluation of these
techniques shows an increase in the qual-
ity of generated text across five automated
metrics, as well as human evaluation.

1 Introduction

Recent developments in end-to-end learning with
neural networks have enabled methods to gener-
ate textual output from complex structured inputs
such as images and tables. These methods may
also enable the creation of text-generation mod-
els that are conditioned on multiple key-value at-
tribute pairs. The conditional generation of flu-
ent text poses multiple challenges since a model
has to select content appropriate for an utter-
ance, develop a sentence layout that fits all se-
lected information, and finally generate fluent lan-
guage that incorporates the content. End-to-end
methods have already been applied to increas-
ingly complex data to simultaneously learn sen-
tence planning and surface realization but were of-
ten restricted by the limited data availability (Wen
et al., 2015; Mei et al., 2015; Dusek and Jurcicek,
2016; Lampouras and Vlachos, 2016). The re-
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name: The Golden Palace,
eatType: coffee shop,
food: Fast food,
priceRange: cheap,
customer rating: 5 out of 5,
area: riverside

MR

A coffee shop located on the riverside
called The Golden Palace,

has a 5 out of 5 customer rating.

Its price range are fairly cheap

for its excellent Fast food.

Reference

Figure 1: An example of a meaning representa-
tion and utterance pair from the E2E NLG dataset.
Each example comprises a set of key-value pairs
and a natural language description.

cent creation of datasets such as the E2E NLG
dataset (Novikova et al., 2017) provides an oppor-
tunity to further advance methods for text gener-
ation. In this work, we focus on the generation
of language from meaning representations (MR),
as shown in Figure 1. This task requires learn-
ing a semantic alignment from MR to utterance,
wherein the MR can comprise a variable number
of attributes.

Recently, end-to-end generation has been han-
dled primarily by Sequence-to-sequence (S2S)
models (Sutskever et al., 2014; Bahdanau et al.,
2014) that encode some information and decode
it into a desired format. Extensions for summa-
rization and other tasks have developed a mecha-
nism to copy words from the input into a generated
text (Vinyals et al., 2015; See et al., 2017).

We begin with a strong S2S model with copy-
mechanism for the E2E NLG task and include
methods that can help to control the length of
a generated text and how many inputs a model
uses (Tu et al., 2016; Wu et al., 2016). Finally,

Proceedings of The 11th International Natural Language Generation Conference, pages 46—56,
Tilburg, The Netherlands, November 5-8, 2018. (©2018 Association for Computational Linguistics



we also present results of the Transformer archi-
tecture (Vaswani et al., 2017) as an alternative S2S
variant. We show that these extensions lead to im-
proved text generation and content selection.

We further propose a training approach based
on the diverse ensembling technique (Guzman-
Rivera et al., 2012). In this technique, multiple
models are trained to partition the training data
during the process of training the model itself,
thus leading to models that follow distinct sen-
tence templates. We show that this approach im-
proves the quality of generated text, but also the
robustness of the training process to outliers in the
training data.

Experiments are run on the E2E NLG chal-
lenge!. We show that the application of this tech-
nique increases the quality of generated text across
five different automated metrics (BLEU, NIST,
METEOR, ROUGE, and CIDEr) over the multiple
strong S2S baseline models (Dusek and Jurcicek,
2016; Vaswani et al., 2017; Su et al., 2018; Fre-
itag and Roy, 2018). Among 60 submissions to the
challenge, our approach ranked first in METEOR,
ROUGE, and CIDEr scores, third in BLEU, and
sixth in NIST.

2 Related Work

Traditional approaches to natural language gener-
ation separate the generation of a sentence plan
from the surface realization. First, an input is
mapped into a format that represents the lay-
out of the output sentence, for example, an ad-
equate pre-defined template. Then, the surface
realization transforms the intermediary structure
into text (Stent et al., 2004). These represen-
tations often model the hierarchical structure of
discourse relations (Walker et al., 2007). Early
data-driven approach used phrase-based language
models for generation (Oh and Rudnicky, 2000;
Mairesse and Young, 2014), or aimed to predict
the best fitting cluster of semantically similar tem-
plates (Kondadadi et al., 2013). More recent work
combines both steps by learning plan and realiza-
tion jointly using end-to-end trained models (e.g.
Wen et al., 2015). Several approaches have looked
at generation from abstract meaning representa-
tions (AMR), and Peng et al. (2017) apply S2S
models to the problem. However, Ferreira et al.
(2017) show that S2S models are outperformed by

"nttp://www.macs.hw.ac.uk/
InteractionLab/E2E/
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phrase-based machine translation models in small
datasets. To address this issue, Konstas et al.
(2017) propose a semi-supervised training method
that can utilize English sentences outside of the
training set to train parts of the model. We ad-
dress the issue by using copy-attention to enable
the model to copy words from the source, which
helps to generate out of vocabulary and rare words.
We note that end-to-end trained models, includ-
ing our approach, often do not explicitly model
the sentence planning stage, and are thus not di-
rectly comparable to previous work on sentence
planning. This is especially limiting for genera-
tion of complex argument structures that rely on
hierarchical structure.

For the task of text generation from simple key-
value pairs, as in the E2E task, Juraska et al.
(2018) describe a heuristic based on word-overlap
that provides unsupervised slot alignment between
meaning representations and open slots in sen-
tence plans. This method allows a model to op-
erate with a smaller vocabulary and to be agnos-
tic to actual values in the meaning representations.
To account for syntactic structure in templates, Su
et al. (2018) describe a hierarchical decoding strat-
egy that generates different part of speech at differ-
ent steps, filling in slots between previously gen-
erated tokens. In contrast, our model uses copy-
attention to fill in latent slots inside of learned tem-
plates. Juraska et al. (2018) also describe a data
selection process in which they use heuristics to
filter a dataset to the most natural sounding exam-
ples according to a set of rules. Our work aims
at the unsupervised segmentation of data such that
one model learns the most natural sounding sen-
tence plans.

3 Background: Sequence-to-Sequence
Generation

We start by introducing the standard a text-to-
text problem and discuss how to map struc-
tured data into a sequential form. Let
(x@, yO) . (xN) y)) e (X,)) be a set
of NN aligned source and target sequence pairs,
with (x(?), y()) denoting the ith element in (X, ))
pairs. Further, let x = x1, . .., x,, be the sequence
of m tokens in the source, andy = y1, ..., y, the
target sequence of length n. Let V be the vocabu-
lary of possible tokens, and [n] the list of integers
upton,[l,...,n].

S2S aims to learn a distribution parametrized



by 6 to maximize the conditional probability of
pe(y|x). We assume that the target is gener-
ated from left to right, such that py(y|x)
ITi=1 Po(yelyfe—1y, %), and that po(yelyp_q)X)
takes the form of an encoder-decoder architecture
with attention. The training aims to maximize the
log-likelihood of the observed training data.

We evaluate the performance of both the
LSTM (Hochreiter and Schmidhuber, 1997) and
Transformer (Vaswani et al., 2017) architecture.
We additionally experiment with two attention for-
mulations. The first uses a dot-product between
the hidden states of the encoder and decoder (Lu-
ong et al., 2015). The second uses a multi-layer
perceptron with the hidden states as inputs (Bah-
danau et al., 2014). We refer to them as dor and
MLP respectively. Since dot attention does not re-
quire additional parameters, we hypothesize that it
performs well in a limited data environment.

In order to apply S2S models, a list of attributes
in an MR has to be linearized into a sequence
of tokens (Konstas et al., 2017; Ferreira et al.,
2017). Not all attributes have to appear for all
inputs, and each attribute might have multi-token
values, such as area: city centre. We use special
start and stop tokens for each possible attribute to
mark value boundaries; for example, an attribute
area: city centre becomes __start_area__ city cen-
tre __end_area__. These fragments are concate-
nated into a single sequence to represent the origi-
nal MR as an input sequence to our models. In this
approach, no values are delexicalized, in contrast
to Juraska et al. (2018) and others who delexical-
ize a subset of attributes. An alternative approach
by Freitag and Roy (2018) treats the attribute type
as an additional feature and learn embeddings for
words and types separately.

4 Learning Content Selection

We extend the vanilla S2S system with methods
that address the related problem of text summa-
rization. In particular, we implement the pointer-
generator network similar to that introduced by
Nallapati et al. (2016) and See et al. (2017), which
can generate content by copying tokens from an
input during the generation process.

Copy Model The copy model introduces a bi-
nary variable z; for each decoding step ¢ that acts
as a switch between copying from the source and
generating words. We model the joint probabil-
ity following the procedure described by Gulcehre
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et al. (2016) as

p(yt, Zt|y[t71]ax) = Z Py, 2t = Z|Y[t71]vx)
z€{0,1}

To calculate the switching probability
p(2t|yp—1]-X), let v € Rdid be a trainable
parameter. The hidden state of the decoder h; is
used to compute p(z;) = o(h} v) and decompose
the joint distribution into two parts:

P(elype—1),X) = p(z = 1) X p(yelze = 1)
+p(ze = 0) X p(ye|ze = 0),

where every term is conditioned on x and yj,_y).
p(y¢|ze = 0) is the distribution generated by the
previously described S2S model, and p(y:|z: = 1)
is a distribution over x that is computed using
the same attention mechanism with separate
parameters.

In our problem, all values in the MR’s should
occur in the generated text and are typically words
that would not be generated by a language model.
This allows us to use an assumption by Gulcehre
et al. (2016) that every word that occurs in both
source and target was copied, which avoids having
to marginalize over z. Then, the log-likelihood
of y; and z; is maximized during training. This
approach has the further advantage that it can
handle previously unseen input by learning to
copy these words into the correct position.

Coverage and Length Penalty We observed
that generated text using vanilla S2S models with
and without copy mechanism commonly omits
some of the values in their inputs. To mitigate this
effect, we use two penalty terms during inference;
a length and a coverage penalty. We are using a
coverage penalty during inference only, opposed
to Tu et al. (2016) who introduced a coverage
penalty term into the attention of an S2S model for
neural machine translation and See et al. (2017)
who used the same idea for abstractive summariza-
tion. Instead, we use the penalty term cp defined
by Wu et al. (2016) as

I| Iyl

ep(x,y) =5 - Zlog(min(z at, 1.0)).
i=1 t=1

Here, ( is a parameter to control the strength of
the penalty. This penalty term increases when too
many generated words attend to the same input.
We typically do not want to repeat the name of the



Figure 2: The multiple-choice loss for a single
training example. £; has the smallest loss and re-
ceives parameter updates.

restaurant or the type of food it serves. Thus, we
only want to attend to the restaurant name once
when we actually generate it. We also use the
length penalty Ip by Wu et al. (2016), defined as

(5 +lyD*

Ip(y) = R

where « is a tunable parameter that controls how
much the likelihoods of longer generated texts
are discounted. The penalties are used to re-rank
beams during the inference procedure such that the
full score function s becomes

_ logply, z|x)
T

+ ep(x, y)'

A final inference time restriction of our model
is the blocking of repeat sentence beginnings. Au-
tomatic metrics do not punish a strong parallelism
between sentences, but repeat sentence beginnings
interrupt the flow of a text and make it look unnat-
ural. We found that since each model follows a
strict latent template during generation, the gener-
ated text would often begin every sentence with
the same words. Therefore, we encourage syn-
tactic variation by pruning beams during beam
search that start two sentences with the same bi-
gram. Paulus et al. (2017) use similar restrictions
for summarization by blocking repeated trigrams
across the entire generated text. Since automated
evaluation does not punish repeat sentences, we
only enable this restriction when generating text
for the human evaluation.

S Learning Latent Sentence Templates

Each generated text follows a latent sentence tem-
plate to describe the attributes in its MR. The
model has to associate each attribute with its loca-
tion in a sentence template. However, S2S models
can learn wrong associations between inputs and
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targets with limited data, which was also shown
by Ferreira et al. (2017). Additionally, consider
that we may see the generated texts for similar
inputs: There is an expensive British Restaurant
called the Eagle. and The Eagle is an expensive,
British Restaurant.. Both incorporate the same in-
formation but have a different structure. A model
that is trained on both styles simultaneously might
struggle to generate a single output sentence. To
address this issue and to learn a set of diverse gen-
eration styles, we train a mixture of models where
every sequence is still generated by a single model.
The method aims to force each model to learn a
distinct sentence template.

The mixture aims to split the training data be-
tween the models such that each model trains only
on a subset of a data, and can learn a different tem-
plate structure. Thus, one model does not have to
fit all the underlying template structures simulta-
neously. Moreover, it implicitly removes outlier
training examples from all but one part of the mix-
ture. Let f1,..., fk be the K models in the mix-
ture. These models can either be completely dis-
joint or share a subset of their parameters (e.g. the
word embeddings, the encoder, or both encoder
and decoder). Following Guzman-Rivera et al.
(2012), we introduce an unobserved random vari-
able w ~ Cat(1/K) that assigns a weight to each
model for each input. Let py(y|x,w) denote the
probability of an output y for an input x with a
given segmentation w. The likelihood for each
point is defined as a mixture of the individual like-
lihoods,

log p(y|x) = log > _ p(y, w|x)

=log »_ p(w) x p(y|w,x).

By constraining w to assume either O or 1, the
optimization problem over the whole dataset be-
comes a joint optimization of assignments of mod-
els to data points and parameters to models.

To maximize the target, Guzman-Rivera et al.
(2012) propose a multiple-choice loss (MCL) to
segment training data similar to a hard EM al-
gorithm or k-Means clustering. With MCL, af-
ter each training epoch, each training point is as-
signed to the model that predicts it with the min-
imal loss. After this segmentation, each model is
trained for a further epoch using only its assigned
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Figure 3: An illustration of the diverse ensembling method with K = 2 and a shared encoder. The
encoder, shown on the left, reads the meaning representation and generates the contextual representations
of the input tokens. The context is then used in parallel by the two separate decoders. Here, & represents
the duplication of the input representation. The two decoders generate text independently from each
other. Finally, only the decoder with the better generated text receives a parameter update. The exclusive
choice is illustrated by the ® operation.

data points. This process repeats until the point as- Attribute Value

signments converge. Related work by Kondadadi ; versid

et al. (2013) has shown that models compute clus- area . city centre, riverside, . ..

ters of templates customerRating 1 out of 5, average, ...
Further work by Lee et al. (2016) reduce the ~ 2 YP¢ coffee shop, restaurant, ...

. . ) familyFriendly  yes/no

computational overhead by introducing a stochas- . .

. ) ) food Chinese, English, ...

tic MCL (sMCL) variant that does not require .

.. . name Wildwood, The Wrestlers, ...
retraining. They compute the posterior over Café Sicilia. Clare Hall
p(w|x,y) in the E-Step by choosing the best model near ate Sletra, Lare Hat, -

- priceRange less than £20, cheap, ...

for an example k = argmaxkE[K]pg(y|x,wk =
L,w-j = 0). Setting w;, to 1 and all other en-
tries in w to O achieves a hard segmentation for
this point. After this assignment, only the model
k with the minimal negative log-likelihood is up-
dated in the M-Step. A potential downside of this ~ underlying template instead of generating diverse
approach is the linear increase in complexity since ~ predictions, we instead generate text using only

a forward pass has to be repeated for each model. ~ the model in the ensemble with the best perplexity
on the validation set.

Table 1: A list of all possible attributes and some
example values for the E2E NLG dataset.

We illustrate the process of a single forward-
pass in Figure 2, in which a model f; has the
smallest loss £y and is thus updated. Figure 3
demonstrates an example with X' = 2 in which =~ We apply our method to the crowd-sourced E2E
the two models generate text according to two dif-  NLG dataset of Novikova et al. (2017) that com-
ferent sentence layouts. We find that averaging  prises 50,000 examples of dialogue act-based MRs
predictions of multiple models during inference,  and reference pairs in the restaurant domain. Each
a technique commonly used with traditional en-  input is a meaning representation of on average
sembling approaches, does not lead to increased  5.43 attribute-value pairs, and the target a corre-
performance. We further confirm findings by Lee  sponding natural language utterance. A list of pos-
et al. (2017) who state that these models overesti-  sible attributes is shown in Table 1. The dataset
mate their confidence when generating text. Since  is split into 76% training, and 9% validation, and
it is our goal to train a model that learns the best ~ 15% test data. The validation and test data are

6 Experiments
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# Setup BLEU NIST METEOR ROUGE CIDEr
TGEN (Dusek and Jurcicek, 2016) 69.3 8.47 47.0 726 239
Ensemble with Slot Filling (Juraska et al., 2018) 69.3 8.4l 43.8 70.1 /
Hierarchical Decoding (Su et al., 2018) 44.1 / / 53.8 /
S2S with Slot Embeddings (Freitag and Roy, 2018)  72.7 8.3 / 75.1 /

(1) mip 70.6  8.35 473 73.8 2.38

(2) dot 71.1 8.43 474 737  2.35

(3)  mip, copy 714 8.44 47.0 741 243

(4)  dot, copy 69.8 8.20 47.8 743 251

S mip, K=2 72.6 8.70 48.5 748 252

(6) dot, K =2 733 8.68 49.2 76.3 2.61

(7)  mip, copy, K =2 73.6 8.74 48.5 755 2.62

(8)  dot, copy, K =2 74.3 8.76 48.1 753  2.55

(9)  Transformer 69.0 8.22 47.8 749 245

(10) Transformer, K = 2 73.7 8.75 48.9 763 2.56

Table 2: Results of different S2S approaches and published baseline models on the E2E NLG validation
set. The second section shows models without diverse ensembling, the third section with it. The fourth
section shows results of the Transformer model. / indicates that numbers were not reported.

multi-reference; the validation set has on average
8.1 references for each MR. A separate test set
with previously unseen combinations of attributes
contains 630 MR’s and its references are unseen
and used for evaluation in the E2E NLG challenge.

For all LSTM-based S2S models, we use a two-
layer bidirectional LSTM encoder, and hidden and
embedding sizes of 750. During training, we ap-
ply dropout with probability 0.2 and train mod-
els with Adam (Kingma and Ba, 2014) and an
initial learning rate of 0.002. We evaluate both
mlp and dot attention types. The Transformer
model has 4 layers with hidden and embedding
sizes 512. We use the training rate schedule de-
scribed by Vaswani et al. (2017), using Adam and
a maximum learning rate of 0.1 after 2,000 warm-
up steps. The diverse ensembling technique is
applied to all approaches, pre-training all mod-
els for 4 epochs and then activating the sMCL
loss. All models are implemented in OpenNMT-
py (Klein et al., 2017)>. The parameters were
found by grid search starting from the param-
eters used in the TGEN model by Dusek and
Jur¢icek (2016). Unless stated otherwise, mod-
els do not block repeat sentence beginnings, since
it results in worse performance in automated met-

2Code and documentation can be found at

https://github.com/sebastianGehrmann/
diverse_ensembling
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rics. We show results on the multi-reference val-
idation and the blind test sets for the five metrics
BLEU (Papineni et al., 2002), NIST (Doddington,
2002), METEOR (Denkowski and Lavie, 2014),
ROUGE (Lin, 2004), and CIDEr (Vedantam et al.,
2015).

7 Results
7.1 Results on the Validation Set

Table 2 shows the results of different models on
the validation set. During inference, we set the
length penalty parameter o to 0.4, the coverage
penalty parameter 3 to 0.1, and use beam search
with a beam size of 10. Our models outperform
all shown baselines, which represent all published
results on this dataset to date. Except for the copy-
only condition, the data-efficient dot outperforms
mlp. Both copy-attention and diverse ensem-
bling increase performance, and combining the
two methods yields the highest BLEU and NIST
scores across all conditions. The Transformer per-
forms similarly to the vanilla S2S models, with
a lower BLEU but higher ROUGE score. Di-
verse ensembling also increases the performance
with the Transformer model, leading to the high-
est ROUGE score across all model configurations.
Table 3 shows generated text from different mod-
els. We can observe that the model without copy
attention omits the rating, and without ensem-



bling, the sentence structure repeats and thus looks
unnatural. With ensembling, both models produce
sensible output with different sentence layouts.
We note that often, only the better of the two mod-
els in the ensemble produces output better than the
baselines. We further analyze how many attributes
are omitted by the systems in Section 7.3.

To analyze the effect of length and coverage
penalties, we show the average relative change
across all metrics for model (8) while varying «
and [ in Figure 4. Both penalties increase average
performance slightly, with an average increase of
the scores by up to 0.82%. We find that recall-
based metrics increase while the precision-based
metrics decrease when applying the penalty, which
can be explained by an increase in the average
length of the generated text by up to 2.4 words.
Results for ensembling variations of model (8) are
shown in Table 4. While increasing K can lead
to better template representations, every individ-
ual model will be trained on fewer data points.
This can result in an increased generalization er-
ror. Therefore, we evaluate updating the top 2
models during the M-step and setting /=3. While
increasing K from 2 to 3 does not show a major
increase in performance when updating only one
model, the K'=3 approach slightly outperforms the
K=2 one with the top 2 updates.

Having the K models model completely dis-
joint data sets and use a disjoint set of parame-
ters could be too strong of a separation. There-
fore, we investigate the effect of sharing a subset
of the parameters between individual models. Our
results in rows (5)-(7) of Table 4 show only a mi-
nor improvement in recall-based approaches when
sharing the word embeddings between models but
at the cost of a much lower BLEU and NIST
score. Sharing more parameters further harms the
model’s performance.

7.2 Results on the Blind Test Set

We next report results of experiments on a held-
out test set, conducted by the E2E NLG chal-
lenge organizers (Dusek et al., 2018), shown in
Table 5. The results show the validity of the ap-
proach, as our systems outperform competing sys-
tems in these; ranking first in ROUGE and CIDEr
and sharing the first rank in METEOR. The first
row of the table shows the results with blocked re-
peat sentence beginnings. While this modification
leads to slightly reduced scores on the automated
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Figure 4: Relative change of performance aver-
aged over all five metrics when varying inference
parameters for model (8). Length penalty parame-
ter « controls length, and coverage penalty param-
eter § penalizes source values with no attention.

MR  name: Wildwood; eatType: coffee shop;

food: English; priceRange: moderate; cus-
tomerRating: 3 out of 5; near: Ranch

(1) Wildwood is a coffee shop providing English
food in the moderate price range. It is lo-

cated near Ranch.

@) Wildwood is a coffee shop providing English
food in the moderate price range. It is near

Ranch. Its customer rating is 3 out of 5.

(8).1  Wildwood is a moderately priced English
coffee shop near Ranch. It has a customer

rating of 3 out of 5.

(8).2 Wildwood is an English coffee shop near
Ranch. It has a moderate price range and a

customer rating of 3 out of 5.

Table 3: Examples of generated text by different
systems for the same MR, shown in the first line.

Numbers correspond to model configurations in
Table 2.

metrics, it makes the text look more natural, and
we thus use this output in the human evaluation.
The human evaluation compared the output to
19 other systems. For a single meaning repre-
sentation, crowd workers were asked to rank out-
put from five systems at a time. Separate ranks
were collected for the quality and naturalness of
the generations. The ranks for quality aim to re-
flect the grammatical correctness, fluency, and ad-
equacy of the texts with respect to the structured
input. In order to gather ranks for the natural-
ness, generations were shown without the mean-
ing representation and rated based on how likely
an utterance could have been produced by a na-



#  Setup BLEU NIST METEOR ROUGE CIDEr
1 K=1 69.8 820 478 74.3 2.51
2 K=2 743 8.76 48.1 75.3 2.55
3) K= 73.6 873 488 75.5 2.64
4 K=3top2 742 8.81 48.6 76.1 2.56
(5) K = 2, share embedding 73.1 8.61 48.6 75.4 2.58
(6) K = 2, share encoder 722 856 47.8 74.4 2.50
(7) K = 2, share encoder + decoder 724 8.43 473 74.6 2.50

Table 4: Variants of diverse ensembling. The top section shows results of varying the number of models
in a diverse ensemble on the validation set. The bottom section shows results with different numbers of
shared parameters between two models in a diverse ensemble. All results are generated with setup (8)

from Table 2.

Setup BLEU NIST METEOR ROUGE CIDEr
TGEN (Dusek and Jurcicek, 2016) 65.9 8.61 448 68.5 2.23
Slot Filling (Juraska et al., 2018) 66.2 8.31 44.5 67.7 2.26
dot, K = 3, top 2, block repeats  65.0 8.53 439 68.7 2.09
dot, K = 3,top 2 65.8 8.57(8) 44.1 68.9(9) 2.11
Transformer, K = 2 66.2(8) 860(7) 457@1) 7043) 234(1)
dot, copy, K =2 67.4((33) 861(6) 452@) 70.8(1) 2313

Table 5: The results of our model on the blind E2E NLG test set. Notable rankings within the 60
submitted systems are shown in parentheses. Systems by Freitag and Roy (2018) and Su et al. (2018)

were not evaluated on this set.

tive speaker. The results were then analyzed us-
ing the TrueSkill algorithm by Sakaguchi et al.
(2014). The algorithm produced 5 clusters of sys-
tems for both quality and naturalness. Within clus-
ters, no statistically significant difference between
systems can be found. In both evaluations, our
main system was placed in the second best cluster.
One difference between our and the system ranked
first in quality by Juraska et al. (2018) is that our
model frequently fails to generate text about inputs
despite the coverage penalty.

7.3 Which Attributes do the Models
Generate?

Vanilla S2S models frequently miss to include at-
tributes of an MR, even though almost all the
training examples use all of them. While Juraska
et al. (2018) adds an explicit penalty for each at-
tribute that is not part of a generated text, we aim
to implicitly reduce this number with the cover-
age penalty. To investigate the effectiveness of
the model extensions, we apply a heuristic that
matches an input with exact word matches in the
generated text. This provides a lower bound to the
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number of generated attributes since paraphrases
are not captured. We omit the familyFriendly cat-
egory from this figure since it does not work with
this heuristic.

In Figure 5 (a) we show the cumulative effect
of model extensions on generated attributes across
all categories. Copy attention and the coverage
penalty have a major effect on this number, while
the ensembling only slightly improves it. In Fig-
ure 5 (b), we show a breakdown of the generated
attributes per category. The base model struggles
with area, price range, and customer rating. Price
range and customer rating are frequently para-
phrased, for example by stating that a restaurant
with a 4 out of 5 rating has a good rating, while
the area cannot be rephrased. While customer rat-
ing is one of the most prevalent attributes in the
data set, the other two are more uncommon. The
full model improves across almost all of the cate-
gories but also has problems with the price range.
The only category in which it performs worse is
the name category, which could be a side effect
of the particular split of the data that the model
learned. Despite the decrease in mistakenly omit-
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Figure 5: (a): The figure shows a lower bound on the percentage of all attributes the model is generating
for each model type. The base model is missing almost 40% of all inputs. (b) The figure shows a
breakdown per attribute how many the model is generating compared to the reference.

ted attributes, the model still misses up to 20% of
attributes. We hope to address this issue in future
work by explicitly modeling the underlying slots
and penalizing models when they ignore them.

8 Conclusion

In this paper, we have shown three contributions
toward end-to-end models for data-to-text prob-
lems. We surveyed existing S2S modeling meth-
ods and extensions to improve content selection in
the NLG problem. We further showed that apply-
ing diverse ensembling to model different under-
lying generation styles in the data can lead to a
more robust learning process for noisy data. Fi-
nally, an empirical evaluation of the investigated
methods showed that they lead to improvements
across multiple automatic evaluation metrics. In
future work, we aim to extend the shown meth-
ods to address generation from more complex in-
puts, and for challenging domains such as data-to-
document generation.
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Abstract

We introduce SimpleNLG-ZH, a realisa-
tion engine for Mandarin that follows the
software design paradigm of SimpleNLG
(Gatt and Reiter, 2009). We explain the
core grammar (morphology and syntax)
and the lexicon of SimpleNLG-ZH, which
is very different from English and other
languages for which SimpleNLG engines
have been built. The system was evaluated
by regenerating expressions from a body
of test sentences and a corpus of human-
authored expressions. Human evaluation
was conducted to estimate the quality of
regenerated sentences.

1 Introduction

A classic natural language generation (NLG) sys-
tem (Reiter and Dale, 2000) is a pipeline consist-
ing of document planning, sentence planning and
surface realisation (in that order). Surface reali-
sation maps information produced by earlier com-
ponents to well-formed output strings in the target
language. A (surface) realiser employs language-
specific morpho-syntactic constraints to achieve
proper word ordering, inflection, and selection of
function words. Different types of realisers ex-
ist (Gatt and Krahmer, 2018). Unlike approaches
that aim primarily for linguistic depth and cov-
erage (White et al., 2007), realisers in the Sim-
pleNLG tradition aim primarily for ease of use and
extendibility (Gatt and Reiter, 2009), and have be-
come the realisation method of choice in many
practical NLG applications, such as BabyTalk
(Portet et al., 2009) and Absum (Lapalme, 2013).
SimpleNLG, as a human-crafted grammar-
based realisation engine, performs linearisation
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and morphological inflection. Another realisa-
tion strategy uses statistical methods for acquir-
ing probabilistic grammar from large corpora. For
example, OpenCCG (White et al., 2007) built a
grammar bank based on Combinatorial Catego-
rial Grammar, extracted from the Penn Treebank
(Marcus et al., 1993). When realising, OpenCCG
applies a chart-based algorithm to generate all pos-
sible surface forms, which are then re-ranked by
language models. Such an approach tends to have
broader coverage, but less controllability and ex-
tendibility, which may explain why SimpleNLG is
more popular in practical applications.

To date, the original English SimpleNLG
has been adapted to German (Bollmann, 2011),
French (Vaudry and Lapalme, 2013), Portuguese
(De Oliveira and Sripada, 2014), Italian (Mazzei
et al.,, 2016), Spanish (Soto et al., 2017), Fil-
ipino (Ong et al., 2011) and Telugu (Dokkara
et al., 2015). There is no such adaptation work
yet for Sino-Tibetan languages, whose morpho-
syntactic structure is very different from the above
languages. Mandarin, a Sino-Tibetan language
with nearly 1 billion first-language speakers, of-
fers huge opportunities for natural language gen-
eration, yet only a limited amount of work has fo-
cused on Mandarin realisation. KPML, a large-
scale multilingual generation and development,
supports limited sentence structures in Mandarin
(Yang and Bateman, 2009). He et al. (2009) in-
troduced a data-driven generator, with dependency
trees as input. They used divide-and-conquer to
break the dependency tree into sub-trees, realising
each sub-tree using a log-linear model recursively.
However, their system needs a large amount of
fully inflected dependency trees as training data.

This paper describes a realisation engine fol-
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lowing the design principles of SimpleNLG, i.e.,
keeping a clear separation between morpholog-
ical and syntactic operations (Gatt and Reiter,
2009). Although we took existing SimpleNLG
systems as a source of inspiration, the system is,
in many ways, a re-design'. For example, Man-
darin, as a highly analytical language, needs far
fewer morphological operations but many more
syntactic constraints than English (Huang et al.,
2009). SimpleNLG-ZH? (“Zhongwen” is Man-
darin for “Chinese”) was firstly built as a realiser
for generating referring expressions in Mandarin
(van Deemter et al., 2017; Van Deemter, 2016)
which are mostly noun phrases together with sim-
ple verb phrases, and then extended to coverage
other constructions and phenomena in Mandarin.
It was developed as an adaptation from V4.4.8 of
the original SimpleNLG? (SimpleNLG-EN). We
show that SimpleNLG-ZH has wide coverage on
test-sentences, and on the human authored corpus
MTuna (van Deemter et al., 2017) as well.

2 The idea of SimpleNLG

SimpleNLG is a realisation engine designed for
practical use. The input format of SimpleNLG
is similar to a simplified dependency tree where
the user should determine the specifiers, modi-
fiers and complements of each input phrase us-
ing a set of features. SimpleNLG encodes dif-
ferent constraints, regarding lexicon, morphology,
syntax and orthography, as a feature set (combin-
ing the features from the input) and passes the
resulting structure onto the next stage. Figure 1
shows examples of an input for SimpleNLG-EN
and SimpleNLG-ZH, respectively. To construct a
sentence using SimpleNLG, we need to establish a
verb phrase object and set its object(s) and subject.

SimpleNLG follows good software engineering
design principles, clearly separating the modules
for lexical and syntactic operations. The lexical
component provides interfaces that handle the lex-
ical features and apply morphological rules. Vital
features such as person, number and tense
are appended to target constituents or words for
further realisation processes. The syntactic com-
ponent takes over at the phrase and clause level,
and provides Java classes for each phrasal sub-

"The German, Portuguese, and Spanish SimpleNLG sys-
tems copied many features from the one for English (in the
case of German) or French (in the other two cases).

2The software is available at: https://github.

com/a-quei/simplenlg-zh.
*https://github.com/simplenlg/
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type (PhraseSpecs), where SPhraseSpec
stands for the class that model clauses.

SimpleNLG-EN offers significant coverage of
English morphology and syntax, and provides
easy-to-use APIs with which the realisation pro-
cess is programmatically controllable. It pro-
vides a well established lexicon, the repository
of the relevant items and their properties. The
lexicon was constructed from the NIH special-
ist lexicon®, which contains more than 300,000
entries. Each lexical entry was tagged with de-
tailed lexical features as initial features of words.
Simple shallow semantic features, like COLOUR
and QUANTITATIVE, are appended for deciding
word order.

3 Morphology

Morphology in Mandarin is usually thought to be
extremely simple (Jensen, 1990). Packard (2000)
has challenged this view, arguing that more mor-
phological operations are involved in the construc-
tion of Chinese words than is usually thought.
However, key mechanisms such as subject-verb
agreement (which SimpleNLG-EN treated as part
of morphology operations) are absent from Man-
darin. We have therefore sided with mainstream
linguistic opinion and kept our morphology com-
ponent relatively simple. We use only two main
rules for morphology: mapping pronouns to their
surface forms and appending the collective marker
“fI1” (mén).

3.1 Pronoun

Realising the surface forms of pronouns in
SimpleNLG-ZH is similar to SimpleNLG-EN in
its use of the features gender (masculine, femi-
nine or neuter), number (singular or plural), and
person (first, second or third). However, written
Mandarin has different third person plural forms
for all three different genders, i.e., “ffi{/]” (mas-
culine), “Uh{7” (feminine) and “E 11" (neuter)
(all of them have the same pronunciation: tamén)
rather than the one plural form ey in English.

3.2 Collective Marker

In Mandarin, to say how many entities there are
in a set, classifiers must be used. This is typically
done in a number phrase of the form [number +
classifier + noun], for instance “—f/ 7 (yi bd

“https://github.com/simplenlqg/
simplenlg/blob/master/src/main/java/
simplenlg/lexicon/default-lexicon.xml



Phrase s1 = new SPhraseSpec(’leave’);
sl.setTense(PAST);

sl.setObject(new NPPhraseSpec(’the’, "house’));
Phrase s2 = new StringPhraseSpec(’the_boys’);
sl.setSubject(s2);

Phrase s1 = new SPhraseSpec(' B FT°);
sl.setParticle(’ 1);

s1.setObject(new NPPhraseSpec(’ 5 F°));
Phrase s2 = new NPPhraseSpec(’ H%’);
sl.setSubject(s2);

Figure 1: Input code for generating the sentence “H % & 7 5 (ndnhdi likaile fangzi; The boys left
the house) using SimpleNLG-EN (left) and SimpleNLG-ZH (right).

yizi; a chair), “W 5K 5 F> (lifng zhang zhuozi;
two tables). Since number phrases are typically
used referentially (not as quantifiers), they have
generally been regarded as indefinite expressions,
and these cannot be placed in subject or topic po-
sition in Mandarin (Huang et al., 2009).

Unlike English, Mandarin bare nouns and num-
ber phrases with numbers larger than 1 can express
plural meaning without the help of inflected plu-
ral markers. The morpheme “f/]” in plural nouns
serves as a “collective” marker rather than a tradi-
tionally plural marker (Li, 2006); here a “plural-
ity” is a number of individuals, whereas a “collec-
tive” is a group (of individuals) as a whole. Under
that definition, adding a morpheme “{]” makes
a nominal phrase definite, which results the mor-
pheme “{]” incompatible with a number phrases,
s0 “fI1” cannot co-occur with number phrases. For
example, the phrase “="1> A{/]” (san g& rénmén;
three people) is not acceptable in Mandarin. Note
that the rules discussed above do not apply to pro-
nouns which follow the rules defined in §3.1.

It is hard to determine automatically whether a
user wants to talk about a number of individuals
or about a group as a whole. Moreover, “f[]” is
always only optional. Therefore, in SimpleNLG-
ZH, “f['1” is only added if the feature MEN is set to
true. In addition, the system will refuse to add a
“{']” to a number phrase. The way of constructing
number phrases is discussed in §4.

4 Syntax

The syntax module inherits the basic structure of
SimpleNLG-EN, dividing the syntactic operations
into processors that handle noun phrases, adjective
phrases, verb phrases, verb phrases, and clauses.
Each processor is enriched based on the grammar
of Mandarin.

4.1 Noun Phrase

The Noun Phrase (NP) module is the most com-
plex phrase module in SimpleNLG-ZH. Each
noun phrase in SimpleNLG-ZH contains multiple
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specifiers, pre-modifiers, post-modifiers, comple-
ments, and a head noun.

4.1.1 Number Phrase

Each number phrase is constructed by a number, a
classifier and a head noun; both the numeral and
the classifier function as specifiers of the NP (for
more about specifiers, please see §4.1.2).

As Number Phrases are very common in Man-
darin, we designed a new constructor specifically
for them. For instance, the number phrase “—7X
F5” (yi bén shii; a book) can be constructed using
this input:

NPPhraseSpec book this.
phraseFactory.createNounPhrase

"K", u:f:l}u),.

The choice of classifiers depends mainly on the
head noun. Additionally, for a given noun, the
choice of classifiers may depend on its mean-
ing. For example, the classifier of “55 " (fing-
zi; house) can be “JE”. i, “[A]”, and many
other possible classifiers based on the size or the
shape of the house. The current SimpleNLG-ZH
requires classifiers to be specified “by hand”. By
introducing a language model in the future, this
process might be automated.

4.1.2 Specifier

SimpleNLG-ZH allows multiple specifiers (com-
pared to a single specifier in SimpleNLG-EN)
within one NP. For example, a number phrase
needs two specifiers: a numeral and a classifier.
All the following categories can be placed in spec-
ifier position: pronouns (with or without the col-
lective marker “men”), proper names, classifiers,
numerals and demonstratives. These specifiers ap-
pear in the following order (the A > B means
A should appear before B): proper name >
pronoun > demonstrative > numeral >
classifier. The decision of whether or not to
realize each of these specifiers is subject to a num-
ber of constraints (Huang et al., 2009).

("-—4",




1. Suppose the input specification asks for a

pronoun in the specifier position. This pro-

noun must have a collective marker except in

a structure that includes [demonstrative/nu-

meral + classifier] For instance, “ftif| 124"

(tamén xuésheéng; them students) contains the

collective marker, but “ffl—"2%42" (ta yige

xuéshéng; them students) does not;

Proper names in specifier position can only

be realised if the structure includes [pro-

noun + numeral + classifier], [demonstrative

+ classifier] or [demonstrative + numeral +

classifier]: “5KR=FF>2~4" (zhangsan nage

xuéshéng; the student called Zhangsan);

. A demonstrative or a numeral will only be re-
alised if there is a classifier in the same NP
and vise versa: “(BP/—) 12 (nd/yf ge
xuéshéng; that/a student).

As discussed in §3.2, number phrases are often

seen as indefinite phrase but not always. When

they are for quantification they can be placed in the
subject/topic position. Therefore, SimpleNLG-

ZH permits a number phrase in the subject/topic

position, e.g., the sentence “= "> ANz B HE”

(san ge rén chi lidng kuai dangao; three people eat

two cakes)

For nouns (including bare nouns, pronouns and
proper nouns), the feature possessive is also
realised in the specifier position: SimpleNLG-ZH
adds a particle “Y” (de) as an associative marker
after the noun.

4.1.3 Localiser

Localisers (corresponding to English words such
as “on”, “above”, etc.) form a special syntac-
tic category. They are used in location phrases,
which is a particular type of preposition phrases.
The location information in a location phrase is ex-
pressed in the localiser rather than the head prepo-
sition, for example: [pp £ [\p =T L] (zai
zhuodzi shang; on the table). The localiser “_f”
(on) works as a supplement of the noun phrase in
the proposition phrase (i.e., location phrase).

In SimpleNLG-ZH, the localiser itself is de-
fined as a normal noun with a lexical feature
LOCATIVE in the lexicon. When constructing
a location phrase, if the localiser is a disyllabic
word, such as “_F T (shangmian), then a par-
ticle “fY” is inserted before the localiser to con-
struct the phrase: “fE & F ) LT (zai zhuo-
zi shangmian; on the table). However, if such a
prepositional phrase works as a pre-modifier of an-
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other noun, then that inserted particle will be dis-
regarded, for example: “7E 5 L TH A" (zai

zhuozi shangmian de shii; the book on the table).

4.1.4 Pre-modifier

SimpleNLG-EN handles the orders of multiple
pre-modifiers based on their meanings, where
the meanings are acquired from a huge lexicon
that contains a series of tags (e.g., COLOUR,
QUANTITATIVE) indicating the meaning of
words. It adds pre-modifiers in the order of quanti-
tative adjectives, colour adjectives, classifying ad-
jectives and nouns. For SimpleNLG-ZH, more
categories of words can be placed in the pre-
modifier position, other than just adjectives and
nouns. It performs re-ordering based on pre-
modifiers’ part-of-speech and lexical features set
by the users.

Our system handles two different types of
adjectives, namely, normal adjectives and non-
predicate adjectives. For normal adjectives, the
system will automatically add a “H"J” (de) between
the adjectives and the head noun, such as “Zkfaf
7 (Il de yizi; green chair). “{J” can be omitted
by setting the feature NO_DE to TRUE, which re-
sults in the phrase “ZEHF (green chair). Non-
predicate adjectives, in contrast to normal adjec-
tives, are a special type of adjectives that cannot
function as predicate on their own (e.g., “55” (n4;
male) and “Z” (nli; female)), in which the parti-
cle “HJ” (de) is always omitted. Thus, the particle
“f” will not be appended if the adjective is non-
predicate, such as “55 A\ (ndnrén; man). The fea-
ture is set based on the information of the lexicon
loaded into SimpleNLG-ZH (details see §5).

Nouns and noun phrases, as pre-modifiers,
can play two different roles: they can be con-
catenated with the head noun to construct a
compound noun: for example, “K 2% # B
(daxue jiaoyu; university education); or, they can
be connected by means of a particle “f%”, which
works as an associative marker: for example,
“HLSL & BN (heitéufa de rén; the man with
black hair). To construct the latter, the feature
ASSOCIATIVE should be set to TRUE. The
order of the pre-modifiers is localisers
> verbs/clauses > adjectives
with de > nouns with associative
marker > adjectives without de >
non-predicate adjectives > nouns.



4.2 Adjective Phrase

Adjective phrases in Mandarin differ from those
in the languages for which previous SimpleNLG
engines were built. Most adjectives in Mandarin
can act as the predicate of a clause without the help
of a copula verb (see below). Such adjectives are
called predicate adjectives.

4.2.1 Predicate Adjective

Although adjectives can act as predicates, it is
necessary to distinguish them from verbs (Huang
et al.,, 2009). We implemented realisation of a
clause like “fL1R %1 (ta héngdo; he is very tall)
by specifying an empty copula. This is achieved
by creating a new constructor which accepts a sub-
ject noun and a predicate adjective.

Predicate adjectives in SimpleNLG-ZH also ac-
cept negative words and modal words. For exam-
ple, the sentence “Mth 1% N5 (13 yinggai bugao;
he couldn’t be tall) has both a negative word “/\”,
and a modal word “F1%”.

4.2.2 Non-predicate Adjective

As discussed in §4.1.4, non-predicate adjectives
always omit the particle “fJ” between the adjec-
tive and the head noun. However, when a non-
predicate adjective functions as a predicate (with
the help of a copula), such as il ;& 5 #” (ta shi
ninde; he is a man), the copula “s&” (shi) and the
particle “[J” (de) are obligatory (Paul, 2010).

4.2.3 “H.” construction

In English, degree adjectives have comparative
and superlative degrees, whose realisation is im-
plemented in the morphology processor. In Man-
darin, realisation is performed by modifying the
syntax. The superlative degree is realised by
adding an adverb pre-modifier “f%” (zui; most);
the comparative through the “[t.” construction.
SimpleNLG-ZH implements the “[t,” (bi) con-
struction as a prepositional phrase. For example,
for the sentence “fth Ft./NEH /= (ta bi xidoming
gao; he is taller than xiaoming), the word . (bY)
itself is seen as the head of a preposition phrase,
which is a pre-modifier of a adjective phrase. Such
a construction (i.e., as an adjective phrase), can act
as the pre-modifier of a noun phrase, for example,
“f T T PEBA EL A B = AN (tamén ban méi-
you bi ta genggaode rén; none of his classmates
is taller than he). Note that the head of this noun
phrase can be omitted, but the particle “f*J” (de)
should be maintained as a sentence-final marker,
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ie. “fbfITHEAE HAR B R AU (tamén ban méi-
you bi ta genggaode).

4.3 Verb Phrase
4.3.1 Pre-modifier and Post-modifier

Verb phrases can contain the associative markers
“f8” and “#”. The latter is appended to the pre-
modifier if it is disyllabic, for example, “FRiE #b
#” (kuaist de pdo; fast run). If the pre-modifier
is monosyllabic, “[R 1" (kudip#o) is constructed
instead, with the particle “H#f” (de) disregarded.
The particle “15” (de) connects head verbs with
their complements: “Ff1 1§ " (piodekuai; run-
ning fast).

4.3.2 Aspect

KPML (Yang and Bateman, 2009) used templates
with particles like “i”, “7” or “&” (zhe)to
model aspect. However, KPML’s coverage of lan-
guage variation is limited because it uses a limited
number of templates. Since aspect in Mandarin is
realised using post-verbal or post-clause particles,
we took a more flexible strategy that enables users
to add particles based on their need.

Particles can be in two positions: post-verbal
and post-clausal. In “ffiiZZ& " (ta chizhe fan;
he is eating), the particle “%&” (zhe), which ex-
presses the present continuous tense, is appended
to a VPPhraseSpec object. Similarly, the class
SPhraseSpec, which represents a clause, has
the capability to append a particle to its end. For
example, in “MFIZ % T (ta chi fanle; he has
eaten), the particle “ | is appended to the clause
“MRZ 1R (tachifan; he eats).

4.4 Clause

At the Clause level, apart from the issues related
to negative and interrogative sentences inherited
from SimpleNLG-EN, we considered % (bi)
and "#%” (bei) constructions which are two com-
mon constructions in Mandarin. We also dis-
cuss how topicalised sentences are realised using
SimpleNLG-ZH.

4.4.1 Negative Sentence

Negative sentences in SimpleNLG-ZH are realised
by inserting negative words before the predicate
verb (or the predicate) and after a modal word.
For example, the negation of “fl 1% 2 4 (ta
yinggai qu shangxué; he should go to school) is
the sentence with an inserted negative word “/f~”
(bli; not) before “Z=” (qi1; go) and after the modal



word “N.1%” (yingai; should): “fi RN %A% E
2£” (ta yinggai b qit shangxué; he should haven’t
gone to school). SimpleNLG-ZH can also realise
negative modal by viewing the negative modal as
a merged word, much like haven’t or shouldn’t in
English (Xu, 1997). For example, “fti ANR 1% 2 -
2£” (ta bl yInggai qu shangxué; he should not go
to school).

In addition, Mandarin has a number of different
negative words, selected based on the head verb.
For example, applied to the sentence “ft /G
(ta you yizi; he has chairs), instead of using “/~”
(bl), the word “J%” (méi) should be used: “filli%
HRF (ta meiydu yizi; he doesn’t have a chair).
SimpleNLG-ZH allows users to specify by hand
what negation word should be chosen in a specific
case by using the feature negative_word, thus
overruling the system’s default choice.

4.4.2 “4” Construction

The “4” construction is a common seen and use-
ful structure for focusing on the result or influ-
ence of an action, which is not exist in English.
For example, considering the sentence, “ftf />
B B B # 47 (ta bd xidoming zhongzhong de
di; he beat xiaoming heavily), with the “” con-
struction, the influence of “¥]” (di; beat) is high-
lighted. The natural phrase order of this example
is: “fib B EHbFT/NEA” (ta zhongzhong de di xido-
ming; he beat xiaoming heavily), which is the ba-
sic structure that SimpleNLG-ZH can handle. i.e.,
[subject + predicate verb + object].
In the “# construction, however, the marker ad-
verb “f2” is added after the subject, and the ob-
ject is moved to the position right before the pred-
icate verb phrase: [subject + “f8” + object
+ predicate verbl].

Note that the positions of modal words and neg-
ative words do not follow the movement of the
verb phrases (Liu et al., 2001). In other words, in
the resulting “¥2” construction, the modal words
and negative words are placed before the object in
their own order, as in “ftfl N 1Z & 8 /NEH B B b
¥T7” (ta yinggai méi bi xifoming zhongzhong de
da; he should haven’t beaten xiaoming heavily).
SimpleNLG-ZH realises a sentence with the “J2”
construction if the user set the feature BA to TRUE.

4.4.3 “# Construction

The “#%” construction in Mandarin is one of the
ways to express the passive, using the basic syn-
tactic structure: [object + “F” + subject +
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predicate verb]. Using the same example as
before in §4.4.2, the transformed sentence would
be /NI # f FE B HBFT™ (xitoming beita zhong-
zhong de d&; Xiaoming is beaten heavily by him).
SimpleNLG-ZH chooses between active and pas-
sive based on the value of the feature PASSIVE,
which is inherited from SimpleNLG-EN.

4.4.4 Interrogative

SimpleNLG-ZH inherits and adapts all its inter-
rogative patterns from SimpleNLG-EN, includ-
ing “HiXHE” (ysuméiydu; Yes-or-no) and wh-
questions: “/E 4" (zé&nme; How), “fI* 4" (shén-
me; What), “BF B (nili; Where), “VE” (shui;
Who), “Hft 47 (weishénme; Why), <%/
(dudshdo; How Many). SimpleNLG-ZH adds two
further types, namely “B§> (nige; Which) and
“f+ 2B {5 (shénmeshishou; When). For Yes-or-
no sentences, SimpleNLG-ZH appends the inter-
rogative particle “N5” at the end of a sentence; for
instance, “fR & [ 2Z15? ” (ni qu shangxué ma;
Will you go to school?).

In SimpleNLG-EN, for wh-questions, only
What and Who made a difference between whether
to place the interrogative marker in subject or ob-
ject position. In SimpleNLG-ZH, however, nearly
all wh-question markers can be placed in both po-
sitions. Here we use a “fT"4” (What) sentence as
an example: For “& XU T #7551 (tdifeng
cuthui le fangzi; the typhoon destroyed his house),
if we set the feature INTERROGATIVE_TYPE to
what _object, then the sentence is changed to
“& X T4 ° ” (tdifeng cuthui le shén-
me; what did the typhoon destroy?). Setting
the feature to what_subject results in “ft 4
WEL T M) 5 72 ~ (shénme cuthui le tade-
fangzi; what destroyed his house?). In inter-
rogated “4” constructions and ‘“#%” construc-
tions, the wh-question markers are placed in situ,
i.e., replacing the phrases in the original sub-
ject or object position, according to the value of
INTERROGATIVE_TYPE.

4.4.5 Topicalisation

Topic structures, especially gapped topic struc-
tures, are a very common syntactic structure in
Mandarin (Xu and Langendoen, 1985). For exam-
ple, “LrREL R, ARIEAR S ) (1ise de yizi, na
ba dahao de; (As for) the green chair, it is the large
one) is a gapped topicalised sentence, in which the
constituent after the “f‘]” in the phrase " K5
#)” (nabd dahao de; the large one) moved into the



topic position and left a gap.

In the current version of SimpleNLG-ZH, we
realise a gapped topicalised sentence by viewing it
as two coordinated noun phrases, in which the sec-
ond noun phrase has an empty head noun. For the
sentence above, the two noun phrases are “4k &
HIRF > (llise de yizi; the green chair) and " BB
K5 K" (nabi dahao de; the large one). In the
current version of our system, there is no guar-
antee that the empty head of the second clause
is bounded by the first clause. We also consider
orthography in topicalisation, i.e., a conjunction
words between two phrases should be changed to a
comma. In our system, the topicalised sentence, as
aCoordinatedPhraseElement object, calls
the topicalise () function to take care of the
punctuation.

5 Lexicon

Unlike SimpleNLG-EN, we did not have a ready-
to-use elaborate lexicon for SimpleNLG-ZH. In-
stead, we extracted a primary lexicon from the
Chinese as a Foreign Language (CFL) corpus’
(Lee et al., 2017), which is a sub-corpus of the
Universal Dependencies corpus. The CFL cor-
pus has 451 human tagged dependency trees and
7,256 tokens in total. Each word in CFL was pri-
marily mapped to one of the lexical categories in
SimpleNLG-ZH based on the relations in Table 1
as well as the following rules:
1. The tag <proper/>
PROPNS;
The tag <nonpredicate/> is appended
for non-predicate adjectives manually, which
is based on the non-predicate adjective list in
Liu et al. (2001);
The tag <locative/> is appended for lo-
calisers manually;
The words that serve as a dependentofa c1f
(classifier) dependency relation are given the
category classifier.
The constructed lexicon has 1,639 lexical entries
at in total.

is appended for

2.

6 Evaluation

We decided to evaluate SimpleNLG-ZH in two
ways. Firstly, following Soto et al. (2017) and
Bollmann (2011), we applied a set of unit test to
each module of the system, using the test cases

*https://github.com/
UniversalDependencies/UD_Chinese-CFL/
tree/master
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Lexical Category | Universal POS Tag
adverb ADYV, PART

noun NOUN, PROPN
preposition ADP

demonstrative DET

conjunction SCONIJ, CCONJ
pronoun PRONOUN
adjective ADJ

modal AUX

verb VERB

Table 1: Relationship between Universal POS tags
and lexical categories in SimpleNLG-ZH.

from SimpleNLG-EN plus a set of newly con-
structed test cases that address some of the pecu-
liarities of Mandarin (e.g., the “¥% construct).
Secondly, we evaluated the system using a set
of expressions from a corpus of actual language
use; this was reminiscent of Mazzei et al. (2016)
and Bollmann (2011), but using a larger set of ex-
pressions. In all cases, when faced with an input
expression (i.e., from a test set or corpus), we used
this expression to construct a formatted input that
was then passed to SimpleNLG-ZH to produce an
output expression which was then compared to the
input expression.
Evaluation with tests cases. The test cases
consist of 144 sentences manually translated
and adapted from SimpleNLG V4.4.8 JUnit
Tests and two reference grammar books (Huang
et al., 2009; Liu et al., 2001). The test cases cover
all the linguistic features discussed in previous
sections and all possible syntactic structures of re-
ferring expressions in Mandarin introduced in van
Deemter et al. (2017). All the tests were passed by
SimpleNLG-ZH, that is, the generated sentences
were all identical verbatim to the inputs.
Corpus-based evaluation. We picked 100 noun
phrases at random from the MTuna corpus (van
Deemter et al., 2017), which is the corpus that first
version of SimpleNLG-ZH focus on as stated in
§1. MTuna is a corpus that has totally 1,650 re-
ferring expressions. We then re-generated these
expressions using SimpleNLG-ZH. Not all re-
generated NPs were identical verbatim to the orig-
inal MTuna NPs. 35 noun phrases did not match
completely (i.e., verbatim) with the original noun
phrases. Table 2 lists some typical examples,
showing differences in word ordering, punctua-
tion, and so on. We ran a human evaluation to
find out whether the realised sentences were ac-
ceptable (i.e., are they fluent and do they have the
same meaning as their inputs). Two native speak-



Type | ID | Noun Phrases from MTuna Realised Sentence Acceptable
I 1| B3Rk, B, Bk, REFK L& I A R R TR Yes
heitéufa, luosaihu, heixifd, qiansechenyt heitéufa ludsaihd heixifi giansechenyt
a man with black hair, whiskers, black suit
and light shirt
2 | —KRHILERDR —SRAB K RBPE Yes
yizhang da de héngse de shafa yizhang héngse de da de shafa
2 the large red sofa
3| BIREAHTA RO A TPN Yes
dai ydnjing de lidng gé rén lidng ge dai ydnjing de rén
the people who wear glasses
4 | EELETRBFR A TEERERRN | LH JH bR /D I8 f T 508 7 1 No
= SO B 1) 2kt K XU
héngse zhengmian chdoxiang pingmu xido | zhéngmian chdoxiang pingmu xido héng-
yizi hudzhé lise beixiang pingmi de da | sé yizi hudzhé beixiang pingmil de Lise da
féngshan féngshan
the fronting small red chair and the backing
large green fan
5 | BEELKEIRERN IR EA LR No
hése téufa dai yanjing de dai ydnjing de hése téufa
the person with black hair and glasses
¢ | LGRT. WrEHARAD, ALEE | (failed) No
; BT R
héngse yizi, yizibei chdo youbian, kéyi kan-
dao yizibei de zhengmian
It is a red chair whose back is facing right
and we could see the front of its back.
o | EFEEATR/NER 7 AERTRETTE | I #0357 0 5 F5 A E 7R 3 No
PN:OIY: K B XU
zheéng chdoxiang womén de xido de yizi hé | zhéng chdoxiang wd de xido de yizi hé
zhéng chdoxiang womén de da de féngshan | zheng chdoxiang wo de da de féngshan
the fronting small chair and the fronting
large fan

Table 2: Example sentences (with their Pinyin and translations) that were not identical to the inputs from
MTuna (unmatched sentences). The last column says whether the output was judged to be acceptable by

our annotators.

ers annotated the outputs; they reached good inter-
annotator agreement (x = 0.77) and were asked to
produce a consensus annotation, which was then
used for our evaluation. It turned out that 90 out of
100 sentences were judged to be acceptable, which
we consider a very encouraging result.

We classified the unmatched sentences into
three types. The first one is where punctuation was
different, as in Example 1 in Table 2. The reason
is that some sentences used commas to separate
modifiers but SimpleNLG-ZH does not. These
cases were generally judged to be acceptable.

The second type is where the word order of the
realised sentences was different from the input.
There are three sub-types: a) The order of adjec-
tive pre-modifiers was different, as in Examples 2
and 4. Most of these deviations were judged to be
acceptable, but sentence 4 shows an unacceptable
example, where the word “4L f&” (hongse; red)
before “/]\* (xido; little) accidentally produced a
new word, “/NeL8” (light red), which has differ-
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ent meaning; b) SimpleNLG-ZH enforces the pre-
modifiers to appear following the specifiers. How-
ever, in the MTuna corpus, there are expressions,
like Example 3, that switch the place of speci-
fiers and pre-modifiers. All such re-orderings were
judged to be acceptable; ¢) There is a special syn-
tactic pattern of noun phrases in Mandarin, where
a Noun is omitted that is recoverable from the con-
text. For example, in Example 5, the head is omit-
ted in the original sentence to construct a free rel-
ative (Teng, 1979) where the particle “f” works
as sentence-final marker. However, SimpleNLG-
ZH cannot recognise the functionality of the par-
ticle, thus it switches two pre-modifiers according
to the orders defined in §4.1.4, which results in a
noun phrase with different meaning. We found 6
unacceptable cases of the second type.

SimpleNLG-ZH failed to reproduce some types
of language use that are highly colloquial and not
strictly grammatical. We found 4 such cases, as in
Example 6 in Table 2, and in Example 7, where



the pronoun “F A1 (us) in the sentence actually
refers to the subject himself (but using the plural
form); SimpleNLG-ZH realises this as a singular
pronoun.

Comparing these results with earlier evalua-
tions of SimpleNLG-like systems, our results on
the tests sets were perfect (with system input
constructed by hand from the input expressions),
which was also the cases for most earlier studies
(Soto et al., 2017; Bollmann, 2011). Only three of
the previous evaluations involved a corpus. Boll-
mann (2011) and Dokkara et al. (2015) evaluated
their system on 152 sentences from five Wikipedia
articles and 738 sentences randomly picked from a
book, respectively. The linguistic variation of their
test set is greater than ours (which focussed on re-
ferring expressions), but the quality of their output
may have been lower: Dokkara et al. (2015) re-
ported 57% of exact matches, lower than our 65%.
Bollmann (2011) reported 76% of the sentences
“could be generated”, though what this meant is
not entirely clear. Mazzei et al. (2016) tested the
coverage and scalability of their system by auto-
matically mapping 20 dependency trees from the
Universal Dependency corpus. They reported only
10% exact matching sentences (2/20) and their
discussion suggests that their results for declar-
ative and interrogative sentences may have been
disappointing.

7 Conclusion and Future Work

We have introduced and evaluated a realisation en-
gine for Mandarin in the tradition of SimpleNLG.
We hope SimpleNLG-ZH can be a good starting
point for work on other Sino-Tibetan languages,
such as Tibetan and Cantonese.

Realisation has turned out to be non-trivial in all
the languages addressed in the SimpleNLG tradi-
tion so far, but where the most challenging prob-
lems are (i.e., in which components of the sys-
tem), and what the optimal balance between hand-
crafting and Machine learning should lie, is some-
thing that differs per language.

As for the former issue, we have seen that Man-
darin appears to require only a small set of mor-
phological operators, but a much enhanced set of
syntactic processing rules.

As for the latter issue, our study of errors in
SimpleNLG-ZH offers support for the idea that
some issues in realisation are best handled using
Machine Learning (Langkilde, 2000; White et al.,
2007). As it stands, SimpleNLG-ZH makes all its
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decisions based on a combination of handcrafted
rules and explicit stipulation. It would be prefer-
able if the role of the developer in making these
decisions could be reduced. This is true for the
choice of classifiers (see §4.1.1), for the use of
particles (such as “fY” and “| *), for the choice
between different negation words (“/° or “¥%”),
and for ordering the modifiers and specifiers (as
mentioned in §6). In all these cases, SimpleNLG-
ZH assumes that the choice is made outside the
system (i.e., by a person or by another compo-
nent of the NLG system). It would be useful if
these choices were made by SimpleNLG-ZH it-
self, but it is difficult to see how a rule-based ap-
proach could accomplish this. We therefore aim to
experiment with statistical models (e.g., language
models) to make these decisions. The result would
be a hybrid realisation system that combines rules
and Machine Learning.

Acknowledgements

As well as the anonymous reviewers, we thank
Rint Sybesma, Xiwu Han, Ehud Reiter, Yaji Sri-
pada, and others in the Aberdeen CLAN group for
their comments on SimpleNLG-ZH and this paper.

References

Marcel Bollmann. 2011. Adapting SimpleNLG to Ger-
man. In Proceedings of the 13th European Work-
shop on Natural Language Generation, pages 133—
138. Association for Computational Linguistics.

Rodrigo De Oliveira and Somayajulu Sripada. 2014.
Adapting SimpleNLG for Brazilian Portuguese re-
alisation. In INLG, pages 93-94.

Kees van Deemter, Le Sun, Rint Sybesma, Xiao Li,
Chen Bo, and Muyun Yang. 2017. Investigating the
content and form of referring expressions in Man-
darin: introducing the Mtuna corpus. In Proceed-
ings of the 10th International Conference on Natural
Language Generation, pages 213-217.

Sasi Raja Sekhar Dokkara, Suresh Verma Penumathsa,
and Somayajulu Gowri Sripada. 2015. A simple sur-
face realization engine for Telugu. In ENLG, pages
1-8.

Albert Gatt and Emiel Krahmer. 2018. Survey of the
state of the art in Natural Language Generation:
Core tasks, applications and evaluation. Journal of
Artificial Intelligence Research (JAIR), 61:65-170.

Albert Gatt and Ehud Reiter. 2009. SimpleNLG: A re-
alisation engine for practical applications. In Pro-
ceedings of the 12th European Workshop on Natural
Language Generation, pages 90-93. Association for
Computational Linguistics.



Wei He, Haifeng Wang, Yuqing Guo, and Ting Liu.
2009. Dependency based Chinese sentence realiza-
tion. In Proceedings of the Joint Conference of the
47th Annual Meeting of the ACL and the 4th Interna-
tional Joint Conference on Natural Language Pro-
cessing of the AFNLP: Volume 2-Volume 2, pages
809-816. Association for Computational Linguis-
tics.

Cheng-Teh James Huang, Yen-hui Audrey Li, and
Yafei Li. 2009. The syntax of Chinese, volume 8.
Cambridge University Press Cambridge.

John T Jensen. 1990. Morphology: Word structure in
generative grammar, volume 70. John Benjamins
Publishing.

Irene Langkilde. 2000. Forest-based statistical sen-
tence generation. In Proceedings of the 1st North
American chapter of the Association for Computa-
tional Linguistics conference, pages 170-177. Asso-
ciation for Computational Linguistics.

Guy Lapalme. 2013. Natural language generation and
summarization at RALIL. In Proceedings of the 14th
European Workshop on Natural Language Genera-
tion, pages 92-93.

John Lee, Herman Leung, and Keying Li. 2017. To-
wards universal dependencies for learner Chinese.
In Proceedings of the NoDaLiDa 2017 Workshop on
Universal Dependencies (UDW 2017), pages 67-71.

Yen-hui Audrey Li. 2006.  Argument determiner
phrases and number phrases. Argument, 29(4).

Yuehua Liu, Wei Gu, and Wenyu Pan. 2001. Chinese
Grammar. The Commercial Press.

Mitchell P Marcus, Mary Ann Marcinkiewicz, and
Beatrice Santorini. 1993. Building a large annotated
corpus of English: The Penn Treebank. Computa-
tional linguistics, 19(2):313-330.

Alessandro Mazzei, Cristina Battaglino, and Cristina
Bosco. 2016. SimpleNLG-IT: adapting SimpleNLG
to Italian. In INLG, pages 184-192.

Ethel Ong, Stephanie Abella, Lawrence Santos, and
Dennis Tiu. 2011. A simple surface realizer for Fil-
ipino. In PACLIC, pages 51-59.

Jerome L Packard. 2000. The morphology of Chinese:
A linguistic and cognitive approach. Cambridge
University Press.

Waltraud Paul. 2010. Adjectives in Mandarin Chi-
nese: The rehabilitation of a much ostracized cat-
egory. Adjectives: Formal analyses in syntax and

semantics, ed. Patricia Cabredo Hofherr and Ora
Matushansky, 1:15-151.

Francois Portet, Ehud Reiter, Albert Gatt, Jim Hunter,
Somayajulu Sripada, Yvonne Freer, and Cindy
Sykes. 2009. Automatic generation of textual sum-
maries from neonatal intensive care data. Artificial
Intelligence, 173(7-8):789-816.

66

Ehud Reiter and Robert Dale. 2000. Building natural
language generation systems. Cambridge university
press.

Alejandro Ramos Soto, Julio Janeiro Gallardo, and Al-
berto Bugarin Diz. 2017. Adapting SimpleNLG to
Spanish. In Proceedings of the 10th International
Conference on Natural Language Generation, pages
144-148.

Shou-hsin Teng. 1979. Remarks on cleft sentences in
Chinese. Journal of Chinese Linguistics, 7(1):101—
14.

Kees Van Deemter. 2016. Computational models of re-
ferring: a study in cognitive science. MIT Press.

Pierre-Luc Vaudry and Guy Lapalme. 2013. Adapt-
ing SimpleNLG for bilingual English-French reali-
sation. In ENLG, pages 183-187.

Michael White, Rajakrishnan Rajkumar, and Scott
Martin. 2007. Towards broad coverage surface re-
alization with CCG. In Proc. of the Workshop on
Using Corpora for NLG: Language Generation and
Machine Translation (UCNLG+ MT).

Ding Xu. 1997. Functional Categories in Mandarin
Chinese, volume 26. Holland Academic Graphics.

Liejiong Xu and D. Terence Langendoen. 1985. Topic
structures in Chinese. Language, pages 1-27.

Guowen Yang and John A Bateman. 2009. The Chi-
nese aspect generation based on aspect selection
functions. In Proceedings of the Joint Conference
of the 47th Annual Meeting of the ACL and the
4th International Joint Conference on Natural Lan-
guage Processing of the AFNLP: Volume 2-Volume
2, pages 629-637. Association for Computational
Linguistics.



Adapting SimpleNLG to Galician language

Andrea Cascallar-Fuentes', Alejandro Ramos-Soto!?, and Alberto Bugarin!

!Centro Singular de Investigacién en Tecnoloxias da Informacién (CiTIUS),
Universidade de Santiago de Compostela, Spain
{andrea.cascallar.fuentes,alejandro.ramos, alberto.bugarin.diz}@usc.es
’Department of Computing Science, University of Aberdeen

alejandro.soto@Rabdn.ac.uk

Abstract

In this paper, we describe SimpleNLG-
GL, an adaptation of the linguistic real-
isation SimpleNLG library for the Gali-
cian language. This implementation is de-
rived from SimpleNLG-ES, the English-
Spanish version of this library. It has been
tested using a battery of examples which
covers the most common rules for Gali-
cian.

1 Introduction

Realisation is the final task in natural language
generation. Its goal is to ensure that well-formed
texts are generated according to the grammar rules
of the output language. Consequently, having
tools that facilitate this task is desirable for any de-
veloper of a NLG system. For instance, templates
are a widely-used realisation mechanism which is
appropriate for many application domains, where
generated texts are rather static.

Templates, however, are harder to maintain as
they grow, and ensuring consistency among the el-
ements of a realised template might become more
difficult as more dynamic components appear. To
address this kind of issues, other realisation tools
pack language rules and syntactic structures to
provide a framework for building well-formed
sentences. This is the case of SimpleNLG, a Java
realiser for English presented in (Gatt and Reiter,
2009) to facilitate realisation tasks. Some versions
of this library have been created to support dif-
ferent languages: English-French (Vaudry and La-
palme, 2013), Italian (Mazzei et al., 2016), Brazil-
ian Portuguese (de Oliveira and Sripada, 2014),
German (Bollmann, 2011) and English-Spanish
(Ramos-Soto et al., 2017). Other realisers de-
scribed in the literature are Alethgen (Coch, 1996),
FUF/SURGE (Elhadad and Robin, 1996), Real-
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Pro (Lavoie and Rainbow, 1997), KPML (Bate-
man, 1997), YAG (McRoy et al., 2000), HALogen
(Langkilde-Geary, 2002) and OpenCCG (White,
2006).

This paper describes SimpleNLG-GL, a trilin-
gual realisation tool for English, Spanish and Gali-
cian, derived from SimpleNLG-ES (Ramos-Soto
et al., 2017). The Galician language is mainly
spoken by approximately a million people in Gali-
cia, NW of Spain. It is also closely related to the
Portuguese language, since until the Middle Ages
both were a single linguistic unit.

Given the closeness of Spanish and Galician, we
decided to base this adaptation of SimpleNLG on
the dual English-Spanish version. Nevertheless,
Galician has a rich variety of specific features that
clearly demanded a new adaptation of the library.
Thus, we will also show some examples of the
necessary steps to translate a phrase from Spanish
to Galician, in order to illustrate the higher com-
plexity that the Galician language has with respect
to Spanish, and how this influenced our implemen-
tation of SimpleNLG-GL.

2 Covered subset of Galician

The Galician grammar used as reference is
“Normas ortogrdficas e morfoloxicas do idioma
galego” (Galega, 2012), which was created by the
Real Academia Galega (Royal Galician Language
Academy, founded 1906), a scientific institution
whose objective is studying the Galician culture
and, in particular, its language. This grammar was
created to define the orthographic and morpholog-
ical rules of the Galician language.

2.1 Lexicon

To create the lexicon used to develop this ver-
sion of SimpleNLG, we chose the Galician dic-
tionary provided by the FreeLing Project (Padré
and Stanilovsky, 2012), an open source language

Proceedings of The 11th International Natural Language Generation Conference, pages 67-72,
Tilburg, The Netherlands, November 5-8, 2018. (©2018 Association for Computational Linguistics



analysis tool suite which provides some language
analysis capabilities for a wide range of languages.
This dictionary cannot be used directly by Sim-
pleNLG, so we produced a compatible XML dic-
tionary generated from the original file.

3 Features of the Galician language

In this section, we describe the most interesting
features of the Galician language covered by the li-
brary, including syntax, orthography and morphol-

ogy.
3.1 Syntax
3.1.1 Noun phrases

The structure of noun phrases is composed by a
determiner, zero or one possessive, a noun and op-
tionally one or more adjectives. When a phrase
contains a possessive, in most cases it also in-
cludes a determiner (before). For instance, “o
meu fogar” is translated as “my home” when “0”
means “the”, “meu” means “my” (masculine)
and “fogar” means “home”. Therefore, the lit-
eral translation is “the my home”. In a phrase
with adjectives, the meaning of the phrase can
slightly change depending on where the adjectives
are placed (before or after the noun). Adjectives
after the noun refer to features which were pre-
viously unknown by the speaker. However, if the
adjective goes before the noun, the referred feature
was already known. For instance, “o novo fogar”
or "o fogar novo” mean “the new home”. To say
“his new home” we can express it as “o seu novo
fogar” or “o seu fogar novo”.

A specific feature when noun phrases are used
as indirect objects is that a preposition “a”, which
means “fo”, is utilised before the phrase and a
contraction is generated formed by that preposi-
tion and the phrase’s determiner if applicable. For
instance, “Eu vin a Victoria” means “I saw Victo-
ria”. An example with contraction is “Eu vin ao
teu gato”, translated as “I saw your (male) cat”
when the preposition “a” and the masculine deter-
miner “o” are contracted forming “ao”. Other ex-
ample, with a feminine noun is Eu vin d tia gata”
which means “I saw your cat (female)”.

3.1.2 Verb phrases

A general structure of verb phrases is composed by
a subject, a verb and zero or more objects. How-
ever, in Galician there are sentences without a sub-
ject using the verb “haber” in its third person sin-
gular conjugation in the simple tense form “hai”,

Galician
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evento

canceld

Translation Translation

cancelou Translation Translation

Concatenation

Cancelouse

Figure 1: Steps to translate from Spanish to Gali-
cian language.

evento

which means “there is/are”. For instance “there
is a cat on the tree” would be expressed as “hai
un gato na drbore”. Similarly, passive sentences
are created adding the reflexive pronoun “se” con-
nected to the verb and after it. For instance “the
event was cancelled” can be expressed as “can-
celouse o evento” (Figure 1).

A feature of the Galician language is the pro-
noun placement in relation to the verb when it is
used as a direct or indirect object, either before
or after the verb, appearing both combined in the
latter case. This collocation depends on the sen-
tence type, e.g., the pronoun is generally placed
after the verb in affirmative sentences, whereas it
is placed before it in negative sentences. For in-
stance, “el deume un regalo” is translated as “he
gave me a present”. In this case the verb is “deu”
(“gave”) and the pronoun is “me”, which is com-
bined with the verb. In a negative sentence, “el
non me deu un regalo” translated as “he did not
give me a present”, an the pronoun appears sepa-
rately before the verb. To handle this feature, the
library has to perform the following three tasks:

e Analyse the phrase type. The general rule is
that pronouns are placed after the verb, how-
ever, we must analyse the phrase to deter-
mine its position. Some words change the
verb’s position as negation adverbs (“non o
vin” which means “I did not see it”), doubt
adverbs (“quizais ela te chame marfid” trans-
lated as “maybe she calls you tomorrow”),
interrogative pronouns (‘“que che pasou?”
which means “what happened to you?”).

Split the verb into syllables. Adding the pro-
noun to the verb, its accentuation can change
and an accent mark has to be added or moved
if the verb has it. Therefore, we need to anal-
yse the verb to find out its category according
to where its strong syllable is. For instance,



Se dije

Addition Translation

Concatenation

Remaoval Translation

Merging

Dixenllelo

Galician

Figure 2: Steps to translate from Spanish to Gali-
cian language.

the form “entendo”, the first person singular
conjugation in the present simple tense form
of the verb “understand”, is split as “en-ten-
do”.

Accentuation. Once we know the verb’s cat-
egory, the last step is to concatenate the pro-
noun to the verb and to check the new word’s
accentuation, adding, moving or removing an
accent mark. For instance, the first person
singular conjugation in the past simple tense
form “dixen” of the verb “dicir” (“say”)
has the stress on its first syllable. If we add
the pronoun “lle” expressed as “fo him”,
“to her” or “to it”, the composed word is
‘dixenlle’. If we add the contraction of pro-
nouns (Table 6) “llelo”, composed by the
pronoun “lles”, which means “to them”, and
the pronoun “o”, which means “it”, the com-
posed word is “dixenllelo” (Figure 2). The
stress of the new words in these examples is
also their first syllable. However, due to the
Galician orthography rules, an accent mark
(which is not present in the original word) has
to be put on these first syllables.

More details about pronoun concatenation are
given in Section 3.3.3.

3.1.3 Interrogative phrases

Interrogative phrases can be formed in many ways
by simply adding the punctuation mark at the end
of the sentence. For example, “fes frio” that
means “you are cold” can be transformed into a
question simply adding the punctuation mark “zes
frio?” that means “are you cold?”.

When the interrogative pronouns “what” and
“who” have the role of indirect objects, the prepo-
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“

sition “a” is inserted in the beginning of the ques-
tion. For instance, “a quen chamaches?” can be
expressed as “who did you call?”.

3.2 Orthography

General Galician orthography rules (e.g. punctua-
tion, capital letters at the beginning of sentences...)
are like English and Spanish ones. This means that
SimpleNLG already has them implemented.

As we mentioned before, Galician has special
rules for word categorisation regarding their stress
syllables. Besides, some words have accent marks
on one vowel to stress the strong syllable. The en-
tries in the lexicon we use contain accents accord-
ing to the Galician orthography rules. However, it
does not contain generated words formed by con-
tractions, so we implemented the corresponding
accentuation rules to handle these cases.

3.3 Morphology
3.3.1 Gender and number

Determiners, nouns and adjectives have to be in-
flected in gender and number. Our lexicon pro-
vides the base form of a word but not its gender
and number variations so we had to implement
some rules to generate them when they are regular.

3.3.2 Verb tenses

Verbs can be regular or irregular. We implemented
some rules to generate regular forms, whereas the
irregular ones are provided by the lexicon.

3.3.3 Morphophonology

Galician is a very rich language in terms of its
morphophonology rules. SimpleNLG-GL imple-
ments the contractions that exist between prepo-
sitions and articles, and also between pronouns
when they function as direct and indirect objects.

Prepositions and articles: The prepositions
shown in Table 1 can contract with definite arti-
cles, “o0”, “a”, “os”, “as” which mean “the”, for
instance “o gato” means “the cat”; and also in-
definite articles, “un”, “unha”, , “unhas”
which mean “a”, for instance, “un gato” means
“a cat”. These contractions have the following
meanings:

“« ”»

uns

e “a + definite article” means “to the”
whereas “a + indefinite article” means “to

3

a



Galician English
a to

con with

de of

en in

por by

tras after

Table 1: Meaning of prepositions

Articles

) a 0s as
w | a ao a aos as
E con co ca cos cas
= | de do da dos das
2 | en no na nos nas
E por polo pola polos polas

tras tralo trala tralos tralas

Table 2: Contractions between prepositions and
definite articles

“con + definite article” means “with the”
whereas “con + indefinite article” means

“witha”

e “de + definite article” means “of the”
whereas “de + indefinite article” means “of
a))

e “en + definite article” means “in the”
whereas “en + indefinite article” means “in
al’

e “por + definite article” can mean “by the”
whereas “por + indefinite article” can mean
a’(by a’)

e “tras + definite article” can mean “after the”

whereas “tras + indefinite article” can “after

”»

a

In Tables 2 and 3 the contractions are shown.

Pronouns: The atonic pronouns having the role
of indirect objects shown in Table 4 can also con-
tract with others which have the role of direct ob-
jects which are shown in Table 5. For instance, the
phrase “El deumo” (Figure 3) is expressed as “He
gave it to me”, where “deu” means “gave” and

Articles

un unha uns unhas
§ con cun cunha cuns cunhas
% | de  dun dunha duns dunhas
E en nun nunha nuns nunhas

Table 3: Contractions between prepositions and
indefinite articles
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concatenation

=D e

Figure 3: Steps to translate from Spanish to Gali-
cian language.

Galician English

me to me

che to you (singular)
lle to him/her/it

nos to us

VoS to you (plural)
lles to them

Table 4: Meaning of atonic pronouns with the role
of indirect objects

“mo” is the contraction of “me” (“to me”) and
“o” (“it”), respectively. In Table 6 all possible
combinations are shown.

4 Availability, test and documentation

SimpleNLG-GL is available and fully download-
able at (Cascallar-Fuentes et al., 2018)

The documentation from SimpleNLG-ES has
also been adapted to this version, and is also avail-
able at the library repository in the form of a wiki,
as usual in SimpleNLG, which contains a tutorial
with some examples.

SimpleNLG-GL has been tested using 180 unit
tests adapted from SimpleNLG-ES. New tests
have been generated to cover Galician language
features not present in the Spanish language. We

Galician English

0 him/it

a herf/it

oS them (masculine)
as them (feminine)

Table 5: Meaning of atonic pronouns with the role
of direct objects



o a oS as

me mo ma mos mas
che cho cha chos chas
lle llo lla llos llas
nos nolo nola nolos nolas
vos volo vola volos volas
lles llelo llela llelos llelas

Table 6: Contractions between atonic pronouns

had to create new tests to cover the Galician lan-
guage features previously described. For instance,
we created 11 tests to cover contractions between
all prepositions and articles, 4 tests to cover atonic
pronouns collocation and 7 tests to cover contrac-
tions between atonic pronouns. Also, in some of
the adapted tests from the Spanish version these
features are present as well.

Besides, SimpleNLG-GL has been used in the
real data-to-text service GALiWeather (Ramos-
Soto et al., 2015), which generates daily weather
forecasts for the Galician municipalities in the
Website of the Galician Meteorological Agency
(Agency). This service combines a template-based
approach with the use of SimpleNLG-GL to gen-
erate correct sentences, in terms of the agreement
between the elements of the phrase (for example,
for choosing correct verb conjugations and ensur-
ing gender and number coherence, among others).

5 Conclusions

We have described SimpleNLG-GL, an adapta-
tion of the SimpleNLG Java realisation engine
for Galician language, that provides a sophisti-
cated covering of even the most complex rules
found in this language. This library has been
tested extensively using unit tests, 180 adapted
from SimpleNLG-ES testing, whilst other 22 were
newly developed for SimpleNLG-GL.
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Abstract

This paper presents SimpleNLG-NL, an
adaptation of the SimpleNLG surface re-
alisation engine for the Dutch language. It
describes a novel method for determining
and testing the grammatical constructions
to be implemented, using target sentences
sampled from a treebank.

1 Introduction

SimpleNLG is a Java-based surface realisation li-
brary aimed at practical applications (Gatt and
Reiter, 2009). It is meant to be simple to use,
and in an architecture redesign in version 4 of
the software it was also made easy for devel-
opers to alter its code. Over the years, Sim-
pleNLG has been adapted for several languages
other than English, such as German (Bollmann,
2011), Brazilian-Portuguese (De Oliveira and Sri-
pada, 2014) and Italian (Mazzei et al., 2016).

In this paper we present a new version of
SimpleNLG for surface realisation in Dutch,
called SimpleNLG-NL. Like most adaptations for
other languages, it is based on SimpleNLG-EnFr
(Vaudry and Lapalme, 2013): a bilingual ver-
sion of SimpleNLG that supports both English and
French, based on SimpleNLG version 4.2. The ar-
chitecture of SimpleNLG-EnFr was split into lan-
guage independent and language dependent parts,
making it relatively easy to add new languages.

As Dutch is closely related to German, Simple-
NLG for German (Bollmann, 2011) might seem a
more obvious starting point for SimpleNLG-NL.
However, SimpleNLG for German is based on the
differently structured version 3 of SimpleNLG,
which made it unsuitable to build on.

This paper is structured as follows. In Sec-
tion 2 we describe the method we used for devel-
oping SimpleNLG-NL, followed in Section 3 by
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an overview of the main characteristics of Dutch
and how we implemented them. In Section 4 we
present the current coverage of SimpleNLG-NL
over a set of test sentences. We end with conclu-
sions and directions for future work.

2 Method

Instead of following the structure of e.g., a gram-
mar reference book for adapting the rules of Sim-
pleNLG, we developed SimpleNLG-NL using tar-
get sentences sampled from a dependency tree-
bank for Dutch. In SimpleNLG-IT (Mazzei et al.,
2016) sentences from a dependency treebank were
used as well, but only for evaluation purposes.
For SimpleNLG-NL, we expanded their use to
the development phase, using them in an iterative
generate-evaluate-revise process.

For each sentence, the SimpleNLG input was
written manually and the resulting realisation was
compared with the target sentence. Differences
between the realisation and the target sentence
were analysed. Based on this, the relevant gram-
mar rules were adapted for Dutch and missing lex-
icon entries were added. This process was re-
peated for each sentence, increasing the size of the
covered grammar subset with each iteration.

The generate-evaluate-revise cycle was carried
out in four rounds.

First round: In the first round we tried to re-
produce 12 target sentences of increasingly higher
word count. We assumed that increasing the word
count would also increase the grammatical com-
plexity of the sentence.

Second round: In the second round we applied
unit tests to 37 short sentences that were man-
ually written to test one feature of SimpleNLG-
NL, or a combination of very few features. Fea-
tures that were tested included basic verb inflec-
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tion, both regular and irregular, as well as adjec-
tives and their inflection (10 sentences), morphol-
ogy of different verb groups in multiple tenses (12
sentences) and syntax of negated sentences (5 sen-
tences). Finally, 10 sentences were used to test in-
terrogative sentence types.

Third round: In the third round we included
two more sets of target sentences from the Dutch
treebank. The first set consisted of 11 medium-
length sentences (7-13 words). The second set
consisted of 10 long sentences (14-20 words).

Fourth round: In the final round, 16 more
unit tests were carried out. These were aimed at
testing combinations of tenses, voices and verb
form (perfect or simple). They were based on the
same input sentence, which contained a subject, a
verb and a direct object.

The test sentences for Rounds 1 and 3 were ran-
domly selected from the Dutch Wikipedia corpus
(100,000 sentences) available in Dact,! a viewer
for Alpino corpora. Alpino is a dependency parser
for Dutch (Bouma et al., 2001).2 After a sentence
was randomly picked, based on the word count
needed for the current round, it was tested for
two requirements: the sentence had to be gram-
matically correct and it should not contain direct
speech. SimpleNLG does not support properly
embedding direct speech in a sentence and neither
would SimpleNLG-NL.

For each sentence that was selected, the input
code for generation had to be written. We did this
based on its dependency tree from the treebank,
as generated by the Alpino parser. As the input
for SimpleNLG is structured similar to a depen-
dency tree, the Alpino trees could fairly easily be
converted into input code. Similar to the conver-
sion rules used in the evaluation of SimpleNLG-
IT, when converting the dependency trees to Sim-
pleNLG we kept the input isomorphic to the tree in
terms of subject, object etc. We did not use canned
text in the input (except for names and fixed multi-
word expressions), and we did not provide infor-
mation about word order or punctuation.

We started the creation of SimpleNLG-NL by
cloning the French parts of SimpleNLG-EnFr.
French was chosen because its features seemed

"http://rug-compling.github.io/dact/
http://www.let.rug.nl/~vannoord/alp/
Alpino/
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more related to Dutch than the English features, in
particular with respect to the more complex mor-
phology of French and Dutch compared to En-
glish. Therefore, the first realisation results used
French grammar rules. For the lexicon, we trans-
lated the closed classes from the French lexicon
(106 entries). The open part of the lexicon started
out empty; missing entries (for irregular word
forms) were added as we went along. A full lexi-
con was created later, as described in Section 3.5.

3 Adaptations for Dutch

The main changes we made to SimpleNLG for sur-
face realisation in Dutch are described in this sec-
tion. As our main references for Dutch grammar
and morphology we used the online linguistic re-
sources Taalportaal® and e-ANS.*

3.1 Nouns

In Dutch, pluralisation of nouns almost always
consists of adding either -en or -s as a suffix to
the singular form. Which suffix to use is deter-
mined by the stress of the noun’s last syllable:
use -en when stressed; use -s when unstressed.
However, since we do not have information on
stress, and there are many exceptions to this rule,
SimpleNLG-NL instead uses a set of word end-
ings to determine when to use the -s suffix.> Other
exceptions can be added to the lexicon. Dutch
also has compound nouns. Compounds are cur-
rently treated as regular nouns. Because of that,
pluralisation may result in an incorrect form if the
compound is not in the lexicon and does not have
one of the predetermined word endings described
earlier. When adding plural suffixes, other mor-
phological rules may apply to ensure the correct
spelling of the surface form. Specifically, some-
times vowels need to be removed or consonants
added to the noun stem.

3.2 Verbs

The following tenses have been implemented
in SimpleNLG-NL: present simple, past simple,
present perfect, past perfect, future and condi-
tional. When inflecting verbs, SimpleNLG-NL
first checks the lexicon for irregular verb forms. If
none are found, it uses the rules for regular verbs.
Inflections are based on the stem of the verb. For
*http://www.taalportaal.org/
*http://ans.ruhosting.nl/e—ans/

Shttp://ans.ruhosting.nl/e-ans/03/05/
03/body.html



example, past tense inflection involves adding the
suffix -fe if the stem ends in an unvoiced conso-
nant; in all other cases -de is added. Similar to
nouns, in some cases the spelling of the verb stem
needs to be changed.

Auxiliary verbs have to be added in the fu-
ture tense (zullen ‘will’) and the conditional tense
(zouden ‘would’). They are placed before the verb.
The perfect form also requires one of two auxiliary
verbs (zijn ‘be’ or hebben ‘have’), which can be
specified in the lexicon. Lastly, passive sentences
require zijn ‘be’ to be added. When these features
are combined, such as in a passive conditional per-
fect sentence, in the current version of the system
this results in an incorrect order of auxiliary verbs.
In some cases, one or more auxiliary verbs have
to be placed after the main verb, but the system
currently does not do this.

Separable Complex Verbs. In Dutch, a special
group of verbs is that of the so-called Separable
Complex Verbs (SCVs). An SCV is a verb that
consists of a main verb and a prepended preverb
(Booij and Audring, 2018). This preverb can be
any word, but is often a preposition.

In the past and present simple tenses in main
clauses, SCVs are split into their preverb and main
verb, and their order is reversed. The main verb is
inflected as it would if it were on its own. For ex-
ample: foekennen in the third person present be-
comes hij kent toe (‘“he assigns”). The position
of the preverb in the main clause is flexible: di-
rect objects, indirect objects, prepositional phrases
and even entire subclauses can be placed between
the main verb and its preverb. In SimpleNLG-NL,
we decided to position the preverb at the end of
the sentence by default. In the perfect tenses and
in subordinate clauses, the preverb attaches to the
main verb. The main verb is inflected normally,
and the preverb is prefixed to it after inflection.
This results in, for example, hij heeft toegekend
(“he has assigned”) and dat hij toekent (“that he
assigns”).

The input for an SCV can be in either of
two forms: foelkennen or toekennen. The first
input splits the verb kennen from the preverb
toe. SimpleNLG-NL will then look for ken-
nen in the lexicon and inflect it appropriately
(either from lexicon data or regular verb rules).
This is similar to how SimpleNLG for German
deals with such verbs (Bollmann, 2011). In the
second case, SimpleNLG-NL checks if the verb
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is marked as an SCV in the lexicon using the
<preverb></preverb> field. If it is not,
SimpleNLG-NL tries to detect if the verb is an
SCV based on a list of common SCV prefixes:
bij, in, na, uit, op, af, mee, tegen, tussen, terug,
toe. However, not all SCVs can be caught this
way, as several verbs prefixed by a preposition are
not SVCs, but look exactly like them with the dif-
ference being the stress. For example, doorboren
(regular verb: ‘pierce’; SVC: ‘continue drilling’)
is only an SVC if the stress is on door.

3.3 Adjectives

Dutch adjectives can be used predicatively and at-
tributively, with only the latter being supported
by SimpleNLG and SimpleNLG-NL. Depending
on the number and gender properties of the noun
phrase, the adjective requires the suffix -e. Similar
to nouns and verbs, in some cases the spelling of
the stem needs to be changed.

Comparatives and superlatives are created with
a suffix (-er or -st). In some cases, the adverbs
meer (“more”) or meest (“most”) are used instead.
In all cases, the adjective can be appended with the
earlier mentioned -e. Comparative and superla-
tive forms can be overwritten in the lexicon using
the <comparative></comparative> and
<superlative></superlative> fields.

3.4 Word order

SimpleNLG-NL uses the subject-verb-object or-
der for main clauses and subject-object-verb for
relative clauses and interrogative sentences. Ex-
ceptions are made for SCVs, as described in Sec-
tion 3.2. The order of other constituents, specifi-
cally modifiers, can vary depending on many fac-
tors. Currently, SimpleNLG-NL allows for ma-
nipulating word order by specifying modifiers as
‘premodifiers’ or ‘postmodifiers’ in the input; oth-
erwise, a default (and not always correct) word or-
der is chosen.

3.5 Lexicon

A lexicon was created by parsing the Dutch pages
of Wiktionary®. The content is licensed under the
CC BY-SA 3.0 license’, which makes it suitable
for release with SimpleNLG-NL. This resulted in
a lexicon containing 79437 entries (nouns, verbs,
adverbs, adjectives and prepositions), including

*https://www.wiktionary.org/
"https://creativecommons.org/licenses/
by-sa/3.0/deed



Sentence set Sentences

Exact matches

Accepted as correct

Round 1 12
Round 2 37
Round 3 (medium) 11
Round 3 (long) 10
Round 4 16
Total 86

8
37
9
5
10
69

66.7% 11 91.7%
100.0% 37 100.0%
81.8% 9 81.8%
50.0% 7 70.0%
62.5% 10 62.5%
80.2% 74 86.0%

Table 1: The final coverage of SimpleNLG-NL after development and testing. Generated sentences were
“accepted as correct” if they met the criteria described in Section 4.

the closed part described in Section 2 and the en-
tries added during the development rounds.

To accommodate making a choice in the trade-
off between larger lexicons that take longer exe-
cution time and smaller lexicons that may miss
required entries (cf. (De Oliveira and Sripada,
2014)), two smaller lexicons were generated based
on subsets of the larger lexicon. The subsets were
determined by matching the entries with word
forms from a word frequency list based on Open-
Subtitles.® Words in the frequency list can have
multiple corresponding lexicon entries. The small-
est lexicon, based on the top 1000 most frequent
words, contains 3386 entries. The top 10,000
words result in 8600 entries. The full lexicon is
over 10 MB, while the medium one is just over
1MB and the smallest is half of that. The choice
of lexicon is based on scope and performance re-
quirements. By default, SimpleNLG-NL uses the
medium lexicon.

4 Evaluation

To determine the coverage of SimpleNLG-NL,
each sentence generated in one of the four rounds
described in Section 2 was judged on correctness.
Since the number of sentences to be evaluated was
small, using automated evaluation metrics such
as BLEU (Papineni et al., 2002) would not have
made much sense; moreover, these would not take
into account that word order in Dutch is relatively
free. Therefore we chose to manually evaluate the
sentences.

We considered a sentence generated by
SimpleNLG-NL to be generated “correctly” if the
output met at least one of the following criteria:

e The output matched the target sentence ex-
actly, including punctuation; or

$https://github.com/hermitdave/
FrequencyWords/
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e The output only differed from the target in
terms of punctuation (commas and quotation
marks), with no change in meaning; or

e The output differed from the target in terms
of word order, but without making the sen-
tence unwellformed or causing a change in
meaning.

The criteria are ordered by inclusiveness, with
the first being the preferred outcome (“exact
match”). The final coverage by SimpleNLG-NL
of the test sentences according to these criteria, af-
ter all four rounds of generate-evaluate-revise, is
shown in Table 1.

Results round 1: Out of 12 sentences, 11 were
generated correctly (91.7%). The result counting
only exact matches is 8 out of 12 (66.7%). Of the
three accepted mismatches, one missed some non-
mandatory commas, and two had acceptable dif-
ferences in word order from their target sentences.
(One lacked topicalisation, which is currently un-
supported, and the other placed the past participle
at the end of the sentence, a merely stylistic dif-
ference.) SimpleNLG-NL could not reproduce the
longest sentence from Round 1 (26 words). This
was due to several problems. First, SimpleNLG
cannot handle clauses without verbs, in this case
an enumeration (“tasks such as X, Y and Z”). Sec-
ond, the sentence contained a verb cluster as well
as an attributively used infinitive, neither of which
SimpleNLG-NL could handle.

Results round 2: In Round 2, all 37 short
test sentences were generated correctly, as exact
matches (100%).

Results round 3:  Of the 11 medium-length sen-
tences, 9 were generated as exact matches (81.8%)
and the same number were accepted as correct.
The two incorrectly generated sentences both had
problems with modifier ordering. Of the 10 long



sentences, 7 were generated correctly (70.0%).
This includes two sentences that did not match ex-
actly. One accepted mismatch added an unneces-
sary (but acceptable) comma, the other positioned
the preverb of an SCV at the end of the sentence.
While that position is acceptable, it can be stylisti-
cally preferable to reduce the distance between the
main verb and the preverb. However, SimpleNLG-
NL does not yet support such a stylistic mech-
anism. The problems with the three incorrectly
generated sentences involved incorrect ordering of
modifiers and a verb cluster (te gaan wonen, lit.
“to go live”), and lack of support for main clauses
connected by a semi-colon.

Results round 4:  Of the 16 varieties of the same
sentence, 10 were generated as exact matches.
There were no mismatches accepted as correct.
The incorrect sentences all had an incorrect word
order. Active sentences in the future perfect and
the conditional tenses incorrectly positioned the
auxiliary verb before the object. In passive sen-
tences in the perfect form, the order of the verb
and the two or three auxiliary verbs was incorrect
(e.g., zal zijn geweest gegooid should be zal ge-
gooid zijn geweest “will have been thrown”).

Overall results: In total, 74 out of 86 test sen-
tences (86.0%) were generated correctly. Of these,
69 (80.2%) are exact matches. If we only look
at the 33 treebank sentences from Rounds 1 and
3, then 28 (84.8%) were generated correctly, with
22 (66,7%) exact matches. The open part of the
lexicon gained 59 entries during the development
rounds. Combined with the closed part, the final
lexicon contained 165 entries. This lexicon was
later replaced by a more extensive one, containing
over 8000 entries (see Section 3.5).

5 Conclusions and Future Work

We have developed SimpleNLG-NL, a new ver-
sion of SimpleNLG that is fit for surface realisa-
tion in Dutch. During the development process,
the coverage of SimpleNLG-NL was gradually ex-
panded by iteratively generating and testing on
sentences from a Dutch treebank. Eventually, over
80% of the test sentences could be generated cor-
rectly, with a few acceptable differences in punc-
tuation and word order. The issues with word or-
der of auxiliary verbs will be addressed in future
work.

Currently, word order can be altered with the
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use of premodifiers and postmodifiers. However,
a better approach may be the one used in Simple-
NLG for German, where Bollmann (2011) pro-
vided a feature to choose the desired word order.
This also allows for easier sentence manipulation.

As the target sentences used for development
and testing covered many different sentence struc-
tures, we believe the current grammatical cover-
age of SimpleNLG-NL is sufficient for simple sur-
face realisation in Dutch. SimpleNLG-NL will
be used in the POSTHCARD project’® to realise
(parts of) templates for dialogue generation, used
to simulate conversations with patients suffering
from Alzheimer’s disease. The simulation aims to
provide training for caregivers based on scenarios
with a virtual Alzheimer’s patient.

SimpleNLG is publicly available on Github.'”
Like SimpleNLG, SimpleNLG-NL is released un-
der Mozilla Public License 1.1,'! allowing for
modification and commercial use. The Simple-
NLG-NL code includes comments and Javadoc
information that should make it easy to use and
adapt. In addition, the SimpleNLG wiki'? will be
adapted for SimpleNLG-NL.
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Abstract

1

This paper introduces the task of “flipping’
the bias of news articles: Given an article
with a political bias (left or right), generate
an article with the same topic but oppo-
site bias. To study this task, we create a
corpus with bias-labeled articles from all-
sides.com. As a first step, we analyze the
corpus and discuss intrinsic characteristics
of bias. They point to the main challenges
of bias flipping, which in turn lead to a spe-
cific setting in the generation process. The
paper in hand narrows down the general
bias flipping task to focus on bias flipping
for news article headlines. A manual anno-
tation of headlines from each side reveals
that they are self-informative in general and
often convey bias. We apply an autoen-
coder incorporating information from an ar-
ticle’s content to learn how to automatically
flip the bias. From 200 generated head-
lines, 73 are classified as understandable
by annotators, and 83 maintain the topic
while having opposite bias. Insights from
our analysis shed light on how to solve the
main challenges of bias flipping.

1 Introduction

News portals play a central role in our society in dif-
ferent ways: they keep people informed, bring es-
sential topics into public discussions, and they grad-
ually change the attitudes of communities. Note-
worthily in this regard, recent studies have exposed
various types of bias in the major media portals in
the US (Groseclose and Milyo, 2005). For exam-
ple, media is able to draw the attention to particular
entities or events while ignoring others. Also, the
selection of what to report about a specific entity
(e.g., positive or negative facts) undoubtedly pro-
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duces bias. And not least, the way in which news
are phrased can emphasize a positive or a negative
impression on certain entities and events.

Among these examples, one can argue that bias
becomes more obvious when news articles discrim-
inate against entities — particularly in political
news. For illustration, consider the following two
headlines on Trump recognizing Jerusalem as the
capital of Israel, which have been taken from Fox
News and New York Times respectively:

Why Trump is right in recognizing Jerusalem as
Israel’s capital

Trump is making a huge mistake on Jerusalem

While the two headlines describe the same event,
they clearly convey a different stance on it. This
difference in stance matches the observation that
Fox News is considered to have a right-oriented
bias, whereas the New York Times is rather seen as
left in general.

To keep a news portal’s bias uniform, copy edi-
tors possibly rewrite articles after receiving them
from journalists or other sources (Einsohn, 2011).
As a support of this process, but also as an ele-
ment of the rhetorical machinery of forthcoming
argumentation engines, an automatic “bias flipper”
would be a very useful research tool. Moreover,
a bias flipper would be helpful in practical appli-
cation domains such as e-journalism, for instance,
to automatically rewrite an article from Fox News
and then report it on New York Times.

However, rewriting a text with an opposite bias
is a challenging task. It requires to identify and
to classify the bias (e.g., as left vs. right), which
is anything but trivial. Taking a closer look into
the example mentioned above, we also see that,
without understanding how the bias is manifested
in the texts and what the background of the event
is, an automatic bias classifier and flipper will not
achieve any reasonable performance.
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Figure 1: An overview of this paper. Left, we show the discriminativeness analysis of words in the biased
text. In the middle, the granularity analysis trains three bias classifiers on different text segments. Right,
we use biased articles to train a bias flipper based on autoencoder to flip the bias of headlines.

Accordingly, we approach the bias flipping task
with a data-driven approach, addressing the follow-
ing research questions: (1) How to acquire and sam-
ple a reasonable number of biased texts? (2) What
kind of bias exists, and how is it manifested in the
acquired texts? (3) Given biased texts and a mech-
anism to understand their bias, how far can we get
using the current state-of-art text generation model
in trying to flip the bias?

We tackle the first question by exploiting vari-
ous sources on the web. In particular, we utilize
the by-portal article-level bias labels found on all-
sides.com. This platform collects news articles that
report on the same event while conveying different
bias. Following the distant supervision paradigm,
we build a new corpus of 2196 pairs of news article
headlines, each of which addresses the same event
and opposite bias (i.e., one headline is left-oriented,
the other right-oriented).

Using the new corpus, we tackle the second ques-
tion by analyzing the bias in several experiments
(Section 4). Our analysis concentrates on the most
discriminative words for identifying the bias, and
on how bias is encoded along three granularities of
text segments, i.e., in a full article, in a paragraph,
and in a single sentence.

Our experiments yield insightful results: While
sentimental words play a major role in identifying
subjective texts, named entities are shown to be
superior for distinguishing left-oriented from right-
oriented texts. Moreover, bias often seems to be
encoded at article or paragraph level only. In other
words, it is hard to capture bias without reading at
least a couple of sentences.
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Our findings form the ground for tackling the
third question, i.e., for developing the first “bias
flipper” (Section 5). Considering the difficulty of
the task, we focus on flipping news headlines, as
a first substantial step in the direction of flipping
complete articles. Accounting for recent advances
on text generation using deep learning, we study
the effectiveness of using autoencoders for flipping.
An encoder conditioned on the source bias is used
to encode the input text in the semantic representa-
tion, while a decoder conditioned on the target bias
then decodes the representation into a new text.

We evaluate bias flipping automatically using
the Rouge score and manually employing expert
annotators. The results of both demonstrate the
ability of our model to flip headlines successfully
while maintaining the headlines’ semantics.

An overview of all experiments carried out in
this paper is shown in Figure 1. Our contribution is
four-fold: We introduce a new natural language pro-
cessing task, bias flipping; we develop a corpus for
investigating this task; we analyze the bias in the
developed corpus; and we apply an advanced deep
learning model to flip the bias of news headlines.
We observe that bias flipping and bias classification
are still far from being solved. However, we believe
that our bias analysis along with insights from the
generation and evaluation experiments will shed
light on how to deal with newspaper bias and pos-
sibly how to flip the bias of complete articles.

2 Related Work

This section reports on related work regarding the
bias datasets, bias analysis, and bias flipping.



Bias Datasets To study the bias in the newspa-
per domain, several developed corpora include one
or more label types related to bias. For example,
the news quality corpus created by Arapakis et al.
(2016) comprises 561 articles, each of which being
labeled with 14 different quality aspects including
article’s subjectivity. Also, the MPQA corpus con-
tains a label for the subjectivity of its 692 news ar-
ticles (Wiebe et al., 2005). These two corpora were
carefully developed with both article and sentence-
level labels. However, they are not large enough to
reliably train a supervised learning model.

Recently, a large-scale dataset has been released
(Horne et al., 2018). The dataset allows for in-
vestigating the news based on various dimensions,
including bias (the so-called “political impartiality
prediction”). Although the dataset is pretty large,
it has a major drawback concerning the bias di-
mension: The articles are not paired according to
events, but such a pairing is essential for study-
ing how different news sources report on the same
event. To overcome this drawback, we develop a
new corpus that aggregates pairs of articles from
different news sources. The pairs report on the
same event while their sources are said to have an
opposite bias. We think that this event-controlled
corpus will play a significant role in tackling the
tasks of bias analysis and flipping.

Bias Analysis The analysis of media bias has
been a subject of investigation for decades (Grose-
close and Milyo, 2005; Fang et al., 2012; Arapakis
et al., 2016). Various aspects of bias have been
studied from different perspectives.

In particular, Groseclose and Milyo (2005) ex-
plored the bias on a sample of 20 news sources
in the US. The bias was quantified based on the
number of citations that were used by the think
tanks and policy groups. Their work is one of the
first that provided clear evidence of the presence
of bias in media. Furthermore, Lin et al. (2011)
proposed a scheme for bias categorization. The
scheme includes the political party, frequently men-
tioned legislators, region, ideology, and gender. In
a comparison study between the bias in news and
blogs, the authors found blogs to be more sensitive
to bursting events. In another related work, Yano
et al. (2010) focused on liberal and conservative
bias. Most notably, they conducted a manual anno-
tation of the bias at the sentence-level. Their study
showed that bias indicators usually include named
entities of opposing bias. As for our work, we deal
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with right and left bias, e.g., the democrats’ and
republicans’ bias, or conservative and liberal bias.
Also, we conduct an analysis to find the terms that
frequently indicate left or right bias.

Bias Flipping Over the few last years, several
deep neural networks models have been proposed
for text generation. In these models, a variational
autoencoder (VAE) has often been used to impose
a prior distribution on the hidden vector (Kingma
and Welling, 2013; Rezende et al., 2014; Bowman
et al., 2016; Yang et al., 2017).

A related research line that addresses rewriting
texts is controlled generation (Guu et al., 2017,
Mueller et al., 2017; Zhou and Neubig, 2017). Con-
trolled generation studies how to rewrite a text with
a given attribute. Examples of controlled models
include the multi-space VAE of Zhou and Neubig
(2017), which modifies a word for a given tense
and a part-of-speech tag, and the model of Guu
et al. (2017), which generates a sentence given a
template vector and an edit vector. This model is
shown to be able to paraphrase a given template
instead of re-generating a sentence entirely.

Among the collection of VAE models, our work
is most closely related to text style transfer (Shen
etal.,,2017; Huet al., 2017; Li et al., 2018; Fu et al.,
2018); The VAE of Hu et al. (2017) generates sen-
tences with a given style aspect, such as a sentiment
or tense. Moreover, the model of Shen et al. (2017)
modifies the sentiment of restaurant reviews while
aiming to preserve their meaning. However, none
of these models has considered bias.

In contrast, this paper employs the cross-aligned
autoencoder from Shen et al. (2017). The choice
of this model was made based on the results we
obtained in our analysis experiments. In particular,
we “transfer” the bias of news article headlines
using the content of the articles, i.e., we rewrite
the headline while flipping the embedded bias from
left to right or the other way round.

3 A Corpus of Biased News Articles

This section introduces our new corpus
of news articles with different political
bias, based on existing bias labels from

a news aggregator. The corpus is freely
available at https://webis.de/data/
corpus—-webis—-bias-flipper—-18.



3.1 The News Aggregator allsides.com

The news aggregation platform allsides.com lists
news events as of June Ist, 2012; about two to
three events per day, focusing on American politics.
Each event comes with a title and a short summary,
providing information to readers that is said to be
free of bias. In addition, one selected news article
is given for each of three biases: left, center, right
(sometimes, only two articles are available).

The provided bias labels are not article-specific
but portal-specific.! At the time we collected the
data, 247 news portals were assigned one out of six
labels each: left, lean left, center, lean right, right,
and mixed. We see both the left and the lean left
portals as left candidate news sources, and both
the right and lean right portals as right candidate
news sources. The center and mixed portals are
preserved for future applications.

Since the labels are portal-specific, news articles
with a particular bias are selected from all portals
that have the respective label. Conversely, no portal
contains articles with different biases.

3.2 Corpus Construction

We first collected all 2781 events available on the
aggregator on February 10th, 2018 (spanning a pe-
riod of about five and a half years).? For each event,
the title, the summary, all news portals belonging to
the event, and the links to the news portals with re-
spective bias were recorded. After that, we crawled
the news portals with the given links to retrieve
their headlines and the content of all articles, be-
cause the content is not provided on allsides.com.
Metadata such as an article’s author and its publica-
tion time were also collected for future applications.
Since some news articles were not available any-
more, we retrieved 6447 news articles in the end.

3.3 Corpus

The distribution of news portals and articles in our
corpus is shown in Table 1. To validate the accu-
racy of the by-portal bias, we asked one editing
expert to label the bias of all headlines from ma-
jor left-oriented (New York Times and Huffington
Post) and right-oriented portals (Fox News and
Townhall). The expert is familiar with American
politics and he works as a news editor in the US.
His labels are based on the headline only, and the

"https://www.allsides.com/media-bias/
media-bias-ratings
https://www.allsides.com/story—-1list
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News Portals News Articles

Bias Most Common Total Most Common Total
Left Huffington Post 21 479 641
Lean left NY Times 18 688 1747
Center CNN (web) 24 776 1517
Lean right Fox News 6 1061 1616
Right Townhall 28 279 926

Table 1: News portals and articles in our corpus for
each bias in total and in the most common portal.

judgments follow the notion of political bias from
an American’s point of view.

The expert assigned left to the headlines of left-
oriented portals 3.4 times more than right, while the
headlines from right-oriented portals have 1.9 times
right more than left. Given that we only looked at
the headlines, we conclude that the by-portal labels
from the aggregator seem trustable.

The portal labels on allsides.com are created
based on different methods including blind surveys,
academic research, feedback from the community,
and in-depth editorial reviews from allsides.com ed-
itors>. The final portal labels consider the strength
and the consistency of the labels from the different
methods. The most common portal contributes at
least 30 percent of articles of each bias. The total
number of right-oriented news slightly exceeds the
number of left-oriented (2542 vs. 2388).

According to the community feedback on the
website, the provided labels are agreed by the web-
site’s users in general. Thus, we argue that the
labeling can be seen as being of high quality.

4 Bias Analysis

In this section, we describe experiments for analyz-
ing biased text, whose results will later be discussed
in Section 6. As in the example in Section 1, we
observe that bias can be found if we can identify
sentiment towards a given entity. Hence, it is worth
studying whether the application of sentiment anal-
ysis techniques helps on biased text. We seek to
identify words which discriminate either sentimen-
tal or biased text, and to classify the type of bias
using standard features from sentiment analysis.

4.1 Discriminativeness Analysis

We capture the fundamental difference between bi-
ased and sentimental text based on the words that

*https://www.allsides.com/media-bias/
media-bias-rating-methods



Trump Launches “Real News” Show

“I bet you haven't heard about all the accomplishments the
president had this week because there's so much fake
news out there,” she said at the beginning of the video.

New York Post (Right)

But it was a tough week for the administration. Obamacare
repeal failed, the new communications director went on a
nasty tirade and was later dumped and Trump ousted his
chief of staff [...]

The Hill ( )

1
. She failed to mention other topics that dominated the news
! last week, including President Trump's announcement on
Twitter that transgender people would not be allowed to
service [...]

Salon (Left)

She failed to mention, of course, other topics that domina-
ted the news last week, including Trump's ban on
transgender service members and the failure of Obamaca-
re repeal [...]

Figure 2: Three news articles on the event Trump
launches “real news” show. Some bias indicators
in the articles are highlighted. Representing three
different points of view, the articles provide com-
pletely different interpretations of the event.

discriminate the two respective types best. Specif-
ically, the discriminativeness of a word w can be
measured in terms of the discriminativeness ratio

occ(w, Dy)
occ(w, Dy)’

)

where occ(w, D) is the frequency of w in text D
and ¢ and ¢ are the types of text. In biased text, ¢
and ¢ correspond to right and left. In sentimental
text, t and ¢ are positive and negative respectively.
We normalize the occurrence by the total numbers
of words of the respective type of texts.

The discriminativeness ratio will make function
words and type-unrelated words have values close
to one, because these words are expected to occur
similarly often in both types. On the other hand,
words that often appear in one type but rarely in
the other will have a high value (in case of type t)
or a low value (type t). To demonstrate the dif-
ferences in discriminativeness ratios, we analyze
biased texts from the corpus introduced in the previ-
ous section and compare them to sentimental texts
from the public yelp review corpus.*

4.2

As in the example shown in Figure 2, we are also
aware that some biased text segments can be identi-
fied just by looking at its preceding and/or follow-
ing segments. In this figure, all three sources quote

Granularity Analysis

*nttps://www.yelp.com/dataset
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the same utterance, and later give three different
interpretations in order to comment on why the
woman referred to failed to mention some weak-
ness points of the president during the show. The
sentences by The Hill and by Salon are almost the
same, but the phrase of course in the Salon article
is an obvious clue of political bias in it. In contrast,
the New York Post gives a reason to explain why
the woman failed.

To account for such observations, we train bias
models for classifying left and right, based on dif-
ferent lengths of text segments. For each model,
we use a support vector machine with word tri-
gram features—a standard yet powerful baseline in
sentiment analysis (Liu and Zhang, 2012).

We use the left-right article pairs along with their
label from the aggregator as the gold standard. To
know whether bias is already recognizable in short
text segments, we train and test the model on the
article, the paragraph, and the sentence level (for
uniform handling, a paragraph is approximated as a
continuous sequence of 10 sentences). In case bias
is less clear in smaller text segments, we should see
a lower classification performance in the paragraph
and sentence level results.

We point out, though, that other factors besides
this cross-segment bias, can influence the perfor-
mance as well. For example, the different writing
style of portals may play an important role, because
our dataset is dominated by certain portals (see Ta-
ble 1). To account for this factor, we decided to
upsample our data to balance sources. Since some
portals appear only a few times in our dataset, we
upsampled only the top-10 most frequent sources
in both left and right text.

We expect the performance of classification after
the conducted upsampling to be lower than before.
However, we should be able to figure out that the
performance of smaller text is lower.

5 Bias Flipping

In this section, we introduce a model from related
work to generate right-biased headlines given left-
biased headlines and vice versa. However, we ob-
served that not all headlines in our corpus show
bias. To enrich bias information in the training
set, we added the content of each article, split into
sentences. We use these sentences as supplemental
information during learning. Since we do not have
a “flipped” version of each sentence in the content,
we do not use the content for the validation and test



set, and we evaluate the results only based on the
headlines. Knowing that two sentences in a train-
ing pair may have different semantics, we need a
model that learns to flip bias, but at the same time
infers the semantics of a sentence.

Formally, given a source sentence s, along with
its bias label b, and its content z,, during training,
our goal is to generate the target sentence s; with
label b; and content z;, while z, and z; could be
different. We are interested in flipping the bias from
b, to b; and from b; to b,, so we train two encoders
E(sk,by), k € {o,t}, that learn to infer zj:

2l ~ E(Sk, bk) (2)

Analogously, we train two generators GG to gen-

erate s given by, and z:

Sk ~ G(2k, br) = p(sp|br, zk) (3)

Given the parameters in  and GG, 0 and 0, the
two autoencoders (one flips from source to target,
the other from target to source) are then optimized
to minimize the reconstruction error from s, to sj:

‘CTEC(GEv HG) = EskNSk [_ logp(sk"g]ﬁ E(3E7 bE))]?

where k is o when k is s, and k is s when & is o.

As in other generative approaches, we also learn
to maximize the loss of the adversarial discrimina-
tor as follows:

Lady = —log Dk(sk)] - E[log _Dk(s}c))]v 4)

where Dy, is the discriminator used to distinguish
sy, from the flipped version sy.

Finally, the loss function aims to minimize the
loss from reconstruction and the adversarial dis-
criminators from two directions:

‘Crecoat ""’CTeCHO - (‘Cadvo—n +£ad’Ut—>o )v

where 0 — ¢t means flipping from source to tar-
get and ¢ — o from target to source. To train the
model, the architecture of Shen et al. (2017) fits our
needs (see Section 2). We thus replicate their cross-
alignment setting: During training, we choose the
same number of left and right sentences randomly
and then train the autoencoder from two directions
in one batch. Even though the pairing information
is saved by this architecture, the results are promis-
ing: Modifying the sentiment while maintaining
semantics worked correctly in 41.5% of all cases.
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Same Event (Q3)
Same Changed NotSure All
&  Flipped 57 1 0 58
o Same 28 1 0 29
% NotSure 10 1 2 13
&a Al 95 3 2 100

Table 2: Counts of all possible combinations in
the manual evaluation of whether the ground-truth
headlines capture the same event with flipped bias.

Besides, generative models are known to often
produce UNK (the out-of-vocabulary word), which
is especially harmful in understanding the meaning
of short sentences, as given in our task. In order
to reduce the frequency of UNK in the generated
outputs, we set the size of beam search to 10, and
keep the candidates with the fewest UNK.

6 Results and Discussion

In this section, we try to answer our three research
questions from Section 1 by analyzing the results
of our experiments. Firstly, to study the appropri-
ateness of our corpus for the given task, we verify
that the corpus headlines are informative and have
the expected bias. Then, we discuss the result of
bias analysis. Later, we evaluate headlines gen-
erated by the approach against this ground-truth,
both automatically and manually. Finally, a general
discussion of the bias flipping task is given.

6.1 Ground-truth Headlines

From our corpus, we took all 2196 opposite head-
line pairs (left-oriented, right-oriented). Both head-
lines of a pair are about the same event. We ran-
domly selected 100 pairs as the validation set, an-
other 100 pairs as the test set, and the remaining
as the training set. To verify the test set, we hired
three experts in journalism editing to annotate all
100 test pairs. For each pair, the annotators had to
answer four questions:

Ql.

Do you understand headline 1?
{ves | partially yes | no | not sure}

Q2.

Do you understand headline 2?
{ves | partially yes | no | not sure}

Q3.

Do both headlines report on the same event?
{same | mostly same | changed | not sure}

Q4.

Do the headlines have opposite bias?
{flipped | partially flipped | same | not sure}



Sentimental Text Biased Text
Word Ratio Word Ratio
excellent 220.22 Chad 9.52
gem 183.99 Maduro 5.56
wonderful 183.66 purportedly 7.81
delicious 156.72 Chechnya 6.80
fantastic 142.52 Bethlehem 6.04
mushrooﬁ'l.s 1 Ol victori(')l'1.s 1 0 1
breadsticks 1.01 oppressive 1.01
dresser 0.99 tragedy 0.99
unfortunately <0.01 Shawn 0.04
terrible <0.01 incarceration 0.04
rude <0.01 album 0.03
horrible <0.01 valuable 0.03
worst <0.01 N.S.A 0.02

Table 3: The five words each with the highest and
lowest discriminativeness ratio, and words with a
ratio close to one, in sentimental and in biased text.

The resulting Fleiss’x values were 0.97 (Q1),
0.97 (Q2), 0.62 (Q3), and 0.30 (Q4). All anno-
tators understood almost all headlines, except for
one with only two words: “Lerner speaks”. The
agreement for Q3 was substantial and fair for Q4.
Majority voting was used for the final decision.

Table 2 shows the annotations of Q3 and Q4,
combining same and mostly same for Q3, and
flipped and partially flipped for Q4. From the 100
pairs, 95 were labeled as being on the same event,
while only five pairs confused the annotators. For
the bias label, 58 headline pairs have opposite bias,
while the rest did not show any clear difference.

6.2 Bias Analysis

In Table 3, we list the words having the highest and
the lowest discriminativeness ratio in sentimental
and in biased text respectively. We see that, the
top-5 words in sentimental text are positive words
and the bottom-5 words are negative words. En-
tities such as mushrooms or dresser have values
close to one. The results fit the intuition that peo-
ple usually use positive words in a positive review,
such as “great breakfast place”, and negative words
in a negative review. While sometimes negative
expressions use positive words by negating (“my
experience here was not great at all””), the ratio of
words clearly shows this tendency.

In contrast, we observe that this is not the case
in biased text. There, both positive and negative
sentiment words have a frequency ratio close to
one. This is expected, because we observe that
both sides use positive (negative) words to support
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Text segment  Original Source-normalized
Article 0.94 0.89
Paragraph 0.82 0.73
Sentence 0.76 0.59

Table 4: Bias classification accuracies on different
size of text segments, once on the original data and
once for normalized (upsampled) sources.

Same Event (Q3)
Same Changed NotSure All
&  Flipped 83 17 4 104
= Same 21 10 0 31
2 Not Sure 23 33 9 65
A All 127 60 13 200

Table 5: Counts of all combinations in the manual
evaluation of the generated compared to the ground-
truth headlines in terms of event and bias.

(oppose) some entities. Moreover, many of the top-
5 and the bottom-5 words are named entities, such
as Maduro and N.S.A. This indicates that articles
with either bias tend to criticize or approve different
entities, but that they do not use different sentiment
words to do so. In line with this, a previous analysis
on bias language showed that many bias indicators
include named entities (Yano et al., 2010).

The results of bias classification is shown in Ta-
ble 4, and the distribution of bias is balanced. In
general, we observe that bias classification on the
article level appears not to be very difficult. Even
though we only employ rather simple models and
features, we achieve a very high accuracy of 0.94.
Also, the shorter the segments that we use for train-
ing and testing, the lower the classification perfor-
mance we get (although it always remains higher
than chance). As expected, when we upsample the
sources, performance is reduced. However, our
hypothesis is still supported: a part of bias is con-
veyed by longer text segments only.

6.3 Generated Headlines

Besides the model we propose in the paper, we also
experimented with other approaches that generate
a text given another text. Specifically, we tried
(1) training our model only with headline pairs,
(2) the pointer generator (See et al., 2017) trained
only with headline pairs, and (3) the sentiment and
style transfer from Li et al. (2018). The pointer
generator originally focuses on abstractive sum-
marization where it achieved high Rouge scores.
It learns to copy words from the source to han-



Ground-truth headline pair Generated versions of the headlines Evaluation
Headline Bias Headline Bias Event Bias
John McCain urges republicans not to left  John McCain has elected to avoid gun same flipped
filibuster gun control. control.

White House looks to salvage gun-control right White House got to get bipartisan change. mostly partially
legislation. same flipped
Obama accepts nomination, says his plan  left — Obama blasted re-election, saying it a mostly flipped
leads to a “better place”. “very difficult” to go down. same

Lackluster Obama: change is hard, give  right Real GOP: debate is right, and more changed  flipped

me more time. Trump.

Table 6: Two left-right headline pairs, along with the rewritten versions generated by our approach. The
bias of the ground-truth headlines is given in our corpus. The bias of the generated headlines is from the

human annotators.

dle out-of-vocabulary issues. The sentiment and
style transfer focuses on detecting the attribute (the
sentiment words for instance), trying to alter it by
looking for the best candidates in a corpus.

However, even when fine-tuning their parame-
ters, neither of these approaches generated read-
able outputs. Mostly, they just repeated words or
phrases, such as in “the the the” or “trump he same
he for trump”. So, without sufficient content in the
training data, it seems hard to obtain a language
model that generates meaningful sentences.

In particular, the pointer generator requires
paired training samples, hence training with sen-
tences from the content is not possible. The sen-
timent and style transfer does not require paired
training samples, but its attribute detection mecha-
nism requires an unequal distribution of sentiment
words. From the experiment in bias analysis, we
know that this assumption does not hold in our cor-
pus. The model described in the approach section
is an end-to-end model without any strong assump-
tion. Although it has higher amount of parameters,
it can produce more readable sentences.

For automatic evaluation, we measured the simi-
larity between the generated and the ground-truth
headlines via Rouge-1, Rouge-2, and Rouge-L, re-
sulting in F-scores of 15, 3, and 12. In an additional
manual evaluation, another three editing experts an-
swered Q2 to Q4 by comparing the original and
generated headlines, with a Fleiss’ « of 0.61 (Q2),
0.51 (Q3), and 0.29 (Q4). Out of 200 generated
headlines (100 left-to-right, 100 right-to-left), 73
were seen as understandable (Q2), which we see
as a good result for a generative model. For Q3
and Q4, Table 5 details the results. For those head-
lines, where the content was kept (127), the bias
was flipped in 83 cases (65%). Even for those with
changed meaning, 28% got the opposite bias.
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6.4 Analysis

Table 6 shows selected pairs of ground-truth and
generated headline. They demonstrate that our
model keeps the event similar by using the same
words, and flips bias by replacing or adding bias
words. The generated headlines contain some gram-
mar errors, but we see these as tolerable in machine-
generated text on limited data.

In the first pair, the original headline states that
McCain was pro gun control, while the rewritten
one implies he was against — a successful flip. The
ground-truth bias-flipped headline in the second
row mostly uses other words while being pro gun
control. The generated headline also keeps most
words, but turns out rather neutral. In the second
pair, the original headline shows a positive opin-
ion on Obama, the generated headline a negative
opinion on him. When rewriting the ground-truth
bias-flipped headline (last row), the meaning is not
kept. However, it is visible that the generated head-
lines is pro Trump.

We point out that there is a difference between
bias flipping and fact changing. For example in
the first pair, without knowing what John McCain
stood for, we could neither guess his real opinion
on gun control nor could we conclude what he
supported or not. In fact, bias can be conveyed by
emphasizing facts supporting a claim, as well as
by hiding facts attacking a claim. In other words,
we might see different facts about the same event
with different types of bias. A news headline may
be a conclusion, while the news content shows the
facts supporting this conclusion. In such cases, no
computational model will be able to flip the content
only using the text itself, as it is hardly possible to
simply generate new facts. Including more articles
reporting on the same event will be useful to help
the model learn the unseen information. We see



this as future work on article-level bias flipping.

Finally, we found that an automatic evaluation of
bias flipping is limited. In the discussed examples,
we see that even for a successful flipping, the over-
lapping of generated and ground-truth headlines
are very low. In fact, the successful cases have a
mean Rouge-1 score of 17, unsuccessful ones of 15.
Furthermore, if we divide the test pairs into those
labeled as same event and flipped bias (57 pairs)
and the rest (43), we find that the former are more
often rewritten successfully (43% vs. 20%). This
suggests that filtering out noisy cases with the help
of experts will help improve the performance.

7 Conclusion

This paper has introduced the challenging task of
rewriting news articles with flipped political bias
as well as a bias-labeled corpus to study the task.
As a first step, we have tackled the analysis of bi-
ased text and compared biased with sentimental
text. We have found that (1) the types of discrim-
inative words for biased and sentimental text are
entirely different, and (2) some bias is visible on
paragraph level only or even article level only. We
have then applied a cross-aligned autoencoder to
rewrite article headlines with flipped bias, incor-
porating content information from the article. Our
experiments suggest that current state-of-the-art ap-
proaches struggle with this task. While our best
tested model performed considerably well, there is
still much room for improvement. Regarding the
evaluation of the model, the Rouge score turned
out insufficient to assess bias flipping quality.

In the future, we aim to employ the knowledge
from bias analysis in the generation process, to
rethink existing automatic evaluation metrics, and
to study how to flip the bias of complete articles.
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Abstract

Recent neural models for response genera-
tion show good results in terms of general
responses. In real conversations, however,
depending on the speaker/responder, sim-
ilar utterances should require different re-
sponses. In this study, we attempt to con-
sider individual user’s information in ad-
justing the notable sequence-to-sequence
(seq2seq) model for more diverse, user-
specific responses. We assume that we
need user-specific features to adjust the re-
sponse and we argue that some selected
representative words from the users are
suitable for this task. Furthermore, we
prove that even for unseen or unknown
users, our model can provide more diverse
and interesting responses, while main-
taining correlation with input utterances.
Experimental results with human evalu-
ation show that our model can generate
more interesting responses than the popu-
lar seq2seqmodel and achieve higher rele-
vance with input utterances than our base-
line.

1 Introduction

Human-computer conversation is a challenging
task in Natural Language Processing (NLP). The
aim of conversation models is to generate fluent
and relevant responses given an input in a free
format, i.e., not just in the form of a question.
A large amount of available data on the Inter-
net has sparked the shift in conversation models.
Starting with Ritter et al. (2011), completely data-
driven models are now commonly used to gen-
erate responses. Furthermore, the sequence-to-
sequence (seq2seq) model initiated by Sutskever
et al. (2014) has been adapted to many NLP tasks,

&9

input how are you ?

userl good morning how are you

user2 i’'m doing ok

user3 i'mgood!!!

user4 not really good

input i am excited !

userl are you sure ? !

user2 come to the party ?

user3 vay!!!

user4 are you gonna do it ?
Table 1: Sample responses from our proposed

model involving four different users.

notably to machine translation (MT) and response
generation.

Actual conversations involving humans would
be more engaging and the responses are not always
general and monotonic. However, neural conver-
sation models tend to generate safe, general, and
uninteresting responses, e.g., I don’t know or I'm
OK (Sordoni et al., 2015; Vinyals and Le, 2015;
Liet al., 2016b). We argue that, aside from adding
or understanding the context of a conversation,
speaking style and response diversity also play
an important role in delivering a more interesting
conversation.

Recent studies addressed the response diversity
and engagement issues and have attempted to gen-
erate responses better than the common and gen-
eral ones. Some tackled this issue by defining
and emphasizing context; previous utterances are
commonly used as context in a conversation (Sor-
doni et al., 2015; Li et al., 2016a). Other stud-
ies have attempted to diversify or manipulate re-
sponses using specific attributes such as user iden-
tification (Li et al., 2016b), profile information sets
(Zhang et al., 2018; Wang et al., 2017; Herzig
et al., 2017), topics (Xing et al., 2017), and speci-
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fied mechanisms (Zhou et al., 2017).

In this study, we focus on the issue of “response
style.” We intend to let the model learn to gener-
ate responses that resemble those of a real person.
Given an input utterance and user-specific infor-
mation, the model will generate a response rele-
vant to the input utterance based on the given user-
specific information.

The existing methods that exhibit the use of
user-specific information (Li et al., 2016b; Zhang
et al., 2018), usually require that the users ap-
pear in the training data. Therefore, these existing
methods cannot handle the unseen users, i.e., users
that do not exist in the training data. This is a lim-
itation that we want to address in this study. As
we intend to make our model versatile, we want
to cover also the users that are not present in the
training data. Hence, in this study, we propose a
model that also works with unseen users.

Since we need identifiers of users, we rely on
Twitter as the source of datasets. The dataset used
in this work was constructed by collecting tweets
and replies, i.e., responses to other tweets. Aside
from the user identity, to construct user-specific in-
formation, we retrieved individual public tweets
from each account that are not replies to other
tweets. We assume that some selected representa-
tive words from the retrieved individual tweets are
suitable as the user’s information. Therefore, we
use two types of user-specific information: user
identities and collections of users’ representative
words.

Unlike other tasks that can assume a finite set
of expected outputs, e.g., machine translation, in
response generation, an input utterance can elicit
various responses. Thus, measuring the quality of
the output becomes a formidable issue. To mea-
sure the quality of generated responses, we rely
on human judgment. Three evaluation criteria are
provided to the judges: fluency, relevance, and
style. The results show that our model is signif-
icantly better than the baseline in relevance and
style. Some examples of generated responses from
our model are shown in Table 1.

2 Related Work

Attempts to develop neural response generation
models have been increasing rapidly, providing
several options to further improve neural conver-
sation models. Some notable studies in this field
(Vinyals and Le, 2015; Shang et al., 2015; Sordoni
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et al., 2015) follow the encoder-decoder frame-
work of Sutskever et al. (2014). For response gen-
eration, the encoder-decoder models are usually
supplemented by the attention mechanism, follow-
ing the implementation of Bahdanau et al. (2015)
or Luong et al. (2015).

As for response diversity, earlier researches
have acknowledged that responses to one input
utterance could be varied (Shang et al., 2015;
Li et al., 2016a). To address this issue, several
approaches have been proposed; some of these
attempts incorporate style or a persona into the
model while others focus only on increasing the
variety.

Li et al. (2016b) proposed a persona-based
model that uses a feature called speaker embed-
dings that are based on an individual user’s iden-
tity. They have integrated these embeddings into
the decoding phase. Despite showing positive re-
sults, this approach works only for the persona or
user identity that appears in the training data. If a
persona is absent from the training data, it would
behave like the normal seq2seq model. Our work
is similar to them in that we use the speaker iden-
tity in the decoding phase, but our work can gener-
ate user-specific responses even for unseen or un-
known users.

Similar efforts have been made by Zhang et al.
(2018), who attempted to personalize the out-
put style using a set of introductory sentences as
the user’s profile. They combined the encoder-
decoder model with the memory network, aiming
to enhance the model’s ability to “memorize” the
profile. A study from Wang et al. (2017) has also
attempted to “steer” the output style using addi-
tional information called scenting datasets. These
scenting datasets consist of a corpus, or a col-
lection of particular sentences, with each dataset
being exclusive to one character. In their study,
Wang et al. (2017) only focused on one character
(scenting dataset) for each model. Hence, their
model can only generate responses of one partic-
ular style at a time. We also use an additional
dataset to control the style, but we differ from
them in that we can deal with multiple characters
in one model.

A model focusing on increasing diversity with-
out using specific characteristic was devised by
Zhou et al. (2017). They defined some mecha-
nisms and generated latent features to divert the
context of input utterances before feeding them



to the decoder. They also presented some corre-
sponding words to each mechanism.

3 Sequence-to-Sequence Setup

Following the popular approach in neural response
generation, we base our encoder-decoder model
on the seq2seq model with attention mechanism.
Given the input sequence X = (x1,22, ..., Tny )s
the model will attempt to produce the output se-
quence Y = (y1,%2, ..., Yn, ) as a generated re-
sponse. For the encoder, we adopt the LSTM
(Hochreiter and Schmidhuber, 1997) unit to com-
pute the representation of the input sequence. We
keep all the hidden states produced by the encoder.
Here, we use the notation A for each hidden state.
Then, we adopt an attention-based model (Luong
et al., 2015; Bahdanau et al., 2015) for the de-
coder. In general, the decoding process for each
time step can be interpreted through the following
equations:

p(Wily<i,z) = softmax(Why), ()
he = tanh(Weleg hel),  (2)
hy = LSTM(yt—l;ht—l)y (3)
S
e =y ay(s)hs, )
s=1
ai(s) = softmax(h; Wahs), (5)
exp(htTWaBs)

Do exp(h,] Wohy)

The attention-based model used in this work is
based on Luong et al. (2015). The weights W
and W, are the learned parameters of the decoder.
With a;(s) as the vector containing the alignment
score for each hidden state h of the encoder, ¢; is
the context for the current decoder at time step hy.
In addition to the attention-based model, we also
apply the input-feeding approach by Luong et al.
(2015) as an attempt to make the model capture
the previous alignment. Input-feeding is done by
concatenating the current attentional vector hy to
the input to the decoder at the next time step. For
both the encoder and the decoder, we employ two-
layer LSTM architectures.

4 Response Generation with Attention to
Speaker Information

As mentioned in Section 1, we argue for the im-
portance of diversity in response style in creating
a more compelling conversation. Our intention is
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to capture the characteristics of the users, i.e., the
responders, and to take them into account in re-
sponse generation. Our work can be considered as
an attempt to improve the persona-based model by
Li et al. (2016b). Their model represents individ-
ual users, or in their term speakers, in the training
data as a vector or embedding of speaker-specific
information. Adapting their work, we pick user-
names as one of the user-specific attributes, and
then convert them to embeddings to allow the
model to distinguish between users’ characteris-
tics. However, this approach can only accommo-
date users present in the training data. To over-
come this issue, we suggest a small dataset for
each user to serve as another characteristic feature.

4.1 User-Specific Information

In this study, we define two kinds of user-specific
information: user embeddings and user-info em-
beddings. User embeddings are derived from user-
names in the training data, while user-info em-
beddings are derived from separate collections of
words used by the users. User embeddings are
only useful for users present in the training data,
while user-info embeddings are independent of the
training data. The details about how these data are
retrieved will be explained in Section 5.

Following the setup described in Section 3, let
Iirain, denote the set of users (responders) in the
training data, K¢ the dimension of word em-
beddings, and K., the dimension of user embed-
dings. We convert words in each input sequence X
to embeddings with size K,,-4. Then, we define
a user identity, embedding u; with size Ky, for
each user ¢ € Iyrqin. The user embedding u; is
shared to all conversations involving user .

The second type of user information involves
a collection of users’ selected words. In order to
capture the characteristic, especially the speaking
style, of each user, we argue that we need to de-
fine a feature or a set of information that can let
the model learn about the characteristic. Thus, we
assume that a carefully selected set of words from
each user’s conversation history is suitable for this
task.

Let I denote the set of users. Note that Iyyqin
is a subset of /. For each user in /, several sen-
tences can be collected. From this collection of
sentences, we then extract N words to represent
the characteristics of the user. To select those N
words, we need a particular approach to score the
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Figure 1: Overview of our neural conversation model with attention to user-specific information. We
use two-layer LSTM for both the encoder and the decoder. The attention layer attends to source hidden

states hg

and user-info embeddings P; for user 7. User embeddings u; are concatenated with the decoder input at

every step.

words.

We compared several scoring methods that are
simple enough to employ: word frequency, TF-
IDF (Sparck Jones, 1988), and Pointwise Mutual
Information (PMI). To compare them, we treated
all the words in the selected sentences as the in-
put for every method. Then we ranked the words
according to the scores by every method and took
N words with the highest ranks for each method.
Hence, we have three sets of selected N words,
and then deployed them in the training and evalu-
ated the results preliminarily.

Two fluent speakers of English were asked to
compare the quality of generated responses. We
provided the two evaluators with three sets of gen-
erated responses using three different sets of N
words, then asked them to evaluate the fluency and
relevance to the input message. Based on their
evaluation, we decided to choose TF-IDF as the
scoring method to extract NV words as the user-info
dataset. Each of these words is further converted
to an embedding of dimension Ky,,q4.

4.2 Attentional Conversation Model

Our attentional LSTM model takes three features
as input: input word embeddings, user embed-
dings, and user-info embeddings. Both user em-
beddings and user-info embeddings are used in
the decoder of the encoder-decoder model. Since
our model also incorporates the input-feeding ap-
proach, the input for the decoding phase is the con-
catenation of the output of the previous time step
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Yt—1, user embedding u;, and input-feeding Bt,l.
The user-info embeddings will be used later as the
input for additional attention mechanism. Hence,
the decoding process can be described as follows:

he = LSTM ([ye—1; us; he—1), h—1). (6)

The user-info embeddings are constructed from
the collection of top N ranked words uttered by
intended users, where the users are not necessarily
present in the training data. Using the same em-
beddings as input word embeddings, we compose
P = {piy, - pin} (Vk, pi, € REword) ag user-
info embeddings for user .

The model is trained to attend not only to the
input source, i.e., the hidden states of the encoder,
but also to the user-info embeddings. Therefore,
since this model uses two contexts, we need to ad-
just Equation (3) to

hy = tanh(Wo[c™; 47); b)), (7)

(X)

where we define c;
source and cgp) as the context for user-info em-
beddings. This proposed model is illustrated in

Figure 1.

as the context for input

5 Datasets

Since our target is to incorporate and emphasize
the response styles of actual human responders,
we need to include user identification attributes in
the datasets. Therefore, for datasets, we collected



tweets from Twitter API. Then, we constructed
two types of datasets: conversation dataset and
user-info dataset.

5.1 Conversation Dataset

This dataset is designated to train the model to
generate a response to a given input utterance in
general. We extracted this dataset from Twitter,
and retrieved only those tweets that satisfy the fol-
lowing conditions. We set a filter to select only
reply tweets, i.e., responses to other tweets, from
users who had engaged in conversations with a
minimum of three turns. We paired each reply
with the tweet that it is a response of, as response
and input utterance, respectively. We then used
the responders’ usernames as the user identifica-
tion attribute, hence user embeddings. Note that
the user embeddings can only be obtained from
this conversation dataset.

To improve data quality, we further cleaned
up the retrieved tweets to remove some noises,
such as tweets with non-ASCII characters, du-
plications, and non-English tweets. We also
removed URLs, hashtags, and mentions from
tweets. The final conversation dataset consists of
around 230,000 pairs of input utterances and re-
sponses.

5.2 User-Info Dataset

This dataset is an effort to capture more charac-
teristic of the users and also to handle the unseen
users in the training dataset. User-info embed-
dings mentioned in Section 4.1 are derived from
this dataset. To construct user-info dataset, we
retrieved tweets from the accounts of every user-
name in the conversation dataset. To ensure that
this dataset is independent from the conversation
dataset, we retrieved only individual tweets, i.e.,
non-replies as opposed to the reply tweets for con-
versation dataset. We retrieved all public tweets,
via Twitter API, from each account and then ap-
plied TE-IDF to find the most important words for
each user. For an individual user, we treated one
tweet (sentence) as one document and hence com-
puted the TF-IDF score for each word across all
sentences. Then, we kept the top 50 words accord-
ing to the TF-IDF scores.

The usage of this dataset is independent of the
conversation dataset. We can pair the user infor-
mation in the user-info dataset with the one, the
same user, in the conversation dataset or we can
disregard the relationship.

93

6 Experiments

6.1 Implementation Details

Both our encoder and decoder employed two-layer
stacked LSTMs. Some hyper-parameter details
are as follows:

Each LSTM layer contains 300 hidden units.
Embedding size is set to 300.

Network parameters are initialized with uni-
form distribution [—0.05, 0.05].

Training batch size is set to 128.

Learning rate for the encoder is set to 0.0001,
multiplied by 2.5 for the decoder.

Dropout rate is set to 0.1.

Vocabulary size is 35,000.

We trained the model by using the Adam opti-
mizer (Kingma and Ba, 2014) with different learn-
ing rates between the encoder and decoder. We
conducted several procedures to determine the
training stop condition. We observed the decrease
in loss Hy (y) := — >, yilog(y;). When the de-
crease was starting to converge, at around less than
7%, we asked two English fluent speakers to eval-
uate the generated responses. Finally, we stopped
the training at the 47th epoch. We also limited the
maximum length of an utterance to 15 words per
sentence. The training was run on a single Titan X
GPU for about three days.

The input utterance and user-info embeddings
were initialized with GloVe embeddings (Penning-
ton et al., 2014). We replaced the words not in the
vocabulary with UNK tokens. The same treatment
was applied to unseen users in user embeddings.
We set the UNK token embeddings to a vector of
all zeroes at the initial stage. To select the predic-
tion, we opted to use the greedy approach.

6.2 Baseline and Comparison Models

We adopted the speaker model of Li et al. (2016b)
to serve as the benchmark for our model. Their
work used persona (user-identification attribute) in
the decoding phase to let the model assimilate the
style of that user, or “nearby” users, into the re-
sponses.

In terms of using user embeddings in the decod-
ing phase, our model and theirs are similar. How-
ever, as mentioned in Section 5, user embeddings



cannot cover unseen users. Our model overcomes
that issue by using user-info embeddings. The de-
coder input of both the models can be represented
by Equation (6). Since the baseline model does
not have user-info embeddings, our model’s atten-
tional hidden ﬁt is different from theirs. The at-
tentional hidden of the baseline model would be
the same as Equation (3), while our model’s Bt is
represented by Equation (7).

We also prepare a variant of our proposed
model, using unseen (UNK) users for user em-
beddings. The rationale for this setting is to in-
vestigate whether our model could generate bet-
ter responses against our baseline’s handicap. The
last comparison model was a vanilla seq2seq
model (without user and user-info embeddings).
For simplicity, we labeled the four models as
User + Info for our main model with user em-
beddings and user-info embeddings, UserOnly
for baseline, UNK + Info for our variant model
with unseen users and user-info embeddings, and
seq2seq for vanilla seq2seq model.

Bio

Journalist. Writer. Broadcaster. For Hire.
#AllBlackLivesMatter. Everything is
wrestling. Header by (@censored

Sample Tweets

»  Breaking in a new pair of jeans today.
Pray for yer boi.

*  Nabhit's asocial cold now. Don't invite
me to any events. I'm not trekking. I'm
not traveling unless there free food,
booze or you paying me. It's blitz.

= Shouts to all my freelancers who are
getting more work now the full time
peeps are taking their
winter/Christmas holiday time.
Rumble workers, rumble.

= Nah someone needs to put you in the
sin bin for 10 minutes. You are out of
control today.

»=  Had creamed corned for the first time
yesterday. Looked like sick, tasted
alright

Figure 2: Example of a user’s Twitter bio and sam-
ple tweets used in style evaluation. We censored
any mentions of other accounts.
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6.3 Evaluation Setup

Many previous studies on dialogue or response
generation models (Li et al., 2016b,a; Sordoni
et al., 2015; Xing et al., 2017) relied on BLEU
(Papineni et al., 2002) as their automatic evalua-
tion metric. To compute the score, BLEU mea-
sures the overlapping words or n-grams between
the generated output (hypothesis) and the target
output (reference). BLEU was initially intended
for machine translation, which tends to have a fi-
nite target; therefore, it might not be suitable for
evaluating conversation models.

According to Liu et al. (2016), BLEU is lowly
correlated with human judgments of dialogue sys-
tems. Additionally, some other work on response
generation (Shang et al., 2015; Li et al., 2016c;
Wang et al., 2017; Zhou et al., 2017) did not use
BLEU for their evaluation method, relying on hu-
man judgment instead. Thus, we opted to use only
human evaluation in our work.

We hired judges from Amazon Mechanical
Turk (AMT) to evaluate the quality of our gen-
erated responses. The following three judgment
criteria were defined:

e fluency or naturalness: Whether the re-
sponse could be produced by (an English
speaking) human.

e relevance or adequacy: Whether the re-
sponse could be accepted as a suitable answer
or contained useful information regarding the
input utterance.

e style: Whether the response could be pro-
duced by the same person if some profile in-
formation was provided.

The rationale behind measuring these criteria is as
follows. Even though our goal is to integrate styles
to the generated responses, we also want to assure
that the generated responses are correct and useful
to the input. Since we supposed that style is signif-
icantly harder to evaluate, the evaluation task was
done in two stages: the first stage was for fluency
and relevance, and the second stage was for style.

We randomly picked 12 users from the conver-
sation dataset and retrieved tweets that they replied
to. For each user, 5—10 tweets were obtained to be
used as input utterances. In total, 100 tweets were
collected, and each pair of an input utterance and
its response was then evaluated by 10 judges.



Fluency (%)

Relevance (%)

Models bad | enough | good | bad | enough | good
UserOnly (Baseline) 19.5 27.3 53.2 | 51.8 25.2 23.0
seq2seq 8.2 25.8 66.0 | 40.1 29.4 30.5
User + Info 17.5 26.4 56.1 | 44.9 28.2 26.9
UNK + Info (with unseen users) | 9.0 23.7 673 | 374 31.2 314

Table 2: Human evaluation results for fluency and relevance, presented as raw score percentages. Our
UNK + Info model with unseen users gains 26.5% more for fluency and 36.5% more for relevance

compared to the baseline.

For the first stage, we provided the judges with
only input utterance-response pairs. There were
four models in total, so one utterance had four re-
sponse alternatives. We employed a three-point
Likert scale, labeled {bad, enough, good}, which
were later converted to {—1, 0, +1}, respectively,
and asked the judges to score every response alter-
native in terms of fluency and relevance.

In the second stage, the judges were provided
with Twitter user bio, i.e., a user’s short biogra-
phy or profile information that commonly contains
keywords, and some sample tweets from the re-
spective users. We asked the judges to evaluate
the response alternatives on the basis of the pro-
vided information and to score them in the range
from 1 to 5, where a smaller number is better.
Since this time the judges have provided informa-
tion to compare to, we assume that ranking is more
appropriate to measure the similarity between re-
sponse alternatives and provided samples. Ties
in the score were permitted. For style evaluation,
since we intended to investigate the influence of
user-specific information to the response, we ex-
cluded the vanilla seq2seq model. An example of
the provided information is shown in Figure 2.

7 Results and Analysis

7.1 Human Judgment

We first evaluated the fluency and relevance of the
responses. In this stage, one utterance received
four responses from all models. We let the judges
score using three choices: bad, enough, and good.

To decide which model is the better one, first,
we counted the number of each score label ev-
ery model received. We call it raw scores. The
summary of raw scores by the judges is shown in
Table 2. According to these results, for both cri-
teria, UNK + Info (with unseen users) received
the highest good score, followed by the seq2seq
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model. The UNK + Info gains 26.5% more flu-
ency point compared to the baseline. To calculate
this gain, we simply compared the percentage ob-
tained by UNK + Info (67.3%) against UserOnly
(53.2%).

While it is obvious that high good score is de-
sirable, we also want to see if our model can gen-
erate more “good enough” response compared to
other models. Then, we combined enough and
good scores as acceptable. As shown in Table 4,
seq2seq seems to achieve the highest score in
terms of fluency, even though it only gains 0.87%
more point than UNK + Info model. Therefore,
we argue that our UNK + Info can be considered
as fluent enough.

For relevance, the bad scores of all models are
higher than the good scores. This implies that rel-
evance is harder to achieve than fluency. Yet our
variant model, UNK + Info, achieved the high-
est acceptable score in this criteria, gaining 36.5%
compared to the baseline.

We calculated the average of the scores by con-
verting them to {—1,0,+1} for each model and
criteria, as seen in Table 5. In this table, our variant
model, UNK + Info, wins in both criteria. Never-
theless, our model can get higher scores in both
criteria than the baseline model, UserOnly. Us-
ing one-way ANOVA as significance test, we con-
firmed that our model is significantly better than
the baseline in the relevance criteria.

In the second stage, we measured the similar-
ity in style among generated responses and users’
sample tweets. As in the first stage, each of
the 100 input-response pairs was evaluated by 10
judges, resulting in 1,000 samples, from which
we removed some results that did not show con-
sistency, e.g., the results with identical responses
with a different score. As explained in Section 6.3,
we evaluated only three models. This was done to



User | Input Responses
User + Info \ UNK + Info
i'm going to have a cardiac | ilove you what if i do
episode and my wife is not here
Userl | hate to burst your bubble it snowed | and now you get to the | ahh! ! ! i was so excited
last night & this morning game !
they cut so much out of the finale ! | i was thinking it was it was a good season ! !
if lebron loses this series does he | he scored the house and | he was playing with his rb
leave and where does he go ? got his back house /3
he was five for his last 50 you liter- | are you saying that were | he has a good draft ?
User2 | ally had to pound the middle of the | no reason ?
zone three times
hey guess what ? the bills will draft | lol you got that man ! ! ! | you beat me ?
a few football players this weekend | !'!!
this is such a mood and i can’t even | did you get braces or wal- | hello ! !'!
User3 explain wh.y . ma}.’t ? .
you can skip iron man 3 do i get some rest ? yeah i am
heard he cheated on her don’t forget she was a lesbian

Table 3: Examples of responses from different users generated by our model, using known users and
their user-info respectively, and its variant model, using unseen users and the same user-infos.

investigate the influence of user-specific informa-
tion. Additionally, we intended to perform a com-
parison with a baseline with the same objective.
The results can be observed in Table 6.

Based on the style evaluation results in Table 6,
the average scores appear to be positioned in the
middle of the range, i.e., around rank three. It
suggests that, in general all models only generate
“good enough” responses in term of style. Nev-
ertheless, our variant model is significantly bet-
ter than the baseline, proved by the Friedman
Test. Sample responses generated by our model
are shown in Table 3.

Models Fluency (%) | Relevance (%)
acceptable acceptable
UserOnly 80.5 48.2
seq2seq 91.8 59.9
User + Info 82.5 55.1
UNK + Info 91.0 62.6

Table 4: Acceptable or “Good enough” results
with good and enough scores combined. seq2seq
tops fluency, but our model with unseen users gets
the highest relevance score.
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Models \ Fluency Relevance

UserOnly 0.337 £ 0.06 | -0.28 + 0.06
seq2seq 0.578 £ 0.05 | -0.09 £+ 0.06
User + Info | 0.386 4= 0.06 | -0.18 £ 0.06
UNK + Info | 0.583 £+ 0.05 | -0.06 + 0.06

Table 5: Average scores for fluency and relevance
criteria. For relevance, our model achieved sig-
nificantly better scores than the baseline (one-way
ANOVA, p < 0.05).

Models \ Style Rank
UserOnly 3.37 £0.09
User + Info | 3.29 + 0.09
UNK + Info | 3.16 + 0.09

Table 6: Results of style evaluation. Smaller val-
ues are better. Our variant model was significantly
better than the baseline (Friedman Test, p < 0.05).

7.2 Analysis: External Resources and
Response Style

Our main intention is to incorporate an individual
user’s characteristics to generated responses. We
specifically attempted to incorporate more infor-
mation to emphasize the response style of different
users. Therefore, we conducted an experiment to
incorporate additional information, and the evalu-



ation we performed proved that the judges recog-
nized a better change in style.

Furthermore, one aspect that distinguishes our
model from others is the application of external
resources. Usually, if a model was trained to pick
up some specific traits or characteristics, such fea-
tures should be included in the training. Our work
also serves as an evidence of usability of external
resources for response generation models. With
simple mechanisms such as attention, our model
can adjust the responses to be better with a small
“plug and play” dataset.

An interesting finding is that the wvariant
UNK + Info model achieved better scores than
our User + Info model. Through manual obser-
vation, we conceived that a model with more in-
jected information can become too “stylized” and
lose some relevance to the input utterance. How-
ever, the baseline, with less information, still re-
ceived lower scores. This indicates the strength of
the attention mechanism.

In conclusion, a problem still persists in styling
generated responses. Regardless of the results be-
ing better than the baseline for the previous work,
generating fluent and relevant responses with an
expected style is still challenging. It might be the
common case that either the responses are good
but general and timid, or they are interesting but
lacking some relevance.

8 Conclusion and Future Work

In this study, we conducted experiments to ad-
dress the response diversity issue, particularly in
response style. We employed user-specific infor-
mation to drive the generated responses to resem-
ble real user’s utterances. We considered user-
names and the user-info dataset as user-specific in-
formation.

Evaluation through human judgment showed
that the outputs of our model are better than the
baseline overall, especially our variant model with
unseen users. Our model also showed the poten-
tial of using external resources in encoder-decoder
models. Although we cannot declare that our
model architecture is sophisticated, our experi-
ments can serve as the evidence that a simple
but appropriate architecture can improve response
quality.

The remaining challenge is how to properly em-
phasize the response style without damaging the
content (context) or its relevance. If we can make
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a good compromise between response content and
style and can control the use of these two elements,
we argue that it would substantially increase the
quality of conversation models.
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Abstract

As unmanned vehicles become more au-
tonomous, it is important to maintain a
high level of transparency regarding their
behaviour and how they operate. This is
particularly important in remote locations
where they cannot be directly observed.
Here, we describe a method for generat-
ing explanations in natural language of au-
tonomous system behaviour and reason-
ing. Our method involves deriving an
interpretable model of autonomy through
having an expert ‘speak aloud’ and pro-
viding various levels of detail based on
this model. Through an online evaluation
study with operators, we show it is best to
generate explanations with multiple possi-
ble reasons but tersely worded. This work
has implications for designing interfaces
for autonomy as well as for explainable Al
and operator training.

1 Introduction

Robots and autonomous systems are increasingly
being operated remotely in hazardous environ-
ments such as in the nuclear or energy sector do-
mains (Hastie et al., 2018; Li et al., 2017; Kwon
and Yi, 2012; Nagatani et al., 2013; Shukla and
Karki, 2016; Wong et al., 2017). Typically, these
remote robots instil less trust than those co-located
(Bainbridge et al., 2008; Hastie et al., 2017b;
Li, 2015). Thus, the interface between the op-
erator and autonomous systems is key to main-
taining situation awareness and understanding be-
tween the system and the human operator (Robb
et al., 2018). It is this aspect of understanding
that we examine here with respect to aligning the
operator’s mental model (Johnson-Laird, 1980), in
terms of both what the system can do and why it
is doing certain behaviours. We propose that this
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type of explainability will increase trust and there-
fore adoption of remote autonomous systems.

According to Kulesza et al. (2013), varying
the natural language generation of explanations in
terms of verbosity (i.e. how many reasons to give
or completeness) and the level of detail (sound-
ness) changes the effectiveness of the explanations
in terms of improving the user’s mental model.
It also affects whether the user thinks that it was
“worth it” to read the explanation. It is these as-
pects of explanation generation that we explore
here.

We focus on the natural language generation
of explanations as a part of an interactive multi-
modal system called MIRIAM for situation aware-
ness for autonomous underwater vehicles (AUVSs).
This interface was developed in conjunction with
industry partner SeeByte Ltd (see Figure 1) and
runs alongside their commercial Ul called See-
Track with a chat interface, which gives status and
mission updates. This multimodal interface has
been shown to increase situation awareness (Robb
et al., 2018; Hastie et al., 2017a) both by using
chat and graphical interface over just graphical in-
terface alone.

We describe a method of explanation generation
that is agnostic to the type of autonomy or vehi-
cle. Our contribution is through the ‘speak-aloud’
method for deriving a model of autonomy for ex-
planations and through the analysis of the forms
that these explanations would take to maximally
improve the user’s mental model. The findings re-
ported here can be used as heuristics for explain-
ing behaviour of remote autonomous systems but
also face-to-face robotics (Perera et al., 2016) and
other explainable Al tasks such as explaining rec-
ommendations (Kulesza et al., 2013). Finally, they
could be used to improve operator training.

Proceedings of The 11th International Natural Language Generation Conference, pages 99—108,
Tilburg, The Netherlands, November 5-8, 2018. (©2018 Association for Computational Linguistics
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Figure 1: The multimodal interface with SeeTrack interface showing the predicted path of the vehicle on
the left and the chat interface on the right where explanations appear.

2 Background

Explainability is an important facet of a transpar-
ent system (Wortham et al., 2017) as it can pro-
vide the user with a high fidelity mental model,
along with increased confidence and performance
(Bras et al., 2018; Lim et al., 2009). Mental mod-
els, in cognitive theory, provide one view on how
humans reason either functionally (understanding
what the robot does) or structurally (understand-
ing how it works) (Johnson-Laird, 1980). Mental
models are important as they strongly impact how
and whether robots and systems are used. In pre-
vious work, explainability has been investigated
for a variety of systems and users including: 1)
explanation of deep learning models for develop-
ers, as in (Ribeiro et al., 2016) who showed that
such explanations can increase trust; 2) explana-
tions of planning systems (Tintarev and Kutlak,
2014; Chakraborti et al., 2017); and 3) verbalis-
ing robot (Rosenthal et al., 2016) or agent (Harri-
son et al., 2017) rationalisation. Here, we will be
looking at verbalising rationalisation of behaviour
of the autonomous system, in a similar way to 3).
However, these explanations will not be in terms
of a constant stream as in (Harrison et al., 2017),
rather as part of a mixed-initiative conversational
agent where explanations are available on request.

Gregor and Benbasat (1999) describe four types
of explanation including “Why” and “Why not”, to
explain the functionality and the structure of a sys-
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tem, respectively and Justification which includes
general knowledge and Terminological. Lim et al.
(2009) went on to investigate the first two of these
and showed that explaining why a system behaved
a certain way increased both understanding and
trust, whilst “Why not” showed only an increase
in understanding. Here, we will also be investigat-
ing these two types of explanations.

We compare our work to that of (Kulesza et al.,
2013), who showed that high completeness and
high soundness maximised understanding. How-
ever, their domain was different to ours (song rec-
ommendations) and their users required no spe-
cific training or domain knowledge to perform
their task. In addition, given the cost of au-
tonomous systems and effort to run missions, the
stakes are considerably higher in our case. Adapt-
ing explanations to the various users and their ex-
isting mental models is touched upon here. Nat-
ural language generation has benefited from such
personalisation to the user and this applies to ex-
planation generation also. Previous studies in
NLG have included adapting to style (Dethlefs
et al., 2014), preferences (Walker et al., 2004),
knowledge (Janarthanam and Lemon, 2014) and
the context (Dethlefs, 2014) of the user. Whilst
there has been much work on personalisation of
explanations for recommender systems (Tintarev
and Masthoff, 2012), there has been little done
specifically for explainable AI/Autonomy.
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Figure 2: Part of the autonomy model, showing reasons for a vehicle spiralling up. Above/below the
dashed line shows what part of the model is used for low/high soundness.

Finally, Gregor and Benbasat (1999) show,
users will only take the time to process the expla-
nation if the benefits are perceived to be worth it
and do not adversely add to cognitive load (Mer-
cado et al., 2016). Indeed, there needs to be a
balance between the amount of information given
and the cognitive effort needed to process it. Our
evaluation investigates this aspect of explanation
generation for our users, who will likely be cogni-
tively loaded given the nature of the task.

3 MIRIAM: The Multimodal Interface

MIRIAM, (Multimodal Intelligent inteRactlon for
Autonomous systeMs), as seen in Figure 1, allows
for ‘on-demand’ queries for status and explana-
tions of behaviour. MIRIAM interfaces with the
Neptune autonomy software provided by SeeByte
Ltd and runs alongside their SeeTrack interface.
MIRIAM uses a rule-based NLP Engine that
contextualises and parses the user’s input for in-
tent, formalising it as a semantic representation.
It is able to process both static and dynamic data,
such as names and mission-specific words. For
example, it is able to reference dynamic objects
such as “auv1”, the particular name given to a ve-
hicle in the mission plan, without the requirement
to hard-code this name into the system. It can han-
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dle anaphoric references over multiple utterances
e.g. “Where is Vehicle0?” “What is its esti-
mated time to completion?”. It also handles el-
lipsis e.g.“What is the battery level of vehicle0?”
...“What about vehiclel1?”. In this paper, we fo-
cus on explanations of behaviours and describe a
method that is agnostic to the type of autonomy
method. Please refer to (Hastie et al., 2017a) for
further details of the MIRIAM system.

4 Method of Explanation Generation

As mentioned above, types of explanations inves-
tigated here include why (to provide a trace or rea-
soning) and why not (to elaborate on the system’s
control method or autonomy strategy), a subset of
those described in (Gregor and Benbasat, 1999).
Lim et al. (2009) show that both these explanations
increase understanding and, therefore, are impor-
tant with regards the user’s mental model. We
adopt here the ‘speak-aloud’ method whereby an
expert provides rationalisation of the autonomous
behaviours while watching videos of missions on
the SeeTrack software. This has the advantage
of being agnostic to the method of autonomy and
could be used to describe rule-based autonomous
behaviours but also complex deep learning mod-
els. Similar human-provided rationalisation has



been used to generate explanations of deep neural
models for game play (Harrison et al., 2017).

The interpretable model of autonomy derived
from the expert is partially shown in Figure 2. If a
why request is made, the decision tree is checked
against the current mission status and history and
the possible reasons are determined, along with a
confidence value based on the information avail-
able at that point in the mission!.

Whilst our explanation generation decides the
content of the NLG output, the surface repre-
sentations of the explanations are generated us-
ing template-based Natural Language Generation
(NLG). Templates were picked over statistical sur-
face realisation techniques (e.g. Dethlefs et al.
(2014)) due to the fact that the end-user/customer
prefers to avoid the variability that comes with sta-
tistical methods- these end-users/customers being
e.g. the military and operators/technicians in the
energy sector. In these domains, vocabulary and
standard operating procedures lend themselves to
the types of formulaic utterances that template-
based systems afford.

The rationalisation of the autonomous be-
haviours into an intermediate interpretable model,
as shown in Figure 2, assists with the uncertainty
that remote autonomous systems entail. In our
case, communications in the underwater domain
are limited and often unreliable. The data re-
ceived from the vehicles is used to steadily build
a knowledge base and generate explanations on-
demand. Furthermore, this rationalisation dis-
tances the reasoning from the low-level design of
the autonomous vehicles to focus on what actually
happens during a mission and allows for explana-
tions in broader, high-level terms.

S Soundness vs Completeness

As mentioned in the Introduction, Kulesza et al.
(2013) explore how the level of soundness and
completeness changes how explanations affect the
user’s mental model, as well as whether the user
thinks that it was “worth it” to read the explana-
tion. We adopt Kulesza’s terminology here and
similarly investigate this trade-off between sound-
ness and completeness. For our domain, an agent
that explains the autonomous system using a sim-
pler model reduces soundness (i.e. the top layer

Tabove 80% (high), 80% to 40% (medium) and below
40% (low) - levels were determined in consultation with the
expert

of the decision tree, above the line in Figure 2).
In this case, the agent provides more general ex-
planations with fewer details that may be easier to
digest but may be too broad (see top left of Figure
3).

High 4

LSHC
Multiple simple
explanations

HH
Multiple detailed
explanations

Too broad? Too complex?

Completeness

HSLC
Only one detailed
explanation

Low Soundness

High
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Figure 3: The three types of explanations used in
the system, modified from Kulesza et al. (2013):
Low Soundness High Completeness (LSHC),
High Soundness High Completeness (HH) and
High Soundness Low Completeness (HSLC).

High soundness here means that the explanation
is taken from the the leaves of the decision tree,
thus producing a focused and detailed explanation
in Figure 2. An agent with high soundness that
gives only one reason, reducing completeness but
providing a more concise response, may be viewed
as too focused (see bottom right Figure 3)>. Com-
bining both high soundness and high completeness
may result in too complex an explanation (see top
right of Figure 3). We did not include a condi-
tion with low soundness and low completeness be-
cause it would omit too much data to be relevant
or useful in our domain. We investigate these three
combinations of varying soundness/completeness
and measure their effect on Trust, User Satisfac-
tion and a “worth it” score but primarily the evalu-
ation study focuses on the effect on the user’s men-
tal model.

6 Evaluation Method

The experiment was a between-subjects experi-
ment with three conditions, examples of which are
given in Table 1. Specifically:

1. C1(HiSoundHiComp):  High Soundness,
High Completeness - multiple explanations,
’the one explanation that is presented is the one with the

highest confidence at that time -if tied, an ordering that was
recommended by the expert is applied



each explaining all of the autonomy model in
detail;

C2(HiSoundLoComp):  High Soundness,
Low Completeness - one detailed explanation
that explains all of the autonomy model;

. C3(LoSoundHiComp): Low Soundness,
High Completeness - multiple explanations
each explaining just the top layer of the au-
tonomy model.

6.1 Experimental Set-up

The experiment consisted of an on-line ques-
tionnaire with a pre-questionnaire to gather de-
mographic data and two questions regarding the
subjects’ pre-existing mental model with regards
AUVs: “I have a good understanding of how
AUVs work” (Pre-MM-Q1) and “I have a good
understanding of what AUVs can do” (Pre-MM-
Q2). We were initially looking to investigate trust
and so the users were asked to fill out a propen-
sity to trust questionnaire (Rotter, 1967). After the
pre-questionnaire, the participants watched 3 sce-
nario videos. After each video, they answered 4
questions regarding the quality of the explanations
(US-Q1-4). These questions were modified from
the PARADISE-style questionnaire (Walker et al.,
1997) for interactive systems and summed to cre-
ate a User Satisfaction score. In addition, the par-
ticipants were asked one question on whether the
explanations were “worth it” and two questions on
their post-explanation mental model (MM-Q1/2).
All questions were on a Likert scale with 7 values:
from strongly disagree (1) to strongly agree (7).

1. US-Q1: The system chat responses were easy

to understand.

US-Q2: The system explanations were easy
to understand.

. US-Q3: The system explanations were use-
ful.

US-Q4: The system explanations were as ex-
pected.

“Worth it” question: It would be worth read-
ing the explanations to understand how the
system is behaving.

MM-QI: The system explanations in this
video help me to increase my understanding
of how AUVs work.
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7. MM-Q2: The system explanations in this
video help me to increase my understanding
of what the AUVs were doing.

The mental model questions aim to capture
two different dimensions of the user’s mental
model (Johnson-Laird, 1980): structurally so how
AUVs work (MM-Q1) and functionally so what
the AUVs were doing (MM-Q2). We will also re-
fer to the mean of these two scores as the general
mental model score, MM-G. After watching the 3
scenarios, a final questionnaire was administrated,
which asked about trust and derived a general trust
score using the Schaefer scale (Schaefer, 2013).

6.2 The Scenarios

There were three conditions, as discussed above,
and for each condition the same three scenario
videos were watched by the participants in the
same order. Each video showed a mission as re-
flected in Figure 1 showing the same AUV mission
but the text chat running alongside the mission var-
ied depending on the condition. For example, the
operator is able to observe in the SeeTrack inter-
face that the vehicle has not done a GPS fix for
some time. The operator in the video asks why it
is not doing a GPS fix and the answer explains the
relevant constraints on the vehicle, as captured in
the interpretable autonomy model shown in Figure
2. The different scenarios and the questions are as
follows:

1. Scenario 1: a why question about an event
“Why is the vehicle spiralling down?”. The
system would answer with a few reasons
(or only one if completeness was low) with
medium confidence. The user would then re-
peat the question after some time and the sys-
tem would give a concrete answer with high
confidence. See Table 1 for the dialogue for
this scenario. Note that in this scenario, the
ranking of the most likely reasons does not
change during the mission.

Scenario 2: a why question about an event
“Why is the vehicle spiralling up?”’. Simi-
lar to Scenario 1 but, in this case, the most
likely reason changes in the second answer.
This scenario explores how not having all
the information (low completeness) affects
the user’s mental model because the first sys-
tem’s response does not give all possible rea-
sons for the event.



C1 (HiSoundHiComp)

C2 (HiSoundLoComp)

C3 (LoSoundHiComp)

User: Why is the vehicle spi-
ralling up?

User: Why is the vehicle spi-
ralling up?

User: Why is the vehicle spi-
ralling up?

System: This could be due to
the following reasons:

- The vehicle is doing a GPS
fix at the start of SurveyO to
improve the quality of the data
gathered (medium confidence)
- The vehicle is transiting to its
safe plane depth (5m) (medium
confidence)

System: The vehicle is doing
a GPS fix at the start of Sur-
vey0 to improve the quality of
the data gathered (medium con-
fidence)

System: This could be due to
the following reasons:

- The vehicle is doing a GPS fix
(medium confidence)

- The vehicle is transiting to its
safe plane depth (medium con-
fidence)

why the vehicle is spiralling up?

why the vehicle is spiralling up?

System:  The vehicle has | System: The vehicle has | System:  The vehicle has
reached Survey0 reached Survey( reached Survey0
User: Can you confirm now | User: Can you confirm now | User: Can you confirm now

why the vehicle is spiralling up?

System: Yes, the vehicle is do-
ing a GPS fix at the start of Sur-
vey0 to improve the quality of
the data gathered (high confi-
dence)

System: Yes, the vehicle is do-
ing a GPS fix at the start of Sur-
vey0 to improve the quality of
the data gathered (high confi-
dence)

System: Yes, the vehicle is do-
ing a GPS fix (high confidence)

Table 1: Example dialogue from Scenario 1 showing varying levels of soundness and completeness for

a why question.

3. Scenario 3: a why not question “Why is
the vehicle not doing Target0?”. The sys-
tem would compute a reason explaining the
procedures of the vehicle in that situation.
This scenario investigates how simple expla-
nations (low soundness) about the vehicle’s
control strategies impact the user’s mental
model compared to more detailed explana-
tions.

6.3 Participant Group

There were 21 participants (18 male and 3 fe-
male®). The 21 participants were distributed
evenly across the conditions (7 in each). Partici-
pation was voluntary and remuneration was by a
chance to win one of three £20 Amazon vouchers.
The majority of participants were between 25-35
years old, educated to undergraduate, masters de-
gree or PhD level and all worked in the field of
software for AUVs, and include roles such as op-
erators and development and software engineers.
For this study, it was important to get users
of approximately the same prior mental model
of AUVs. Therefore, participants were recruited
Sreflecting current gender proportions of employ-

ees in the engineering and technology sector, see
https://www.theiet.org [accessed May 2018]
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from a pool of experts in AUVs from industry
and academia. This allowed us to design the
experiment at a certain level that did not require
pre-training of subjects to get to the same expert
level. Indeed, the pre-test scores reflect a high self-
perceived ability within the participant group with
regards their understanding of how AUVs work
(Pre-MM-Q1 with mean/mode/median/stdev:
6.2/7/6/1) and what AUVs can do (Pre-MM-Q2:
mean/mode/median/stdev 6.3/6/6/0.6). This ap-
proach, however, has the disadvantage of a small
pool of users and results in an uneven gender
balance. Note that expert levels were evenly
spread between conditions.

6.4 Results

Table 2 gives results from the evaluation and
shows that C3(LoSoundHiComp) results in higher
User Satisfaction scores, “worth it” question and
mental model scores. C1(HiSoundHiComp) has
the highest level of user trust using the question-
naire from (Schaefer, 2013) with C2 (HiSoundLo-
Comp) having the lowest level of trust, which we
discuss below. As indicated in the table, only the
mental model questions were found to be statisti-
cally significant.



C1 C2 C3

(HiSoundHiComp) | (HiSoundLoComp) | (LoSoundHiComp)

Mean SD Mean SD Mean SD

Median | Mode Median | Mode Median | Mode
Human-Robot Trust 76.73% | 6.2% 68.37% | 13.5% 72.04% | 13.8%

79.29% | N/A 74.29% | N/A 70.00% | N/A
User Satisfaction 5.56 0.695 5.51 0.615 6.06 0.693

6 6 6 6 6 7
“Worth It” score 5.76 0.937 5.62 0911 6.24 0.81

6 6 6 6 6 6
MM-Q1 for how work? | 5.05 1.02 4.81 1.44 5.57* 1.66

5 5 5 5 6 6
MM-Q?2 for what doing? | 5.57 1.03 5.19 1.33 6.14% 1.11

6 6 5 5 6 6
MM-G for general MM | 5.31 0.96 5 1.28 5.86%* 1.23

5.5 5 5 6 6 6

Table 2: Overall descriptive statistics reporting Mean, SD, Median, and Mode. As described in the text,
Human-Robot Trust is a score out of 100%. Scales were on a 7 point Likert Scale. User Satisfaction is a
scale derived from the average of 4 Likert items. “Worth It” score, MM-Q1 and MM-Q2 are from single
Likert scale items. MM-G for general MM is the average of the MM-Q1 and MM-Q?2 per participant.
N/A for some modes indicates there were no repeated values in that section of the data. We show
modes mainly to help describe the sections of the data derived directly from Likert items, i.e. ordinal,
but included them across all the data for completeness. These descriptive statistics are for the data
aggregated across scenarios within each condition. The * symbols indicate the means of those conditions’
distributions which were statistically significantly higher than those of the other two conditions by post
hoc Mann-Whitney-U tests following Kruskal-Wallis tests for non-parametric data (p < .05) (see text).

Specifically, a Kruskal-Wallis test* found a sta-
tistically significant effect for these 3 dependant
variables across conditions p < .05 with y? =
9.3051 for MM-QI; x? = 9.6836 for MM-Q2, x>
= 17.846 for MM-G rejecting the null hypothesis
“there is no difference in the participant’s men-
tal model scores between the conditions”. Post-
hoc Mann-Whitney-U one-tailed tests using Bon-
ferroni’s correction were able to show that C3
was significantly higher than the other two condi-
tions for all three mental models scores at the 95%
confidence level. C1 whilst higher than C2 was
not significantly so (although there was a trend
p=.02).

We have also investigated how mental model
scores vary across the scenarios during the ex-
periment. We can see from Figure 4 that al-
though C2(HiSoundLoComp) has significantly

*A Kruskal-Wallis test was used as MM-Q1/2 are non-
parametric and MM-G was shown to be non-normally dis-
tributed via a KS Test

p < .0167 for significance taking into account Bonfer-
roni’s correction
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lower scores than C3(LoSoundHiComp), the
user’s mental model of how the system works
(MM-Q1) builds over time, whereas in conditions
C1(HiSoundHiComp) and C3(LoSoundHiComp),
it remains steady for the first two scenarios
with C2(HiSoundLoComp) actually ending up the
highest score by the end of the experiment.

The graph on the bottom of Figure 4 reflects
the user’s mental model of what the vehicle is
doing, which varies from scenario to scenario
across conditions. As discussed in Section 6.1,
there is a change in confidence in the expla-
nation given in Scenario 2. The system pre-
dicts the AUV’s action as normal for the first
user query, yet in the second query, the sys-
tem has more data and recomputes the most
likely reason, which varies from the one origi-
nally presented. Perhaps unsurprisingly, this has
a bigger impact on C2(HiSoundLoComp) than on
Cl1(HiSoundHiComp) or C3(LoSoundHiComp)
because in those last two conditions, all possi-
ble reasons are given so there is less of a sur-
prise compared to the system seemingly ‘chang-



ing its mind’ completely. This may also account
for the lower general lack of trust for the vehicle
in C2(HiSoundLoComp), as indicated in Table 2.

Mean MM-Q1 Score - How works?

o
55
A
5 4 C1(HH)
(o]
% 3 C2(HsLC)
c C3(LSHC)
2 2
s

1

0

s1 s2 s3
Mean MM-Q2 Score - What doing?

7

6
o
55
wv)
5 4 C1(HH)
Q
% 3 C2(HSLC)
= C3(LSHC)
22

sl $2 S3

Figure 4: Mean mental model scores across sce-
narios: C1(HH)-High Soundness High Complete-
ness, C2(HSLC)-High Soundness Low Complete-
ness and C3(LSHC)-Low Soundness High Com-
pleteness. S1 to 3: Scenarios 1 to 3.

7 Discussion and Future Work

Kulesza et al. (2013) found that high soundness,
high completeness (HiSoundHiComp) explana-
tions performed the best®. They found that com-
pleteness was linked to better understanding of
how the system worked and the highest average
mental model scores. They also found that expla-
nations with low completeness resulted in flawed
mental models. This is similar to our study where
the only condition with low completeness seemed

Salthough no statistical tests were performed due to the
low number of subjects

to result in confusion as reflected by significantly
lower mental model scores.

In our study, high completeness (i.e. giving all
the reasons) is the consistent factor that is im-
portant for understanding how a system works.
However, further investigation is needed to ex-
plore the effects of the mental model over longer
missions and across missions and to see how the
mental models build up in the various conditions,
as suggested from Figure 4 where low complete-
ness might be an appropriate presentation method
if there is less urgency.

For understanding specific behaviours, i.e. what
the system is doing, a high level of completeness
is important, however a high level of soundness
is not necessary (i.e. the reasons don’t have to
have a lot of detail). In fact, users have a clearer
mental model if broader explanations with less de-
tails are used with C3(LoSoundHiComp) being
statistically higher than the high soundness con-
dition C1(HiSoundHiComp). The difference be-
tween our study and that of Kulesza et al. (2013)
is that in our study the population have a high de-
gree of pre-existing knowledge and therefore the
high soundness may be redundant or even cause
frustration or extra cognitive load (Lopes et al.,
2018). In addition, according to (Gregor and Ben-
basat, 1999; Kulesza et al., 2013), “users will not
expend effort to find explanations unless the ex-
pected benefit outweighs the mental effort”. Thus,
the system explanations with high soundness, high
completeness (HiSoundHiComp) may be too con-
voluted or distracting in an already complex do-
main. Our results seem to reflect this trend as
well with the “worth it” score, which is highest for
C3(LoSoundHiComp). Investigating the cognitive
load of processing these various types of explana-
tions is part of future work.

In summary, we present here a method for mon-
itoring and explaining behaviours of remote au-
tonomous systems, which is agnostic to the au-
tonomy model. The positive results from this
study suggest that this method produces expla-
nations that build on pre-existing mental models
and improves users’ understanding of how the sys-
tems work and why they are doing certain be-
haviours. This method, along with recommenda-
tions for how explanations should be presented to
the user, informs design decisions for interfaces to
manage remote autonomous vehicles, as well as
explainable autonomy/Al in general.
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Abstract

The current most popular method for
automatic Natural Language Generation
(NLG) evaluation is comparing generated
text with human-written reference sen-
tences using a metrics system, which has
drawbacks around reliability and scalabil-
ity. We draw inspiration from second lan-
guage (L2) assessment and extract a set of
linguistic features to predict human judg-
ments of sentence naturalness. Our experi-
ment using a small dataset showed that the
feature-based approach yields promising
results, with the added potential of provid-
ing interpretability into the source of the
problems.

1 Introduction

More and more text is generated in Machine
Translation, Text Summarization, Image Caption-
ing, and Dialogue Systems. With this increased
usage of Natural Language Generation (NLG)
comes an increase in the importance of evaluat-
ing the language generated, and an increase in
the difficulty of doing so as the quantity and va-
riety of output increases. Automatic NLG evalu-
ation focuses on two areas: accuracy and fluency.
The former assesses how well the generated text
conveys the desired meaning, while the latter as-
sesses how well the language flows: the ‘linguistic
quality of the text’ (Gatt and Krahmer, 2018) and
whether it sounds like something a native speaker
of the language would naturally produce. This pa-
per focuses on the latter. We first review current
approaches in metrics-based evaluation, in refer-
enceless evaluation and in second language (L2)
language assessment; we then present our experi-
ment in section 3.

1.1 Metrics system using human reference
set - the lion’s share

NLG evaluation has traditionally relied on human
judgments (Mellish and Dale, 1998). Beyond that,
the predominant automated method is to compare
generated text with one or more human-created
reference texts using a metric-based system (Gatt
and Krahmer, 2018). The more similar the sys-
tem output is to the human authored text, the bet-
ter the system is judged to be. Popular metrics
include BLEU (Papineni et al., 2002), ROUGE
(Lin and Hovy, 2003), NIST (Doddington, 2002),
METEOR (Lavie and Agarwal, 2007) and CIDEr
(Vedantam et al., 2015), among others. Up to
60% of NLG research published between 2012
and 2015 relied on such metrics (Gkatzia and Ma-
hamood, 2015)

However, it has repeatedly been found that au-
tomated metrics do not correlate well with human
evaluations of generated text (Stent et al., 2005;
Belz and Reiter, 2006; Reiter and Belz, 2009)
and that the correlation is weaker at sentence-level
than when evaluating a system overall. (Novikova
et al., 2017a; Shimorina, 2018). Novikova et
al. (2017a) compared popular comparison met-
rics used to evaluate NLG systems, concluding
that the current state-of-the-art metrics are insuffi-
cient and cannot replace human judgments. They
demonstrated that all the aforementioned auto-
mated metrics based on word-overlap with refer-
ence texts were strongly correlated with each other
and only weakly correlated with human judgments
of naturalness and quality. Furthermore, the least
weak correlation found between any metric and
human naturalness judgments was on the least var-
ied dataset that only expressed a limited set of
attributes and had less lexical diversity as it was
only partially lexicalised (all proper names were
replaced by placeholder variables). Given that lex-
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icalisation is a source of ungrammaticality in NLG
(Sharma et al., 2016), this dataset therefore does
not fully represent the challenge of evaluating the
final output of an NLG system.

In addition to accuracy concerns, using a met-
rics system with a human reference set has sev-
eral practical limitations. Firstly, building refer-
ence sets tends to require experts (e.g. translators)
and is thus costly to create. Secondly, an output
that is different from a human-written reference is
not necessarily a bad sentence for the task: there
are often multiple valid ways to express a desired
meaning. The evaluation therefore requires multi-
ple reference sentences, which makes producing
a reference set even harder and generates com-
plexities in similarity calculation. Thirdly, creat-
ing a human gold standard is not suitable for fast
or large scale assessment. For NLG systems that
cover a large variety of topics, the quantity of ref-
erence sentences required can be prohibitive to us-
ing this approach during system development.

1.2 Moving away from human reference set

We should look beyond evaluation using human
references and learn from research outside our im-
mediate domain, since there has been more re-
search into automatic evaluation of text without
human references in tasks similar to NLG than
there has been for NLG itself.

One such domain is second language learner
(L2) language assessment. Here the target is not
machine-generated text but human-produced text.
Over the last decade, a large body of work has
identified linguistic features that indicate language
fluency and complexity (Hancke et al., 2012;
Feng, 2010; Chen and Zechner, 2011; Lu, 2010;
Vajjala and Meurers, 2012). The linguistic feature
based models in L2 assessment seem to correlate
more strongly with human judgments of natural-
ness than current NLG evaluation metrics (with
the caveat that these are different tasks). Many of
the features require syntactic and discourse pars-
ing, and they capture linguistic knowledge of what
makes sentences readable and natural, as reflected
in psycholinguistic studies on reading and parsing
effort. These features are often more interpretable
than purely statistical metrics, so potentially they
allow us to not only evaluate the naturalness of a
sentence or document, but also to identify why it
is good or bad.

Another relevant domain is automatic grammat-
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icality judgment. Wagner et al. (2009) investi-
gated grammaticality classification using features
such as part-of-speech (POS) n-gram frequencies
and the output of probabilistic parsers trained on
corpora of grammatical and ungrammatical sen-
tences. They found that parse probability is re-
duced by spelling, agreement and verb form er-
rors. Heilman et al. (2014) also found linguis-
tic feature based models to be effective when us-
ing spelling, language model and grammar fea-
tures from different parsers. They found that n-
gram frequencies and the ability to be parsed were
the most influential features for indicating gram-
maticality. This feature-based method also proved
effective in grammaticality evaluation when ap-
plied to grammatical error correction applications
(Napoles et al., 2016).

In Machine Translation, quality estimation
without reference texts has been the subject of
multiple shared tasks (Bojar et al., 2017). The
QuEst 2015 sentence level model (Specia et al.,
2015)! that provided the baseline for the latest
completed task uses features of the source and/or
target sentences including features from language
model scores, length, part-of-speech and depen-
dency parsing The leading system (Kim et al.,
2017) in the 2017 task used an end-to-end stacked
neural model consisting of a bilingual neural word
prediction model and neural quality estimator
model. The next best performing team’s submis-
sion (Martins et al., 2017) used a stacked combina-
tion of a linear feature-based model (with depen-
dency, POS and syntactic features) with a neural
network.

Within NLG evaluation, Novikova et al.
(2017a) examined the correlation between human
evaluations and grammar-based measures that in-
dicate readability and grammaticality. To mea-
sure grammaticality, they used the number of mis-
spellings and the Stanford parser parsing score.
Using the Flesch Reading Ease score (Flesch,
1979) and various other measures of complex-
ity such as character, word, syllable and sen-
tence counts, they found that, at a system level,
systems producing utterances of higher readabil-
ity and shorter word length received higher natu-
ralness and overall quality ratings from humans.
However, at sentence level there was no strong
correlation between such metrics and human rat-
ings that could reliably identify generated sen-

"http://www.quest.dcs.shef.ac.uk



tences with low readability or low grammaticality.
This evidence that the linguistic features of texts
do correlate with human judgments in NLG but
that no single feature does so with a strong correla-
tion supports our proposal that combining multiple
grammatical features could automatically identify
the quality of generated sentences.

We apply the feature-based approach used else-
where by trying to identify whether machine-
generated sentences are fluent and natural, and
compare the predictions with human produced la-
bels. Unlike previous work on grammaticality pre-
diction we focus on the notion of “naturalness”
or “fluency” rather than just grammaticality. This
is because 1) psycholinguistic studies have shown
that human perception of grammaticality is gradi-
ent (Keller, 2001), and 2) for most systems involv-
ing NLG, it matters how easy it is for humans to
understand the sentences, not just whether the sen-
tences are grammatical. With this in mind, we use
features to capture the ease of parsing (influenced
by grammaticality and syntactic complexity) and
semantic soundness (influenced by word colloca-
tions and frequency). One recent investigation into
NLG evaluation without reference texts that we
are aware of used a recurrent neural network to
estimate quality using the meaning representation
input and output sentence to estimate the overall
quality (Dusek et al., 2017). Our work differs in
the use of linguistic features, which have proved
successful in other domains and offer the prospect
of interpretability, and we maintain the separation
between evaluating the adequacy of the semantic
content and evaluating the fluency of the text as
has been found to be advisable for NLG evalua-
tion (Stent et al., 2005).

2 Deriving the linguistic feature set

Expanding on the literature on L2 language as-
sessment, especially (Hancke et al., 2012), and on
grammaticality evaluation, we derived five groups
of features (see full list in Table 1).

2.1 Lexical features

Lexical features include counts and ratios of
words, lemmas and Part-of-Speech (POS) tokens.
Type-Token Ratio (TTR), the ratio of the number
of word types (in terms of lemmas) to total number
of word tokens in a text, and its variants are used
to measure lexical variation in language acquisi-
tion studies. We adopted the variations described
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in (Vajjala and Meurers, 2012) and word counts by
POS categories, extracted using spaCy>.

2.2 Constituency parse features

We used the BLLIP reranking parser (Charniak
and Johnson, 2005), which includes a genera-
tive constituent parser and a discriminative max-
imum entropy reranker, and the WSJ-Gigaword-
v2 model which consists of the Wall Street Jour-
nal corpus from Penn Tree Bank and two mil-
lion sentences from Gigaword. From the parser
output we used as features the parser log prob-
ability and reranker log probability of the most
likely parse after reranking the 50-best parses. The
idea is that parse probability reflects parser confi-
dence and correlates with sentence quality (Mut-
ton et al., 2007). We also added features for kurto-
sis and skew of the log probabilities of the 50 most
likely parses, based on the idea that the distribu-
tion reflects sentence grammaticality and readabil-
ity (Wagner et al., 2006). Our intuition was that
a well-formed grammatical sentence would have
positive skew and high kurtosis dropping steeply
from the highly probable best parse to other much
less likely parses. Conversely, an ungrammatical
sentence would have a flatter kurtosis as none of
the parses are very probable. Other features in-
clude tree height (length of the longest path from
the root), number of subtrees, proportion of non-
terminal subtrees, the number and mean token
length of Noun Phrase (NP), Verb Phrase (VP) and
Adjective Phrase (AdjP) sub-trees.

2.3 Dependency parse features

Using the spaCy dependency parser, we extracted
the root word of the dependency tree and its part
of speech, the tree height and the subtree height to
either side of the root. The part of speech of the
root is an indicator of whether the sentence has a
main verb. The size of the tree on either side of the
root reflects whether a sentence is “top” or “tail”
heavy, or more balanced. This feature is based on
the principle that sentences are easier to process,
and thus are judged to be natural and well worded,
if the dependencies of the head are roughly evenly
distributed on either side (Temperley, 2008), and
that heavy noun phrases are hard to process at the
beginning of the sentence (Stallings et al., 1998).

*https://github.com/explosion/spaCy



Lexical Features

Constituency Parse Features

Type-Token Ratio(TTR) ~ Num nouns
Root TTR* Num verbs
Corrected TTR* Num possessives
Bilogarithmic TTR Num preposition
Uber Index Num determiners

Lexical Density
Answer length
Lexical repetition* Num digits

Num tokens Num conjunctions

Num adjectives
Num relative pronouns

Constituency Tree height Num NPs

Parser probability* NP average length
Reranker probability* Num VPs

50-best reranker score kurtosis* VP average length*
50-best reranker score skew* Num PPs

Num subtrees PP average length

Num non-terminal subtrees

%

of non-terminal subtrees

Dependency Parse Features

Language Model Features

Dependency tree height  Left subtree height
Right subtree height Num words left of root
Num words right of root  Root POS

Grammar Checker LanguageTool

POS LM - Unigram
POS LM - Trigram
Words LM - Perplexity*

POS LM - Bigram*
Words LM - Score*

Table 1: Feature list. Highest contribution features indicated by *

class “Not Perfect” | class “Perfect” Weighted | Overall
Model Precision [ Recall Precision [ Recall | Fl Accuracy
Baselines
Baseline always predicting “Not Perfect” .84 1 0 0 .76 .84
Deep Learning Baseline .85 97 42 12 79 .83
Feature-based models
Random Forest .90 97 a7 45 .88 .89
Logistic Regression’ 91 .96 .70 49 .87 .88
Feature ablation
LM perplexity only - KNeighbors .84 1 .60 .02 a7 .84
Parser reranker probability only - KNeighbors | .87 97 .63 27 .86 .83
Top 11 ranked features - Random Forest .90 97 75 46 .88 .89

Table 2: Results of baselines, top two feature-based classifiers and models using subset of features.

2.4 Language Model based features

A Language Model (LM) represents the prob-
ability distribution of n-grams in a corpus and
can measure how “surprised” the model is to
see a sentence.  We used both POS-based
LMs and word-based LMs. For POS-LMs, the
POS sequences of each sentence were evaluated
against unigram, bigram and trigram POS-based
LMs trained on the Wall Street Journal corpus
made available in CoNLL2000 (Tjong Kim Sang
and Buchholz, 2000). Word-based LMs were
trained using the KenLM package (Heafield et al.,
2013). We trained two models, one using an En-
glish news corpus (available at (Heafield et al.,
2013)), and the other using WikiText (Mer-
ity et al., 2016). The score was calculated as
log,o p(sentence(/s)|(s)) where (s) and (/s) are
the symbols for beginning and end of sentence,
respectively. This reflects, after seeing a start-of-
sentence symbol, the probability of a sentence ap-
pearing and being followed by an end-of-sentence
token. Perplexity of a sentence was calculated

—score(sentence)

with 10.0 Tength{words)+1
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2.5 Grammar checker

We used the open source rule-based grammar
checker LanguageTool* (Naber, 2003) to output a
binary label of whether a sentence violates any of
the English grammatical rules encoded in this tool.

3 Experiment

3.1 Data description

We collected our ground-truth evaluations through
Amazon Mechanical Turk, asking participants
to read machine-generated sentences and judge
whether or not they are “perfectly good” English
sentences. We opted for a binary judgment task
rather than a graded one to make the judgment
task simple for participants. The sentences evalu-
ated were 4000 machine-generated sentences from
the data released in the 2007/2008 Workshops
on Statistical Machine Translation’. We did not
use the provided human evaluation results because
these were evaluations of adequacy, i.e. a mix-
ture of overall quality, content accuracy, and flu-
ency, and the labels were system rankings. We

*https://languagetool.org/, “Grammar” category only.
Shttp://www.statmt.org/wmt08/shared-evaluation-
task.html



randomly allocated 4000 generated sentences into
40 lists. Each participant read 100 sentences and
judged whether each was a “perfectly good” sen-
tence that would sound grammatical and natural
to someone with a high proficiency in English.
Each sentence was judged by at least 5 partici-
pants. Overall, most sentences received the “Not
Perfect” rating (Figure 1). The Fleiss kappa on the
whole data set is 0.3. We then categorized sen-
tences into “Perfect” (more than 70% ‘Perfect”
judgments), “Not Perfect” (less than 30% ‘“Per-
fect” judgments), and “Not Sure” (the remainder).
There were 603 “perfect” sentences and 2637 “Not
Perfect” ones, which were used for model training
and evaluation. The 929 “not sure” sentences were
excluded.

Distribution of naturalness judgement per sentence

Frequency
400 600 800 1000 1200

200

o

r T T T T 1
0.0 0.2 0.4 0.6 0.8 1.0

For each sentence, the percentage of people saying "Perfect”

Figure 1: Percentage of “perfect” judgments per sentence

3.2 Training a classifier: Results

We trained “naturalness” classifiers in two ways:
using a deep learning model on sentences repre-
sented by FastText word embeddings (Bojanowski
et al., 2017), and using linguistic features. The
deep learning model uses a pooled bidirectional
Gated Recurrent Unit (GRU) architecture (Chung
et al., 2014). After excluding data with missing
feature values, there were 2934 observations for
the models, 512 of which were “perfect”. We split
the data into three sets of equal size, two for train-
ing and one for testing.

Given the small dataset, the deep learning
model serves as a baseline. It attained a
marginally better weighted F1 than an “assume-
all-not-perfect” baseline and a similar accuracy.
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For the feature based models, we scaled numer-
ical features to be centered around O with a stan-
dard deviation of 1. Categorical features were en-
coded in an 1-hot fashion so each level becomes a
feature on its own. Using Scikit-learn (Pedregosa
et al., 2011), we trained the following classifiers:
Linear LVC with L1, L2 or combined penalty, Lo-
gistic Regression, KNeighbours Classifier, Ran-
domForest, Perceptron, SGDClassifier and XG-
boost (Chen and Guestrin, 2016). We used the op-
timal hyper-parameters for each classifier acquired
after running a 5-fold cross validation. We trained
all classifiers 10 times and calculated the mean
accuracy and F1 of the 10 sessions. The top six
classifiers had very similar performances (Logistic
Regression, LinearLVC with L1, L2 or combined
penalty, RandomForest, SGD classifier). We re-
port the mean results of the top two models in Ta-
ble 2.

3.3 Error Analysis

When predicting the naturalness of 969 sentences,
of which 158 were “ Perfect”, the top perform-
ing RandomForest model labeled 861 out of 969
(88.85%) correctly. It produced 87 incorrect “Not
Perfect” labels, and 21 incorrect “Perfect” labels.
The incorrect “Not Perfect” labels consisted of
three main categories: long sentences (especially
those with subordinate clauses), split sentences
with inserts (e.g. “I shall, of course, inform the
President of your comment.”) and non-sentential
segments that human judges deemed natural (e.g.
“The Value of European Values.”). Among the
incorrect “Perfect” labels, some were assigned to
sentences with isolated grammatical errors, such
as incorrect verb agreement (e.g. “The Nobel lau-
reate Gary Becker disagree with this view.”), in-
correct prepositions (e.g. “The journal Science on
the issue last autumn published several contribu-
tions.”, or word order errors (e.g. “What now we
can do?”’). The overall impression is that the sen-
tences judged to be “Perfect” by the model are eas-
ier to read, and are less complex than ones judged
to be “Not Perfect”.

3.4 Feature Analysis

Different classifiers agreed on the top weighted
features, but gave different rankings to features
with lighter weight. The highest ranking feature
for the top six classifiers is the parser-reranker
probability, echoing previous findings that parse
probability can be used to evaluate grammaticality



(Mutton et al., 2007). Other top features include
number of tokens, number of verbs, constituency
tree height and dependency tree height. The effec-
tiveness of Language Model Perplexity and Score
is sensitive to the corpora that the model is trained
on. In this experiment, LM features trained on
the Wikipedia data gave the whole model a .02%
boost in F1 compared to LM scores trained on
news corpora. We also tested a classifier that used
the language model perplexity as the only feature
in training and testing, and found this to be less
accurate. This indicates that although a language
model captures some notion of the likelihood of a
sentence, it does not fully encapsulate all that is
involved in making a sentence sound natural. Per-
haps surprisingly, LanguageTool contributed very
little. We realized that the rules it uses to detect
grammatical errors are mostly linear and struggle
with constituents involving longer dependencies.
For example, LanguageTool judged the sentence
“I represent a number of sugar beet growers and I
am therefore very concerned.” to violate the rule
“MANY _NN_U”, meaning that the quantifier “a
number of” is followed by the uncountable noun
“sugar”, while the actual head noun is “growers”.

For a feature ablation study, we used the Scikit-
learn implementation of Recursive Feature Elimi-
nation to identify which features contributed most
to the best performing model, the Random Forest
Model. Retraining and testing on subsets of fea-
tures found that using just the 11 best-performing
features achieves the same F1 and accuracy as the
model that used all the features. Adding additional
lower-ranked features beyond that brought no sig-
nificant additional benefit (Figure 2). These 11
features were: parser probability, reranker proba-
bility, reranker score kurtosis, reranker score skew,
average length of verb phrases, the POS language
model bigram score, root TTR, corrected TTR,
lexical repetition, language model score and lan-
guage model perplexity.

4 Model and Feature Set transferability

How well would our naturalness model trained on
a small dataset in one domain - MT generated sen-
tences about European politics - perform on an
entirely different domain? To test the transfer-
ability, we used data provided by Novikova et al.
(2017a)° of sentences produced by NLG systems
participating in an end-to-end (E2E) NLG chal-

®https://github.com/jeknov/EMNLP_17_submission
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Random Forest Classifier: features investigation
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Figure 2: Accuracy results of Random Forest models using a
subset of features, ranked by Recursive Feature Elimination

lenge7 (Novikova et al., 2017b). We used the data
from the lexicalised datasets SFRES and SFHOT
datasets and the system outputs from the LOLS
(Lampouras and Vlachos, 2016)® and RNNLG
(Wen et al., 2015)° NLG systems. These sentences
describe restaurant types, locations and categories
to convey information given in a slot+value mean-
ing representation. This provided 1954 unique
sentences. We used the annotations for naturalness
that human evaluators had provided on a 6-point
Likert scale in response to the question ‘Could
the utterance have been produced by a native
speaker?’. For each unique system-generated re-
sponse we took the mean naturalness score across
the different annotators. As our model was trained
for the task of identifying data as “perfect” versus
“imperfect”, we set a high threshold for natural-
ness: responses with a mean naturalness rating of
greater than or equal to 5 and no single naturalness
score below 5 were set with a ground-truth of per-
fect. This resulted in 426 “perfect” targets out of
1954 sentences. Using the model described above
to predict the naturalness of this dataset resulted in
an accuracy of .70 and a weighted F1 of .69. As a
baseline for this dataset, always predicting ‘imper-
fect’ would have an accuracy of .78 and a weighted
F1 of .68. Additionally, we used our classifier
training and testing pipeline on this dataset, train-
ing on two thirds of the data (1309 sentences) and
testing on the other third (645 sentences, of which
126 were ‘perfect’). This surpassed the baseline
for this dataset: across ten repetitions the mean
weighted F1 was .73 and accuracy was .83. Re-
peating the exercise with just the top 11 features
identified during the Feature Analysis above also
"http://www.macs.hw.ac.uk/InteractionLab/E2E/

8https://github.com/glampouras/JLOLS_NLG
*https://github.com/shawnwun/RNNLG



Table 3: E2E NLG Challenge data: Spearman’s p for mean
fluency and grammaticality human judgments (model trained
on E2E task data).

surpassed the baseline though was lower than the
full feature set, resulting in a mean weighted F1
of .73 and an accuracy of .80. (always predicting
‘imperfect’” would achieve an F1 of .72 and accu-
racy of .80)

The model’s predictions for this test set corre-
lated weakly with the mean naturalness score with
a Spearman’s p of 0.23 (p < 0.001) (Table 3).
Though this correlation is not very strong, it is no-
table that it is stronger than the correlation with
all the other word-overlap metrics investigated by
(Novikova et al., 2017a) and does not require a ref-
erence text to achieve this.

We also tested transferabiltiy with data from the
WebNLG challenge!” (Gardent et al., 2017) in or-
der to test on more diverse content about differ-
ent topics. The WebNLG data consists of sets of
triples extracted from DBPedia across 15 different
categories carefully designed to be varied. Utter-
ances generated by WebNLG Challenge entrants
underwent human annotation by participants from
English-speaking countries. We used the annota-
tions for fluency and grammaticality'' which were
graded separately, each on a three-point Likert
scale. We set the ground truth of ‘perfect’ for those
sentences which had a mean fluency and grammat-
icality annotation greater than or equal 2.6 with
no single annotation lower than 2. This gave us
1959 unique sentences of which 624 were ‘per-
fect’. Our original model’s predictions resulted in
an accuracy of 0.68 and a weighted F1 of 0.61.
A baseline for this dataset that always predicted
‘imperfect’ would have an accuracy of 0.78 and
an F1 of 0.55. As with the E2E set, performance

http://webnlg.loria.fr/pages/challenge.html
"https://gitlab.com/shimorina/webnlg-human-evaluation/
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Metric Correlation with p value Correlation | Correlation with
mean naturalness with fluency | grammaticality
Our model 0.23 p < 0.001 Our model 0.35 0.46
METEOR 0.18 p <0.001 Bleu 0.33 0.28
ROUGE L 0.17 p <0.001 )
Bleu 2 006 | p<000I|  jabled WePNLG Chulnge daa: Speamars p comch
Bleu 1 0.15 p <0.001 (model trained on WebNLG task data). All p <0.001
CIDEr 0.15 p <0.001
Bleu 3 0.15 p <0.001
NIST 0.11 p <0.01 improved when trained on data from this task. We
Bleu 4 0.11 p <0.01 used our pipeline to train a model on this data, split

two thirds/one third between training and testing
giving a test set of 647 of which 433 were ‘per-
fect’. This resulted in an accuracy of 0.71 and a
weighted F1 of 0.69 (the mean over 10 iterations).
A baseline for this test set that always predicted
‘imperfect’ would have an accuracy of 0.44 and an
F1 of 0.55. This indicates that our feature set can
capture some characteristics of what constitutes a
well-worded response in these domains also.

We use the Bleu scores that had been calculated
using the dataset’s reference sentences to com-
pare Bleu’s correlation with fluency and gram-
maticality judgments and the correlation with our
model’s predictions. The original model corre-
lates very weakly with mean fluency score (Spear-
man’s p 0.08, p <0.001) and does not corre-
late significantly with mean grammaticality score
p >0.05). However, when trained on this task, the
model’s predictions were moderately and signifi-
cantly positively correlated with the mean fluency
and grammaticality ratings (Table 4). The corre-
lation with Bleu is weaker on this test set: trained
on data from this task, we achieve better correla-
tion with fluency and in particular grammaticality
judgments than Bleu.

This exercise shows that while our model may
have limited direct transferability when there are
significant differences between the type of sen-
tences seen in the training data domain versus the
test, our feature-based method and feature set are
more transferable than the model itself. When
trained on data for a different task, different fea-
tures from the set can contribute to identifying
what constitutes a high quality sentence in this
genre. This approach could be used to evaluate the
naturalness of generated text for a particular task
by using a small set of human-annotated data to
train a model that can cheaply and easily be used
over a larger quantity of data to given an indication
of the naturalness.



5 Conclusions and Future Work

We presented a linguistic feature based approach
to automatic naturalness evaluation of machine
generated text, building on findings from L2 as-
sessment research. Our experiment using a small
dataset showed promising results suggesting that
this is a viable path towards scalable naturalness
evaluation of machine-generated text, with poten-
tial for interpretability which can help identify and
prioritize improvements to an NLG system dur-
ing development. In future work, we aim to ex-
tend this approach to outputs in multiple languages
and multiple domains to further assess the trans-
ferability of the approach and of specific mod-
els. We will go beyond a binary classification
of “perfect” versus “imperfect” to better account
for cases where there is inter-speaker variation in
naturalness judgments. We also plan to investi-
gate improving deep neural models by adopting
recent advancements in contextualized deep word
and sentence embeddings (Peters et al., 2018; Per-
one et al., 2018) and transfer learning in sentence
representation (Howard and Ruder, 2018; Radford
etal., 2018).
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Abstract

We propose to study the generation of de-
scriptions from source code changes by in-
tegrating the messages included on code
commits and the intra-code documentation
inside the source in the form of docstrings.
Our hypothesis is that although both types
of descriptions are not directly aligned in
semantic terms —one explaining a change
and the other the actual functionality of
the code being modified— there could be
certain common ground that is useful for
the generation. To this end, we propose
an architecture that uses the source code-
docstring relationship to guide the descrip-
tion generation. We discuss the results of
the approach comparing against a baseline
based on a sequence-to-sequence model,
using standard automatic natural language
generation metrics as well as with a human
study, thus offering a comprehensive view
of the feasibility of the approach.

1 Introduction

Transferring the semantics from source code to
natural language and vice-versa is at the core of
several machine learning endeavors, as it could
enable a direct communication between man and
machine, improving the level of interpretability
and comprehension between each other and eas-
ing their collaboration.

In that sense, source code can be conceived
as an actual medium of communication from two
perspectives, which have been explored separately
in both computational linguistics and software en-
gineering communities (Allamanis et al., 2017).

In the first place, from a developer-program per-
spective, source code encodes, in a set of human
readable instructions, the requirements a devel-
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oper commands a program to satisfy. This view
has been operationalized as a machine transla-
tion problem, trying to learn efficient transitions
between the dependencies that words and source
code tokens exhibit. With this, recent approaches
have been able to summarize source code snippets
(Allamanis et al., 2016) or even synthesize natural
language instructions into actual commands (Oda
et al., 2015; Yin and Neubig, 2017).

In the second place, from a developer-developer
perspective, the collaborative nature of software
development has transformed source code into a
common ground for human interaction. In that
sense, every new code contribution takes into ac-
count the previous modifications, allowing devel-
opers to communicate indirectly. One of these
applications is the generation of descriptions for
source code changes (Loyola et al., 2017), which
uses the information contained in a code com-
mit — the diff representing the changed code and
the message the developer provides at submission
time — to train an encoder-decoder architecture.
This problem has the particularity of containing
certain elements of summarization, as most salient
characteristics of the code change need to be ex-
tracted, and translation, as it is required to gen-
erate a natural language description from a code
change.

In this work, we consider the generation of de-
scriptions for source changes as a testing task to
explore if the perspectives presented above can
be integrated into a single learning architecture.
That is, we want to learn to generate descrip-
tions from changes exploiting the information in
the source code commits, but incorporating the
program functionality expressed through the doc-
strings contained within the source code.

Our hypothesis is that, while both perspectives
point at different semantic directions, there should
be a certain degree of dependency, since in order
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to perform a change on the code the developer first
needs to understand its functionality. Moreover,
we consider that integrating these two perspectives
could contribute to alleviate the issues that cur-
rent approaches for generating descriptions from
source code change present, such as the halluci-
nation in the generation, where generated descrip-
tions are syntactically correct but that do not keep
any semantic relationship with the actual code
change, and also the inability of the model to pro-
duce descriptions with a relevant amount of detail.

We propose an approach that, given a code
change, compresses the information associated to
the docstrings within the file being modified and
uses it as an additional context when selecting the
next word from the output vocabulary. We also
reported an exploratory approach that generates a
mask to be used at decoding time that considers
the inter-perspective distances based on a bilingual
embedding.

In addition to integrating change descriptions
and source code documentation, we also explore
how to represent the code change itself. Previous
work on description generation has relied on the
output from the diff command, which provides a
distinction between the portions of the source code
that were added and removed. Such data source
has been treated just as a sequence of source code
tokens, such as in the case of Loyola et al. (2017).
In contrast, we explore an architectural variation
where we use two encoders to obtain a more ex-
pressive signal from the source code perspective,
which can lead to a better natural language gener-
ation.

We constructed a dataset by merging both
change history and docstring data from several
real world open source projects to evaluate our
approach. We reported the results on standard
translation-based metrics as well through a user
study using a crowd-sourcing, to get a more quali-
tative estimation of the performance of the model.

Our results show that, on average, incorporating
a signal from the content of the source code file
has a positive impact on the performance of the
model. We consider these results could open the
door to further research that considers the genera-
tion of descriptions from software artifacts from a
more systemic perspective. The source code and
data for this approach is available at: https:
//github.com/epochx/py—commitgen.
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2 Related Work

The emergence of unifying paradigms that ex-
plicitly relate programming and natural languages
in distributional terms (Hindle et al., 2012) and
the availability of large corpus mainly from open
source software opened the door for the use of lan-
guage modeling for several tasks (Raychev et al.,
2015). Examples of this are approaches for learn-
ing program representations (Mou et al., 2016),
bug localization (Huo et al., 2016), API sugges-
tion (Gu et al., 2016) and code completion (Ray-
chev et al., 2014).

Source code summarization has received spe-
cial attention, ranging from the use of information
retrieval techniques to the addition of physiologi-
cal features such as eye tracking (Rodeghero et al.,
2014). In recent years several representation learn-
ing approaches have been proposed, such as (Al-
lamanis et al., 2016), where the authors employ a
convolutional architecture embedded inside an at-
tention mechanism to learn an efficient mapping
between source code tokens and natural language
keywords. More recently, Iyer et al. (2016) pro-
posed a encoder-decoder model that learns to sum-
marize from Stackoverflow data, which contains
snippets of code along with descriptions.

Both approaches share the use of attention
mechanisms (Bahdanau et al., 2014) to overcome
the natural disparity between the modalities when
finding relevant token alignments. Although we
also use an attention mechanism, we differ from
them in the sense we are targeting the changes in
the code rather than the description of a file.

In terms of specifically working on code change
summarization, Cortés-Coy et al. (2014); Linares-
Vasquez et al. (2015) propose a method based
on a set of rules that considers the type and im-
pact of the changes, and Buse and Weimer (2010)
combines summarization with symbolic execu-
tion. The use of representation learning based
models has been also explored recently, such as
the work of Loyola et al. (2017) and Jiang et al.
(2017). Both approaches make use of an encoder-
decoder architecture, which receives code change,
in the form of a diff output and the associated mes-
sage submitted by the contributor.

In terms of ad-hoc datasets, we can mention
Zhong et al. (2017) for questions, SQL queries,
Oda et al. (2015) for pseudo code in Python, and
more recently Barone and Sennrich (2017) for
code-docstrings from Python projects on GitHub.



3 Proposed Approach

Our starting point is the code commit, understood
as a pair conformed by (i) the differences in the
source code obtained as the output of the diff’!
command and (ii) the associated message the com-
mitter provided to explain the action.

Therefore, for a given software project we can
formalize our available data as the set of its T'
versions v1,...,vpr. Commits are well-defined
for every pair of consecutive project versions
Al_,(v) = Commit,, so we end up with a to-
tal of T commits, each associated to a project ver-
sion. With this, we model each commit as a tuple
(Ct, Ny), where C is a representation of the code
changes associated to v in time ¢, and V; is a rep-
resentation of its corresponding natural language
(NL) accompanying message. Concretely, C; cor-
responds to the set of code tokens associated to
the commit that was applied to a certain file F,,
based on the atomicity assumption. In principle,
we do not assume this set of source code tokens is
ordered in a sequential fashion, allowing us to also
represent it as a bag of tokens.

Let C be the set of code changes and N be the
set of all descriptions in NL. We consider a train-
ing corpus with 7" code snippets and message pairs
(Ct,Nt), 1<t<T,CyeC, Ny € N. Then, for
a given code snippet Cj, € C, our goal is to train a
model to produce the most likely description N*.

Following Loyola et al. (2017), we start build-
ing our models upon a vanilla encoder-decoder
model that at training time receives (diff, message)
pairs. We use an attention-augmented architecture
(Luong et al., 2015) with a bi-directional LSTM
as encoder. Let X; = x1, ...z, be the embedded
input code sequence C; = ¢y, . .., ¢, as extracted
from the diff. After feeding these through our en-
coder, we have a set of vectors H = hqy,...h,
that represent the input. This is later given to
the decoder, in our case also an LSTM, such that
the probability of a description is modeled as the
product of the conditional next-word probabilities,
p(nilni,...,ni—1) o We[s;;a;], where Ny
ni, ..., Ny, corresponds to the message tokens, o<
denotes a softmax operation, s; represents the de-
coder hidden state and a; is the contribution from
the attention model on the input. W, is a train-
able combination matrix. The decoder repeats the
recurrence until a fixed number of words or the
special EOS token is generated.

'http://man7.org/linux/man-pages/man 1/diff.1.htm]
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The attention contribution a; is defined as a; =
Z?:1 «; j - hj, where h; is a hidden state associ-
ated to the input and «; ; is a score obtained using
the general attention scheme (Luong et al., 2015),

exp (hLT Wasi)

— Xjerexp (b Wasi)
scoring matrix.

During training, the decoder iterates until the
end-of-sentence token is reached. For generation,
we approximate N* by performing a beam search
on the space of all possible summaries using the
model output, with a beam size of 10 and a maxi-
mum message length equal to the maximum length
of the inputs of the dataset.

Q= , where W, is a trainable

This model considers a direct transition be-
tween diffs and messages extracted from source
code commits. However, programs usually pro-
vide an additional relationship between source
code and natural language, in the form of intra-
code documentation, commonly known as doc-
strings.

This documentation appears in multiple loca-
tions inside a source code file, usually aligned with
a specific line or block, explaining its functional-
ity. The information contained in a code, docstring
pair is intrinsically local, i.e. the docstring is used
as an additional source to support the understand-
ing of a portion of a program beyond the solely
internalization of the available source code. List-
ing 1 presents an example of a real docstring as-
sociated to a class from the Pytorch library?. In
this case we can see that the docstring provides an
overall description of the functionality of the class
and a summary of the required parameters.

class LambdaLR(-LRScheduler):

”””Sets the learning rate of each parameter group to the
initial Ir
times a given function. When last_epoch=—1, sets initial
Ir as Ir.
Args:
optimizer (Optimizer): Wrapped optimizer.
Ir_-lambda (function or list): A function which
computes a multiplicative
factor given an integer parameter epoch, or a
list of such
functions , one for each group in optimizer.
param_groups .
last_epoch (int): The index of last epoch. Default:
—1.
def __init-_(self, optimizer, Ir_.lambda, last_epoch=—1):

Listing 1: Example of a docstring from a Pytorch
module.

If we take a look at the changes committed to
this specific class, we can find that most of the

https://github.com/pytorch/pytorch/
blob/master/torch/optim/lr_scheduler.py



commit messages associated keep certain relation-
ship with the docstring. For example, a commit?
from August 8th, 2018 states:

Changed serialization
mechanism of LambdaLR
scheduler

Therefore, we are in the presence of two sets
of pairs that provide information about the charac-
teristics of a program from two different perspec-
tives. A (diff, message) pair set that allow us to un-
derstand why and how changes are conducted over
a given file, and a (code, docstring) that allow us
to understand what is the functionality of such file.

Our goal is then to integrate both sources, i.e., to
study how the local source code - natural language
feature representations learned from the (code,
docstring) pair can be used to support the gener-
ation of natural language descriptions from code
changes. Our hypothesis is that while the (diff;
message) and (code, docstring) pairs associated
to a file are not pointing at the same semantic di-
rection, they should share certain representational
components, as both are centered on the informa-
tion contained on the file: one trying to explain the
code itself (code, docstring) and the other trying to
explain changes on such code (diff, message).

3.1 Content-aware encoder

We noted that the comments contained within a
source file are related to the local functionality of
its adjacent source code lines or blocks. In con-
trast, the message associated to a commit is related
to the actual action carried out on the given file.
Such message, in theory, is indirectly associated
to the functionality of the code, i.e. the code was
modified in a given way because its previous func-
tional state led triggered in a developer the need to
change it.

Motivated by this idea, we propose an aug-
mented encoder that allows us to capture these
relations. Again, let H = hq,...h, be the re-
sult of embedding and processing the input con-
tent extracted from C;. We extract the code and
associated docstring of the total r lines of file F,.
With this, we model each code and docstring line
as a sequence of tokens Ly = xf,...,x; and
Lk = a:l, el :Cg, of length p and ¢ respectively.
We use BiLSTMs to encode both sequences inde-

Shttps://bit.1ly/2zx4041
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pendently, as follows.

LSTM( 1) (D)
— LST™(a th) @)
— LSTM(a{, i, ) 3)
— LSTM(af, i) )

As Figure 1 shows, we concatenate the last hid-
den state corresponding to each code and doc-
string vector to obtain a representation for each
line A* = [hc hc h I ] withk=1,...,r

Finally, we use a standard LSTM to model the
dependency across the r code/docstring line vec-
tors and take the last hidden state as a means of
aggregating and representing the content of both
the code and docstring in Fo,. This summariz-
ing vector is concatenated to each h; coming from
the diff-level representation. The decoding phase
works in a way analogous to the vanilla encoder-
decoder model.

3.2 Content-aware decoder

During our feasibility study, we empirically ob-
served that there was a significant overlap between
the source code vocabularies coming from the diffs
and from the code extracted from the files, which
in some cases reaches up to 90%.

Our intuition based on such observation is that
we can consider both source code vocabularies
as a single vocabulary, which is used in two dif-
ferent contexts. In other words, a defined set of
source code tokens is conforming a bridge be-
tween the messages from the code changes and the
docstrings.

To exploit such bridge we explored incorporat-
ing the information contained in the (code, doc-

ooom
t

[he: i hds hd)

Figure 1: Diagram of our proposed content-aware
encoder. It can be seen how the regular encoder
hidden states h1, ..., h, (in green) are augmented
using the representation extracted from the content
and docstring in F¢, (in blue).



string) pairs into the code change description gen-
eration by building a mask to guide the decoder.
This mask is built upon co-occurrence patterns be-
tween message and docstring words, which are
used to re-weight the scores the decoder is gener-
ating on the output vocabulary. Concretely, during
inference our goal was to re-weight the probabili-
ties that are passed to the beam search module.

As stated before, for each project, we have a set
of code changes represented as pairs (Cy, V), for
C; € C the set of diff outputs, N; € N the set of
messages submitted at commit time. On the other
hand, for each commit-derived modified file asso-
ciated to Fo, t = 1,...,T we have a set of pairs
(code, docstring). We train bilingual word embed-
dings between the set of source code content and
their associated docstring lines. The intuition be-
hind this is that the docstring basically explains —
or translates to natural language— the functional-
ity of a source code block. While this intuition is
arguably not entirely true from a machine trans-
lation perspective, at least it allows us to obtain a
shared feature space between code and docstring
tokens. We adapted the approach by Artetxe et al.
(2017), calling the output embedding C-DC.

In the second place, we construct another em-
bedding space to combine the set of messages
from the commits, and the docstrings, such that
this embedding only contains natural language to-
kens. In this case we do not expect a high overlap
between the vocabularies of each set, as they are
pointing at different semantic directions —their
intent is different. To build this embedding space,
we use a standard word2vec (Mikolov et al., 2013)
implementation, and call the resulting embedding
M-DC.

Using the above embedding spaces as map-
pings, the approach works as follows. Given an
input sequence C; = ¢y, ..., ¢, from a diff, each
of its tokens c; used to query the C-DC embedding
to obtain a set of £ neighboring NL tokens K. For
each NL token in K}, we obtain its vector repre-
sentation in M-DC and identify a medoid, medg, .
We consider this medoid not only as the represen-
tative of K, but also indirectly of the associated
source code token ¢;. We then use this medoid
vector and compute its distance to all the elements
in the output message vocabulary OV present in
M-DC, di; = dist(medy,,i) fori € OV. We
repeat this process for all the source code tokens
from the input diff sequence obtaining a distance
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matrix of n x |OV/|.

Finally, we compute the column-wise average
distance, obtaining a vector dg of size 1 x |OV/],
which represents a compressed association be-
tween the input source code sequence C; and the
output vocabulary. This resulting vector is used
during inference via a convex combination with
the softmax vector [4.. output by the decoder
lgee = a % lgeec + (1 — @) * d¢,. The modified vec-
tor is passed to the beam search, which selects the
next tokens in a regular fashion. It should be noted
that as the embedding training operations can be
performed off-line, the inference overhead added
by our mask is negligible, so there is almost no
impact in terms of inference time.

3.3 Structure-aware encoder

Finally, we also explore a different take on the en-
coding phase. We note that the diff associated to
a change has an inherent structure that allows us
to distinguish the lines that were added and/or re-
moved. In Loyola et al. (2017), the authors ignored
such distinction and simply generated a single se-
quence by concatenating both added and removed
parts. While this approach appears as a simple so-
lution, we consider it limits the expressiveness of
this input and introduce issues related to i) loss of
the alignment between added and removed code
within the source code file, and ii) source code to-
ken redundancy.

In order to overcome such issues, we propose to
consider the diff explicitly as two inputs, one for
the added tokens, and one for the removed tokens.
We hypothesize that the quality and richness of
the encoded input could be improved by compar-
ing these two inputs in order to identify elements
that may play a key semantic role in understanding
the diff, both in terms of added or removed code
chunks.

Concretely, let X, = z,... 2} and X; =
zy,...,%,, be the embedded sequences of the
concatenated added and removed code lines, as
extracted from the diff associated to example C}.
We use a single embedding matrix £ and the same
bidirectional LSTM to encode both sequences.

hf = LSTM(a;, b ,) 5)
hi = fISTM(xj, hi) (6)
- =

hy = LSTM(z; , h;_,) (7
hy = LSTM(x;, by ) ®)



We later apply two matching strategies over the
resulting vector sequences, which are based on
the multi-perspective matching operation by Wang
et al. (2017). The operation is built upon a cosine
matching function f,,,, which is used to compare
two vectors, as follows.

m = fm(vi,va; W) )

where v; and vy are two d-dimensional vec-
tors, W € R!*? is a trainable parameter with
the shape [ x d, [ is the number of perspectives,
and the returned value m is a [-dimensional vector
m = [mq, ..., My, ...,my]. Each element mj, € m
is a matching value from the k-th perspective, and
it is calculated by the cosine similarity between
two weighted vectors

my = cosine(Wy, o vy, W, o v) (10)

where o is the element-wise multiplication, and
Wi is the k-th row of W, which controls the k-th
perspective and assigns different weights to differ-
ent dimensions of the d-dimensional space.
Full-Matching: In this strategy, each forward
(or backward) vector l_ij (or E;r) is compared with
the last time step of the forward (or backward) rep-
resentation of the other sequence i_i,_n (or E;n).

>

P+
h;,

- full
m{“ :fm< 7

" = f (B,

(11)

Maxpooling-Matching: In this strategy, each
forward (or backward) vector }_ij (or Ej) is com-
pared with every forward (or backward) vector of
the other sequence i—{J_ (or Ej_) forj € 1...m,
and only the maximum value of each dimension is
retained.

2 Maxr _ - Hﬁ»’ﬁf;Wii
jergﬁ%f (hi" s hy s W?)

pmer (it R W

m; jéﬁ?ﬁn)f (hi by s W5) (12

where max 1is element-wise maximum.

je(...m)

These matching strategies are applied for both
added and removed sequences. After, we concate-
nate each of the sequences of matching vectors and
utilize another BiLSTM model to obtain a context-
aware version each sequence. These two vector
sequences are concatenated in the time dimension
and provided to the decoder as context for the at-
tention layer. Finally, to initialize the decoder, we
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concatenate the vectors from the last time-step of
the BiLSTM models and aggregate them using an
affine transformation. The decoder works analo-
gously to the vanilla encoder-decoder case.

4 Empirical Study

Data: We consider real world open source Python
projects. For our experiments using the content-
augmented encoder, we resorted to the code-
docstring-corpus (Barone and Sennrich, 2017).
This dataset is a diverse parallel corpus of a hun-
dred thousand Python functions with their doc-
strings, generated by scraping open source repos-
itories on GitHub. In order to make our ex-
periments comparable across settings, we only
worked with projects that were also present in
this dataset. We sorted the projects in the code-
docstring-corpus according to their total number
of commits in GitHub and chose the ones that con-
tained at least 10,000 commits aiming at diver-
sity in terms of topics. Specifically, in this paper
we work with Theano, astropy, nova, scikit-learn,
mne-python, flocker and matplotlib.

Following Loyola et al. (2017), we obtained all
the diff files and the metadata associated to each
commit, for a given project using the GitHub API.
We also recovered information such as the author
and message of each commit. The commit mes-
sages were processed using a modified version of
the Penn Treebank tokenizer (Marcus et al., 1993).
Besides using the rules defined by the original
script, we replaced commit SHAs, commit author
names and file names with generic tokens. In order
to do so, we first collect the set of commit SHAs,
committer names and project file names using the
downloaded metadata for each commit. Each one
of these lists is then matched against the words in
the text to produce the output. Finally, we also
removed certain repetitive patterns from the mes-
sages, such as the phrase merge pull request, keep-
ing the rest of the content of each sequence, if any.
Messages that solely contained these sequences
were discarded as they provide no useful semantic
information about the nature of the content of the
commit. On the other hand, to obtain a represen-
tation of the source code content of each commit,
we parsed the diff files and used a lexer (Brandl,
2016) to tokenize their contents in a per-line fash-
ion. We ignored docstrings and code comment to-
kens, as well as tokens contained in literal strings.
For our structure-aware encoder, when parsing the



diff file we separately extract the added and re-
moved lines, while the rest of the pre-processing
remains the same.

We discarded commits that modify more than
a single file, thus we consider only atomic com-
mits. To combine the commit data with the code-
docstring-corpus, we found the set of files modi-
fied by the commits and discarded all the ones that
modify a file not present in the examples from the
code-docstring-dataset. With this list, we extract
all the source code and docstring lines from the
corpus in a per-line fashion. In this manner, we
create a mapping that allows us to recover, for each
commit in our examples, the content and docstring
lines of the file that commit modifies. Table 1
summarizes the size of our raw and pre-processed
datasets.

Project Total Atomic C Structure
Theano 22,995 15,814 7,708 15,210
astropy 19,599 12,195 4,708 11,896
nova 13,400 18,110 4,617 17,412
scikit-learn 15,575 12,885 3,965 12,482
mne-python 12,761 6,762 4,083 6,531
flocker 16,027 11,702 4,707 10,821
matplotlib 20,001 14,284 5,840 13,836

Table 1: Number of commits available on each
dataset subset. Both the Content and Structure
subsets are obtained using the Atomic subset.

Evaluation: As stated in the previous sec-
tion, the problem of generating descriptions from
source code changes does not yet have a formal
way of evaluation. As the problem has certain el-
ements from both translation and summarization,
in principle metrics such as BLEU (Papineni et al.,
2002) seem to appear as feasible alternatives for
evaluation in our case. BLEU is based on n-gram
overlap between the gold standard and the gener-
ated sequences. Smoothing techniques are also ap-
plied to deal with cases in which certain generated
n-grams are not found on the gold standard. In
particular, for this work we use BLEU-4 and for
smoothing we simply add € = 0.01 to O counts.

On the other hand, we find METEOR (Lavie
and Agarwal, 2007), a metric based on the align-
ment between hypothesis-reference pairs, which
in turn is based on n-gram matching. Specifically,
METEOR computes the alignment by comparing
exact token matches, stemmed tokens and para-
phrase matches. In addition to that, it also finds se-
mantically similar tokens between hypotheses and
references by using Word-Net synonyms. To ob-
tain the final alignment, different overlap counts

125

are combined using several free parameters that
are tuned to emulate various human judgment
tasks. Although this gives METEOR some extra
flexibility, it makes it context dependent, specifi-
cally in terms of language. In our case, we work
with the latest version available (1.5) with the
model pre-trained for English, using the included
scripts to tokenize and normalize punctuation.

Finally, we also considered MEANT (Lo and
Wu, 2011). Our interest in this metric derives from
the fact that it considers the verb as a key element
when evaluating. More specifically, MEANT is
based on semantic role labels and uses the Kuhn-
Munkres algorithm to find matches in a bipartite
graph built upon semantic frames. Thus, this met-
ric aims at aligning the generated and gold stan-
dard sequences by finding semantically equivalent
passages focusing on the main action in each pas-
sage. Compared to other metrics, the main draw-
back of standard MEANT is that it requires the
inputs to have been annotated with their corre-
sponding semantic role labels, while also requir-
ing a notion of semantic distance to use for match-
ing frames. To this end, we work with MEANT
2.0 (Lo, 2017), which is based on automatic SRL
and word-embedding-based similarity for match-
ing. For both requirements, we rely on SENNA
(Collobert et al., 2011).

We trained our models using Adam (Kingma
and Ba, 2014) with a learning rate of 0.001 with
decay of 0.8 when there was no improvement in
the validation loss. We used early stopping when
the learning rate dropped below 10~%. For evalu-
ation on the test set, we used the three automatic
metrics introduced before.

In addition, we conducted a crowd-sourced hu-
man evaluation. Concretely, we selected the best
validation models on each case and relied on Ama-
zon Mechanical Turk to evaluate the results on
50 randomly-chosen examples from the test sets.
Each turker was presented with the gold stan-
dard and the generated message, and was asked to
rate the level of correlation between them, from 1
(min) to 5 (max). We randomly swapped the order
in which the messages appear, to avoid the turk-
ers from easily locating each message. To ensure
the quality of the evaluation, we filtered turkers us-
ing a quiz-based qualification in which users had
to prove they had basic knowledge of Python and
GitHub. In addition, each example was shown to
3 different turkers.



5 Results and Discussion

Table 2 summarizes our results in terms of all the
evaluation metrics for both experiments, namely,
1) the use of a content-aware encoder and ii) the
use of the structure-aware encoder. In terms of
notation, Len means the maximum length of the
input sequence, Use refers to if content-aware and
structure-aware was used (No means the standard
baseline from Loyola et al. (2017)) . We see
that in general, the usage of a context-aware en-
coder tends to increase performance, as the mod-
els with content perform better in 4 or 5 out of
our 7 datasets, for each of the automatic evalua-
tion metrics. These gains are also reflected in the
average correlation scores from our human eval-
uation, where we can see that the content-aware
models outperform the baseline in 4 datasets. In
terms of sequence length, we observe that some
content-aware models are able to outperform the
baseline using shorter input-output pairs.

Regarding the usage of two linearized inputs,
we see that the tendency is for the performance
to decrease. This is evidenced in both automatic
and human-based evaluation, where the majority
of the structure-aware models perform worse than
our baseline. We think this reinforces the urge for
moving into a more ad-hoc representation in terms
of structure, in which the code lines of the in-
put diff are exploited thoroughly. Despite the fact
that our current proposal goes in that direction, be-
ing designed to compare two sequential inputs, if
these two inputs lack expressive power, still there
is little the model can learn.

Comparing across models for a given automatic
evaluation metric, we see a big difference in terms
of their absolute values. In this sense, we note
that MEANT offers scores that are arguably more
lenient compared to BLEU and METEOR. We
think the fact that these last two metrics are heav-
ily based on n-gram overlap hinders their value.
As MEANT essentially performs an action-based
alignment between hypotheses and references, our
intuition is that this could be a good direction in
terms of evaluation, as the phenomenon to model
is basically an action performed on a document,
which is naturally articulated with a verb when
summarizing the action performed (e.g. Fix a
bug). Some empirical evidence about this was
given by Jiang et al. (2017), who found that out of
a sample of 1.6 M commit messages, roughly 47%
of them begin with a verb and its direct object.
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Regarding the mask-based approach, Table
3 presents some results associated to a initial
exploratory study considering a subset of the
projects. In this case, we can see that while the
results are in the order of magnitude of the best re-
sults associated to the previous approach for con-
tent integration, there is still no clear pattern in
terms of which metrics is more reliable as indi-
cator of generative performance. In that sense, we
consider it is critical to work towards obtaining an
ad-hoc metric that is better aligned with the actual
performance of the generation.

One known limitation of the current approach
is that while the the data coming from the code
changes in intrinsically time dependent, for the
case of the code-docstring source, we are just us-
ing a static version, therefore we are not con-
sidering how docstring documentation could also
change over time. While we were aware that such
decision has direct implication on the vocabulary
matching, it was a necessary simplification given
the available dataset.

Additionally, given that the results associated to
the use of two encoders did not produce a relevant
improvement , we believe that even a two-encoder
configuration does not produce a sufficiently ex-
pressive signal to be used by the decoder. That
makes us conclude that treating a code change just
a set of token sequences is not enough to obtain
considerable increments and that it is necessary to
obtain such input from a more flexible perspec-
tive, for example, by using an explicit dependency
graph between changes, or even more complex
constructs such as differences of execution traces
or abstract syntax trees.

6 Conclusion and Future Work

We studied how to model the generation of de-
scription from source code changes by integrating
the intra-code documentation as a guiding element
to improve the quality of the descriptions. While
the results from the empirical study are not com-
pletely conclusive, we consider that adding this
extra information on average contribute positively,
measured in terms of standard NLP metrics as well
as through a human study. For future work, we
consider necessary to focus on the expressiveness
of the feature representations learned from the en-
coder. In that sense, we will explore other ways
to treat the source code change, such as exploiting
their abstract syntax tree representation.



Dataset Content-aware encoder Structure-aware encoder
atase Len. Use MEANT METEOR BLEU Human Len. Use MEANT METEOR BLEU Human
Theano 200 No  0.1633 0.0505 0.0081  2.2533 100 No  0.14% 0.0310 00077 2.1667
300 Yes  0.1600 0.0360 0.0080  2.0667 300 Yes  0.0080 0.0061 0.0053 14533
o 200 No  0.1942 0.1074 00292 25067 200 No 02586 0.0738 0.0220  2.8400
24 300 Yes 02170 0.1100 0.0300  2.4867 200  Yes  0.2697 0.0555 00167  2.7133
ocker 300 No  0.0320 0.0405 00131 10133 300 No  0.1608 0.0668 00143 2.2267
100 Yes  0.1100 0.0540 00110  2.0467 100 Yes  0.1186 0.0375 0.0054  2.1267
amloib | 300 No 01944 0.0523 00126 2.3267 100 No  0.1637 0.0559 00139 2.3867
P 100 Yes  0.1240 0.0830 0.0220  2.4067 300 Yes  0.1357 0.0542 0.0174  2.0000
meovthon | 200 No  0.0147 0.0099 00052 22733 200 No  0.0568 0.0265 0.0171  2.4200
Py 200  Yes  0.0200 0.0250 00170  1.7667 300 Yes  0.0587 0.0250 0.0230  2.3933
ova 300 No 02798 0.0259 0.0275  2.4900 200 No 03151 0.0372 00187  2.4467
100 Yes  0.3350 0.0410 0.0240  2.8066 300 Yes 02976 0.0477 0.0236  2.7000
wikitlearm | 200 No  0.0669 0.1327 0.0276  2.0600 300 No  0.0547 0.0577 0.0170 _ 2.0300
st 100 Yes  0.0590 0.1010 0.0220  2.2200 300 Yes  0.0586 0.0341 00113 2.1267
Table 2: Best results using our context and structure aware architectures.
Best Value :
Dataset Ronan Collobert, Jason Weston, Lon Bottou, Michael
METEOR MEANT BLEU
Karlen, Koray Kavukcuoglu, and Pavel Kuksa.
Theano 0.1953 0.2103 0.0112 .
2011. Natural Language Processing (Almost) from
astropy 0.1077 0.2308 0.0302 Scratch. J. I of Machine L ne R h
matplotlib 0.0950 0.2397 0.0289 cratcn. ourna Of acnine earning esearcn,

Table 3: Results of our content-based masking
technique.
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Abstract

In this work, we investigate the task of tex-
tual response generation in a multimodal
task-oriented dialogue system. Our work
is based on the recently released Mul-
timodal Dialogue (MMD) dataset (Saha
et al.,, 2017) in the fashion domain. We
introduce a multimodal extension to the
Hierarchical Recurrent Encoder-Decoder
(HRED) model and show that this exten-
sion outperforms strong baselines in terms
of text-based similarity metrics. We also
showcase the shortcomings of current vi-
sion and language models by performing
an error analysis on our system’s output.

1 Introduction

This work aims to learn strategies for textual re-
sponse generation in a multimodal conversation
directly from data. Conversational Al has great
potential for online retail: It greatly enhances user
experience and in turn directly affects user reten-
tion (Chai et al., 2000), especially if the interaction
is multi-modal in nature. So far, most conversa-
tional agents are uni-modal — ranging from open-
domain conversation (Ram et al., 2018; Papaioan-
nou et al., 2017; Fang et al., 2017) to task ori-
ented dialogue systems (Rieser and Lemon, 2010,
2011; Young et al., 2013; Singh et al., 2000; Wen
et al., 2016). While recent progress in deep learn-
ing has unified research at the intersection of vi-
sion and language, the availability of open-source
multimodal dialogue datasets still remains a bot-
tleneck.

This research makes use of a recently released
Multimodal Dialogue (MMD) dataset (Saha et al.,
2017), which contains multiple dialogue sessions
in the fashion domain. The MMD dataset provides
an interesting new challenge, combining recent ef-
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forts on task-oriented dialogue systems, as well as
visually grounded dialogue. In contrast to sim-
ple QA tasks in visually grounded dialogue, e.g.
(Antol et al., 2015), it contains conversations with
a clear end-goal. However, in contrast to previ-
ous slot-filling dialogue systems, e.g. (Rieser and
Lemon, 2011; Young et al., 2013), it heavily relies
on the extra visual modality to drive the conversa-
tion forward (see Figure 1).

In the following, we propose a fully data-driven
response generation model for this task. Our work
is able to ground the system’s textual response
with language and images by learning the seman-
tic correspondence between them while modelling
long-term dialogue context.

AGENT: Hi, please tell me what i can help you with today?

SHOPPER: show me few of your top large sized rubber type upper material
clogs that is mostly light pink in colored that i would like .

AGENT: Of course. Just wait a few seconds while i browse through my
catalog

AGENT: Sorry i dont have any in pink but would you like to see some in

other color

SHOPPER: Pleasc show me something similar to the 1st image butina

different upper material

AGENT: The similar looking ones are
o

SHOPPER: 1 like the 4th result . Show me something like it but in material
as in the 1st image from what you had previously shown me in clogs

-

Figure 1: Example of a user-agent interaction in
the fashion domain. In this work, we are inter-
ested in the textual response generation for a user
query. Both user query and agent response can be
multimodal in nature.

2 Model: Multimodal HRED over
multiple images

Our model is an extension of the recently intro-
duced Hierarchical Recurrent Encoder Decoder
(HRED) architecture (Serban et al., 2016, 2017;

Proceedings of The 11th International Natural Language Generation Conference, pages 129-134,
Tilburg, The Netherlands, November 5-8, 2018. (©2018 Association for Computational Linguistics



Lu et al., 2016). In contrast to standard sequence-
to-sequence models (Cho et al., 2014; Sutskever
etal., 2014; Bahdanau et al., 2015), HREDs model
the dialogue context by introducing a context Re-
current Neural Network (RNN) over the encoder
RNN, thus forming a hierarchical encoder.

We build on top of the HRED architecture to
include multimodality over multiple images. A
simple HRED consists of three RNN modules: en-
coder, context and decoder. In multimodal HRED,
we combine the output representations from the
utterance encoder with concatenated multiple im-
age representations and pass them as input to the
context encoder (see Figure 2). A dialogue is mod-
elled as a sequence of utterances (turns), which in
turn are modelled as sequences of words and im-
ages. Formally, a dialogue is generated according
to the following:

N
Py(ty,...tn) = [[ Poltult<n) (D)
n=1

where ¢, is the n-th utterance in a dialogue. For
eachm = 1,...,M,, we have hidden states of
each module defined as:

hin = fo™ (M =15 W) @
hp? = 1"9([gg™ (imgr), . . g5"“ (imgr)])  (3)
hatt = f5™ (i i, ) )
B = 16 (W1 Wam, B (5)
hist =05 B =0; WG =hE(©)
where fieet fert and fge¢ are GRU cells (Cho

et al., 2014). 0 represent model parameters, wy, .,
is the m-th word in the n-th utterance and gg"¢
is a Convolutional Neural Network (CNN); here
we use VGGnet (Simonyan and Zisserman, 2014).
We pass multiple images in a context through the
CNN in order to get encoded image representa-
tions gg"(imgy). Then these are combined to-
gether and passed through a linear layer /"™ to get
the aggregated image representation for one turn
of context, denoted by h™ above. The textual
representation ht”  is given by the encoder RNN

feeet. Both hff”]”wn and h™ are subsequently
concatenated and passed as input to the context
RNN. h§¥, the final hidden state of the context
RNN, acts as the initial hidden state of the decoder
RNN. Finally, output is generated by passing hdeC
through an affine transformation followed by a
softmax activation. The model is trained using
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cross entropy on next-word prediction. During
generation, the decoder conditions on the previous
output token.

Saha et al. (2017) propose a similar baseline
model for the MMD dataset, extending HREDs to
include the visual modality. However, for simplic-
ity’s sake, they ‘unroll’ multiple images in a sin-
gle utterance to include only one image per utter-
ance. While computationally leaner, this approach
ultimately loses the objective of capturing multi-
modality over the context of multiple images and
text. In contrast, we combine all the image rep-
resentations in the utterance using a linear layer.
We argue that modelling all images is necessary to
answer questions that address previous agent re-
sponses. For example in Figure 3, when the user
asks “what about the 4th image?”, it is impossi-
ble to give a correct response without reasoning
over all images in the previous response. In the
following, we empirically show that our extension
leads to better results in terms of text-based sim-
ilarity measures, as well as quality of generated
dialogues.

AGENT: Sorry i dont think i have any 100% acrylic but i can show you in

SHOPPER: Show me something similar to the 4th image but with the
material different

AGENT: The similar looking ones are . b I

Our version of the dataset

Text Context: Sorry i don’t think i have any 100 % acrylic but i can show
you in knit | Show me something similar to the 4th image but with the
material different

Image Context: [Img 1, Img 2, Img 3, Img 4, Img 5] | [0, 0, 0, 0, 0]
Target Response: The similar looking ones are

Saha et al. (Saha et al., 2017)

Text Context: |

Image Context: Img 4 | Img 5

Target Response: The similar looking ones are

Figure 3: Example contexts for a given system ut-
terance; note the difference in our approach from
Saha et al. (2017) when extracting the training data
from the original chat logs. For simplicity, in this
illustration we consider a context size of 2 previ-
ous utterances. ‘|’ differentiates turns for a given
context. We concatenate the representation vec-
tor of all images in one turn of a dialogue to form
the image context. If there is no image in the utter-
ance, we consider a 04996 vector to form the image
context. In this work, we focus only on the textual
response of the agent.




Attention

The similar looking cnes are </s=

Softmax

Context
Encodar

1
/ Concat ‘:\

Text Representation

Image Representation

Input teed
Decoder

Embedding
Layer

<8 The similar leoking ones are

Target - System Utterance

Text

/‘ Concat

Represenation

.

;;W|md

Bi-dir

=

-
A

Image Aepresentation

I 1
e

Image from frent and lef orientations

Context - System Utterance

Encoder | ‘

Show me similar to this image

Context - User Utterance
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per context, we concatenate all the ‘local’ representations to form a ‘global’ image representation per
turn. Next, we concatenate the encoded text representation and finally everything gets fed to the context

encoder.

3 Experiments and Results

3.1 Dataset

The MMD dataset (Saha et al., 2017) consists
of 100/11/11k train/validation/test chat sessions
comprising 3.5M context-response pairs for the
model. Each session contains an average of 40
dialogue turns (average of 8 words per textual re-
sponse, 4 images per image response). The data
contains complex user queries, which pose new
challenges for multimodal, task-based dialogue,
such as quantitative inference (sorting, counting
and filtering): “Show me more images of the 3rd
product in some different directions”, inference
using domain knowledge and long term context:
“Will the 5th result go well with a large sized mes-
senger bag?”, inference over aggregate of images:
“List more in the upper material of the 5th image
and style as the 3rd and the 5th”, co-reference res-
olution. Note that we started with the raw tran-
scripts of dialogue sessions to create our own ver-
sion of the dataset for the model. This is done
since the authors originally consider each image as
a different context, while we consider all the im-
ages in a single turn as one concatenated context
(cf. Figure 3).
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3.2 Implementation

We use the PyTorch! framework (Paszke et al.,
2017) for our implementation.”> We used 512
as the word embedding size as well as hidden
dimension for all the RNNs using GRUs (Cho
et al.,, 2014) with tied embeddings for the (bi-
directional) encoder and decoder. The decoder
uses Luong-style attention mechanism (Luong
et al., 2015) with input feeding. We trained our
model with the Adam optimizer (Kingma and Ba,
2015), with a learning rate of 0.0004 and clipping
gradient norm over 5. We perform early stopping
by monitoring validation loss. For image repre-
sentations, we use the FC6 layer representations
of the VGG-19 (Simonyan and Zisserman, 2014),
pre-trained on ImageNet.?

3.3 Analysis and Results

We report sentence-level BLEU-4 (Papineni et al.,
2002), METEOR (Lavie and Agarwal, 2007) and
ROUGE-L (Lin and Och, 2004) using the evalu-
ation scripts provided by (Sharma et al., 2017).

'https://pytorch.org/

2Qur code is freely available at:
https://github.com/shubhamagarwal92/mmd

*In future, we plan to exploit state-of-the-art frameworks
such as ResNet or DenseNet and fine tune the image encoder
jointly, during the training of the model.



sorry i dont think i have anything in casual
but do you want to see some in different fit

A
Agent é 13
i i
w |
User show me more images of the 5th product
from some different orientations
True image from the frontright,back and left
orientations respectively
Predicted image from the front, right, back and predicted
left orientations respectively

(@)

show me more in the weave as in the
4th image
sorry i dont think i have anything in casual

User

True

(b)

but do vou want to see some in different fit

=y

Agent u_&i-l ‘1. Agent

i think ill buy the 1st one

A

g

L) 8

User whatis the style in the 2nd and 1stimages? User

the style of the floaters is regular & casual inthe o

True 2nd image; regular & quality in the 1stimage

sure. thats a great choice

sorry i dont think i have anything in woven pragigteq the style of the floaters is regular inthe  Predicted  absolutely. i think thats a great jeans
but would you like something in other types

1stand 2nd image

(© (d)

Figure 4: Examples of predictions using M-HRED-attn (5). Recall, we are focusing on generating
textual responses. Our model predictions are shown in blue while the true gold target in red. We are
showing only the previous user utterance for brevity’s sake.

We compare our results against Saha et al. (2017)
by using their code and data-generation scripts.*
Note that the results reported in their paper are on
a different version of the corpus, hence not directly
comparable.

Model | Cxt [ BLEU-4 METEOR ROUGE-L
Saha et al. M-HRED* 2 0.3767 0.2847 0.6235
T-HRED 2 0.4292 0.3269 0.6692
M-HRED 2 0.4308 0.3288 0.6700
T-HRED-attn 2 0.4331 0.3298 0.6710
M-HRED-attn 2 0.4345 0.3315 0.6712
T-HRED-attn 5 0.4442 0.3374 0.6797
M-HRED-attn 5 0.4451 0.3371 0.6799

Table 1: Sentence-level BLEU-4, METEOR and
ROUGE-L results for the response generation
task on the MMD corpus. “Cxt” represents con-
text size considered by the model. Our best per-
forming model is M-HRED-attn over a context of
5 turns. *Saha et al. has been trained on a different
version of the dataset.

Table 1 provides results for different configura-
tions of our model (“T” stands for text-only in the
encoder, “M” for multimodal, and “attn” for using
attention in the decoder). We experimented with
different context sizes and found that output qual-
ity improved with increased context size (mod-
els with 5-turn context perform better than those
with a 2-turn context), confirming the observation
by Serban et al. (2016, 2017).°> Using attention
clearly helps: even T-HRED-attn outperforms M-
HRED (without attention) for the same context
size. We also tested whether multimodal input
has an impact on the generated outputs. However,
there was only a slight increase in BLEU score
(M-HRED-attn vs T-HRED-attn).

‘nttps://github.com/amritasahal8l2/
MMD_ Code

5Using pairwise bootstrap resampling test (Koehn, 2004),
we confirmed that the difference of M-HRED-attn (5) vs. M-
HRED-attn (2) is statistically significant at 95% confidence
level.
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To summarize, our best performing model (M-
HRED-attn) outperforms the model of Saha et al.
by 7 BLEU points.® This can be primarily at-
tributed to the way we created the input for our
model from raw chat logs, as well as incorporat-
ing more information during decoding via atten-
tion. Figure 4 provides example output utterances
using M-HRED-attn with a context size of 5. Our
model is able to accurately map the response to
previous textual context turns as shown in (a) and
(c). In (c), it is able to capture that the user is ask-
ing about the style in the 1st and 2nd image. (d)
shows an example where our model is able to re-
late that the corresponding product is ‘jeans’ from
visual features, while it is not able to model fine-
grained details like in (b) that the style is ‘casual
fit’ but resorts to ‘woven’.

4 Conclusion and Future Work

In this research, we address the novel task of
response generation in search-based multimodal
dialogue by learning from the recently released
Multimodal Dialogue (MMD) dataset (Saha et al.,
2017). We introduce a novel extension to the
Hierarchical Recurrent Encoder-Decoder (HRED)
model (Serban et al., 2016) and show that our im-
plementation significantly outperforms the model
of Saha et al. (2017) by modelling the full multi-
modal context. Contrary to their results, our gen-
eration outputs improved by adding attention and
increasing context size. However, we also show
that multimodal HRED does not improve signif-
icantly over text-only HRED, similar to observa-
tions by Agrawal et al. (2016) and Qian et al.
(2018). Our model learns to handle textual cor-
respondence between the questions and answers,
while mostly ignoring the visual context. This in-
dicates that we need better visual models to en-

SThe difference is statistically significant at 95% confi-

dence level according to the pairwise bootstrap resampling
test (Koehn, 2004).



code the image representations when he have mul-
tiple similar-looking images, e.g., black hats in
Figure 3. We believe that the results should im-
prove with a jointly trained or fine-tuned CNN for
generating the image representations, which we
plan to implement in future work.
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Abstract

Comments on a stock market often include
the reason or cause of changes in stock
prices, such as “Nikkei turns lower as yen’s
rise hits exporters.” Generating such infor-
mative sentences requires capturing the re-
lationship between different resources, in-
cluding a target stock price. In this paper,
we propose a model for automatically gen-
erating such informative market comments
that refer to external resources. We evalu-
ated our model through an automatic met-
ric in terms of BLEU and human evalua-
tion done by an expert in finance. The re-
sults show that our model outperforms the
existing model both in BLEU scores and
human judgment.

1 Introduction

Nikkei Stock Average opens at a high
price after Dow Jones Industrial Aver-
age closes at a high price.

This is an example of a comment on markets that
describes the stock prices shown in Figure 1. The
closing price of the Dow Jones Industrial Average
at 5 am JST is represented as the right-most point
in the figure on the top, while the opening price of
the Nikkei Stock Average is represented as the left-
most point in the figure at the bottom. While the
comment describes the behavior of Nikkei Stock
Average (henceforth, Nikkei 225), the main indi-
cator of the Japanese stock market, it also refers to
an external indicator, the Dow Jones Industrial Av-
erage, which represents the US stock market. Such

*Views expressed in this paper are those of the authors

and do not necessarily reflect the official views of the Bank of
Japan.
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Figure 1: Relationship between Dow Jones Indus-
trial Average and Nikkei 225 (Nikkei Stock Aver-

age).

mentions of external resources as a cause of the be-
havior of a target index are very common in market
comments. Comments on the Japanese stock mar-
ket can also refer to, for example, other stock mar-
ket indices, foreign exchange rates, and oil prices,
and comments that also describe causes will facil-
itate readers in understanding financial situations.

In this paper, we address the task of generat-
ing market comments that refer to external re-
sources. Specifically, we extend the encoder in the
encoder-decoder model proposed by Murakami
et al. (2017) so that the model can take into ac-
count external resources related to the financial do-

Proceedings of The 11th International Natural Language Generation Conference, pages 135-139,
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main. We encode each of the external resources in
addition to the target index, i.e., Nikkei 225, and
feed them to the decoder. The experimental results
show that our proposed model outperforms the ex-
isting single-source model in terms of the fluency
and informativeness of human evaluation, in addi-
tion to the BLEU score.

2 Related Work

There has been a lot of work on generating text
from numerical time series or structured data in-
cluding weather data (Belz, 2008), healthcare data
(Portet et al., 2009), sports data (Liang et al., 2009),
and market data (Kukich, 1983). Approaches to
such tasks are traditionally dependent on hand-
crafted rules (Goldberg et al., 1994; Dale et al.,
2003) or are template-based.

Neural encoder-decoders (Sutskever et al.,
2014; Bahdanau et al., 2015; Luong et al., 2015)
have also been successfully applied to various
data-to-text generation tasks. While many gener-
ate text from table data, such as reviews from prod-
uct attributes (Dong et al., 2017) and biographies
from the infoboxes of Wikipedia (Lebret et al.,
2016), there is an attempt to generate text from
numerical data (Murakami et al., 2017), in which
market comments are generated from a time-series
of stock prices. However, the model of Mu-
rakami et al. (2017), which is based on an encoder-
decoder, takes only a target time series and ignores
the fact that there are many mentions of external
resources.

3 Generating Market Comments

We describe our model for generating comments.
We extend the encoder part of the model proposed
by Murakami et al. (2017), which had a limitation
in generating informative market comments due to
the lack of a capability to consider multiple data
sources as input. We first explain the encoder used
in the existing model and then show how we extend
1t.

3.1 Base Model (BASE)

The existing model by Murakami et al. (2017)
takes only a single source of data, a sequence of
prices of Nikkei 225, as input. Specifically, the
prices are recorded every five minutes in the data.
The model first converts the input data into two
vectors: a short-term vector X o and a long-term
VECtOr Xjong. The vector Xgpor is /N -dimensional
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Figure 2: Neural-network architecture of our
model. The symbol T denotes embedding of pub-
lishing time (see Murakami et al. (2017) for de-
tails).

and consists of the N previous stock prices, while
Xlong is M -dimensional and consists of the clos-
ing prices of the M preceding trading days. Thus,
Xshort contains short-term changes in the stock
price, while xjog contains long-term changes.

In the encoding step, the vectors are passed to
multilayer perceptrons (MLPs) with three layers
and concatenated as

Usingle = [MLPshort (xshort) > MLPIong (xlong) ] ’
(1

where the semicolon represents the concatenation.
The vector vgjngle is then transformed to a vector s¢
by an affine transformation sg = Wvgngle + by,
where W; is a weight matrix and b is a bias term.

In the decoding step, the hidden state of the de-
coder is initialized by s, and LSTM cells (Hochre-
iter and Schmidhuber, 1997) are used following the
model by Murakami et al. (2017). Please refer to
the original paper for more details on the decoder.

They also replaced numerical values in the train-
ing data with placeholders representing arithmetic
operations, e.g., rounding down the difference be-
tween the latest price and the closing price of the
previous day.

3.2 Multiple Source-Aware Model (MULTI)

The architecture of our model is shown in Figure 2.
We extend the encoder part of the base model so
that the model can take L different sources as input,



including the Dow Jones Industrial Average, and
US dollar/Japanese yen exchange rates in addition
to Nikkei 225. We convert each input source to a
continuous representation v* (1 <i < L) as

v = [MLPsihort (xihort> : MLPli’ng (xli(’ng) ] '
(2)

Note that the model has 2L MLPs; L MLPs are
for short-term data and the others are for long-term
data. Each xéhort is an N -dimensional short-term
vector for the i-th data source generated with the
same approach as Murakami et al. (2017). Each
xliong is an M -dimensional long-term vector for the
i-th data source.

The representations vl ... ,vL are then con-

catenated to a representation v as:
1.....,L
Umulti = [v AR ) ]' (3)

It is then passed to an affine transform function as
is done in the base model s = Wy vmui + bm,
and s is used for the initial state of the decoder.

Our model is clearly a straight extension of the
model by Murakami et al. (2017). All the multiple
input resources are treated equally with this archi-
tecture. The target resource to be described will
be determined by the training data. For example,
if the comments in the training data describe the
behavior of Nikkei 225, the other resources are re-
garded as causes influencing Nikkei 225.

4 Experiments

4.1 Data

Training the model requires pairs consisting of a
time series and a market comment aligned with
it. As market comments, we used 20,093 head-
lines of Nikkei Quick News (NQN) that describe
the behavior of Nikkei 225. They are provided by
Nikkei, Inc. and written in Japanese. We divided
them into three parts on the basis of the period of
publication: 16,276 for training (Dec. 2010-Oct.
2015), 1,866 for validation (Oct. 2015-April 2016)
and 1,951 for testing (April 2016-Oct. 2016). In
addition, we retrieved the five-minute charts of 10
indices from Thomson Reuters DataScope Select!.
They consist of seven stock market indices (Nikkei
225, TOPIX Price Index, S&P 500 Index, FTSE
100 Index, Hang Seng Index, Shanghai SE Com-
posite Index, and Dow Jones Industrial Index),

1https://hosted.datascope.reuters.com/
DataScope/

a forward transaction index (Nikkei 225 Future),
and two currency exchange rates, USD/JPY and
EUR/JPY.

4.2 Preprocessing and Parameters

As a preprocessing procedure, we created short-
and long-term sequences of each index from the
five-minute charts in the same way as Murakami
etal. (2017). The size N of a short-term vector was
set to 62, and the size M of a long-term one was
set to 7. We used Adam (Kingma and Ba, 2015)
for optimization with a learning rate of 0.0001 and
a mini-batch size of 100. The dimensions of the
three hidden layers in MLPs were all set to 32.

4.3 Evaluation Settings

We compared our model with the model by Mu-
rakami et al. (2017). The latter was not provided
with external resources as input, but could still re-
fer to them groundlessly simply because mentions
of external resources are found in the training data.

We conducted both an automatic evaluation in
terms of BLEU scores and a manual evaluation
done by a financial expert. The outputs from the
proposed model were compared with reference
market comments extracted from NQN and com-
ments generated by the base model. In the au-
tomatic evaluation by BLEU score, we used the
market comments collected from NQN as refer-
ences. We calculated the BLEU scores for both
the base model and our model. In the human eval-
uation, a human judge (an expert in finance) man-
ually judged the outputs in terms of two criteria:
fluency and informativeness. Specifically, we pre-
sented three market comments generated by a hu-
man (HUMAN), the base model (BASE), and our
model (MuLTI). For fluency, the human judge man-
ually selected a label from two labels (fluent
and not fluent) for each comment. For in-
formativeness, the judge was asked to evaluate
whether a comment included a correct mention of
an external resource. The human judge was asked
to select one out of four labels: no, correct,
wrong, and subtle. The label no means that
a comment did not contain a mention of an exter-
nal resource. The label correct means that the
comment contained correct mentions of external
resources, whereas the label wrong means that the
comment contained a wrong mention of external
resources. The label subt le corresponded to the
other cases. For example, when a comment con-
tained a mention of an external resource that was
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Method BLEU (%)
BASE 21.88 £ 0.31
MULTI  23.66 & 0.35

Table 1: Result of evaluation in terms of BLEU.
Scores were macro-averaged over 5 runs. Each
value after & is standard deviation.

fluent not fluent

HUMAN 98 2

BASE 95 5

MULTI 96 4
(a) Fluency.

Mentions of Ext. Resources

no yes (cr/wr/sb)
HUMAN 54 46 (570 /41)
BASE 51 49 (137 9 /27)
MULTI 46 54 (117 2 /41)

(b) Informativeness.

Table 2: Result of human evaluation. In (a), values
are number of times that comments were judged
fluent or not fluent. In (b), no indicates
number of comments that do not contain any men-
tion of external resources. yes indicates num-
ber of comments that contain mention of external
resources. yes is divided into correct (cr),
wrong (wr), and subtle (sb), which respec-
tively mean numbers of comments with correct,
wrong, and subtle mentions.

not any of the L inputs, subtle was assigned.
When evaluating the informativeness, the human
judge does not simply measure the similarity be-
tween the generated comments and the reference
comments; he referred to the input data to check
the correctness of the generated comments.

5 Results

Table 1 shows the BLEU scores for each model.
The scores were calculated by averaging the scores
of five trials. By incorporating multiple resources
as input, our model outperformed the base model
with an improvement of 1.78 points in BLEU. This
suggests that integrating multiple resources into
the encoder helps to improve the ability to generate
comments similar to human generated ones.
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Table 2 shows the results of the human evalu-
ation for each model. In terms of fluency, most
of the comments generated by all of the meth-
ods were judged fluent. BASE and MULTI were
slightly worse than HUMAN in fluency because they
failed to output the correct placeholders represent-
ing arithmetic operations.

In terms of informativeness, our model referred
to external resources more often than BASE. Specif-
ically, our model outputs 54 comments with men-
tions of external resources, while 46 were with-
out the mentions. The method BASE outputs only
49 comments with such a mention. In addition,
the proportion of wrong was notably reduced by
our model. The results suggest that our proposed
model improved the ability to generate more in-
formative sentences including correct mentions of
external resources.

We show examples of the generated comments
in Table 3. The method BASE erroneously men-
tioned external information, “US stock rise,” due to
the lack of input information. Our method, MULTI,
tended to avoid generating clearly erroneous men-
tions such as “US stock rise.” We also found that
HUMAN often referred to important events as in the
output example “easing Brexit concerns.” Gener-
ating such comments requires yet other external re-
sources such as news streams, which we leave for
future work.

6 Conclusion

We proposed an encoder-decoder model for gen-
erating market comments that refer to external re-
sources. Our automatic and manual evaluation
showed that integrating multiple resources into the
encoder improves the ability to include such infor-
mation in the outputs and to generate more infor-
mative comments.

Our code is available at https://github.
com/aistairc/market-reporter.
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Method

Output

Toushou yoritsuki zokushin,

HUMAN TSE opening continual_rise, gain

agehaba 300 en koeru,
300 yen jump_over, UK EU leaving concern-NOM retreat

ei EU ridatsu kenen-ga koutai

“Tokyo stocks open 300 yen higher with a continual rise, due to easing Brexit concerns.”

Toushou yoritsuki zokushin,

agehaba 300 en chou, bei-kabu-daka ya en-yasu-o

koukan

BASE TSE opening continual_rise, gain 300 yen over US-stock-high and yen-cheap-acc good_feeling
“Tokyo stocks open 300 yen higher with a continual rise, helped by a cheaper yen and US stocks rise.”
Toushou yoritsuki zokushin, agehaba 300 en chou, en-yasu-de  yushutsu-kabu-ni  kai

muLTt  TSE opening continual_rise, gain 300 yen over yen-cheap-INS exporting-stock-DAT purchase

“Tokyo stocks open ... a continual rise, thanks to demand for export-related shares boosted by a cheaper yen.”

Table 3: Examples of generated comments. Each example is accompanied by original Japanese com-
ment transliterated into English alphabet, its word-for-word translation, and the corresponding English
sentence. TSE stands for Tokyo Stock Exchange. Abbreviations used in word-for-word translation are as
follows. NOM: nominative, ACC: accusative, INS: instrumental, and DAT: dative.
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Abstract

We present Spatial VOC2K, the first multi-
lingual image dataset with spatial relation
annotations and object features for image-
to-text generation, built using 2,026 im-
ages from the PASCAL VOC2008 dataset.
The dataset incorporates (i) the labelled
object bounding boxes from VOC2008,
(i1) geometrical, language and depth fea-
tures for each object, and (iii) for each pair
of objects in both orders, (a) the single
best preposition and (b) the set of possible
prepositions in the given language that de-
scribe the spatial relationship between the
two objects. Compared to previous ver-
sions of the dataset, we have roughly dou-
bled the size for French, and completely
reannotated as well as increased the size
of the English portion, providing single
best prepositions for English for the first
time. Furthermore, we have added explicit
3D depth features for objects. We are re-
leasing our dataset for free reuse, along
with evaluation tools to enable compara-
tive evaluation.

1 Introduction

Research in image labelling, description and un-
derstanding has a long tradition, but has recently
seen explosive growth. Work in this area is most
commonly motivated in terms of accessibility and
data management, and has a range of different spe-
cific application tasks. One current research fo-

cus is detection of relations between objects, in
particular for image description generation, and
the research presented here contributes to this
line of work with a new dataset, SpatialVOCZK,1
in which object pairs in images have been an-
notated with spatial relations encoded as sets of
prepositions, specifically for image-to-text gener-
ation. We start below with the source datasets
from which we obtained the images, bounding
boxes, and candidate prepositions (Section 2), fol-
lowed by an overview of directory structure and
file schemas (Section 3), and a summary of the an-
notation process (Section 4) and spatially relevant
features (Section 5). We describe the two evalu-
ation tools supplied with the dataset (Section 6),
and finish with a survey of other datasets with ob-
ject relation annotations (Section 7).

2 Source Data

Our main data source for Spatial VOC2K was the
PASCAL VOC2008 image dataset (Everingham
et al., 2010) in which every object belonging to
one of 20 object classes is annotated with class la-
bel, bounding box (BB), viewpoint, truncation, oc-
clusion, and identification difficulty (Everingham
et al., 2010). Of these annotations we retain just
the BB geometries and the class labels (aeroplane,
bird, bicycle, boat, bottle, bus, car, cat, chair, cow,
dining table, dog, horse, motorbike, person, potted
plant, sheep, sofa, train, tv/monitor).

We also used Rashtchian et al.’s VOC’08 1K
corpus (2010), which has 5 descriptions per im-

"https://github.com/muskata/Spatial VOC2K
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age obtained via Mechanical Turk for 50 images
from each VOC2008 class, in order to determine
an initial set of candidate prepositions for our an-
notations (for details see Section 4). Due to quality
control measures, the VOC’08 1K descriptions are
of relatively high quality with few errors.

For Spatial VOC2K, we selected all images from
the VOC2008 data that had two or three object
bounding boxes (BBs), meaning that images con-
tained exactly two and three objects from the
VOC2008 object classes, respectively. We also
selected all images with four and five BBs where
three were of normal size and the remainder very
small (bearing the VOC2008 label ‘difficult’).
This selection process resulted in a set of 2,026
images with 9,804 unique object pairs. Numbers
of BBs in images were distributed as follows:

Number of BBs 2 3 341 | 342
Number of images | 1,020 | 534 | 357 | 141

For each image, we then (i) collected additional
annotations (Section 4) which list, for each or-
dered object pair, (a) the single best, and (b) all
possible prepositions that correctly describe the
spatial relationship between the objects; and (ii)
computed a range of spatially relevant features
from the image and BB geometries, BB labels, and
image depth maps (Section 1). All annotations and
features are included in this dataset release.

3 Spatial VOC2K Structure and Schemas

The overall structure and file conventions of
the SpatialVOC2K dataset mirror those of the
VOC2008 dataset where possible:

Spatial VOC2K
Annotations
Best
+—2008_000002.xml
+—2008_-000003.xml
—All

+——2008_000002.xml
+——2008_000003.xml

Evaluation_Tools

systemAccuracy.py

relationPrecision.py

patial_Features
+—2008_000002.xml
+—2008_000003.xml

All files in the Annotations directory start with a
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line that is simply the original annotations from
VOC2008. In the Best subdirectory, the remain-
ing lines have the pattern Object; Objectsy
Preposition, where Object and Objects
are the exact word strings, including any sub-
scripts, of the object labels in the first line in the
file, and Preposition is the single best prepo-
sition chosen by annotators for the two given ob-
jects presented in the given order (more about
object order in Section 4 below). Each pair of
annotated objects is thus associated with exactly
two prepositions in the Best files, the best human-
selected preposition for each order. The following
is a simple example of a Best file:

1 VvO0C2012 2008.000008.jpg The VvVOC2008
Database PASCAL VOC2008 flickr 500
442 3 0 horse Left 0 1 53 87 471 420
0 person Unspecified 1 0 158 44 289
167 0

2 horse person under

3 person horse on
In the All directory, files have the same structure
except that in the preposition lines, instead of a
single preposition, there are as many prepositions
as were selected by the human annotators as pos-
sible for a given ordered object pair.

The Spatial_Features files also have the same
basic structure, except that instead of prepositions,
there are 19 feature-value pairs (explained in Sec-
tion 5) for each ordered object pair (some feature
values differ depending on object order), e.g.:

1 VOC2012 2008.000008.3jpg The vOC2008

Database PASCAL VOC2008 flickr 500

442 3 0 horse Left 0 1 53 87 471 420

0 person Unspecified 1 0 158 44 289

167 0

horse person FO 12 F1 14 F2 0.65 F3

0.42 F4 1.54

3 person horse FO 14 F1 12 F2 0.42 F3
0.65 F4 0.65

2

In the following three sections, we explain how
we obtained the preposition annotations and spa-
tial features, and how the metrics encoded by the
evaluation tools are defined.

4 Preposition Annotations

We derived a set of candidate prepositions from
the VOC2008 1K dataset (Section 2) by pars-
ing the 5,000 descriptions in it with the Stanford
Parser version 3.5.22 with the PCFG model, ex-
tracting the nmod:prep prepositional modifier re-
lations, and manually removing the non-spatial

Zhttp://nlp.stanford.edu/software/lex-
parser.shtml#Download



ones. This gave us 38 English prepositions:

V% { about, above, across, against, along,
alongside, around, at, atop, behind, below, be-
neath, beside, beyond, by, close to, far from, in,
in front of, inside, inside of, near, next to, on,
on top of, opposite, outside, outside of, over,
past, through, toward, towards, under, under-
neath, up, upon, within }
To obtain prepositions for French, we first asked
two French native speakers to compile a list of
possible translations of the English prepositions,
and to check these against 200 sample images ran-
domly selected from the complete set to be an-
notated. This produced 21 prepositions which
were reduced to 19, based on evidence from pre-
vious work (Muscat and Belz, 2015), by eliminat-
ing prepositions that were used fewer than three
times by annotators (en haut de, parmi). After
the first batch of 1,020 images had been anno-
tated, we furthermore merged prepositions which
co-occur with another preposition more than 60%3
of the times they occur in total (d [’interieur de, en
dessous de), in accordance with the general sense
of synonymity defined in previous work (Mus-
cat and Belz, 2017). We found this kind of co-
occurrence to be highly imbalanced, e.g. the like-
lihood of seeing d [’interieur de given dans is
0.43, whereas the likelihood of seeing dans given
d Uinterieur de is 0.91. We take this as justifica-
tion for merging d [’interieur de into dans, rather
than the other way around, and proceed in this way
for all prepositions. The process leaves a final set
of 17 French prepositions:

Vi = {acoté de, d I’éxterieur de, au dessus de,
au niveau de, autour de, contre, dans, derriére,
devant, en face de, en travers de, le long de, loin
de, par dela, preés de, sous, sur}

We also reduced the set of 38 English prepositions,
using the same elimination process, starting with
prepositions that occurred fewer than three times
(toward, towards, about, across, along, outside,
outside of, through, up). A further 12 prepositions
were merged into others (within, inside, inside of,
beside, alongside, by, against, upon, atop, on top
of, beneath, under), yielding a final set of 17 En-
glish prepositions:

Vg = { above, around, at, behind, below, be-

yond, close to, far from, in, in front of, near, next

to, on, opposite, over, past, underneath }

3This is a very high threshold and far above co-occurrence
percentages for any other preposition pairs.
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As discussed in more detail in previous work
(Muscat and Belz, 2017), we make the domain-
specific assumption that there is a one-to-one map-
ping from each preposition to the SR it denotes
(whereas an SR can map to multiple prepositions).
While our machine learning task is SR detec-
tion, we ask annotators to annotate our data with
the corresponding prepositions (a more human-
friendly task).

We used the above preposition sets in collecting
annotations as follows. For each object pair O;
and Oj in each image, and for both orderings of
the object labels, L;, L; and L, L;, the task for an-
notators was to select (i) the single best preposition
for the given pair (free text entry), and (ii) the pos-
sible prepositions for the given pair (selected from
a given list) that accurately described the relation-
ship between the two objects in the pair, given the
template Ly is ___ Lo (is becomes et for French).

Even though in annotation task 1, annotators
were not limited in their choice of preposition,
they did not use any that were not in the list of
prepositions offered in annotation task 2 (a few
typos we corrected manually). As it would have
been virtually impossible to remember the exact
list of prepositions and only use those, we inter-
pret this as meaning that annotators did not feel
other prepositions were needed.

We used average pairwise kappa to assess inter-
annotator and intra-annotator agreement as de-
scribed in previous work (Muscat and Belz, 2017).
First, figures for the first batch of French annota-
tions (1,020 images with 2 or 3 objects in BBs*).
For single best prepositions (annotation task 1),
average inter-annotator agreement was 0.67, and
average intra-annotator agreement was 0.81. For
all possible prepositions (annotation task 2), aver-
age inter-annotator agreement was 0.63, and aver-
age intra-annotator agreement was 0.77.

For the second batch of French annotations
(1,006 images with 3, 4 or 5 BBs), average inter-
annotator agreement for single best prepositions
(annotation task 1) was 0.33, and average intra-
annotator agreement was 0.66. For all possible
prepositions (annotation task 2), average inter-
annotator agreement was 0.3, and average intra-
annotator agreement was 0.62. A possible reason
for the lower annotator agreement on batch 2 is
that as the number of dominant objects in an im-

* Annotators were only ever shown images with 2 BBs in
them.



FO: Object label L — definition depends on learning method NB, DT, RF: {0, 1, ..., 19}; oth-
ers: 1-hot encoding (20 bits)
F1: Object label L, — definition depends on learning method
F2: Area of bounding box of Objs normalized by image size. [0, 1]
F3: Area of bounding box of Obj, normalized by image size. [0, 1]
F4: Ratio of Obj, bounding box area to that of Obj,. [0, size of Obj,]
F'5: Distance between bounding box centroids, normalized by image diagonal. [0, 1]
Fe6: Area of overlap of bounding boxes normalized by the area of the smaller bound- | [0, 1]
ing box.
F: Distance between centroids divided by sum of square root of areas/2 (approxi- | [0, ~20]
mated average width of bounding boxes).
F8: Position of Obj; relative to Obj, expressed as one of 4 categories, depending | NB, DT, RF: {0, 1, 2, 3}; oth-
on the angle with the vertical axis. ers: 1-hot encoding (4 bits)
F9- Let distance from image edge of left and right edges be al, bl for first box and | [~-40, ~+40]
F12: | a2,b2forsecond box: F'9 = (a2—al)/(bl—al), F10 = (b2—al)/(bl—al).
Similarly for the top and bottom edges, giving F'11 and F'12.
F13: | Aspect ratio of box of Obj,. [0, ~10]
F14: | Aspect ratio of box of Obj,. ?
F'15: | GloVe word vector for L. here: ~ [—2,+3]
F16: GloVe word vector for L,. ) ’
F17: | Average depth in BB of Obj.
F18: | Average depth in BB of Obj,.

Table 1: Spatially relevant features as included in Spatial VOC2K. Note that the 19 numbered features
above correspond to feature vectors of length between 116 and 140, depending on conversion method

for ML inputs.

age increases, the annotation task becomes more
difficult; we also used different annotators for the
second batch which may be a contributing factor.’

5 Spatially Relevant Features

Table 1 provides an overview of the 19 features in-
cluded in Spatial VOC2K: FO, F1, F15 and F16 are
language features. FO is the class label of the first
object, F1 of the second (e.g. person). F15 and
F16 are GloVe word vectors of length 50 (Pen-
nington et al., 2014) for the object labels.® F2—
F14 are visual features measuring various aspects
of the geometries of the image and two bounding
boxes (BBs). Most features express a property of
just one of the objects, but F4-F9 express a prop-
erty of both objects jointly, e.g. F6 is the normal-
ized BB overlap.

F17 and F18 are the average pixel-level depth
value within the BB of Objs and Obj,, respec-
tively. Pixel-level depth values were computed
via the method described in (Birmingham et al.,
2018), which uses depth maps computed with
monoDepth’ (Godard et al., 2017) .

SInter-AA/intra-AA for English and additional dataset
statistics will be added to the project home on Github.

SGloVe is a count-based method for creating distributed
word representations.

"https://github.com/mrharicot/monodepth

143

6 Evaluation Tools

SpatialVOC2K includes two evaluation tools
which we have used in all previous work involving
similar data. The two tools, systemAccuracy
and relationPrecision implement the fol-
lowing two methods, respectively.

System-level Accuracy: There are four dif-
ferent variants of system-level Accuracy, denoted
Ace(n), n € {1,2,3,4}. Each variant returns Ac-
curacy rates for the top n outputs returned by sys-
tems, in the sense that a system output is consid-
ered correct if at least one of the reference prepo-
sitions (the human-selected prepositions from the
dataset annotations) can be found in the top n
prepositions returned by the system (for n = 1
this yields standard Accuracy).

Weighted Average Per-preposition Precision:
This measure, denoted Accp, computes the
weighted mean of individual per-preposition pre-
cision scores. The individual per-preposition pre-
cision for a given system and a given preposition
p is the proportion of times that p is among the
corresponding human-selected prepositions out of
all the times that p is returned as the top-ranked
preposition by the system.

7 Related Datasets

A number of datasets are available that incorporate
annotations representing relations between objects




Name Authors Task Categories of relations Annotated Images
relations

Visual Phrases Sadeghi et al. | Phrase Classifica- | action, verbal, spatial 1,796 2,769
2011 tion

Visual and Linguistic | Elliott and | Image Description action, verbal, spatial 5748 341/2424

Treebank Keller, 2013

Scene Graphs Johnsonetal. | Image Retrieval action, verbal, spatial, | 112,707 SK
2015 preposition

ViSen Ramisa et al. | Preposition Predic- | spatial, preposition 78,317 33,262
2015 tion

VRD Lu et al. | Relation, Phrase | action, verbal, spatial, | 37,993 5K
2016 Prediction preposition, comparative

Visual Genome Krishna et al. | Image Understand- | action, verbal, spatial, | 1.5M 108K
2016 ing preposition, comparative

Table 2: Overview of related datasets. For explanation of relation categories see in text.

in images. Types of relationships that have been
annotated include actions (e.g. person kicks ball),
other verbal relations (person wears shirt), spa-
tial relations (person on horse), and comparative
relations (one car bigger than another). In this
section, we provide a brief overview of available
datasets with relation annotations, in terms of their
stated purpose (application task), the types of re-
lations included, the range of spatial prepositions
included, as well as size and other properties of the
dataset. Table 2 has a summary of the datasets.

Visual Phrases (Sadeghi and Farhadi, 2011)
was the first image dataset with object relation an-
notations, and used the concept of a visual phrase
(VP) which is defined as a bounding box that sur-
rounds two objects in an image. Out of 17 differ-
ent types of VPs annotated in the data set, 13 com-
prise 2 objects, and 4 comprise one object. How-
ever, there are 120 predicates per object category.

Visual and Linguistic Treebank (Elliott and
Keller, 2013) contains 341 images that are anno-
tated with regions (362 in total) and visual depen-
dency representations, which unfold to a total of
5,748 spatial relations (from a set of 8) and are
aligned to the dependency parse of the image de-
scription. This setup allows for the prediction of
actions as well as spatial relations (using a set of 8
manual created rules).

Scene Graphs (Johnson et al., 2015) is a dataset
of 5,000 human-generated scene graphs grounded
to images; scene graphs describe objects and their
relationships.

ViSen (Ramisa et al., 2015) associates sets of
(object_1, preposition, object_2) triples with im-
ages, where the triples have been extracted from
parses of the image descriptions in MSCOCO (Lin
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et al., 2014) and Flickr30k (Young et al., 2014).
Prepositions covered include all those extracted
from the image descriptions including non-spatial
ones. By far not all descriptions contain preposi-
tions so not all images have spatial relation annota-
tions; the task addressed is preposition prediction,
not spatial relation prediction.

Visual Relationships Dataset (VRD) (Lu et al.,
2016) contains 5,000 images, 100 object cate-
gories, 6,672 unique relationships, and 24.25 re-
lations per object category. Scant information is
available about how the dataset was created other
than that relations broadly fit into the categories
action, verbal, spatial, preposition and compara-
tive.

Visual Genome (Krishna et al., 2017) contains
108K images, split into 4M regions, correspond-
ing to 108K scene graphs and about 4K region
graphs, 1.5M object-object relations, 40K unique
relations, and an average of 17 relations per image
and 0.63 relations per region.

8 Future Work

We plan to expand the SpatialVOC2K dataset to
other languages, and to more object pairs per lan-
guage, in the future. Given the ever growing need
for image description and labelling, and in combi-
nation with the image segmentation and descrip-
tion annotations that exist for the same VOC im-
ages, SpatialVOC2K can potentially be used in a
range of different application tasks, including but
not limited to image description generation.
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Abstract

Detection of spatial relations between ob-
jects in images is currently a popular sub-
jectin image description research. A range
of different language and geometric ob-
ject features have been used in this con-
text, but methods have not so far used ex-
plicit information about the third dimen-
sion (depth), except when manually added
to annotations. The lack of such informa-
tion hampers detection of spatial relations
that are inherently 3D. In this paper, we
use a fully automatic method for creating a
depth map of an image and derive several
different object-level depth features from
it which we add to an existing feature set
to test the effect on spatial relation detec-
tion. We show that performance increases
are obtained from adding depth features in
all scenarios tested.

1 Introduction

Image description aims to produce a summarising
description, in structured natural language, of an
image (region), typically involving the prioritisa-
tion of more important elements and relationships
between elements. Work in this area is most com-
monly motivated in terms of accessibility and data
management, and has a range of distinct appli-
cation tasks. Research in image description and
understanding is booming, with relation detection
currently a particular focus. The input to spatial
relation detection is usually a set of secondary, ab-
stract features derived from region boundaries and
labels. A range of different language and geomet-
ric features have been used in existing work, but
none that explicitly encode information about the
third dimension (depth), except via manual anno-
tations (Elliott, 2014). This is an issue for spatial
relation detection, because many spatial relations
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involve three dimensions, some obviously so (e.g.
in front of, behind), some less so (beyond, out-
side, across, etc.). Existing methods in effect try
to guess 3D relations from 2D information.

In the experiments in this paper, we use a fully
automatic method to generate a depth map from an
image, derive different object-level abstract fea-
tures from the depth values associated with pix-
els within object bounding boxes, and test the ef-
fect of adding such features on the performance
of spatial relation detection methods. Below, we
start by reviewing related research (Section 2) and
describing the existing dataset and associated fea-
tures we use in our experiments (Section 3). We
next describe the depth map generation method we
used, and the features we derive from depth maps
(Section 4). We then describe the classifier meth-
ods we use in experiments (Section 5), and report
results from experiments involving different clas-
sifier methods and combinations of depth features
(Section 6). We conclude with some discussion
and a look to the future (Section 7).

2 Related Research

Research on associating text with images goes
back at least to the 1960s with early work focusing
on object/region labelling (Rosenfeld, 1978). Im-
age description proper starts where a summarising
description of the whole image is aimed for. Some
approaches measure the similarity of a new im-
age with other images for which descriptions ex-
ist, and then use one or more of those descriptions
to create a description for the new image (Socher
et al., 2014; Karpathy and Fei-Fei, 2015; Ordonez
et al., 2011). Our focus here is on methods that
create a new description for a given image from
scratch. Such methods can be said to involve three
main steps: (1) identification of type and, option-
ally, location of objects and background/scene; (2)
detection of attributes, relations and activities in-
volving objects from Step 1; and (3) generation of

Proceedings of The 11th International Natural Language Generation Conference, pages 146—151,
Tilburg, The Netherlands, November 5-8, 2018. (©2018 Association for Computational Linguistics



a word string from the outputs from Steps 1 and
2. In Step 2, the focus of this paper, systems deter-
mine object attributes (Yatskar et al., 2014; Kulka-
rni et al., 2011), spatial relationships (Yang et al.,
2011; Elliott and Keller, 2013), activities (Yatskar
et al., 2014; Elliott and Keller, 2013), etc.

Identifying the spatial relationships between
pairs of objects in images is an important part of
Step 2, but overlaps into Step 3 if prepositions
are selected directly. Methods that produce spatial
prepositions sometimes do so as a side-effect of
the overall method (Mitchell et al., 2012; Kulka-
rni et al., 2013); examples of preposition selec-
tion as a separate subtask include Elliott and Keller
(2013) who base the mapping from features to
spatial relations on manually composed rules, and
Ramisa et al. (2015) and our own previous work
(Muscat and Belz, 2017) where the mapping is
learnt automatically. Elliott (2014) manually adds
3rd dimension annotations to images (e.g. whether
objects are behind other objects).

There is a sizable literature on spatial rela-
tions and spatial language from cognitive and psy-
cholinguistic perspectives, and the remainder of
this section briefly surveys a selection of relevant
results. Indications are that whether speakers use
spatial relations in scene descriptions and referring
expressions depends at least in part on individual
preference and the context. E.g. when generat-
ing referring expressions, some people prefer not
to use spatial relations at all (Viethen and Dale,
2008). Furthermore, speakers tend to make more
use of spatial relations in domains unknown to
them, whereas they use them comparatively less
when the domain is known (Viethen and Dale,
2008). Kelleher and Kruiff (2005) categorise spa-
tial relations as combinations of topological vs.
projective, and contrastive vs. relative, the latter
being dependent on context. Both studies (Viethen
and Dale, 2008; Kelleher and Kruijff, 2005) agree
that people are generally less likely to use projec-
tive spatial relations like in front of than topolog-
ical relations like on top of. The former depend
on a landmark whereas the latter depend on inter-
section, overlap and contiguity, which require less
cognitive effort to process. For similar reasons,
contrastive relations are used more than relative
relations (Kelleher and Kruijff, 2005).

The comprehension and choice of spatial prepo-
sitions depend on function as well as context
(Coventry et al., 2005), e.g. the choice of preposi-
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tion in person at a table, depends on the functional
relationship between the trajector object, person,
and the landmark object, table. Dobnik and Kelle-
her (2014) derive functional semantic knowledge
from corpora and use it to explore the dependency
of spatial prepositions on functional knowledge.

Regier and Carlson (2001) show that projective
spatial terms such as above are grounded in at-
tention processes and vector-sum coding of over-
all direction, formalising these notions in their at-
tentional vector-sum (AVS) model. The model
is shown to predict linguistic acceptability judg-
ments for spatial terms, for a variety of spatial
configurations. Results indicate that spatial prepo-
sitions require more attention on the image com-
pared to detecting an object, and geometric fea-
tures based on the net vector sum over an area
rather than the centre of mass are better predictors.

Kelleher et al. (2011) show that object occlu-
sion degrades the performance of models that are
based solely on geometric and functional fea-
tures e.g. in the case of in front of, a projective
preposition. Kelleher et al.’s occlusion-enabled
regression-based model is shown to outperform
Regier and Carlson’s AVS model.

3 Data and Features

In the research reported here, we use a subset of
the French part of the Spatial VOC2K dataset (Belz
et al., 2018), referred to as ‘DS-F-Best’ below, for
consistency with previous publications. Objects
in this dataset are annotated with bounding boxes,
object labels and spatial relations encoded as sets
of prepositions. To create the spatial relation an-
notations, annotators were asked to (a) choose the
single best preposition (free text entry), as well as
(b) select all possible prepositions from a list of
candidate spatial prepositions, such that the prepo-
sition(s) accurately describe(s) the spatial relation-
ship between the given pair of objects.

In the experiments below, we are interested in
studying the effect depth features have on recalling
individual prepositions (especially the ones that
have previously proven difficult to predict) in ad-
dition to the overall system-level recall. We there-
fore use the single best preposition for each object
pair only, when training the single label classifiers.

In research involving this and similar datasets,
sets of language and geometric features are nor-
mally computed from bounding boxes and object
labels. Typical language features are label en-



coders (one hot vectors) and word2vec (Mikolov
et al., 2013) vectors. Examples of geometric fea-
tures are area of object bounding box normalised
by combined area size for both objects, area of
overlap between the two bounding boxes nor-
malised by combined area, and Euclidean distance
between two bounding boxes. Some of the fea-
ture functions are unary and others are binary.
For the initial feature set in this paper, we used
the union of geometric features from two previous
lines of work, our own (Muscat and Belz, 2017)
and Ramisa et al. (2015). This yielded a set of
18 geometric features, and although some of these
are correlated, we left it to the classifier models to
discriminate among the more useful ones. There
are no 3D features in this initial set of features,
although some features are intended as proxy fea-
tures for depth, e.g. bounding box overlap.

4 Computing Depth Features

4.1 MonoDepth Features

We use monoDepth1 (Godard et al.,, 2017), a
convolutional neural network method trained on
stereo image pairs which maps single images to
depth maps where each pixel has a value as-
signed to it that represents the estimated dis-
tance from the viewer. More specifically we used
the monodepth-cityscapes model, trained on the
Cityscapes dataset (Cordts et al., 2016). Figure 1
shows an image from our dataset alongside the
depth map generated for it by the monodepth-
cityscapes model. The more towards the dark blue
end of the colour spectrum an area is, the further
away it is from the viewer, and the more towards
the bright yellow end, the nearer. The model pro-
duces an impressively accurate rendering of the
depths of the two trees, car, person, and road (not
all depth maps are as good).

Once we have the depth map for a given image,
we obtain depth values for the pixel grids inside
the bounding boxes (BBs) of the pair of objects
under consideration. We then compute the follow-
ing object-level features for each BB:

e Average depth (AVG): simply the average
depth value within each object BB.

e Radially weighted average (RWA) depth:
starting from the central pixel(s), assign a
weight to each pixel that is in inverse pro-

"https://github.com/mrharicot/monodepth
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portion to its distance from the centre, then
compute the weighted average.

Looking at the example in Figure 1, AVG is much
lower in the red person BB than in the blue car BB,
making ‘person in front of car’ a possibility. RWA
is also less for the person BB, but the difference is
less pronounced than would be the case if all of the
car was further way than the person, thus making
‘person next to car’ an alternative possibility.

4.2 Human-estimated Depth Feature

We obtained human estimates of BB-level depth
for 1,554 images and 3,642 objects as follows.
Participants were shown an image with objects
surrounded by BBs. Their task was to assign a
number out of 100 to each bounding box, indicat-
ing the average depth of (just) the object inside the
BB, where 100 is the maximum distance. The an-
notators were trained and mentored for some time
before starting annotations proper. Three partici-
pants in total contributed to the annotations. Depth
values were then normalised to range from O to 1
for each image.

We computed Pearson’s correlation coefficients
between the human estimated object depths and
the corresponding AVG and RWA figures. Pear-
son’s r between human and AVG depth values
was 0.535 (p < 0.0001), and between human
and RWA it was 0.523 (p < 0.0001). The cor-
relation between AVG and RWA was 0.995(p <
0.0001). We also converted the three sets of depth
estimates to categorical values (foreground, back-
ground, neutral) and computed percentage agree-
ment with human-estimated depth on these, which
was 60.8% for AVG and 60.3% for RWA.

5 Methods

Using combinations of features from Section 3
and 4, we separately trained models of the six
types below.> Where relevant, hyperparameters
for the models were obtained by splitting the de-
velopment data into separate training and valida-
tion sets, which were then recombined for training
the final models and testing on a held-out test set.
All models output the probability vector for the
prepositions, from which results are calculated.
Naive Bayes (NB) models assume that each
feature is conditionally independent of every other
feature given the output class (preposition in our
case). We use a prior computed from the output

2Using scikit-learn: http://scikit-learn.org



Figure 1: Example Spatial VOC2K image and depth map generated by monoDepth.

labels, and base the likelihood on the geometric
features.

Decision Tree (DT): Decisions are based on
conjunctions of features. Values for the maxi-
mum tree depth [2, 20] are determined by hyper-
parameter optimisation (HPO).

Logistic Regression (LR): A linear classifier
which models the SR probabilities with a logistic
function. The value for the inverse of regularisa-
tion constant [0.1, 100.0] is determined by HPO.
The regularisation is L1-norm, tolerance is 0.001
and one-versus-rest multi-class classification.

Support Vector Machine (SVM): A binary
classifier solving the multiclass case via (here)
one-versus-one classification. The RBF kernel pa-
rameters, C [0.1, 100.0] and gamma [0.001, 1.0]
are determined by HPO.

Random Forests (RF): A meta-estimator com-
prising multiple decision-tree classifiers fitted to
sub-samples of the data, using averaging to im-
prove predictive accuracy and to control overfit-
ting. The number of estimators [10, 150], max-
imum features [1, 156], maximum tree depth [2,
20], are determined by HPO.

6 Experiments and Results

We carried out experiments for all ML methods
above, and for the following feature combinations:
(i) the 18 geometrical features (‘G’ in results ta-
bles) from Section 3, (ii) the language features de-
rived from the object labels (‘L in the tables), (iii)
average depth (‘avg’ in tables), (iv) RWA (‘rwa’ in
tables) and (V) human-estimated depth (‘man’ in
tables). For each of (iii), (iv) and (v) we consid-
ered depth of object 1 (‘d1’ in tables), depth of ob-
ject 2 (‘d2’ in tables), and the difference between
the latter two depths (‘dd’ in tables).

Table 1 shows system-level weighted aver-
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| Features [RF [ DT [LR [SVM [ NB |
G 045 | 036 | 04 0.38 0.24
+avg:dl,d2 045 | 036 | 04 0.39 0.25
+avg:dd 045 | 036 | 04 0.37 0.27
+avg:dl,d2,dd 0.46 | 0.36 | 0.39 | 0.37 0.27
+rwa:d1,d2 045 | 036 | 04 0.37 0.24
+rwa:dd 045 | 035 | 04 0.38 0.27
+rwa:d1,d2,dd | 0.46 | 0.35 | 0.4 0.37 0.26
+man:dl,d2 047 | 036 | 04 0.4 0.24
+man:dd 047 | 039 | 041 | 04 0.27
+man:dl,d2,dd | 0.49 | 0.39 | 0.4 0.4 0.27
L.G 048 | 04 0.46 | 043 0.26
+avg:dl,d2 0.5 0.4 0.46 | 0.46 0.27
+avg:dd 049 | 04 0.46 | 0.46 0.26
+avg:dl,d2,dd 0.5 0.4 0.46 | 045 0.27
+rwa:d1,d2 048 | 04 0.46 | 0.44 0.27
+rwa:dd 048 | 0.4 047 | 0.44 0.26
+rwa:dl,d2,dd | 047 | 0.4 0.46 | 0.45 0.27
+man:dl,d2 049 | 04 0.48 | 0.46 0.27
+man:dd 052 | 042 | 047 | 044 0.26
+man:dl,d2,dd | 0.51 | 0.42 | 0.48 | 0.44 0.27

Table 1: SpatialVOC2K: Weighted Average Re-
call for all feature combinations (for explanation
of abbreviations, see in text).

age recall results. Depth features improved the
weighted average recall results across the board.
The highest increase is 8.9% when added to geo-
metric features, and 8.3% when added to both lan-
guage and geometric features. AVG and RWA fea-
tures perform equally well, and less well than the
human-estimated depths. Out of the three depth
features, the difference in depth (dd = d1 — d2)
has the most pronounced positive effect on scores
individually; however, the overall highest scores
are obtained when all three (d1, d2 and dd). Out
of the different classifier modesl, the RF model re-
sulted in the highest scores followed by LR, SVM,
DT and NB. However, the NB model registered
the highest increase in scores resulting from depth
features: 12.5% when added to geometric features.
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G, avg:dl,d2 -4 -1 -20 +8 0| -27 0| +10 +8 0 0] 24 | -8 +5 0] -2
G, avg:dd -4 -1 -20 0 0| -27 0| 24 -5 0 4 24 | -5 0 0] -2
G, avg:dl,d2,dd -4 - 0 +8 0 0 0| +19 0 0 -6 01 -5 +5 | 2 0
G, rwa:dl1,d2 -4 - | -20 +8 0 0 0| +19 0| -16 6| 36 | -5 +8 0] -2
G, rwa:dd 0 - | +20 +8 0 | 27 0 -5 -5 0 +#4 | -16 | -8 +2 0 0
G, rwa:d1,d2,dd 0 -1 -20 -8 0| 27 | 25 | +24 -5 0 91 20 | 2 512 | 2
G, man:d1,d2 -4 - 0 0 0 | 27 0 | +33 0 0 0 0] -2 20 4| 4T
G, man:dd 0 - 0 +8 0 0] 25| «10 | +32 | -20 0| 28 0 2 | +4 0
G, man:d1,d2,dd -4 - 0| +15 0| -27 0| 24 | +12 0 +4 4| 42 +8 | 49 | +9
G,L +4 - 0| -15 | +33 | +73 | +24 +5 | +18 | +20 -9 0 0| «11 | +7 | +7
G,L,avg:d1,d2 0 -1 20 | <18 | 25 0 0 +5 0 +7 | 10 | 20 | -2 0| +4 | +7
G,L,avg:dd -4 -1 20 | <18 | 25 | +15 0| 23 | -15 0 0 0 0 0| 2 0
G,L,avg:d1,d2,dd -4 -1 20 | 27 | 25 | 27 0| +18 -9 0| +10 | +12 0 4| 4| 2
G,L,rwa:d1,d2 0 -1 20 9 | 25 | +15 0 +5 +4 +7 +#4 | -16 | 2 2 0 0
G,L,rwa:dd -4 -1 20 | 227 | 25 | -15 0| +14 4 | -10 | +10 | -16 0 0 0 0
G,L,rwa:d1,d2,dd 0 - -20 0| 251 -15 0 9 | -15 | -17 +4 -8 0 2 -2 0
G,L,man:d1,d2 0 - 20 | +18 | 25 | -15 0| +14 9 | 20 | +14 8| 2 0| +2 | +2
G,L,man:dd +4 -1 220 | +55 0 0 0| +14 +9 0| «14 | +12 0 0| «8 | +7
G,L,man:d1,d2,dd | 4 -1 220 | +36 0| -27 0| 23 +4 0 | 27 0| +2 +2 1 6 | +9

Table 2: Spatial VOC2K: Percentage increase in recall per preposition for the RF model. Figures in top
half relative to geometric features; lower half relative to both geometric and language features.

This could indicate that the other models are learn-
ing more about depth from the other features.

Table 2 shows per-preposition weighted aver-
age recall results. In this set of results we ex-
amine the effect of adding depth information on
individual prepositions, looking at which combi-
nations of features increase or decrease the re-
call per preposition. The table is split into two
halves. The top half shows changes from adding
depth features to (just) the geometric features (G),
while the bottom half shows changes from adding
depth features to the union of geometric and lan-
guage features (G,L). Some prepositions fare bet-
ter with depth information: au niveau de (“at the
level of”), derriere (“behind”), devant (“in front
of”), sur (“on’). Results for others worsen: a coté
de (“next t0”), en face de (“facing”), sous (“‘un-
der”). For some, the results are inconclusive (con-
tre (“‘against”), dans (“in”), loin de (‘“far from”),
pres de (“near”)), while others are not affected (au
dessus de (“above”), autour de (“around”)).

The row labelled ‘G,L” shows the effect of just
adding language features to the geometric set.
Some prepositions (most notably autour de, con-
tre and dans) benefit substantially from language
features while others benefit more from depth fea-
tures. Some (au niveau de, oin de) fare worse
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when language features are added. The biggest
improvement when depth information is added to
geometric features is 33% for derriere (“behind”);
the highest when depth is added to both geometri-
cal and language is 55%, for au niveau de (“at the
level of, at equal distance from the viewer”).

Getting improvements for clearly 3D preposi-
tions such as derriere, devant and au niveau de is
as expected, but there are clear improvements for
other prepositions too.

7 Conclusion

We have reported the first results for using object-
level depth features computed from depth maps
automatically generated for a given image with
monoDepth as additional features in spatial rela-
tion prediction. We have shown that performance
increases when depth features are added in all sce-
narios tested. However, automatically computed
depth is still some way off manual toplines which
resulted in bigger improvements.
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Abstract

We study the problem of opinion question
generation from sentences with the help
of community-based question answering
systems. For this purpose, we use a se-
quence to sequence attentional model, and
we adopt coverage mechanism to prevent
sentences from repeating themselves. Ex-
perimental results on the Amazon ques-
tion/answer dataset show an improvement
in automatic evaluation metrics as well as
human evaluations from the state-of-the-
art question generation systems.

1 Introduction

Question generation (QG) can be considered as a
task which affects many aspects of people’s lives.
One of the main significance of the question gen-
eration is its capability to improve one’s learning
ability. Studies have shown that asking questions
can help students realize their knowledge deficits
and encourages them to look for information to
compensate for those deficits (Graesser and Per-
son, 1994). Additionally, QG can be used as an aid
to search engines by providing suggestions regard-
ing the users’ queries (Chali and Hasan, 2015).
This way, the users can either choose one of those
suggestions or obtain a better idea on how to mod-
ify their query to get better results. Moreover, QG
can assist the reading comprehension task and the
question answering community by providing a ro-
bust input for their systems (Serban et al., 2016;
Rajpurkar et al., 2016; Yang et al., 2017).

In this work, we propose a sequence to sequence
model that uses attention and coverage mecha-
nisms for addressing the question generation prob-
lem at the sentence level. The attention and cover-
age mechanisms prevent language generation sys-
tems from generating the same word over and over
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again, and have been shown to improve a system’s
output (See et al., 2017).

We benefit from the community-based question
answering systems. Specifically, we use the Ama-
zon question/answer dataset (McAuley and Yang,
2016). The sentences are mostly informal and
sometimes do not follow the correct grammatical
structure. We utilize the answers that people post
on the community question answering system as
inputs to our model; hence, proposing an opinion
question generation system which could be used
as an interface to online forums helping users in
browsing and querying them by making questions
as suggestions.

In the subsequent section, we describe the re-
lated works to QG. The next section is on the task
definition, followed by the demonstration of the
model structure. After that, we discuss the exper-
imental settings and at the end provide a thorough
discussion of our results.

2 Related Work

After the first question generation shared task eval-
uation challenge (Rus et al., 2010), the ques-
tion generation task has received a huge atten-
tion from the natural language generation commu-
nity. Many of the traditional approaches involve
human resources to create robust templates and
then employing them to generate questions. For
instance, Heilman and Smith (2010) approach is
to overgenerate questions by some hand-written
rules and then rank them using a logistic regres-
sion model. Labutov et al. (2015) benefit from
a low-dimensional ontology for document seg-
ments. They crowdsource a set of promising ques-
tion templates that are matched with that repre-
sentation and rank the results based on their rel-
evance to the source. Lindberg et al. (2013) em-
ployed a template-based approach while taking
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advantage of semantic information to generate nat-
ural language questions for on-line learning sup-
port. Chali and Hasan (2015) consider the auto-
matic generation of all possible questions from a
topic of interest by exploiting the named entity in-
formation and the predicate argument structures of
the sentences.

Lately, more approaches have been presented
that utilize the neural encoder-decoder architec-
ture. Serban et al. (2016) address the problem by
transducing knowledge graph facts into questions.
They created a factoid question and answer corpus
by using the Recurrent Neural Network architec-
ture.

QG can also be combined with its complemen-
tary task, Question Answering (QA) for further
improvement. Tang et al. (2017) consider QG and
QA as dual tasks and train their relative models
simultaneously. Their training framework takes
advantage of the probabilistic correlation between
the two tasks. QG has also entered other com-
munities such as computer vision. Mostafazadeh
et al. (2016) introduced the visual question gener-
ation task where the goal of the system is to create
a question given an image.

One of the latest studies on the QG task has been
conducted by Du et al. (2017). Their task is a QG
on both sentences and paragraphs for the reading
comprehension task, and they adopt an attention-
based sequence learning model. Another recent
work is by Yuan et al. (2017), they generate ques-
tions from documents using supervised and rein-
forcement learning.

In our work, we generate questions using com-
munity questions and answers and apply the
encoder-decoder structure. To boost the perfor-
mance of our system, we use attention and cover-
age mechanisms as suggested in See et al. (2017).

3 Task Formulation

Given an answer A = (a1, az, ...,ayn), we are go-
ing to generate a natural language question ) =
(q1,92,---,q0 ), where its answer is embedded
in A. Our goal is to find @ such that the con-
ditional probability p(Q|A) is maximized. We
model p(Q|A) as a product of word predictions:

M
p(QlA) = Hp(Qt|Q1:t717 A)
1

This indicates that the probability of each ¢, re-
lies on the previously generated words and the in-
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put sentence A.

4 Model Structure

For modeling p(Q|A), we use the simple RNN
encoder-decoder architecture (Cho et al., 2014)
with the global attentional model (Luong et al.,
2015), which lets the decoder learn to focus on
a particular range of the input sequence during
the generation task. To improve upon this model,
we apply coverage mechanism (See et al., 2017),
which prevents the word repetition problem.

4.1 Encoder

An encoder network maps an input sequence into
word vectors and then converts them into hidden
states b1, ..., by. In our case, the encoder is a two
layer bidirectional LSTM network (Hochreiter and
Schmidhuber, 1997). We concatenate the output
of the forward hidden states b_; and the backward
hidden states E, namely, b; = [b_;, E] for input
token j. This b; is used later by the decoder to
calculate the context vector c¢;, which stores the
relevant source-side information and simplifies the
prediction of the next target word. ¢; is computed
as a weighted sum of b;:

N

ce =Y ay(i)b;

i=1

()

where a; is an alignment vector and is calculated
according to the general attention model:

) exp(h] Wyb;)
ag (Z) = T

Zj exp(hi Wabj))
To initialize the decoder’s hidden state, we con-

catenate the hidden states of the forward and the
backward pass of the encoder.

2

4.2 Decoder

The decoder is a two layer unidirectional LSTM.
It keeps a coverage vector s, which is the sum of
the previous alignment vectors:

It shows how much coverage each input word
has received from the attention mechanism so far
and it helps the mechanism to avoid attending to
the same words again once they have been at-
tended to initially (See et al., 2017). It should be
mentioned that sp is a zero vector since nothing



has been covered on the first time step. This cov-
erage vector will be added to the source hidden
states b;:

b; = tanh(b; + wss (7))

This b; will be substituted in equations (1) and
(2) where w; is a parameter to be learned. This
way, with the help of s;, the attention mechanism
always has a memory of its past decisions.

The decoder predicts the next word ¢; given the
context vector ¢; and all the previously predicted
words {q1,...,q:—1}. We use a softmax layer to
produce the predictive distribution:

patlqui—1, A) = softmax(Wsﬁt)

Et is the attentional hidden state which is cal-
culated given the target hidden state h; and the
source context vector c¢:

hy = tanh(We[eg; he])

where W and W, are learnable parameters.
The hidden state at time step ¢ of the decoder is
generated by:

hy = LSTM(%—L ht—l)

where ¢;—1 is the previously generated word and
h;_1 is the former hidden state.

Moreover, we use the input feeding approach
(Luong et al., 2015), which informs the decoder
which words were considered for the past align-
ments. We do this by concatenating the attentional
hidden state h; with the inputs at the next time
steps.

4.3 Training and Generation
The training objective is to minimize the negative
log-likelihood of the training corpus. Considering

S = {(ai, qi)}‘lsl as our whole training data, we
define the objective as:

El
Jp =Y —logp(gila;)

=1

3)

In addition to this primary loss function, it is re-
quired to introduce a coverage loss to penalize an
overlap between the coverage vector and the at-
tention distribution, which means attending to the
same location multiple times.
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covlossy = Z min(a. (), s¢(7))

After being reweigted by some hyperparame-
ter A, this amount is added to equation (3):

S|
Jy = Z —log p(qi|a;) + Acovlossy

=1

In the generation step, we utilize the beam
search for the inference to maximize the condi-
tional probability.

Since the size of our vocabulary is limited to a
small number, many unknown words (UNK) will
be generated during the inference. We substitute
the (UNK) tokens with the words with the highest
attention weight from the source sentence.

5 Experiments

5.1 Dataset

We use the Amazon question/answer dataset
(McAuley and Yang, 2016). We set the minimum
length of the questions to 4 tokens, including the
question mark to filter out poorly structured sen-
tences. The answers must be at least 10 tokens
long. Moreover, we set the maximum length of
the questions and the answers to 20 and 35 to-
kens, respectively. As there are many URLSs in the
dataset, we replace them with a URL token to re-
duce the vocabulary size. We lower-case the entire
dataset and use the NLTK toolkit ! for sentence
tokenization. There can be many examples where
the questions are not grammatically correct. Peo-
ple may just ask: “Waterproof ?7”’. The same prob-
lem occurs with the answers: the answer might be
a single “Yes”. We use 80% of the dataset as the
training set, and the rest is divided between the
validation set and the test set. Table 1 shows the
total number of examples in each dataset after re-
moving very long or very short sentences from the
training and the validation datasets.

Test
70648

Validation
28969

‘ Train
# pairs | 233729

Table 1: Statistics of the dataset

"http://www.nltk.org



5.2 Experimental Setting

Our base model is from OpenNMT system (Klein
et al., 2017), and we use the PyTorch 2 library, a
deep learning framework that provides maximum
flexibility and speed. It accelerates the computa-
tion on both CPU and GPU by a great amount,
and the memory usage is extremely efficient in
PyTorch compared to other options. We fix the
size of the answer and the question vocabularies to
50k. Only the most frequent words are kept, and
the rest are replaced with the UNK token. We set
the word embedding dimension to 300 and we use
glove.840B.300d (Pennington et al., 2014) as the
pre-trained word embedding on both the encoder
and the decoder sides. These embeddings are up-
dated during training. The LSTM hidden unit size
is set to 600 and we set the number of layers to 2.
We employ the stochastic gradient descent (SGD)
as the optimization method with an initial learn-
ing rate of 1.0 and halve the learning rate after 10
epochs. The training continues for 20 epochs with
the batch size of 64 and dropout probability of 0.3.
The hyperparameter A that is used for weighting
the coverage loss is set to 1°. The decoding is done
using the beam search with the beam size of 5, and
the generation is stopped when we reach the EOS
token. In the end, we choose the model with the
lowest perplexity on the validation set.

5.3 Baseline

We compare our model* to that of Du et al.
(2017). We only experiment with their sentence-
level model and run the same Amazon question
and answer dataset on the system provided by the
first author. We keep the source and target vocab-
ulary size the same as ours, (i.e., 50k) and set the
maximum and the minimum length of the ques-
tions and answers the same as our model. Every-
thing else is left to the default values.

5.4 Automatic Evaluation Metrics

For evaluating our system automatically, we use
three different evaluation metrics. The first one
is BLEU (Papineni et al., 2002) that uses the n-
gram similarity between a prediction and a set
of references. We calculate BLEU score for un-
igrams and bigrams. The next one is METEOR

*http://pytorch.org

3We also experimented with A = 2 but did not find it to
be helpful.

*https://github.com/Tina-19/Question-Generation

155

(Denkowski and Lavie, 2014), which scores pre-
dictions by aligning them to ground truth sen-
tences with the help of stemming, synonyms and
paraphrases. The last evaluation metric is Rouge
(Lin, 2004). It compares the generated sentences
with the references based on n-gram. For this task,
we use ROUGE,, which reports the results based
on the longest common subsequence. We use the
evaluation package by Chen et al. (2015).

6 Results and Discussion

Table 2 shows the results of our system and the
baseline. Our model improves the BLEU 1 score
by at least 1.5 points. It also achieves a bet-
ter result regarding the BLEU 2 and the ME-
TEOR whereas the ROUGE is lower than the base-
line. If we consider the results reported in Du
et al. (2017), we notice that the BLEU scores
are much higher compared to our work. The
reason is that they use the SQuAD dataset (Ra-
jpurkar et al., 2016), which is a human-generated
corpus. The sentences are well-structured, gram-
matically correct with fewer unnecessary punctu-
ation and colloquialism. However, when work-
ing with the community-based question answer-
ing systems, the structure of sentences do not al-
ways follow the correct path. These sentences of-
ten contain useless information and symbols.

Baseline Our Model
BLEU 1 12.89 14.67
BLEU 2 6.95 7.74
METEOR 8.76 9.43
ROUGE, 2591 25.21

Table 2: BLEU 1-2, METEOR and ROUGE;,
scores on the test set. Bold numbers demonstrate
the best performing system for each evaluation
metric.

Another problem is that multiple questions can
be generated from a single sentence. The system
may generate a question which is correct both se-
mantically and grammatically and also asks about
accurate information in the sentence. However, if
it is not the same as the ground-truth, the results
will be affected.

Figure 1 shows some examples generated by
our system and Du et al. (2017), where the cov-
erage mechanism becomes useful and prevents the
model from generating the same word ’material’
twice.



Answer 1: I really don’t know, I did full size
cupcakes, mini ones it would hold a ton!

GT Question: How many mini-cupcakes will
this hold?

DSC: what size is it?

Ours: how many cupcakes will it hold?

Answer 2: Nothing out of the ordinary. just a
simple screw driver. if I recall correctly, I think it
may have came with the tools needed to assem-
ble. good luck and congratulations

GT Question: What tools are required to assem-
ble unit?

DSC: What is the assembly required?

QOurs: what tools do I need to assemble this?

Answer 3: You can definitely still do pushups
with the wraps on. The wraps just give extra sup-
port, they really don’t impact your range of mo-
tion at all.

GT Question: Can I do pushups while wearing
these wraps, or is the material too stiff?

DSC: Can you still use the material while wear-
ing the material?

Ours: Can I do pushups while wearing these
wraps?

Answer 4: [ would go with a medium it fits well
and when you adjust it with the helmet it’s tight
to the chin.

GT Question: What size to buy for 14 yr old
1251b and 5°5?

DSC: I’'m a woman with a small head, what size
should I get?

Ours: What size should I get for a child who is
5677

Answer 5: There’s the ability to forward the
bp measurement information via email to friends,
family and doctors so I assume that once it’s been
sent an email you can print - it however I haven’t
tested this functionality yet. At the very least
when you bring up the bp readings on your screen
you can do a screen capture and then print that
screen capture.

GT Question: Is it possible to print the BP read-
ings?

DSC: What is the difference between the BP and
the BP?

Ours: How do you print from the BP?

Figure 1: Examples of generated questions:
ground truth (GT), Du et al. (2017) (DSC) and our
model, with their answers.
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7 Human Evaluations

To further assess the performance of our system,
we performed human evaluations on the results.
Three English-speaker students were asked to give
a score from 1 (very poor) to 5 (very good) to the
questions generated from both systems according
to two criteria: syntactic correctness and rele-
vance. Syntactic correctness indicates the gram-
maticality and the fluency and relevance demon-
strates whether the question is meaningful and re-
lated to the sentence it is generated from. The
three assessors performed the evaluations on 100
randomly selected question and answer pairs from
the results. The comparison of human evaluations
between our system and the Du et al. (2017) model
is shown in Table 3. Bold numbers demonstrate
the best performing system for each evaluation cri-
teria, and we see that our system outperforms the
Du et al. (2017) model on both criteria.

Baseline  Our Model
Syntactic correctness 4.4 4.52
Relevance 2.93 3.37

Table 3: Human evaluation results for the syntac-
tic correctness and relevance between our model
and Du et al. (2017).

8 Conclusion

In this work, we presented a sequence to sequence
learning model to address the opinion question
generation task. We showed the training process
using the global attention and applied the cover-
age mechanism to improve the model. We took
advantage of community-based question answer-
ing systems which contain informal speech and its
sentences do not always follow grammatical rules.
Experimental results show an improvement in the
automatic evaluation metrics as well as the human
evaluations compared to the baseline system.
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Abstract

We extend the classic Referring Expres-
sions Generation task by considering zero
pronouns in “pro-drop” languages such as
Chinese, modelling their use by means of
the Bayesian Rational Speech Acts model
(Frank and Goodman, 2012). By assuming
that highly salient referents are most likely
to be referred to by zero pronouns (i.e.,
pro-drop is more likely for salient refer-
ents than the less salient ones), the model
offers an attractive explanation of a phe-
nomenon not previously addressed proba-
bilistically.

1 Introduction

Languages such as Chinese and Japanese make
liberal use of zero pronouns (ZP) (Huang, 1984).
The analysis of Wang et al. (2018) on a large
Chinese-English parallel dialogue corpus shows
that 26% of the English pronouns are dropped in
Chinese. Such an abundant use of zero pronouns
has been a key factor in linguist’s idea (Huang,
1984, 1989) that Chinese is a “cool” language or a
discourse-oriented language (Cao, 1979), i.e., one
that relies heavily on context.

To exemplify zero pronouns in Chinese, con-
sider the question “VR4 K FE WL LL/R T 15?2 (Did
you see Bill today?). A Chinese speaker can re-
spond in a variety of shorter expressions which are
equivalent to “F & WML T (Yes, I saw him), for
example, “OF WML T (Yes, () saw him), “FFE
WOT” (Yes, I saw 1), or even “0FF WO T (Yes, )
saw (). Here the () symbol indicates the place from
where a pronoun appears to have been “dropped”
from a full sentence.

Generating zero pronouns (only) where they
are appropriate is a difficult challenge for Refer-
ring Expression Generation (REG) (Van Deemter,
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2016), and more specifically for the task of choos-
ing referential form, a key step in the classic Natu-
ral Language Generation (NLG) architecture (Re-
iter and Dale, 2000). Traditionally, choosing ref-
erential form is framed as modelling speakers’ be-
haviour of deciding whether entities are referred to
using a pronoun, a proper name, or a description.
However, for “cool” languages, an extra option,
namely of choosing a zero pronoun, needs to be
added (Yeh and Mellish, 1997) for fully simulat-
ing speakers’ behaviour.

In this paper, we model the use of zero pro-
nouns in Chinese with the Rational Speech Acts
(RSA) model (Frank and Goodman, 2012) by as-
suming that speakers tend to choose a ZP if it is
salient enough for successful communication (see
§2). For computing discourse salience, we focus
on ZPs that are recoverable, meaning that they ei-
ther refer anaphorically to an entity mentioned ear-
lier in the text (i.e., anaphoric ZPs, or AZPs for
short), or to the speaker or hearer (i.e., deictic non-
anaphoric ZPs or DNZPs for short) (Zhao and Ng,
2007); a ZP is unrecoverable if it cannot be linked
to any referent, for example:

nH 0/ —+= T RATEOR
Qhas 23 CLASSFIER high-tech
E| X L&

projects in.the.zone under.development

‘there are 23 high-tech projects under de-
velopment in the zone’

in which the () cannot be recovered.

2 Related Work

Pro-drop raises challenges for a number of NLP
tasks including, machine translation (MT), co-
reference resolution, and REG. When translating
from a pro-drop language, recovering the dropped
pronouns of the source language can improve the
overall performance of MT (Wang et al., 2016,
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2018). Co-reference resolution of ZPs has been
widely explored with a variety of techniques in-
cluding the centring theory (Rao et al., 2015),
statistical machine learning (Zhao and Ng, 2007;
Chen and Ng, 2014, 2015), deep learning (Chen
and Ng, 2016; Yin et al., 2016, 2017) and re-
inforcement learning (Yin et al., 2018). REG
of ZPs for “cool” languages has been addressed
through rule-bas