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Abstract
When recalling life experiences, people often
forget or confuse life events, which necessitates
information recall services. Previous work on
information recall focuses on providing such
assistance reactively, i.e., by retrieving the life
event of a given query. Proactively detecting
the need for information recall services is rarely
discussed. In this paper, we use a human-
annotated life experience retelling dataset to
detect the right time to trigger the informa-
tion recall service. We propose a pilot model–
structured event enhancement network (SEEN)
that detects life event inconsistency, additional
information in life events, and forgotten events.
A fusing mechanism is also proposed to incor-
porate event graphs of stories and enhance the
textual representations. To explain the need
detection results, SEEN simultaneously pro-
vides support evidence by selecting the related
nodes from the event graph. Experimental re-
sults show that SEEN achieves promising per-
formance in detecting information needs. In
addition, the extracted evidence can be served
as complementary information to remind users
what events they may want to recall.

1 Introduction

People have to deal with many events in their daily
life. As time passes, they might forget details about
their past experiences. Forgetting the exact name
of people or places or things and mixing up life
events is a common occurrence. This explains the
importance of an information recall system that
helps people bring to mind what they are trying to
recall. We propose reactive and proactive service
modes for an information recall system (Yen et al.,
2021a). In reactive mode, users directly ask the
system about their life events, whereas in proactive
mode, the system attempts to automatically detect
whether users need memory recall assistance and
then provides the information they seek to recall.
For reactive mode, studies have been done on vi-
sual lifelog recall (Gurrin et al., 2016, 2017, 2019,

2020; Chu et al., 2019, 2020), which focuses on the
construction of a multimodal retrieval model that
enables users to search through photos using tex-
tual queries. We propose an information recall sys-
tem (Yen et al., 2021b) to answer questions about
life experiences over a personal knowledge base.
In contrast to reactively receiving users’ requests,
proactive mode, which detects the right time to
trigger the information recall service, is still little
explored. In this paper, we further propose a pi-
lot study to proactively detect the user’s need for
information recall assistance.

One common use case of memory recall assis-
tance occurs in human conversation. To identify
whether people have difficulties in recalling past
experiences, Wang et al. (2018) propose a model
to detect speech hesitation. Here, we focus on de-
tecting the need for information recall support in
people’s narratives. Specifically, we seek to de-
tect the following four situations in narratives to
determine whether to trigger the service:

1. If the description of the life event is consistent
with the user’s past experience, no memory
recall assistance is needed.

2. Since people cannot remember every detail of
their life experiences, we may unconsciously
draw on similar but unrelated events to de-
scribe an experience that leads to a conflict
with the established facts. It is essential to
identify the description that is inconsistent
with these facts, and retrieve those facts as an
explanation to inform the user.

3. For the case where the narrative ends without
relevant events mentioned, the user may have
forgotten the events. The system must remind
the user of these forgotten events.

4. The user may elaborate on additional events
that were not logged before. This additional
information could be details about events
in lifelogs or they could be previously un-
logged events. The system should distinguish
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➊ My brother decided to propose to his fiancée, Ellie.
Afterward, ➋ She hosted the party in their backyard. It

was so fun! They had a beautifully stocked bar with lots
of alcohol.➌ The shots and cocktails were fantastic!

PRE-RETOLD STORY POST-RETOLD STORY

Match

Match Conflict

Forgotten

My brother‘s engagement party was hosted in my hometown.
➍ It was hosted by his fiancée, Ellen. ➎ She had it outside

in her backyard. Even though it was 90 degrees, we all had
so much fun ! ➏ In addition, it was also the first time that

my boyfriend met my family. Additional

Inconsistent

Consistent

Unforgotten

Figure 1: Snippets from two stories in NIR (Left: Pre-Retold, Right: Post-Retold).

whether events are additional or conflict with
the facts, and should update the lifelogs with
the new information.

To the best of our knowledge, no dataset is avail-
able for this purpose. For this reason, we extended
the Hippocorpus dataset (Sap et al., 2020) with
new life event annotations as cases where users
encounter problems and require recall assistance.
Sap et al. (2020) invited crowd-workers to write
stories about their life experiences, and asked them
to write those stories again a few months later. As
such, the nature of Hippocorpus meets our require-
ment. In Hippocorpus, life experiences written the
first and the second times are referred to here as
pre-retold and post-retold stories, respectively. The
need for information recall is detected by compar-
ing the pre-retold and post-retold stories.

In this paper, we propose a model to identify
the event types in post-retold and pre-retold stories.
The model is referred to as structured event en-
hancement network (SEEN). A transformer-based
language model is used for encoding textual data.
To encode the structured information of event de-
scription in stories, we construct an event graph
by utilizing life event triples. To further capture
the relations between events, the results of coref-
erence resolution are incorporated into the event
graph. The graph is encoded by the graph atten-
tion network (GAT) (Veličković et al., 2018; Brody
et al., 2022) and fused with the language model for
integrating textual and structured information.

In addition, our model will extract the relevant
events in a story pair as support evidence to ex-
plain the decision of the prediction. In this way,
the user will easily recall the forgotten events. In
sum, the contributions of our work are threefold:
(1) We introduce the task of detecting the need for
information recall in a narrative and providing the
related information as the support evidence. (2) We

present the NIR dataset,1 a human-annotated life
experience retelling dataset for detecting the needs
of information recall. (3) To detect information
needs, we propose the structured event enhance-
ment network (SEEN). The identified event types
and extracted support evidence can assist users in
recalling their past experiences and clarifying the
confusing events.

2 From Hippocorpus to NIR

Sap et al. (2020) constructed Hippocorpus to inves-
tigate the difference in the narrative flow between
relating life experiences and telling imaginative sto-
ries. In this work, we construct NIR by pruning
the imaginative stories in Hippocorpus and retain-
ing those stories about real-life events written by
crowd-workers at two different times as pre-retold
stories and post-retold stories. Following the four
situations mentioned in Section 1, we summarize
the following five event types from the story pairs
in the dataset: Consistent, Inconsistent, Additional,
Forgotten, and Unforgotten. The first three event
types occur in the post-retold stories, and the last
two event types occur in the pre-retold stories. Fig-
ure 1 shows a pair of pre-retold and post-retold
stories labeled with these five event types denoted
by green, red, blue, gray, and orange boxes, re-
spectively. The numbers in Figure 1 denote the
sentences consisting of life events. The details of
the five event types are listed as follows:
Consistent: The described event matches the
user’s life experiences. The event in Sentence (5)
is Consistent because the event of the brother’s fi-
ancée hosting the party in the backyard matches
the description in Sentence (2). In this case, the
event in Sentence (2) is the support evidence.
Inconsistent: In contrast to Consistent, the descrip-
tion is inconsistent with life events. For example,
although the description of the fiancée hosting the

1https://github.com/ntunlplab/SEEN
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party matches Sentence (2), her name in the two
stories is different. Thus, the event in Sentence (4)
is Inconsistent. In other words, if the details of the
event description in the post-retold story conflict
with the facts described in the pre-retold story, it is
an inconsistent event.
Additional: This is extra information about a life
event that is not previously recorded in the col-
lected lifelogs. The event in Sentence (6) is Addi-
tional due to the lack of similar event in the pre-
retold story.
Forgotten: The life events that have been forgot-
ten, i.e., are not mentioned here. As the event in
Sentence (3) does not relate to other events in the
post-retold story, it is a Forgotten event.
Unforgotten: In contrast to Forgotten, the life
events in the pre-retold story and also mentioned in
the post-retold story belong to Unforgotten events.
As the events in Sentence (2) are also mentioned in
the Sentence (4) and Sentence (5) in the post-retold
story, they are Unforgotten events.

In our dataset, each life event in the pre-retold
and post-retold story stories is labeled with one
of five event types. The annotation of relevant
events within another story of the story pair is also
included to denote as support evidence of the event
type. That is, we annotate event types and the
corresponding support evidence in the pre-retold
and post-retold stories. The construction of the
dataset is described in Section 3.

3 Dataset Construction and Analysis

3.1 Life Event Annotation

According to the definition of LiveKB (Yen et al.,
2019, 2020) and ConvLogMiner (Kao et al., 2021),
we define a life event as a life experience that is
related to specific individuals. Note that a sentence
may refer to multiple life events. We follow the
work of Yen et al. (2019) to extract life events in
the triple form (subject, predicate, object). The
predicate is also classified into two types: explicit
and implicit to denote whether the predicate is men-
tioned in the story. The further details are described
in Appendix A. Finally, we collected 60,889 events
from 2,520 stories consisting of 44,199 sentences.
The distribution of explicit and implicit events was
96.9% and 3.1%, respectively.

3.2 Event Type Annotation

Given the life event annotation of each sentence,
we invited 11 annotators to label the event types

of the life events, where the event types are Con-
sistent, Inconsistent, Additional, Forgotten, and
Unforgotten. Given the pairs of pre-retold and post-
retold stories, the annotators were invited to first
read the stories to understand the author’s experi-
ences. For each story pair, one story is viewed as
the reference story, and another story is viewed as
the target story. The annotators labeled the event
type of each life event in the target story by con-
sulting the reference story. The decision of event
type is also based on whether the target story is a
pre-retold or post-retold story. In addition, for each
story pair, they select the life events in one story
that are related to the life events in another story as
the support evidence for explaining the event type.
Taking Figure 1 as an example, event (his fiancée
Ellen, host, it) in Sentence (4) is Inconsistent since
the name of the brother’s fiancée conflicts with the
event (my brother, propose to, his fiancée Ellie) in
Sentence (1), although it matches the event (She,
hosted, party) in Sentence (2). In other words, to
identify Inconsistent events, comparing the subtle
differences in the descriptions of the pre-retold and
post-retold stories is essential.

The examination of the annotation quality pro-
ceeds similarly to the method mentioned in Ap-
pendix A. We randomly sampled 50 story pairs
(2,113 events in total) and assigned them to each
annotator. An annotator who majored in linguistics
was selected as the supervisor. We measured the
agreement of each annotator with the supervisor
via the F-score. The average event type agreement
was a Cohen’s kappa score of 0.95. Finally, we
collected 1,260 story pairs, with an event-type dis-
tribution of Consistent, Inconsistent, Additional,
Forgotten, and Unforgotten events of 11,525, 226,
17,661, 18,773, and 12,704, respectively.

3.3 Event Type Analysis on Age

In general, older people are assumed to need more
memory assistance because of the assumption that
they are more likely to forget things than younger
people. To examine whether elders are indeed more
likely to forget or confuse their past experiences,
we calculated the average ratio of the five event
types in each story pair over eight age groups. In
Hippocorpus, 82, 214, 281, 208, 133, 117, 83, and
133 crowd-workers were 18, 25, 30, 35, 40, 45, 50,
and 55 years old, respectively. The ratio of each
event type in each age group is shown in Figure 2.
For better visualization, the bars are presented us-
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Figure 2: The ratio of each event type in each age group.

ing smoothed and normalized ratios, whereas the
numbers under the bars are the average distribu-
tion of each event type. The ratio of the Forgotten
events is similar across all age groups, suggesting
that both older people and younger people require
information recall support. Hereafter, we view peo-
ple over or equal to 50-years old as the 50-and-
above group; those younger than 50-years old are
the below-50 group. Comparing the ratio of In-
consistent events between the 50-and-above group
and below-50 group, those in the latter group were
more likely to confuse life events, where the differ-
ence was statistically significant (t-test, p < 0.05).
This suggests that when younger people recall past
experiences, they often confuse details. However,
when writing post-retold stories, people in the 50-
and-above group preferred not to mention events
of which they had only vague impressions. The
further analyses are described in Appendix B.

4 Task Formulation

Detection of Information Recall Need: To detect
the need for information recall, we propose a novel
task that is aimed at determining the event type
by comparing a pair of pre-retold story U and post-
retold story V . This can be considered a multi-class
classification. We regard one story as the reference
story D and compare the event triple in another
story (i.e., the target story) D

′
with all sentences

in D to identify the event type. Formally, given a
pair of U and V , the task is to identify the life event
type yD

′

i of the i-th event triple ei in D
′
, where

yi ∈ {Consistent, Inconsistent, Additional, Forgot-
ten, Unforgotten}, and D′ denotes U or V . On the
one hand, for the task of identifying Consistent,
Inconsistent, and Additional events, D = U and
D

′
= V . On the other hand, for the task of iden-

tifying Forgotten and Unforgotten events, D = V

and D
′
= U .

Support Evidence Extraction: To remind the user
which event is forgotten or confused in the proac-
tive mode, providing an explanation is beneficial
for memory recall. To this end, we also propose
an explanation task to extract the events in D that
are related to ei in D

′
as evidence to explain the

decision of event type. The extracted event triple
can also help users recall their life experiences.

5 Structured Event Enhancement
Network

Although the pre-trained language models have
shown great success on various NLP tasks, some
works (Xiao et al., 2021; Wang et al., 2020;
Tang et al., 2020) also suggest that the structured
information can enhance token representations.
We construct an event graph based on life event
triples. The event graph is incorporated into our
model for capturing fine-grained information of
life event relations within a document. Inspired by
GreaseLM (Zhang et al., 2022), which incorporates
the language model with the external knowledge
graph, we initialize the node representations by us-
ing the language model. Specifically, we extract
the hidden states from different encoder layers of
the language model as the node representations. A
GAT model is employed to propagate the structured
information of the event graph. Then the updated
node representations are used for enhancing the
token representations in the language model by our
fusion mechanism. Figure 3 shows an overview
of our proposed structured event enhancement net-
work (SEEN). The details are described as follows.

5.1 Event Graph Construction

To construct an event graphGD, we regard subjects,
predicates, and objects of all events in reference
story D as the nodes. Since some subjects or ob-
jects may refer to other nodes, the nodes which are
connected with the coreference links are merged as
one node. Here, the coreference links are obtained
by utilizing the coreference resolution model (Lee
et al., 2018). Then, for each life event triple, we
connect the predicate nodes to the subject and ob-
ject nodes to create GD. To enhance the connectiv-
ity of GD, we insert a Super Node S into GD, and
connect it to all the other nodes.
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Figure 3: Overview of SEEN.

5.2 Textual Encoder Layer

To encode textual features of reference story D
and the i-th event triple ei in target story D

′
, we

concatenate D and eD
′

i with the special tokens
[BOS] and [EOS]. The format is [BOS] eD

′
i [EOS]

D [EOS]. For example, if the goal is to identify the
type of i-th life event in V , the input sequence is
[BOS] eVi [EOS] U [EOS], where eVi is the concate-
nation of the components in eV . The output of l-th
layer is the hidden states H l = {hlBOS , hl1, ..., hli},
where l = 1,..., L. L is a hyperparameter that de-
notes the number of transformer layers stacked in
the textual encoder layer. l=0 is the initial embed-
ding of the tokens.

5.3 Integration Layer

To introduce the structured information of GD into
our language model, we stack M integration layers
on the textual encoder layer, where M is a hyper-
parameter.
Node Feature Construction: Since different lay-
ers in the encoder capture different linguistic infor-
mation for language understanding (Hoover et al.,
2020), we initialize the node representations in GD

by using the hidden states of different encoder lay-

ers. Each node in GD is a component in the event
triple. Hence, a node can be a text span of the given
D. To construct the node feature matrix, we first
input HL into the transformer layer in the integra-
tion layer. Then, we construct the initial feature
matrix of all nodes in D. Specifically, we extract
the hidden states of the [BOS] token and the to-
kens belong to each node. For example, the feature
of the j-th node in the m-th integration layer is
[hmBOS ; ∥t∈Tj hmt ], where Tj is the token set of the
j-th node. Afterward, we concatenate the initial
features of each node as the initial feature matrix,
and fed the matrix into a self-attention layer. Fi-
nally, we take the hidden state of the [BOS] token
from the self-attention layer’s output as the feature
of j-th node, which is denote as nmj .

[nmj ; . . . ] = Attn([hmBOS ;∥t∈Tj hmt ]) ·W (1)

Graph Encoder: After initializing the node fea-
tures, we exploit the GAT layer to encode the
event graph. To learn the representation n̂mj of
the j-th node Nj from the m-th GAT layer, Nj

receives the messages from its neighbor nodes Rj

and computed its feature as Equation 2, where
αmj,j and αmj,r denote the weights of the j-th node
and the r-th neighbor node in m-th GAT layer,
respectively. And the attention weight is com-
puted by Equation 3, where αms,d denotes the atten-
tion weight of the message between the s-th node
and the d-th node. The score xs,d is computed
by Equation 4. The encoded graph is denoted as
ĜD,m = {n̂m1 , ..., n̂mj }, where m = 1, ...,M .

n̂mj = αmj,jn
m
j +

∑

r∈Rj

αmj,rn
m
r (2)

αms,d =
xms,d∑

k∈Ns
⋃{s} x

m
s,k

(3)

xma,b = exp(WτLeakyRelu(Wκ · [nma ;nmb ]) (4)

Fusion Layer: To enhance the language model
with the structured information from GD, we fuse
the hidden state of [BOS] token hmBOS ∈ Rϵ of the
m-th transformer layer and the feature of Super
Node n̂mS ∈ Rδ in ĜD,m, where ϵ and δ are the
dimensions of hmBOS and n̂mS , respectively. We
concatenate and feed the result into a feedforward
network to obtain the integrated feature z ∈ Rϵ+δ.
Hence, z is a feature after the fusion of textual
and structured information. Afterward, we split z
into two parts as the updated features h̃mBOS ∈ Rϵ
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and ñmS ∈ Rδ of the [BOS] token and Super Node,
respectively.

z = GeLu(W ([hmBOS ; n̂
m
S ]) + b) (5)

5.4 Event Type Classifier
After updating the features through M integration
layers, the super node’s feature ñMS and the mean
pooling result θM of graph GD,M are concatenated
with the hidden state of [BOS] token to obtain the
feature h for the event type identification. We use
different classifiers to identify the event type of the
event triple from different stories. For the events in
U , we use the sigmoid function following a feedfor-
ward network ϕ to identify whether it is Forgotten
or Unforgotten. And the loss is denoted as λU .
Otherwise, we apply the softmax function follow-
ing another feedforward network ψ to determine
whether the event in V is Consistent, Inconsistent,
or Additional. And the loss is denoted as λV .

h = h̃MBOS ⊕ ñMS ⊕ θM (6)

yD
′

i =

{
Sigmoid(Wϕh+ bϕ) D

′
= U

Softmax(Wψh+ bψ) D
′
= V

(7)

5.5 Related Node Classifier
To extract the support evidence, we identify
whether the node Nj in GD is related to eD

′

i . Thus,
each node feature is fed into a feedforward net-
work following a sigmoid layer to perform binary
classification. Note that Forgotten and Additional
are the events only occurring in D

′
. The related

nodes cannot be found in D. Thus, we exclude
these two events to train the related node classifier,
and the loss is denoted as λG . Finally, we compute
the weighted sum of three losses as shown in Equa-
tion 9 to update the model, where α and β are 0.5
after tuning by the validation set.

yNj = Sigmoid(n̂Mj ·W ) (8)

λ = α · (λU + λV) + β · λG (9)

6 Comparison with Natural Language
Inference

To identify event types, we propose a pilot model
to determine the relations between eD

′
andD. This

is different from simply comparing the relation be-
tween two sentences in a natural language inference
(NLI) task (Bowman et al., 2015; Williams et al.,
2018; Camburu et al., 2018). Identifying the event
types in narratives involves two main challenges.

Firstly, the event type of the event in D
′

must be
determined by identifying the event pair relations
with all life events in D, since the discourse struc-
tures in D and D

′
are often different. Secondly,

the granularity of event descriptions between the
stories in a pair can differ. Hence, to determine the
event type, we must infer the relevant details of the
described events in both stories.

To investigate the difference between NLI and
event type identification in information recall as-
sistance, we experiment with the impact of intro-
ducing the NLI task into our model. We find that
pre-training the language model on the NLI task
and fine-tuning the model on our task will improve
the performance. However, the label definitions
in the NLI task are different from our task. The
details are discussed in Appendix D.2.

7 Experiments

7.1 Baseline Models
Since the stories in our dataset are lengthy, we
exploit the models that are capable of encoding the
whole story as our baseline models.
XLNet (Yang et al., 2019): XLNet is a sequence-to-
sequence autoregressive model that pre-trains with
the permutation language modeling task instead of
the masked language model task in BERT (Devlin
et al., 2018). To determine the event type, we use
the hidden state of the last [EOS] token as input of
the event type classifiers.
GPT-2 (Radford et al., 2019): In addition to the
model equipped the autoencoder, we fine-tune an
autoregressive model–GPT-2 on our dataset for
event type identification.
BART (Lewis et al., 2019): BART is a sequence-
to-sequence model that can encode lengthy docu-
ments. Compared with our model only containing
the autoencoder, BART consists of an autoencoder
and autoregressive decoder.
Longformer (Beltagy et al., 2020): Since the num-
ber of the story tokens exceeds 512, we utilize
Longformer which is capable of encoding long-
lengthy documents. To fine-tune the model, we
concatenate eD

′
and D as the input, and use the

classifiers mentioned in Section 5.4.
Longformer with GATs: To encode the event
graphs, we simply stack M layers of GAT into
Longformer. The final hidden states of Longformer
and the GAT layer are concatenated and input to the
classifiers for identify the event type. The related
node classifier is included.
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Model Overall Consistent Inconsistent Additional Forgotten Unforgotten
XLNet 0.6062 0.7076 0.0238 0.7911 0.7925 0.7159
GPT2-large 0.6025 0.6999 0.0000 0.8063 0.7955 0.7107
BART-large 0.6369 0.7582 0.0247 0.8324 0.8135 0.7555
Longformer-base 0.6183 0.7340 0.0000 0.8256 0.8081 0.7237
Longformer-large 0.6334 0.7462 0.0142 0.8315 0.8221 0.7529
Longformer-large w/ GATs 0.6531 0.7472 0.1095 0.8337 0.8158 0.7591
GreaseLM-like (Longformer-large) 0.6351 0.7592 0.0000 0.8354 0.8221 0.7589
SEEN (BART-large) 0.6384 0.7623 0.0000 0.8385 0.8268 0.7641
SEEN (Longformer-base) 0.6341 0.7379 0.0550 0.8183 0.8120 0.7471
SEEN (Longformer-large) 0.6654 0.7633 0.1313 0.8411 0.8262 0.7653

Table 1: Experimental results of detecting information recall needs.

Model F-score Precision Recall
Longformer-large w/ GATs 0.7289 0.7360 0.8304
SEEN (Longformer-large) 0.7888 0.7775 0.8883

Table 2: Results of support evidence extraction task.

7.2 Experimental Setup
The story pairs in our dataset are randomly split
into training, validation, and test sets by the ratio
8:1:1. In other words, the training, validation, and
test sets consist of 1,002, 48,413, and 129 pairs of
stories, and 48,413, 5,913, and 6,563 events, respec-
tively. In our experiments, we exploit several lan-
guage models to evaluate the performance of encod-
ing textual data. To load the pre-trained weight of
the language model in our proposed model–SEEN,
the sum of L and M is the same as the number
of the transformer layers in the original language
model. In SEEN, we have experimented with M
ranging from 3 to 8. The detail of the comparison is
described in Appendix D.3. And the contributions
of different layers are reported in Appendix D.4.
Finally, we report the results of setting M as 5 in
the following sections. To ensure reliability, we
train each model three times with different seeds
and report the average performance.

7.3 Experimental Reuslts
The performance of each model on overall event
types are shown in Table 1. We also report the
results of each event type. F-score is adopted as
the evaluation metric. We calculate McNemar’s
statistical significance test on the baselines and our
models. To verify the effectiveness of the integra-
tion layer, we compare the performances of the
following three combinations: (1) “BART-large”
and “SEEN (BART-large)”. (2) “Longformer-base”
and “SEEN (Longformer-base)”. (3) “Longformer-
large” and “SEEN (Longformer-large)”. The per-
formances of SEEN in the three combinations out-

perform the baseline models at p < 0.01, p < 0.05,
and p < 0.01, respectively. The results show the
adaptability of the integration layer to different lan-
guage models.

We find that “Longformer-large w/ GATs” sig-
nificantly outperforms all the other baselines. That
means incorporating the event graph is able to en-
code event relations to improve the performance.
In addition, training the task of support evidence
extraction simultaneously benefits the performance
of event type identification. Moreover, “SEEN
(Longofrmer-large)” outperforms “Longformer-
large w/ GATs”, suggesting that our proposed fu-
sion mechanism introduces structured information
effectively to enhance the language model. Com-
paring the last three rows, the Longformer-based
encoder is better than the BART-based, and “SEEN
(Longofrmer-large)” achieves the highest overall
performance. The reason may be that the integra-
tion layers are built on the encoder layer. Identi-
fying the event types by exploiting the output of
the hidden states from the integration layer con-
nected with the autoencoder is more suitable for
our task. While the prediction of “SEEN (BART-
large)” is based on the hidden states output from
the autoregressive decoder. Note that all the models
achieve relatively lower scores on Inconsistent type
because the number of this event is sparse in NIR.
Besides, we find that “SEEN (Longofrmer-large)”
usually identifies Inconsistent as Additional. The
further error analysis is shown in Appendix D.1.

To verify the impact of the integration layer
on the support evidence extraction task, we com-
pare our proposed model SEEN with “Longformer-
large w/ GATs” which simply concatenates the
hidden states of the language model and the GAT
layer. The evaluation metric is macro-averaged
F-score. As mentioned in Section 5.5, we only
extract the related nodes of Unforgotten, Consis-
tent, and Inconsistent events. In Table 2, SEEN
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Model F-score
SEEN (Longformer-large) 0.6654

w/o pre-training on NLI 0.6488
w/o Concat 0.6408
w/o Support Evidence Extraction 0.6349
w/o Event Graph 0.6334

Table 3: Ablation study of SEEN.

outperforms “Longformer-large w/ GATs”. That
means fusing the textual and structured informa-
tion improves the related node selection. In ad-
dition, to compare SEEN with GreaseLM, we re-
implement GreaseLM with the best setting, which
is referred to as GreaseLM-like (Longformer-large).
The slight difference is that node representations
are built from language models. Since most of the
nodes in our event graph are text spans, we cannot
leverage existing node embeddings. We also report
the comparison of SEEN and the GreaseLM-like
model in Table 1. The result shows that SEEN out-
performs the GreaseLM-like model, suggesting the
robustness of our proposed integration layer.

8 Analysis and Discussion

8.1 Ablation Study

In this section, we perform an ablation study to
analyze the impact of SEEN with different settings.
w/o pre-training on NLI: We introduce the NLI
task to strengthen the ability of our language model
on capturing semantic features to infer the consis-
tency of event descriptions. Hence, we investigate
the influence of pre-training the language model on
the Multi-NLI (Williams et al., 2018) dataset.
w/o Concat: Instead of concatenating the final
hidden state of the super node and the average of
node representations, we only use the hidden state
of [BOS] as the input of the event type classifier to
evaluate the importance of structured features.
w/o Support Evidence Extraction: To analyze the
impact of extracting support evidence toward the
event type identification, we construct a classifier to
extract related nodes in the event graph as evidence
for explaining the event type predictions.
w/o Event Graph: To investigate whether the struc-
tured event information is beneficial for capturing
the fine-grained relations between life events, we
analyze the impact of with or without event graphs
on the task of detecting information recall needs.
Specifically, “SEEN w/o Event Graph” is the alias
of the baseline model “Longformer”, which does
not encode the event graph.

Correctness of Detection F-score of Extraction
Correct 0.8095
Wrong 0.6671

Table 4: Relation between Detecting Information Recall
Needs and Extracting Support Evidence

The ablation study results are shown in Table 3.
We find that the performance degrades the most
when the event graph is excluded, suggesting that
enhancing the structured event information to the
language model benefits the event type identifica-
tion results. In addition, introducing the subtask of
extracting support evidence into SEEN can also as-
sist the model in detecting information recall needs.
Furthermore, pre-training on the Multi-NLI dataset
and fine-tuning on our NIR dataset is also beneficial
for identifying the semantic relatedness between
eD

′
and D. We further perform an experiment to

analyze the relevance between the NLI task and the
task of detecting information recall needs. Exper-
imental results, reported in Appendix D.2, show
that the NLI task is different from our task.

8.2 Case Study of Support Evidence
Extraction

To investigate the result of the support evidence
extraction task, we perform the case study and plot
the selected nodes as shown in Figure 4. Case (a)
is an Inconsistent event since the host of the party
described in the event sequence and the event graph
(constructed from the reference story) are different.
In this case, most of the selected nodes are correct,
which are related to the described event and can
explain why the event is inconsistent. In contrast
to case (a), case (b) fails to select the related nodes
and the prediction of the event type is also incorrect.
Although the model selects all related nodes in case
(c) correctly, the prediction of the event type is
wrong. Here, the caller of 911 is the author, not
the others, while SEEN classifies the Inconsistent
event as Additional. Note that even though case
(c) shows the event type identification is incorrect,
SEEN is still capable of reminding the user that
the event is forgotten or confused by providing the
related nodes. In this way, SEEN can proactively
provide information recall assistance.

Furthermore, we also verify the relatedness be-
tween the tasks of detecting information recall
needs and extracting support evidence. Table 4
reports the F-score of support evidence extraction
depending on whether the result of detecting infor-
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They
had My brother’s

Engagement party
his fiancée hosted

had in Her backyard
(a) Event: Her parents hosted in backyard. (b) Event: we catered for 100 people

had Birthday partyMy parent

catered

invited About 50 people

(c) Event: someone call 911

911

operatortalking to 

I

called

Label: Inconsistent; Predict: Inconsistent Label: Inconsistent; Predict: Additional Label: Inconsistent; Predict: Consistent

Figure 4: The examples of the support evidence extraction task. The nodes in the circle and square shapes are
predicates, and entities (i.e., subjects or objects), respectively. The green nodes are the correct selections, the red
nodes are ground truth but not selected, and the orange nodes are selected nodes but not ground truth.

mation recall needs is correct. In this quantitative
evaluation, we find that if the need for information
recall is correctly detected by SEEN, our model
also achieves promising performance in support
evidence extraction. On the other hand, even if
the prediction of information recall need is wrong,
SEEN could extract some valuable evidence to re-
mind the user.

9 Related Work

Recently, more and more works show their inter-
ests in lifelogging. Some works have investigated
lifelogging applications on lifestyle understanding
(Doherty et al., 2011), diet monitoring (Maekawa,
2013), and contact tracing (Bengio et al., 2020). In
addition, several studies have worked on the reac-
tive information recall service. Gurrin et al. (2016,
2017, 2019, 2020) introduce visual lifelog retrieval
tasks that aims at querying specific moments in a
lifelogger’s life. Chu et al. (2019) and Chu et al.
(2020) construct a multimodal retrieval model that
enables users to search their photos with textual
queries. Yen et al. (2021b) propose a system to an-
swer the questions about personal life experiences
over personal knowledge base. In this work, we
focus on detecting the need for a proactive informa-
tion recall service along with the support evidences.

The structured information, such as depen-
dency parsing results, has proved the effective-
ness in capturing the contextual interactions. For
instance, the model proposed by Gong et al.
(2022), BERT4GCN (Xiao et al., 2021), and
SGNET (Zhang et al., 2020) integrate the depen-
dency relations to leverage syntactic information.
GreaseLM (Zhang et al., 2022) and LUKE (Ya-
mada et al., 2020) integrate the external knowledge
base by fusing token representations and entity rep-
resentations from the language model and the ad-
ditional embeddings, respectively. Here, we intro-

duce an event graph into our proposed model to
capture the relations of the life events.

10 Conclusion

Information recall has attracted much attention in
recent years. In contrast to previous studies, we
present the task of proactive information recall sup-
port and construct NIR, the first human-annotated
dataset, to investigate the need for information re-
call. In this work, we seek to detect event rela-
tions between life experiences retold at different
times, and identify five event types to determine
the time to trigger information recall. To identify
the event types for information recall assistance, a
pilot model–structured event enhancement network
(SEEN) is proposed. We construct an integration
layer to fuse the structured information from the
event graph into textual representations. In addi-
tion, SEEN provides the support evidence to the
events by selecting the related nodes in the event
graph. Users can consult the explanation to recall
their past experiences. However, identifying in-
consistent events is still challenging; this is left
as future work. We also plan to construct an end-
to-end system to extract life events in narratives
and provide proactive information recall support.
Besides, at the current stage, we utilize the gold
event graph of each story in our experiments. In
the future, we will explore the method to extract
personal life events from document to construct a
personal knowledge graph.
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11 Limitations

As time passes, many events continuously happen
in our daily life. Consulting only one document that
describes personal life experiences is not enough to
identify the need for information recall assistance
in the real-world application. However, the dataset
that can be applied to investigate the issue of detect-
ing information recall needs is hard to collect. We
extend the Hippocorpus dataset, whose nature is
in line with our work, to construct the NIR dataset.
On the other hand, although our NIR dataset pro-
vides two versions of stories of the same events
written at different times, we still cannot confirm
which story, the previous one or the latter, is cor-
rect when contradictory. In this work, we propose
a pilot exploration of proactively information recall
assistance. To this end, we simply postulate that
the story written at the previous time was correct
when the user was still deeply impressed by the life
events, so the story written at that time was used as
a reference story. In addition, the number of incon-
sistent events is relatively lower in our dataset due
to the human writing habit of avoiding uncertain
events. In other words, when writing a diary, we
always write the ones we exactly remember, which
leads to difficulty collecting inconsistent events.

12 Ethics Statement

Considering the potential infringement of privacy
in the lifelog research, this section is an ethics-
related elaboration for our dataset collection and a
statement to address the risk of ethics for the meth-
ods. Our dataset “NIR” is an extension of an exist-
ing public dataset “Hippocorpus”. The Hippocor-
pus dataset is collected from the crowdsourcing
that the workers were to write the stories and the
summaries twice at different times, and the other
workers were to write the imagined version of the
stories based on the summaries. The demographic
information (age, gender) is optionally reported by
the workers. However, the workers’ IDs and names
are not included in the Hippocorpus dataset. In
other words, the dataset does not contain any per-
sonally identifiable information that would infringe
on someone’s privacy. In this work, we will only
release the life event annotation and the support
evidence of the event types in stories for research
purposes. The stories in the Hippocorpus dataset
will not be included in NIR. Hippocorpus can be

accessed from the website. 2 However, in the real
world, lifelog applications could suffer from the
risk of personal information leakage. The misuse
of data and BAD (Broken As Designed) systems
may violate the regulation or laws on data protec-
tion and privacy (GDPR, etc.). Hence, we leave the
investigation of a privacy-aware lifelogging frame-
work as future work.
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A Life Event Annotation

As Section 3.1 mentioned, we follow the definition
in LiveKB (Yen et al., 2019, 2020) and annotate
each event with polarity, explicit and implicit. In
an explicit event, the predicate can be annotated by
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Others
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Figure 5: The ratio of event type on people recalling
their own and others’ events.

directly using the words in the story. In an implicit
event, the predicate must be inferred from the con-
text since the action of the event is not mentioned
in the story. For implicit predicates, annotators
were to choose the proper predicate by consulting
FrameNet (Fillmore et al., 2003). For instance, two
explicit events (She, hosted, party) and (She, hosted
in, backyard) are included in Sentence (2). A single
implicit life event (I, drink, the shots and cocktails)
is described in Sentence (3).

For the life event annotation, we invited five an-
notators who majored in linguistics or were English
native speakers. Given a story, the annotators were
to annotate life events in the story in triple form.
To verify the quality of the annotation results, we
sampled five stories (i.e., a total of 100 sentences
and 129 life events) as reference story and asked
a supervisor to label the life events. These sto-
ries were also assigned to the other four annotators.
Since the three components in the triple were anno-
tated as free text, we joined each component into a
sequence.

We measured the agreement of each annotator
with the supervisor via the Rouge-L (Lin, 2004)
and F-scores for the life event triple and the ex-
plicitness of the life event, respectively. Here, the
reason for utilizing the Rouge-L score to evaluate
the agreement of life event triple annotation is that
the components in a triple are text spans. We re-
gard the annotation results of the supervisor as the
reference to measure the annotation quality of the
other annotators. The resulting average agreement
of the life event triple and the explicitness of the
life event were 0.87 and 0.80, respectively.

B Event Type Analysis on Ownership

Note that people recall not only their life events but
also events involving family, friends, and acquain-
tances. We further investigated whether people
tended to remember their own experiences better
than those of others. At the current stage, as events
are not labeled to indicate to whom the event be-
longs, we classified events that do not contain the
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Hyperparameter
SEEN SEEN SEEN

(BART-large) (Longformer-base) (Longformer-large)
Parameter Size 529M 221M 556M
Number of Integration Layers 5 5 5
Number of attention heads in GNN 16 16 16
Dimension of node feature in GNN 1024 768 1024
Dropout rate in GNN 0.2 0.2 0.2
Learning rate 1e-5 1e-5 1e-5
Number of epoch 5 5 5
Optimizer AdamW AdamW AdamW

Table 5: Hyperparameter of each model.

Model
Average training time

(hr/epoch)
SEEN (BART-large) 0.47
SEEN (Longformer-base) 0.36
SEEN (Longformer-large) 0.87

Table 6: Time consumption to train the models.

words “I”, “me”, “we”, or “us” in the subject or
object as life events belonging to others. Otherwise
the event was taken to be a life event of the author.

The result is shown in Figure 5, where the bars
represent the smoothed and normalized ratios. We
find that the ratio of Inconsistent events in recalling
other people’s life events is higher than that when
recalling their own life events. The ratio of Ad-
ditional events is also lower when recalling other
people’s life events: when people write a retold
story, they describe only those life events of others
that they remember. Hence, when people describe
life events again in a post-retold story, they rarely
mention new life events about others. However,
as people do not remember the life events of oth-
ers as clearly as their own, they are more prone to
confusing such life events.

C Details of Experimental Setup

For each hyperparameter trial, we evaluate it on
the validation set, and the one with the highest
score on the event type identification task will be
chosen. Apart from the hyperparameters, we eval-
uate our methods on the validation set 10 times in
each epoch. The one with the highest score will
be treated as the final checkpoint and reported its
test set performance. The hyperparameters of each
model are reported in Table 5. In addition, we use
eight V100 GPUs to train our models and report
the average training time in Table 6.

Figure 6: Confusion matrix of “SEEN (Longformer-
large)” for event type identification.

D Additional Experiments and Discussion

D.1 Error Analysis

To investigate the performance of SEEN on each
event type, Figure 6 shows the confusion matrix of
our model in predicting Consistent, Inconsistent,
and Additional. We find that SEEN predicts most
Inconsistent events as Additional events. Firstly, al-
though people often mix their experiences, we tend
to avoid unclear events while writing, which re-
sults in the rareness of the Inconsistent event in our
datasets. Apart from the problem of limited train-
ing data, this may be because determining that the
described event conflicts with established facts re-
quire further reasoning on details such as the num-
ber of events that occurred, the order of activities,
the friend’s name, or the object description. Fur-
thermore, since both Inconsistent and Additional
cannot be found in the story context, it is more dif-
ficult to classify the event between these two types,
which may cause misclassifying Inconsistent event
as Additional event.

D.2 Impact of Pre-training Task

To further compare the event type identification
task with the NLI task, we experiment the differ-
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Pre-training on Fine-tuning on Overall Consistent Inconsistent AdditionalMulti-NLI Post-Retold Events
v 0.4075 0.4715 0.0397 0.7113

v 0.5480 0.7556 0.0625 0.8260
v v 0.5572 0.7512 0.0837 0.8367

Table 7: Results of different pre-training task settings.

ent pre-training task settings. In other words, we
note that the labels are different between the Multi-
NLI dataset and our NIR dataset. Therefore, we
align the entailment, contradiction, and neutral in
Multi-NLI with Consistent, Inconsistent, and Addi-
tional in post-retold of NIR, respectively. We report
the overall macro-averaged F-score and F-score of
each individual label. The first two columns denote
whether the methods are trained on the Multi-NLI
dataset and fine-tuning on the NIR dataset to iden-
tify the event types in the post-retold stories.

As shown in Table 7, the method only trained on
the Multi-NLI dataset does not work well in detect-
ing information recall needs. That means the label
definitions between NLI and NIR are marginal dif-
ferent, especially the Consistent events. We spec-
ulate the reason is that, in the “Entailment” class,
most hypotheses are another way of saying the
premises. However, the hypotheses are irrelevant
to the premises if the relations are “Contradiction”.
By contrast, determining the event types of “Con-
ststent” and “Inconsistent” requires the ability to
recognize subtle differences between the descrip-
tions, such as the sequence of several life events.
SEEN trained on both datasets achieves the highest
performance. It means pre-training on the NLI task
helps the model better capture semantic relatedness
between two descriptions.

D.3 Number of Integration Layers

We further compare the performance of SEEN
with the different numbers of the integration layers.
Experimental results shown in Table 8. We find
that SEEN with five integration layers (M = 5)
achieves the highest performance, which is the
same as the result of GreaseLM. However, dif-
ferent from GreaseLM, there is no consistency
in performance changes while M decreases or in-
creases. We think the reason is that the way SEEN
fuses textual and structured features are by iter-
atively initializing the node representations with
the updated token representations in each integra-
tion layer (The process is described in Section 5.3).
While GreaseLM utilizes additional node embed-

# of Integration layer(M) F-score
M = 3 0.6559
M = 4 0.6470
M = 5 0.6654
M = 6 0.6568
M = 7 0.6414
M = 8 0.6597

Table 8: Performance of different number of the integra-
tion layer.

dings as node representations, and concatenates
the parts of hidden states from the language model
and the node embeddings without re-initializing
the node representations.

D.4 Contribution of Different Fusion Layers
To investigate the contribution of each fusion layer
in SEEN, we compute the distribution of the edge
weights between nodes in the GAT layer. We
denote the edges connecting to the related node
and the unrelated node as ERN+ and ERN− , re-
spectively. To show the difference between the
edge weights, we tell whether the edge weights are
higher than the threshold (0.5). If the edge weight
is higher than the threshold, the edge is denoted as
the positive case as “triggered edges”. In the first
GAT layer, the distributions of edge weights are
relatively average. That leads to none of the edges
is triggered edge. This might be that the first GAT
layer attempts to capture structured information of
the whole event graph by gathering the messages
from the neighbor nodes. In contrast, 6.74% edges
are triggered edges in the last GAT layer, which is
much more than those in the first layer. We further
compare the triggered edge distribution of ERN+

and ERN− , which are 14.93% and 4.92% in the
last GAT layer, respectively. That is, compared
with the first GAT layer, the last GAT layer in the
integration layer aims to focus on the information
related to the eD

′
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