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A Masked Output Examples

Table1 1 includes various example masked outputs
by the ERM and SMM modules. We illustrate a
variety of word-to-word, phrase-to-word, word-to-
phrase, and phrase-to-phrase entity replacements
and similarity masking.

B Dataset Statistics

See Table 2 for our training and testing splits by
dataset and sentiment.

C Details of Baseline Implementations

C.1 NWN-STEM
This follows Algorithm 2 in Yao et al. (2017). For
each dataset and each RE (note that this model
is restricted to noun REs), we go through the
dataset’s training set (which acts as the “refer-
ence review set”) and extract a list of text lines
that contain the RE (where the RE acts as the
“topic keyword”). For each of these lines, with the
help of the Stanford Parser, we extract all single-
word nouns, and for each of them (which we call
nouni), we check if MINsim(nouni, RE) > 0.1.
If so, we add them to the list of nouns similar to
the RE, which we call simnouns.

For each evaluation line and associated RE,
we extract all singular nouns within the text that
are similar to the RE. For our evaluation pur-
poses, we choose two MINsim values of 0.075
and 0 to produce two outputs per input. These two
MINsim values result in actual replacement rates
similar to the actual masking/replacement rates
of other models (SMERTI and W2V-STEM) for
MRT/RRT of 20% and 40%, respectively. Each
similar noun is replaced with the noun in simnouns

that is most similar to it to produce the output text.
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When analyzing every word during the above
procedure, we take the first default WordNet
synset’s definition of the word (e.g. “bill” will de-
fault to “a statute in draft before it becomes law”).
Further, if a word does not exist in WordNet, we
use WordNet’s Morphy to find if a lexically simi-
lar word exists that may just be in a different form
(e.g. “photos” does not exist in WordNet, but us-
ing Morphy, we can find “photograph”) and use
the first default synset of this resulting word.

Note that since the number of nouns per input is
limited, the actual replacement rates have an upper
limit, and this is why we only generate two outputs
per input to compare to outputs of other models for
20% and 40% MRT/RRT.

C.2 GWN-STEM

This is a modification of NWN-STEM to han-
dle verbs and adjectives (note that WordNet only
works for single words). On top of nouns, we
also extract similar verbs and adjectives to the RE.
This results in three lists: simnouns, simverbs,
and simadjs, where we still use a MINsim value
of 0.1 for determining the three lists. Further,
we not only replace nouns in the original text,
but also verbs and adjectives. Note that we use
the same synset and Morphy procedure as for
NWN-STEM. For our evaluation, we choose the
same MINsim values of 0.075 and 0 for noun
REs, but MINsim values of 0.1 and 0 for verb
REs. These combinations of MINsim values re-
sult in actual replacement rates similar to the ac-
tual masking/replacement rates of other models
for MRT/RRT of 20% and 40%, respectively.

We noticed that GWN-STEM only works for
noun and verb REs, as for most adjectives, Word-
Net cannot calculate similarity scores. Hence, it
was infeasible to evaluate on adjective REs. Fur-
ther, most similarity scores only exist between
noun-noun pairs and verb-verb pairs, and when we



S family enjoyed the food quite a bit especially the sweet and sour chicken .
RE bitter
S′′1 family enjoyed the food quite a bit especially the sweet and bitter chicken .
S′′2 family [mask] the [mask] a bit especially the sweet and bitter [mask] .
S′′3 [mask] the [mask] bit [mask] the [mask] and bitter [mask] .
S′′4 [mask] bit [mask] bitter [mask] .
S terrible customer service . couldn’t make a wire transfer because they are out of paper .
RE amazing
S′′1 amazing customer [mask] . couldn’t make a wire transfer [mask] they are out of paper .
S′′2 amazing customer [mask] . couldn’t make a wire transfer [mask] they [mask] out of paper .
S′′3 amazing [mask] . [mask] make a wire transfer [mask] out [mask] paper .
S′′4 amazing [mask] . [mask] a [mask] out [mask] .
S Heather enjoyed her movie date with Jim last night.
RE yesterday
S′′1 heather [mask] her movie [mask] with jim yesterday .
S′′2 heather [mask] her movie [mask] with jim yesterday .
S′′3 heather [mask] her movie [mask] with jim yesterday .
S′′4 [mask] yesterday .
S Heather enjoyed her movie date with Jim last night.
RE Elizabeth
S′′1 elizabeth enjoyed [mask] movie date with [mask] last night .
S′′2 elizabeth enjoyed [mask] movie date with [mask] .
S′′3 elizabeth enjoyed [mask] movie date with [mask] .
S′′4 elizabeth enjoyed [mask] with [mask] .
S The car crashed into the building and exploded, killing hundreds.
RE caught on fire
S′′1 the car [mask] caught on fire and [mask] , killing hundreds .
S′′2 [mask] caught on fire and [mask] , killing hundreds .
S′′3 [mask] caught on fire and [mask] , killing hundreds .
S′′4 [mask] caught on fire [mask] .
S My son took his math test yesterday and failed. He cried all day and I hate him now.
RE medical examination
S′′1 [mask] took medical examination yesterday and [mask] . he cried all day and i hate [mask] now .
S′′2 [mask] took medical examination yesterday and [mask] . he cried all day and i hate [mask] now .
S′′3 [mask] took medical examination yesterday and [mask] . he cried all day and i hate [mask] now .
S′′4 [mask] medical examination [mask] and [mask] . [mask] .
S I took my dog for a walk in the park. He really enjoyed it!
RE the river
S′′1 i took my dog for [mask] in the river . he really enjoyed it !
S′′2 i took [mask] for [mask] in the river . he really enjoyed it !
S′′3 i [mask] for [mask] in the river . he [mask] !
S′′4 i [mask] the river . he [mask] !
S It is very sunny outside so I am very sweaty.
RE extremely snowy
S′′1 it is extremely snowy outside so i am [mask] .
S′′2 it is extremely snowy [mask] so i am [mask] .
S′′3 it [mask] extremely snowy [mask] i [mask] .
S′′4 [mask] extremely snowy [mask] .
S I went to my friend Amy’s house last night.
RE my husband Jim’s
S′′1 i went to my husband jim’s house last night .
S′′2 i went to my husband jim’s house [mask] .
S′′3 i went to my husband jim’s [mask] .
S′′4 i [mask] my husband jim’s [mask] .
S I went to my friend Amy’s house last night.
RE my husband Jim’s boat
S′′1 i went to my husband jim’s boat last night .
S′′2 i went to my husband jim’s boat last night .
S′′3 i went to my husband jim’s boat [mask] .
S′′4 i [mask] my husband jim’s boat [mask] .

Table 1: Example masked outputs. S is the original input text; RE is the replacement entity;
S′′
1 corresponds to MRT = 0.2, base ST = 0.4; S′′

2 corresponds to MRT = 0.4, base ST = 0.3;
S′′
3 corresponds to MRT = 0.6, base ST = 0.2; S′′

4 corresponds to MRT = 0.8, base ST = 0.1



Table 2: Training and testing splits by dataset

tried to produce simverbs and simadjs for noun
REs, almost all resulted in empty lists. Hence,
GWN-STEM actually produced the same outputs
as NWN-STEM for noun REs (and was also lim-
ited to two replacement rates), which is why the
two models have the same outputs and resulting
metrics for noun REs. Even for verb REs, we
were limited to two sets of outputs (mimicking
the two replacement rates above) since similar-
ity calculations between verb-noun pairs and verb-
adjective pairs were limited, so few were replaced.

C.3 W2V-STEM
This uses Word2Vec (W2V) models trained us-
ing Gensim. We train six W2V models: one uni-
gram model per dataset, and one four-gram model
per dataset, where each is trained using the corre-
sponding dataset’s training set. To train the four-
gram models, we begin by applying a bi-gram
phrasing model on top of the original text, and
then the bi-gram phrasing model again on top of
this resulting text. We call this a four-gram phras-
ing model. We then use this to generate text that
is grouped into phrases up to four-grams long. We
then train W2V models on this four-gram text to
generate the four-gram W2V models.

For the unigram models, we use an embedding
vector size of 50, a context window of 3, a mini-
mum token count of 0, and the skip-gram model.
For the four-gram models, we use an embedding
vector size of 10, a context window of 1, a mini-
mum token count of 0, and the CBOW (continuous
bag-of-words) model.

For evaluation lines with noun, verb, and adjec-
tive REs, we go through the line of text and with
the help of the Stanford parser, extract all words
that are the same POS as the RE (which become
the candidate OEs). Then, using cosine similar-
ity between the W2V embedding vectors (from the
unigram W2V models) of the RE and candidate
OEs, we find the word with the maximum simi-
larity to the RE which becomes the replaced OE.
Then, we replace other words in the input text sim-

ilar to the OE using vector addition and subtrac-
tion as described in Section 4.3. We start with a
similarity threshold value of 0.1 that increases by
0.05 each time to generate text satisfying varying
replacement rate thresholds.

For evaluation lines with phrase REs, we first
generate text files of the evaluation sets that are
grouped into phrases up to four-grams long using
the four-gram phrasing model. Then, using the
four-gram W2V models, we proceed similarly as
above to determine the replaced OE, which can
now be either a single word or a phrase. Other
words and phrases in the input text are replaced us-
ing vector addition and subtraction. We start with
a similarity threshold value of 0.3 that increases by
0.01 each time to generate text satisfying varying
replacement rate thresholds.

D Evaluation Keywords/Phrases

We select ten keywords (five keyphrases) to act as
our REs per dataset per POS. See Tables 3 to 6 for
the chosen REs. To do so, we iterate through our
test sets and with the Stanford Parser, we extract
a list of nouns and noun phrases, verbs and verb
phrases, and adjectives and adjective phrases. We
sort these lists by frequency, and limit our selec-
tions to the top 10% most frequent. For the verbs
and adjectives and their phrases, we further filter
them through a list of sentiment words (Hu and
Liu, 2004) to ensure the REs we choose do not
carry significant sentiment-related meaning, as in-
serting them into the original text would obviously
lead to major changes in sentiment. From these,
we manually select ten per dataset per POS (except
phrases, where we select five per dataset) that are
significant and carry strong meaning. These work
well as the REs for evaluation purposes. Note that
for phrases, we choose three noun phrases, one
verb phrase, and one adjective phrase per dataset.

We choose from the most frequent words and
phrases as they are more common and likely hold
more significant meaning compared to less fre-
quent ones (e.g. names and typos). Manual se-
lection was required as some of the most frequent
words/phrases hold little semantic meaning (e.g.
it, they, is, was, and so forth). We only choose
half the number of phrases as words as we find
that frequent phrases carrying significant semantic
meaning with little sentiment are much rarer.



Table 3: Chosen evaluation noun REs. *Obama does
not exist in WordNet, so we instead use the word Pres-
ident for NWN-STEM and GWN-STEM.

Table 4: Chosen evaluation verb REs

Table 5: Chosen evaluation adjective REs

Table 6: Chosen evaluation phrase REs

E Detailed Evaluation Results - Tables
and Graphs

See Figure 1 for a graph of overall average re-
sults, Table 7 and Figure 2 for average results by
POS, Table 8 and Figure 3 for average results by
dataset, and Table 9 and Figure 4 for average re-
sults by MRT/RRT. Note that the bolded values in
the tables show which model performs better on
that particular metric, on average, for the category.

Figure 1: Graph of overall average results (referring to
the data found in Table 2 of the main body)

F Model Output Examples

See Tables 10 to 21 for example outputs from ev-
ery model for all datasets and POS.
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Table 7: Average results by POS

Figure 2: Graph of average results by POS



Table 8: Average results by dataset

Figure 3: Graph of average results by dataset



Table 9: Average results by MRT/RRT

Figure 4: Graph of average results by MRT/RRT



Table 10: Example outputs for an Amazon evaluation line with noun RE



Table 11: Example outputs for an Amazon evaluation line with verb RE



Table 12: Example outputs for an Amazon evaluation line with adjective RE

Table 13: Example outputs for an Amazon evaluation line with phrase RE



Table 14: Example outputs for a Yelp evaluation line with noun RE



Table 15: Example outputs for a Yelp evaluation line with verb RE



Table 16: Example outputs for a Yelp evaluation line with adjective RE

Table 17: Example outputs for a Yelp evaluation line with phrase RE



Table 18: Example outputs for a news headlines evaluation line with noun RE

Table 19: Example outputs for a news headlines evaluation line with verb RE



Table 20: Example outputs for a news headlines evaluation line with adjective RE

Table 21: Example outputs for a news headlines evaluation line with phrase RE


