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Introduction

It is our great pleasure to present the Proceedings of the SIGDIAL 2010 Conference, the 11th Annual
Meeting of the Special Interest Group on Discourse and Dialogue. This is the second meeting since the
SIGDIAL meeting was elevated from a Workshop to a Conference.

We received a large number of submissions: 97 in total. The members of the Program Committee
did a superb job in reviewing the submitted papers, providing helpful comments and contributing to
discussions when required. We wish to thank all of them for their advice in selecting the accepted papers
and for helping to maintain the high quality of the resulting program. Many submissions received strong
recommendations from the Program Committee. In line with the SIGDIAL tradition, our aim has been
to create a balanced program that could accommodate as many favorably rated papers as possible. Out of
70 submitted long papers, 23 were accepted as full papers for plenary presentation and 20 were accepted
as short papers for poster presentations or demos. In addition, 15 out of the 27 submitted short papers
and demo descriptions were accepted.

This year, the review process has included a new initiative: a mentoring program designed to assist
authors of papers that contain innovative ideas to improve their quality regarding English language
usage or paper organization. Overall, 7 accepted papers participated in the mentoring program, which
was coordinated by Jason D. Williams. Our thanks go to the Program Committee members and others
who volunteered to serve as mentors, and especially those volunteers who were called upon to mentor.
Feedback from authors and mentors on the mentoring program has been very positive, and we hope that
mentoring will be included as part of the review process in future SIGDIAL conferences.

We are also grateful to two keynote speakers: Professor Hiroshi Ishiguro and Professor Marilyn
Walker for giving thought-provoking talks on the state-of-the-art in dialogue systems and human-robot
interaction research.

For the first time, this year a local organizing committee was formed. Our thanks go to its members who
worked very hard on the local arrangements such as deciding the venue, maintaining the conference web
site, handling registrations, managing the conference bank account, printing proceedings, and arranging
the conference lunches and dinner.

We would like to thank the ACL and Priscilla Rasmussen for handling the financial transactions. Thanks
also to the SIGDIAL board, in particular Tim Paek, Amanda Stent, and Kristiina Jokinen, for their advice
and support in all matters including finding industrial sponsors, budget planning, handling sponsorship,
and advertising the call for papers.

Finally, we thank all the authors of the papers in this volume, and all the conference participants for
making this event such a great opportunity for new research in dialogue and discourse.

Yasuhiro Katagiri and Mikio Nakano
General Co-Chairs

Raquel Fernández and Oliver Lemon
Program Co-Chairs

Kazunori Komatani
Local Chair
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YouBot: A Simple Framework for Building Virtual Networking Agents
Seiji Takegata and Kumiko Tanaka-Ishii

How was your day? An Affective Companion ECA Prototype
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Abstract 

We present a first step towards a model of 
speech generation for incremental dialogue 
systems. The model allows a dialogue system 
to incrementally interpret spoken input, while 
simultaneously planning, realising and self-
monitoring the system response. The model 
has been implemented in a general dialogue 
system framework. Using this framework, we 
have implemented a specific application and 
tested it in a Wizard-of-Oz setting, comparing 
it with a non-incremental version of the same 
system. The results show that the incremental 
version, while producing longer utterances, 
has a shorter response time and is perceived 
as more efficient by the users. 

1 Introduction 

Speakers in dialogue produce speech in a piece-
meal fashion and on-line as the dialogue pro-
gresses. When starting to speak, dialogue partici-
pants typically do not have a complete plan of 
how to say something or even what to say. Yet, 
they manage to rapidly integrate information 
from different sources in parallel and simultane-
ously plan and realize new dialogue contribu-
tions. Moreover, interlocutors continuously self-
monitor the actual production processes in order 
to facilitate self-corrections (Levelt, 1989). Con-
trary to this, most spoken dialogue systems use a 
silence threshold to determine when the user has 
stopped speaking. The user utterance is then 
processed by one module at a time, after which a 
complete system utterance is produced and real-
ised by a speech synthesizer.  

This paper has two purposes. First, to present 
an initial step towards a model of speech genera-
tion that allows a dialogue system to incremen-
tally interpret spoken input, while simultaneously 
planning, realising and self-monitoring the sys-
tem response. The model has been implemented 

in a general dialogue system framework. This is 
described in Section 2 and 3. The second purpose 
is to evaluate the usefulness of incremental 
speech generation in a Wizard-of-Oz setting, us-
ing the proposed model. This is described in Sec-
tion 4. 

1.1 Motivation 

A non-incremental dialogue system waits until 
the user has stopped speaking (using a silence 
threshold to determine this) before starting to 
process the utterance and then produce a system 
response. If processing takes time, for example 
because an external resource is being accessed, 
this may result in a confusing response delay. An 
incremental system may instead continuously 
build a tentative plan of what to say as the user is 
speaking. When it detects that the user’s utter-
ance has ended, it may start to asynchronously 
realise this plan while processing continues, with 
the possibility to revise the plan if needed.  

There are many potential reasons for why dia-
logue systems may need additional time for 
processing. For example, it has been assumed 
that ASR processing has to be done in real-time, 
in order to avoid long and confusing response 
delays. Yet, if we allow the system to start 
speaking before input is complete, we can allow 
more accurate (and time-consuming) ASR proc-
essing (for example by broadening the beam). In 
this paper, we will explore incremental speech 
generation in a Wizard-of-oz setting. A common 
problem in such settings is the time it takes for 
the Wizard to interpret the user’s utterance 
and/or decide on the next system action, resulting 
in unacceptable response delays (Fraser & Gil-
bert, 1991). Thus, it would be useful if the sys-
tem could start to speak as soon as the user has 
finished speaking, based on the Wizard’s actions 
so far. 
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1.2 Related work 

Incremental speech generation has been studied 
from different perspectives. From a psycholin-
guistic perspective, Levelt (1989) and others 
have studied how speakers incrementally pro-
duce utterances while self-monitoring the output, 
both overtly (listening to oneself speaking) and 
covertly (mentally monitoring what is about to 
be said). As deviations from the desired output is 
detected, the speaker may initiate  self-repairs. If 
the item to be repaired has already been spoken, 
an overt repair is needed (for example by using 
an editing term, such as “sorry”). If not, the ut-
terance plan may be altered to accommodate the 
repair, a so-called covert repair. Central to the 
concept of incremental speech generation is that 
the realization of overt speech can be initiated 
before the speaker has a complete plan of what to 
say. An option for a speaker who does not know 
what to say (but wants to claim the floor) is to 
use hesitation phenomena such as filled pauses 
(“eh”) or cue phrases such as “let’s see”.  

A dialogue system may not need to self-
monitor its output for the same reasons as hu-
mans do. For example, there is no risk of articu-
latory errors (with current speech synthesis tech-
nology). However, a dialogue system may utilize 
the same mechanisms of self-repair and hesita-
tion phenomena to simultaneously plan and real-
ise the spoken output, as there is always a risk 
for revision in the input to an incremental mod-
ule (as described in Section 2.1).  

There is also another aspect of self-monitoring 
that is important for dialogue systems. In a sys-
tem with modules operating asynchronously, the 
dialogue manager cannot know whether the in-
tended output is actually realized, as the user 
may interrupt the system. Also, the timing of the 
synthesized speech is important, as the user may 
give feedback in the middle of a system utter-
ance. Thus, an incremental, asynchronous system 
somehow needs to self-monitor its own output.   

From a syntactic perspective, Kempen & 
Hoenkamp (1987) and Kilger & Finkler (1995) 
have studied how to syntactically formulate sen-
tences incrementally under time constraints. 
Dohsaka & Shimazu (1997) describes a system 
architecture for incremental speech generation. 
However, there is no account for revision of the 
input (as discussed in Section 2.1) and there is no 
evaluation with users. Skantze & Schlangen 
(2009) describe an incremental system that partly 
supports incremental output and that is evaluated 

with users, but the domain is limited to number 
dictation. 

In this study, the focus is not on syntactic con-
struction of utterances, but on how to build prac-
tical incremental dialogue systems within limited 
domains that can handle revisions and produce 
convincing, flexible and varied speech output in 
on-line interaction with users.  

2 The Jindigo framework 

The proposed model has been implemented in 
Jindigo – a Java-based open source framework 
for implementing and experimenting with incre-
mental dialogue systems (www.jindigo.net). We 
will here briefly describe this framework and the 
model of incremental dialogue processing that it 
is based on. 

2.1 Incremental units 

Schlangen & Skantze (2009) describes a general, 
abstract model of incremental dialogue process-
ing, which Jindigo is based on. In this model, a 
system consists of a network of processing mod-
ules. Each module has a left buffer, a processor, 
and a right buffer, where the normal mode of 
processing is to receive input from the left 
buffer, process it, and provide output in the right 
buffer, from where it is forwarded to the next 
module’s left buffer. An example is shown in 
Figure 1. Modules exchange incremental units 
(IUs), which are the smallest ‘chunks’ of infor-
mation that can trigger connected modules into 
action (such as words, phrases, communicative 
acts, etc). IUs are typically part of larger units: 
individual words are parts of an utterance; con-
cepts are part of the representation of an utter-
ance meaning. This relation of being part of the 
same larger unit is recorded through same-level 
links. In the example below, IU2 has a same-level 
link to IU1 of type PREDECESSOR, meaning that 
they are linearly ordered. The information that 
was used in creating a given IU is linked to it via 
grounded-in links. In the example, IU3 is 
grounded in IU1 and IU2, while IU4 is grounded 
in IU3. 

 

IU1 IU2

IU1 IU2

IU3 IU3
IU3

IU4
IU4

Module A

Module B
left buffer processor right buffer

left buffer processor right buffer  
Figure 1: Two connected modules. 
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A challenge for incremental systems is to han-
dle revisions. For example, as the first part of the 
word “forty” is recognised, the best hypothesis 
might be “four”. As the speech recogniser re-
ceives more input, it might need to revise its pre-
vious output, which might cause a chain of revi-
sions in all subsequent modules. To cope with 
this, modules have to be able to react to three 
basic situations: that IUs are added to a buffer, 
which triggers processing; that IUs that were er-
roneously hypothesized by an earlier module are 
revoked, which may trigger a revision of a mod-
ule’s own output; and that modules signal that 
they commit to an IU, that is, won’t revoke it 
anymore. 

Jindigo implements an efficient model for 
communicating these updates. In this model, IUs 
are associated with edges in a graph, as shown in 
Table 1. The graph may be incrementally 
amended without actually removing edges or 
vertices, even if revision occurs. At each time-
step, a new update message is sent to the con-
suming module. The update message contains a 
pair of pointers [C, A]: (C) the vertex from which 
the currently committed hypothesis can be con-
structed, and (A) the vertex from which the cur-

rently best tentative hypothesis can be con-
structed. In Jindigo, all modules run as threads 
within a single Java process, and therefore have 
access to the same memory space.  

2.2 A typical architecture 

A typical Jindigo system architecture is shown in 
Figure 2. The word buffer from the Recognizer 
module is parsed by the Interpreter module 
which tries to find an optimal sequence of top 
phrases and their semantic representations. These 
phrases are then interpreted in light of the current 
dialogue context by the Contextualizer module 
and are packaged as Communicative Acts (CAs). 
As can be seen in Figure 2, the Contextualizer 
also self-monitors Concepts from the system as 
they are spoken by the Vocalizer, which makes it 
possible to contextually interpret user responses 
to system utterances. This also makes it possible 
for the system to know whether an intended ut-
terance actually was produced, or if it was inter-
rupted. The current context is sent to the Action 
Manager, which generates a SpeechPlan that is 
sent to the Vocalizer. This is described in detail 
in the next section.  

Figure 2: A typical Jindigo system architecture. 

 

String Right buffer Update 
message 

t1: one w1 one w2  [w1, w2] 

t2: one five w1 one w2 five w3  [w1, w3] 

t3: one w1 one w2 five w3  [w1, w2] 

t4: one four five w1 one w2 five w3

five w5four w4  

[w1, w5] 

t5: [commit] w1 one w2 five w3

five w5four w4  

[w5,w5] 

Table 1: The right buffer of an ASR module, and up-
date messages at different time-steps. 

 

Figure 3: Incremental Units at different levels of processing. Some grounded-in relations are shown with dotted 
lines. W=Word, SS=SpeechSegment, SU=SpeechUnit, CA=Communicative Act. 

Interpreter
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Action Manager

Vocalizer

Contextualizer

SpeechPlan

Speech

Segment
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Utterance Utterance
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Segment
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User System

SS

User
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3 Incremental speech generation 

3.1 Incremental units of speech 

In order for user and system utterances to be in-
terpreted and produced incrementally, they need 
to be decomposed into smaller units of process-
ing (IUs). This decomposition is shown in Figure 
3. Using a standard voice activity detector 
(VAD) in the ASR, the user’s speech is chunked 
into Utterance-units. The Utterance bounda-
ries determine when the ASR hypothesis is 
committed. However, for the system to be able to 
respond quickly, the end silence threshold of 
these Utterances are typically too long. Therefore 
smaller units of the type UtteranceSegment 
(US) are detected, using a much shorter silence 
threshold of about 50ms. Such short silence 
thresholds allow the system to give very fast re-
sponses (such as backchannels). Information 
about US boundaries is sent directly from the 
ASR to the Vocalizer. As Figure 3 illustrates, the 
grounded-in links can be followed to derive the 
timing of IUs at different levels of processing.  

The system output is also modelled using IUs 
at different processing levels. The widest-
spanning IU on the output side is the 
SpeechPlan. The rendering of a SpeechPlan 
will result in a sequence of SpeechSegment’s, 
where each SpeechSegment represents a con-
tinuous audio rendering of speech, either as a 
synthesised string or a pre-recorded audio file. 
For example, the plan may be to say “okay, a red 
doll, here is a nice doll”, consisting of three seg-
ments. Now, there are two requirements that we 
need to meet. First, the output should be varied: 
the system should not give exactly the same re-
sponse every time to the same request. But, as 
we will see, the output in an incremental system 
must also be flexible, as speech plans are incre-
mentally produced and amended. In order to re-
lieve the Action Manager of the burden of vary-
ing the output and making time-critical adjust-
ments, we model the SpeechPlan as a directed 
graph, where each edge is associated with a 
SpeechSegment, as shown in Figure 4. Thus, the 
Action Manager may asynchronously plan (a set 
of possible) responses, while the Vocalizer se-
lects the rendering path in the graph and takes 
care of time-critical synchronization. To control 
the rendering, each SpeechSegment has the 
properties optional, committing, selfDelay 
and otherDelay, as described in the next sec-
tion. It must also be possible for an incremental 
system to interrupt and make self-repairs in the 
middle of a SpeechSegment. Therefore, each 

SpeechSegment may also be decomposed into an 
array of SpeechUnit’s, where each SpeechUnit 
contains pointers to the audio rendering in the 
SpeechSegment. 

3.2 Producing and consuming SpeechPlans 

The SpeechPlan does not need to be complete 
before the system starts to speak. An example of 
this is shown in Figure 4. As more words are 
recognised by the ASR, the Action Manager may 
add more SpeechSegment’s to the graph. Thus, 
the system may start to say “it costs” before it 
knows which object is being talked about.  

 
w1 how w2 much w3 is w4 the w5 doll w6

eh

well

s1

you can have it for

it costs

let’s say s3 s640 crowns

 
Figure 4: The right buffer of an ASR (top) and the 
SpeechPlan that is incrementally produced (bottom). 
Vertex s1 is associated with w1, s3 with w3, etc. Op-
tional, non-committing SpeechSegment’s are marked 
with dashed outline. 

The SpeechPlan has a pointer called 
finalVertex. When the Vocalizer reaches the 
finalVertex, the SpeechPlan is completely 
realised. If finalVertex is not set, it means that 
the SpeechPlan is not yet completely con-
structed. The SpeechSegment property 
optional tells whether the segment needs to be 
realised or if it could be skipped if the 
finalVertex is in sight. This makes it possible 
to insert floor-keeping SpeechSegment’s (such 
as “eh”) in the graph, which are only realised if 
needed. The Vocalizer also keeps track of which 
SpeechSegment’s it has realised before, so that it 
can look ahead in the graph and realise a more 
varied output. Each SpeechSegment may carry a 
semantic representation of the segment (a 
Concept). This is sent by the Vocalizer to the 
Contextualizer as soon as the segment has been 
realised. 

The SpeechSegment properties selfDelay 
and otherDelay regulate the timing of the out-
put (as illustrated in Figure 3). They specify the 
number of milliseconds that should pass before 
the Vocalizer starts to play the segment, depend-
ing on the previous speaker. By setting the 
otherDelay of a segment, the Action Manager 
may delay the response depending on how cer-
tain it is that it is appropriate to speak, for exam-
ple by considering pitch and semantic complete-
ness. (See Raux & Eskenazi (2008) for a study 
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on how such dynamic delays can be derived us-
ing machine learning.)  

If the user starts to speak (i.e., a new 
UtteranceSegment is initiated) as the system is 
speaking, the Vocalizer pauses (at a SpeechUnit 
boundary) and waits until it has received a new 
response from the Action Manager. The Action 
Manager may then choose to generate a new re-
sponse or simply ignore the last input, in which 
case the Vocalizer continues from the point of 
interruption. This may happen if, for example, 
the UtteranceSegment was identified as a back-
channel, cough, or similar. 

3.3 Self-repairs  

As Figure 3 shows, a SpeechPlan may be 
grounded in a user CA (i.e., it is a response to 
this CA). If this CA is revoked, or if the 
SpeechPlan is revised, the Vocalizer may initial-
ize a self-repair. The Vocalizer keeps a list of the 
SpeechSegment’s it has realised so far. If the 
SpeechPlan is revised when it has been partly 
realised, the Vocalizer compares the history with 
the new graph and chooses one of the different 
repair strategies shown in Table 2. In the best 
case, it may smoothly switch to the new plan 
without the user noticing it (covert repair). In 
case of a unit repair, the Vocalizer searches for a 
zero-crossing point in the audio segment, close to 
the boundary pointed out by the SpeechUnit.  

 
covert 
segment 
repair 

you are right it is blue

you are right they are blue  
overt 
segment 
repair 

you are right it is blue

you are wrong it is redsorry  
covert 
unit 
repair 

you are right it is blue

you are wrong it is red  
overt 
unit 
repair 

you are right it is blue

you are wrong it is red

sorry

 
Table 2: Different types of self-repairs. The shaded 
boxes show which SpeechUnit’s have been realised, 
or are about to be realised, at the point of revision. 

The SpeechSegment property committing 
tells whether it needs to be repaired if the 
SpeechPlan is revised. For example, a filled 
pause such as “eh” is not committing (there is no 

need to insert an editing term after it), while a 
request or an assertion usually is. If (parts of) a 
committing segment has already been realised 
and it cannot be part of the new plan, an overt 
repaired is made with the help of an editing term 
(e.g., “sorry”). When comparing the history with 
the new graph, the Vocalizer searches the graph 
and tries to find a path so that it may avoid mak-
ing an overt repair. For example if the graph in 
Figure 4 is replaced with a corresponding one 
that ends with “60 crowns”, and it has so far 
partly realised “it costs”, it may choose the cor-
responding path in the new SpeechPlan, making 
a covert repair. 

4 A Wizard-of-Oz experiment 

A Wizard-of-Oz experiment was conducted to 
test the usefulness of the model outlined above. 
All modules in the system were fully functional, 
except for the ASR, since not enough data had 
been collected to build language models. Thus, 
instead of using ASR, the users’ speech was 
transcribed by a Wizard. As discussed in section 
1.1, a common problem is the time it takes for 
the Wizard to transcribe incoming utterances, 
and thus for the system to respond. Therefore, 
this is an interesting test-case for our model. In 
order to let the system respond as soon as the 
user finished speaking, even if the Wizard hasn’t 
completed the transcription yet, a VAD is used. 
The setting is shown in Figure 5 (compare with 
Figure 2). The Wizard may start to type as soon 
as the user starts to speak and may alter whatever 
he has typed until the return key is pressed and 
the hypothesis is committed. The word buffer is 
updated in exactly the same manner as if it had 
been the output of an ASR.  

User VAD

Vocalizer

Speech

Speech
Interpreter

Word

ContextualizerActionManager

Utterance
Segment

Wizard

 
Figure 5: The system architecture used in the Wizard-
of-Oz experiment. 

For comparison, we also configured a non-
incremental version of the same system, where 
nothing was sent from the Wizard until he com-

5



mitted by pressing the return key. Since we did 
not have mature models for the Interpreter either, 
the Wizard was allowed to adapt the transcrip-
tion of the utterances to match the models, while 
preserving the semantic content. 

4.1 The DEAL domain 

The system that was used in the experiment was 
a spoken dialogue system for second language 
learners of Swedish under development at KTH, 
called DEAL (Hjalmarsson et al., 2007). The 
scene of DEAL is set at a flea market where a 
talking agent is the owner of a shop selling used 
goods. The student is given a mission to buy 
items at the flea market getting the best possible 
price from the shop-keeper. The shop-keeper can 
talk about the properties of goods for sale and 
negotiate about the price. The price can be re-
duced if the user points out a flaw of an object, 
argues that something is too expensive, or offers 
lower bids. However, if the user is too persistent 
haggling, the agent gets frustrated and closes the 
shop. Then the user has failed to complete the 
task.  

For the experiment, DEAL was re-
implemented using the Jindigo framework. Fig-
ure 6 shows the GUI that was shown to the user. 

 

 
Figure 6: The user interface in DEAL. The object on 
the table is the one currently in focus. Example ob-
jects are shown on the shelf. Current game score, 
money and bought objects are shown on the right. 

4.2 Speech segments in DEAL 

In a previous data collection of human-human 
interaction in the DEAL domain (Hjalmarsson, 
2008) it was noted that about 40% of the speaker 
turns were initiated with standardized lexical ex-
pressions (cue phrases) or filled pauses. Such 
speech segments commit very little semantically 
to the rest of the utterance and are therefore very 
useful as initiations of utterances, since such 

speech segments can be produced immediately 
after the user has stopped speaking, allowing the 
Wizard to exploit the additional time to tran-
scribe the rest of the utterance.  

The DEAL corpus was used to create utter-
ance initial speech segments for the experiment. 
The motivation to use speech segments derived 
from human recordings was to make the system 
sound convincing in terms of both lexical choice 
and intonation. In particular, we wanted a reper-
toire of different types of filled pauses and feed-
back expression such as “eh” and “mm” in order 
to avoid a system that sounds monotone and re-
petitive. First, a number of feedback expression 
such as “ja”, “a”, “mm” (Eng: “yes”), filled 
pauses such as “eh”, “ehm” and expressions used 
to initiate different domain specific speech acts 
(for example “it costs” and “let me see”) were 
extracted.  The segments were re-synthesized 
using Expros, a tool for experimentation with 
prosody in diphone voices (Gustafson & Edlund, 
2008). Based on manual transcriptions and sound 
files, Expros automatically extracts pitch, dura-
tion and intensity from the human voice and cre-
ates a synthetic version using these parameters. 
In the speech plan, these canned segments were 
mixed with generated text segments (for example 
references to objects, prices, etc) that were syn-
thesized and generated on-line with the same 
diphone voice. 

An example interaction with the incremental 
version of the system is shown in Table 3. S.11 
exemplifies a self-correction, where the system 
prepares to present another bid, but then realizes 
that the user’s bid is too low to even consider. A 
video (with subtitles) showing an interaction 
with one of the users can be seen at 
http://www.youtube.com/watch?v=cQQmgItIMvs. 

 
S.1 [welcome] [how may I help you] 
U.2 I want to buy a doll 
S.3 [eh] [here is] [a doll] 
U.4 how much is it? 
S.5 [eh] [it costs] [120 crowns] 
U.6 that is too expensive 

how much is the teddy bear? 
S.7 [well] [you can have it for] [let’s see] 

[40 crowns] 
U.8 I can give you 30 crowns 
S.9 [you could have it for] [37 crowns] 
U.10 I can give you 10 crowns 
S.11 [let’s say] [or, I mean] [that is way too 

little] 
Table 3: An example DEAL dialogue (translated from 
Swedish). Speech segments are marked in brackets. 
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4.3 Experimental setup 

In order to compare the incremental and non-
incremental versions of the system, we con-
ducted an experiment with 10 participants, 4 
male and 6 female. The participants were given a 
mission: to buy three items (with certain charac-
teristics) in DEAL at the best possible price from 
the shop-keeper. The participants were further 
instructed to evaluate two different versions of 
the system, System A and System B. However, 
they were not informed how the versions dif-
fered. The participants were lead to believe that 
they were interacting with a fully working dia-
logue system and were not aware of the Wizard-
of-Oz set up. Each participant interacted with the 
system four times, first two times with each ver-
sion of the system, after which a questionnaire 
was completed. Then they interacted with the 
two versions again, after which they filled out a 
second questionnaire with the same questions. 
The order of the versions was balanced between 
subjects.  

The mid-experiment questionnaire was used to 
collect the participants’ first opinions of the two 
versions and to make them aware of what type of 
characteristics they should consider when inter-
acting with the system the second time. When 
filling out the second questionnaire, the partici-
pants were asked to base their ratings on their 
overall experience with the two system versions. 
Thus, the analysis of the results is based on the 
second questionnaire. In the questionnaires, they 
were requested to rate which one of the two ver-
sions was most prominent according to 8 differ-
ent dimensions: which version they preferred; 
which was more human-like, polite, efficient, and 
intelligent; which gave a faster response and bet-
ter feedback; and with which version it was eas-
ier to know when to speak. All ratings were done 
on a continuous horizontal line with System A on 
the left end and System B on the right end. The 
centre of the line was labelled with “no differ-
ence”.  

The participants were recorded during their in-
teraction with the system, and all messages in the 
system were logged.  

4.4 Results 

Figure 7 shows the difference in response time 
between the two versions. As expected, the in-
cremental version started to speak more quickly 
(M=0.58s, SD=1.20) than the non-incremental 
version (M=2.84s, SD=1.17), while producing 
longer utterances. It was harder to anticipate 

whether it would take more or less time for the 
incremental version to finish utterances. Both 
versions received the final input at the same 
time. On the one hand, the incremental version 
initiates utterances with speech segments that 
contain little or no semantic information. Thus, if 
the system is in the middle of such a segment 
when receiving the complete input from the 
Wizard, the system may need to complete this 
segment before producing the rest of the utter-
ance. Moreover, if an utterance is initiated and 
the Wizard alters the input, the incremental ver-
sion needs to make a repair which takes addi-
tional time. On the other hand, it may also start 
to produce speech segments that are semantically 
relevant, based on the incremental input, which 
allows it to finish the utterance more quickly. As 
the figure shows, it turns out that the average 
response completion time for the incremental 
version (M=5.02s, SD=1.54) is about 600ms 
faster than the average for non-incremental ver-
sion (M=5.66s, SD=1.50), (t(704)=5.56, 
p<0.001).  
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Figure 7: The first two column pairs show the average 
time from the end of the user’s utterance to the start 
of the system’s response, and from the end of the 
user’s utterance to the end of the system’s response. 
The third column pair shows the average total system 
utterance length (end minus start).  

In general, subjects reported that the system 
worked very well. After the first interaction with 
the two versions, the participants found it hard to 
point out the difference, as they were focused on 
solving the task. The marks on the horizontal 
continuous lines on the questionnaire were 
measured with a ruler based on their distance 
from the midpoint (labelled with “no difference”) 
and normalized to a scale from -1 to 1, each ex-
treme representing one system version. A Wil-
coxon Signed Ranks Test was carried out, using 
these rankings as differences. The results are 
shown in Table 4. As the table shows, the two 
versions differed significantly in three dimen-
sions, all in favour of the incremental version. 
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Hence, the incremental version was rated as 
more polite, more efficient, and better at indicat-
ing when to speak. 

 
 diff z-value p-value 
preferred 0.23 -1.24 0.214 
human-like 0.15 -0.76 0.445 
polite 0.40 -2.19 0.028* 
efficient 0.29 -2.08 0.038* 
intelligent 0.11 -0.70 0.484 
faster response 0.26 -1.66 0.097 
feedback 0.08 -0.84 0.400 
when to speak 0.35 -2.38 0.017* 

Table 4: The results from the second questionnaire. 
All differences are positive, meaning that they are in 
favour of the incremental version. 

A well known phenomena in dialogue is that 
of entrainment (or adaptation or alignment), that 
is, speakers (in both human-human and human-
computer dialogue) tend to adapt the conversa-
tional behaviour to their interlocutor (e.g., Bell, 
2003). In order to examine whether the different 
versions affected the user’s behaviour, we ana-
lyzed both the user utterance length and user re-
sponse time, but found no significant differences 
between the interactions with the two versions. 

5 Conclusions & Future work 

This paper has presented a first step towards in-
cremental speech generation in dialogue systems. 
The results are promising: when there are delays 
in the processing of the dialogue, it is possible to 
incrementally produce utterances that make the 
interaction more efficient and pleasant for the 
user.  

As this is a first step, there are several ways to 
improve the model. First, the edges in the 
SpeechPlan could have probabilities, to guide 
the path planning. Second, when the user has 
finished speaking, it should (in some cases) be 
possible to anticipate how long it will take until 
the processing is completed and thereby choose a 
more optimal path (by taking the length of the 
SpeechSegment’s into consideration). Third, a 
lot of work could be done on the dynamic gen-
eration of SpeechSegment’s, considering syntac-
tic and pragmatic constraints, although this 
would require a speech synthesizer that was bet-
ter at convincingly produce conversational 
speech. 

The experiment also shows that it is possible 
to achieve fast turn-taking and convincing re-
sponses in a Wizard-of-Oz setting. We think that 
this opens up new possibilities for the Wizard-of-

Oz paradigm, and thereby for practical develop-
ment of dialogue systems in general.  
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Abstract
Incremental natural language understand-
ing is the task of assigning semantic rep-
resentations to successively larger prefixes
of utterances. We compare two types of
statistical models for this task: a) local
models, which predict a single class for
an input; and b), sequential models, which
align a sequence of classes to a sequence
of input tokens. We show that, with some
modifications, the first type of model can
be improved and made to approximate the
output of the second, even though the lat-
ter is more informative. We show on two
different data sets that both types of model
achieve comparable performance (signifi-
cantly better than a baseline), with the first
type requiring simpler training data. Re-
sults for the first type of model have been
reported in the literature; we show that for
our kind of data our more sophisticated
variant of the model performs better.

1 Introduction

Imagine being at a dinner, when your friend Bert
says “My friend, can you pass me the salt over
there, please?”. It is quite likely that you get the
idea that something is wanted of you fairly early
into the utterance, and understand what exactly it
is that is wanted even before the utterance is over.

This is possible only because you form an un-
derstanding of the meaning of the utterance even
before it is complete; an understanding which
you refine—and possibly revise—as the utterance
goes on. You understand the utterance incremen-
tally. This is something that is out of reach for
most current dialogue systems, which process ut-
terances non-incrementally, en bloc (cf. (Skantze
and Schlangen, 2009), inter alia).

Enabling incremental processing in dialogue
systems poses many challenges (Allen et al.,

2001; Schlangen and Skantze, 2009); we focus
here on the sub-problem of modelling incremental
understanding—a precondition for enabling truly
interactive behaviour. More specifically, we look
at statistical methods for learning mappings be-
tween (possibly partial) utterances and meaning
representations. We distinguish between two types
of understanding, which were sketched in the first
paragraph above: a) forming a partial understand-
ing, and b) predicting a complete understanding.

Recently, some results have been published on
b), predicting utterance meanings, (Sagae et al.,
2009; Schlangen et al., 2009). We investigate
here how well this predictive approach works in
two other domains, and how a simple extension of
techniques (ensembles of slot-specific classifiers
vs. one frame-specific one) can improve perfor-
mance. To our knowledge, task a), computing par-
tial meanings, has so far only been tackled with
symbolic methods (e.g., (Milward and Cooper,
1994; Aist et al., 2006; Atterer and Schlangen,
2009));1 we present here some first results on ap-
proaching it with statistical models.

Plan of the paper: First, we discuss relevant pre-
vious work. We then define the task of incremental
natural language understanding and its two vari-
ants in more detail, also looking at how models
can be evaluated. Finally, we present and discuss
the results of our experiments, and close with a
conclusion and some discussion of future work.

2 Related Work
Statistical natural language understanding is an ac-
tive research area, and many sophisticated mod-
els for this task have recently been published, be
that generative models (e.g., in (He and Young,
2005)), which learn a joint distribution over in-

1We explicitly refer to computation of incremental inter-
pretations here; there is of course a large body of work on
statistical incremental parsing (e.g., (Stolcke, 1995; Roark,
2001)).
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(Mairesse et al., 2009) 94.50
(He and Young, 2005) 90.3

(Zettlemoyer and Collins, 2007) 95.9
(Meza et al., 2008) 91.56

Table 1: Recent published f-scores for non-
incremental statistical NLU, on the ATIS corpus

put, output and possibly hidden variables; or, more
recently, discriminative models (e.g., (Mairesse et
al., 2009)) that directly learn a mapping between
input and output. Much of this work uses the ATIS
corpus (Dahl et al., 1994) as data and hence is di-
rectly comparable. In Table 1, we list the results
achieved by this work; we will later situate our re-
sults relative to this.

That work, however, only looks at mappings be-
tween complete utterances and semantic represen-
tations, whereas we are interested in the process of
mapping semantic representations to successively
larger utterance fragments. More closely related
then is (Sagae et al., 2009; DeVault et al., 2009),
where a maximum entropy model is trained for
mapping utterance fragments to semantic frames.
(Sagae et al., 2009) make the observation that of-
ten the quality of the prediction does not increase
anymore towards the end of the utterance; that is,
the meaning of the utterance can be predicted be-
fore it is complete.

In (Schlangen et al., 2009), we presented a
model that predicts incrementally a specific as-
pect of the meaning of a certain type of utterance,
namely the intended referent of a referring expres-
sion; the similarity here is that the output is of the
same type regardless of whether the input utter-
ance is complete or not.

(DeVault et al., 2009) discuss how such ‘mind
reading’ can be used interactionally in a dialogue
system, e.g. for completing the user’s utterance
as an indication of the system’s grounding state.
While these are interesting uses, the approach is
somewhat limited by the fact that it is incremental
only on the input side, while the output does not
reflect how ‘complete’ (or not) the input is. We
will compare this kind of incremental processing
in the next section with one where the output is
incremental as well, and we will then present re-
sults from our own experiments with both kinds of
incrementality in statistical NLU.

3 Task, Evaluation, and Data Sets
3.1 The Task
We have said that the task of incremental natural
language understanding consists in the assignment

of semantic representations to progressively more
complete prefixes of utterances. This description
can be specified along several aspects, and this
yields different versions of the task, appropriate
for different uses. One question is what the as-
signed representations are, the other is what ex-
actly they are assigned to. We investigate these
questions here abstractly, before we discuss the in-
stantiations in the next sections.

Let’s start by looking at the types of representa-
tions that are typically assigned to full utterances.
A type often used in dialogue systems is the frame,
an attribute value matrix. (The attributes are here
typically called slots.) These frames are normally
typed, that is, there are restrictions on which slots
can (and must) occur together in one frame. The
frames are normally assigned to the utterance as a
whole and not to individual words.

In an incremental setting, where the input
potentially consists of an incomplete utterance,
choosing this type of representation and style of
assignment turns the task into one of prediction of
the utterance meaning. What we want our model
to deliver is a guess of what the meaning of the ut-
terance is going to be, even if we have only seen
a prefix of the utterance so far; we will call this
“whole-frame output” below.2

Another popular representation of semantics in
applied systems uses semantic tags, i.e., markers
of semantic role that are attached to individual
parts of the utterance. Such a style of assignment
is inherently ‘more incremental’, as it provides a
way to assign meanings that represent only what
has indeed been said so far, and does not make as-
sumptions about what will be said. The semantic
representation of the prefix simply contains all and
only the tags assigned to the words in the prefix;
this will be called “aligned output” below. To our
knowledge, the potential of this type of represen-
tation (and the models that create them) for incre-
mental processing has not yet been explored; we
present our first results below.

Finally, there is a hybrid form of representation
and assignment. If we allow the output frames to
‘grow’ as more input comes in (hence possibly vi-
olating the typing of the frames as they are ex-
pected for full utterances), we get a form of rep-
resentation with a notion of ‘partial semantics’ (as

2In (Schlangen and Skantze, 2009), this type of incremen-
tal processing is called “input incremental”, as only the input
is incrementally enriched, while the output is always of the
same type (but may increase in quality).
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only that is represented for which there is evidence
in what has already been seen), but without direct
association of parts of the representation and parts
of the utterance or utterance prefix.

3.2 Evaluation
Whole-Frame Output A straightforward met-
ric is Correctness, which can take the values 1
(output is exactly as expected) or 0 (output is not
exactly as expected). Processing a test corpus in
this way, we get one number for each utterance
prefix, and, averaging this number, one measure-
ment for the whole corpus.

This can give us a first indication of the gen-
eral quality of the model, but because it weighs
the results for prefixes of all lengths equally, it
cannot tell us much about how well the incremen-
tal processing worked. In actual applications, we
presumably do not expect the model to be correct
from the very first word on, but do expect it to get
better the longer the available utterance prefix be-
comes. To capture this, we define two more met-
rics: first occurrence (FO), as the position (relative
to the eventual length of the full utterance) where
the response was correct first; and final decision
(FD) as the position from which on the response
stayed correct (which consequently can only be
measured if indeed the response stays correct).3

The difference between FO and FD then tells us
something about the stability of hypotheses of the
model.

In some applications, we may indeed only be
able to do further processing with fully correct—
or at least correctly typed—frames; in which case
correctness and FO/FD on frames are appropriate
metrics. However, sometimes even frames that are
only partially correct can be of use, for example if
specific system reactions can be tied to individual
slots. To give us more insight about the quality of a
model in such cases, we need a metric that is finer-
grained than binary correctness. Following (Sagae
et al., 2009), we can conceptualise our task as one
of retrieval of slot/value pairs, and use precision
and recall (and, as their combination, f-score) as
metrics. As we will see, it will be informative to
plot the development of this score over the course
of processing the utterance.

For these kinds of evaluations, we need as a
gold standard only one annotation per utterance,

3These metrics of course can only be computed post-hoc,
as during processing we do not know how long the utterance
is going to be.

namely the final frame.

Aligned Output As sequence alignments have
more structure—there is a linear order between the
tags, and there is exactly one tag per input token—
correctness is a more fine-grained, and hence more
informative, metric here; we define it as the pro-
portion of tags that are correct in a sequence. We
can also use precision and recall here, looking at
each position in the sequence individually: Has
the tag been recalled (true positive), or has some-
thing else been predicted instead (false negative,
and false positive)? Lastly, we can also recon-
struct frames from the tag sequences, where se-
quences of the same tag are interpreted as seg-
menting off the slot value. (And hence, what was
several points for being right or wrong, one for
each tag, becomes one, being either the correct
slot value or not. We will discuss these differences
when we show evaluations of aligned output.)

For this type of evaluation, we need gold-
standard information of the same kind, that is, we
need aligned tag sequences. This information is
potentially more costly to create than the one fi-
nal semantic representation needed for the whole-
frame setting.

Hybrid Output As we will see below, the hy-
brid form of output (‘growing’ frames) is pro-
duced by ensembles of local classifiers, with one
classifier for each possible slot. How this output
can be evaluated depends on what type of informa-
tion is available. If we only have the final frame,
we can calculate f-score (in the hope that preci-
sion will be better than for the whole-frame clas-
sifier, as such a classifier ensemble can focus on
predicting slots/value pairs for which there is di-
rect evidence); if we do have sequence informa-
tion, we can convert it to growing frames and eval-
uate against that.

3.3 The Data Sets
ATIS As our first dataset, we use the ATIS air
travel information data (Dahl et al., 1994), as pre-
processed by (Meza et al., 2008) and (He and
Young, 2005). That is, we have available for each
utterance a semantic frame as in (1), and also a
tag sequence that aligns semantic concepts (same
as the slot names) and words. One feature to note
here about the ATIS representations is that the slot
values / semantic atoms are just the words in the
utterance. That is, the word itself is its own se-
mantic representation, and no additional abstrac-
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tion is performed. In this domain, this is likely un-
problematic, as there aren’t many different ways
(that are to be expected in this domain) to refer to
a given city or a day of the week, for example.

(1) “What flights are there arriving in Chicago after

11pm?”
GOAL = FLIGHT
TOLOC.CITY NAME = Chicago
ARRIVE TIME.TIME RELATIVE = after
ARRIVE TIME.TIME = 11pm


In our experiments, we use the ATIS training
set which contains 4481 utterances, between 1
and 46 words in length (average 11.46; sd 4.34).
The vocabulary consists of 897 distinct words.
There are 3159 distinct frames, 2594 (or 58% of
all frames) of which occur only once. Which of
the 96 possible slots occur in a given frame is
distributed very unevenly; there are some very
frequent slots (like FROMLOC.CITYNAME
or DEPART DATE.DAY NAME) and
some very rare or even unique ones (e.g.,
ARRIVE DATE.TODAY RELATIVE, or
TIME ZONE).
Pentomino The second corpus we use is of ut-
terances in a domain that we have used in much
previous work (e.g., (Schlangen et al., 2009;
Atterer and Schlangen, 2009; Fernández and
Schlangen, 2007)), namely, instructions for ma-
nipulating puzzle pieces to form shapes. The par-
ticular version we use here was collected in a
Wizard-of-Oz study, where the goal was to instruct
the computer to pick up, delete, rotate or mirror
puzzle tiles on a rectangular board, and drop them
on another one. The user utterances were anno-
tated with semantic frames and also aligned with
tag sequences. We use here a frame representation
where the slot value is a part of the utterance (as
in ATIS), an example is shown in (2). (The cor-
pus is in German; the example is translated here
for presentation.) We show the full frame here,
with all possible slots; unused slots are filled with
“empty”. Note that this representation is some-
what less directly usable in this domain than for
ATIS; in a practical system, we’d need some fur-
ther module (rule-based or statistical) that maps
such partial strings to their denotations, as this
mapping is less obvious here than in the travel do-
main.

(2) “Pick up the W-shaped piece in the upper right cor-

ner”


action = ”pick up”
tile = ”the W-shaped piece

in the upper right corner”
field = empty
rotpar = empty
mirpar = empty


The corpus contains 1563 utterances, average

length 5.42 words (sd 2.35), with a vocabulary of
222 distinct words. There are 964 distinct frames,
with 775 unique frames.

In both datasets we use transcribed utterances
and not ASR output, and hence our results present
an upper bound on real-world performance.

4 Local Models: Support Vector Machines
In this section we report the results of our exper-
iments with local classifiers, i.e. models which,
given an input, predict one out of a set of classes as
an answer. Such models are very naturally suited
to the prediction task, where the semantics of the
full utterance is treated as its class, which is to be
predicted on the basis of what possibly is only a
prefix of that utterance. We will also look at a
simple modification, however, which enables such
models to do something that is closer to the task of
computing partial meanings.

4.1 Experimental Setup
For our experiments with local models, we used
the implementations of support vector machines
provided by the WEKA toolkit (Witten and Frank,
2005); as baseline we use a simple majority class
predictor.4

We used the standard WEKA tools to convert
the utterance strings into word vectors. Training
was always done with the full utterance, but test-
ing was done on prefixes of utterances; i.e., a sen-
tence with 5 words would be one instance in train-
ing, but in a testing fold it would contribute 5 in-
stances, one with one word, one with two words,
and so on.5 Because of this special way of testing
the classifiers, and also because of the modifica-

4We tried other classifiers (C4.5, logistic regression, naive
Bayes) as well, and found comparable performance on a de-
velopment set. However, because of the high time costs
(some models needed > 40 hours for training and testing on
modern multi-CPU servers) we do not systematically com-
pare performance and instead focus on SVMs. In any case,
our interest here is not in comparing classification algorithms,
but rather in exploring approaches to the novel problem of
statistical incremental NLU.

5On a development set, we tried training on utterance pre-
fixes, but that degraded performance, presumably due to in-
crease in ambiguous training instances (same beginnings of
what ultimately are very different utterances).
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tions described below, we had to provide our own
methods for cross-validation and evaluation. For
the larger ATIS data set, we used 10 folds in cross
validation, and for the Pentomino dataset 20 folds.

4.2 Results

To situate our results, we begin by looking at
the performance of the models that predict a full
frame, when given a full utterance; this is the
normal, “non-incremental” statistical NLU task.6

(3)

classf. metric ATIS Pento
maj correctness 1.07 1.79
maj f-score 35.98 16.15
SVM correctness 16.21 38.77
SVM f-score 68.17 63.23

We see that the results for ATIS are considerably
lower than the state of the art in statistical NLU
(Table 1). This need not concern us too much
here, as we are mostly interested in the dynam-
ics of the incremental process, but it indicates that
there is room for improvement with more sophisti-
cated models and feature design. (We will discuss
an example of an improved model shortly.) We
also see a difference between the corpora reflected
in these results: being exactly right (good correct-
ness) seems to be harder on the ATIS corpus, while
being somewhat right (good f-score) seems to be
harder on the pento corpus; this is probably due to
the different sizes of the search space of possible
frame types (large for ATIS, small for pento).

What we are really interested in, however, is the
performance when given only a prefix of an ut-
terance, and how this develops over the course of
processing successively larger prefixes. We can
investigate this with Figure 1. First, look at the
solid lines. The black line shows the average f-
score at various prefix lengths (in 10% steps) for
the ATIS data, the grey line for the pento corpus.
We see that both lines show a relatively steady in-
cline, meaning that the f-score continues to im-
prove when more of the utterance is seen. This is
interesting to note, as both (DeVault et al., 2009)
and (Atterer et al., 2009) found that in their data,
all that is to be known can often be found some-
what before the end of the utterance. That this
does not work so well here is most likely due to
the difference in domain and the resulting utter-
ances. Utterances giving details about travel plans

6The results for ATIS are based on half of the overall
ATIS data, as cross-validating the model on all data took pro-
hibitively long, presumably due to the large number of unique
frames / classes.
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Figure 1: F-Score by Length of Prefix

are likely to present many important details, and
some of them late into the utterance; cf. (1) above.
The data from (DeVault et al., 2009) seems to be
more conversational in nature, and, more impor-
tantly, presumable the expressible goals are less
closely related to each other and hence can be read
off of shorter prefixes.

As presented so far, the results are not very
helpful for practical applications of incremental
NLU. One thing one would like to know in a prac-
tical situation is how much the prediction of the
model can be trusted for a given partial utterance.
We would like to read this off graphs like those
in the Figure—but of course, normally we cannot
know what percentage of an utterance we have al-
ready seen! Can we trust this averaged curve if we
do not know what length the incoming utterance
will have?

To investigate this question, we have binned the
test utterances into three classes, according to their
length: “normal”, for utterances that are of aver-
age length± half a standard deviation, and “short”
for all that are shorter, and “long” for all that are
longer. The f-score curves for these classes are
shown with the non-solid lines in Figure 1. We
see that for ATIS there is not much variation com-
pared to averaging over all utterances, and more-
over, that the “normal” class very closely follows
the general curve. On the pento data, the model
seems to be comparably better for short utterances.

In a practical application, one could go with
the assumption that the incoming utterance is go-
ing to be of normal length, and use the “normal”

13



curve for guidance; or one could devise an ad-
ditional classifier that predicts the length-class of
the incoming utterance, or more generally predicts
whether a frame can already be trusted (DeVault et
al., 2009). We leave this for future work.

As we have seen, the models that treat the se-
mantic frame simply as a class label do not fare
particularly well. This is perhaps not that surpris-
ing; as discussed above, in our corpora there aren’t
that many utterances with exact the same frame.
Perhaps it would help to break up the task, and
train individual classifiers for each slot?7 This
idea can be illustrated with (2) above. There we al-
ready included “unused” slots in the frame; if we
now train classifiers for each slot, allowing them
to predict “empty” in cases where a slot is unused,
we can in theory reconstruct any frame from the
ensemble of classifiers. To cover the pento data,
the ensemble is small (there are 5 frames); it is
considerably larger for ATIS, where there are so
many distinct slots.

Again we begin by looking at the performance
for full utterances (i.e., at 100% utterance length),
but this time for constructing the frame from the
reply of the classifier ensemble:

(4)

classf. metric ATIS Pento
maj correctness 0.16 0
maj f-score 33.18 20.24
SVM correctness 52.69 50.48
SVM f-score 86.79 73.15

We see that this approach leads to an impressive
improvement on the ATIS data (83.64 f-score in-
stead of 68.17), whereas the improvement on the
pento data is more modest (73.15 / 63.23).

Figure 2 shows the incremental development of
the f-scores for the reconstructed frame. We see
a similar shape in the curves; again a relatively
steady incline for ATIS and a more dramatic shape
for pento, and again some differences in behaviour
for the different length classes of utterances. How-
ever, by just looking at the reconstructed frame,
we are ignoring valuable information that the slot-
classifier approach gives us. In some applications,
we may already be able to do something useful
with partial information; e.g., in the ATIS domain,
we could look up an airport as soon as a FROM-
LOC becomes known. Hence, we’d want more
fine-grained information, not just about when we
can trust the whole frame, but rather about when

7A comparable approach is used for the non-incremental
case for example by (Mairesse et al., 2009).
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Figure 2: F-Score by Length of Prefix; Slot Clas-
sifiers

we can trust individual predicted slot values. (And
so we move from the prediction task to the partial
representations task.)

To explore this, we look at First Occurrence and
Final Decision for some selected slots in Table 2.
For some slots, the first occurrence (FO) of the
correct value comes fairly early into the utterance
(e.g., for the name of the airline it’s at ca. 60%,
for the departure city at ca. 63%, both with rela-
tively high standard deviation, though) while oth-
ers are found the first time rather late (goal city
at 81%). This conforms well with intuitions about
how such information would be presented in an ut-
terance (“I’d like to fly on Lufthansa from Berlin
to Tokyo”).

We also see that the predictions are fairly stable:
the number of cases where the slot value stays cor-
rect until the end is almost the same as that where
it is correct at least once (FD applicable vs. FO
apl), and the average position is almost the same.
In other words, the classifiers seem to go fairly
reliably from “empty” (no value) to the correct
value, and then seem to stay there. The overhead
of unnecessary edits (EO) is fairly low for all slots
shown in the table. (Ideally, EO is 0, meaning that
there is no change except the one from “empty” to
correct value.) All this is good news, as it means
that a later module in a dialogue system can often
begin to work with the partial results as soon as
a slot-classifier makes a non-empty prediction. In
an actual application, how trustworthy the individ-
ual classifiers are would then be read off statistics
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slot name avg FO stdDev apl avg FD stdDev apl avg EO stdDev apl
AIRLINE NAME 0.5914 0.2690 506 0.5909 0.2698 501 0.5180 0.5843 527
DEPART TIME.PERIOD OF DAY 0.7878 0.2506 530 0.7992 0.2476 507 0.2055 0.5558 579
FLIGHT DAYS 0.4279 0.2660 37 0.4279 0.2660 37 0.0000 0.0000 37
FROMLOC.CITY NAME 0.6345 0.1692 3633 0.6368 0.1692 3554 0.1044 0.4526 3718
ROUND TRIP 0.5366 0.2140 287 0.5366 0.2140 287 0.0104 0.1015 289
TOLOC.CITY NAME 0.8149 0.1860 3462 0.8162 0.1856 3441 0.2348 0.5723 3628
frames 0.9745 0.0811 2382 0.9765 0.0773 2361 0.7963 1.1936 4481

Table 2: FO/FD/EO for some selected slots; averaged over utterances of all lengths

like these, given a corpus from the domain.
To conclude this section, we have shown that

classifiers that predict a complete frame based on
utterance prefixes have a somewhat hard task here
(harder, it seems, than in the corpus used in (Sagae
et al., 2009), where they achieve an f-score of 87
on transcribed utterances), and the prediction re-
sults improve steadily throughout the whole utter-
ance, rather than reaching their best value before
its end. When the task is ‘spread’ over several
classifiers, with each one responsible for only one
slot, performance improves drastically, and also,
the results become much more ‘incremental’. We
now turn to models that by design are more incre-
mental in this sense.

5 Sequential Models: Conditional
Random Fields

5.1 Experimental Setup
We use Conditional Random Fields (Lafferty et
al., 2001) as our representative of the class of se-
quential models, as implemented in CRF++.8 We
use a simple template file that creates features
based on a left context of three words.

Even though sequential models have the poten-
tial to be truly incremental (in the sense that they
could produce a new output when fed a new in-
crement, rather than needing to process the whole
prefix again), CRF++ is targeted at tagging appli-
cations, and expects full sequences. We hence test
in the same way as the SVMs from the previous
section, by computing a new tag sequence for each
prefix. Training again is done only on full utter-
ances / tag sequences.

We compare the CRF results against two base-
lines. The simplest consists of just always choos-
ing the most frequent tag, which is “O” (for other,
marking material that does not contribute directly
to the relevant meaning of the utterance, such
as “please” in “I’d like to return on Monday,
please.”). The other baseline tags each word with

8http://crfpp.sourceforge.net/
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Figure 3: F-Score by Length of Prefix

ATIS Corr. Tag F-Score Frame F-Score
CRF 93.38 82.56 76.10
Maj 85.14 60.86 48.08

O 63.43 00.31 00.31
Pento Corr. Tag F-Score Frame F-Score

CRF 89.19 88.95 76.94
Maj 80.20 80.13 65.94

O 5.90 0.19 0.19

Table 3: Results of CRF models

its most frequent training data tag.

5.2 Results
We again begin by looking at the limiting case, the
results for full utterances (i.e., at the 100% mark).

Table 3 show three sets of results for each cor-
pus. Correctness looks at the proportion of tags
in a sequence that were correct. This measure is
driven up by correct recognition of the dummy
tag “o”; as we can see, this is quite frequently
correct in ATIS, which drives up the “always use
O”-baseline. Tag F-Score values the important
tags higher; we see here, though, that the majority
baseline (each word tagged with its most frequent
tag) is surprisingly good. It is solidly beaten for
the ATIS data, though. On the pento data, with
its much smaller tagset (5 as opposed to 95), this
baseline comes very high, but still the learner is
able to get some improvement. The last metric
evaluates reconstructed frames. It is stricter, be-
cause it offers less potential to be right (a sequence
of the same tag will be translated into one slot
value, turning several opportunities to be right into
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only one).
The incremental dynamics looks quite different

here. Since the task is not one of prediction, we
do not expect to get better with more information;
rather, we start at an optimal point (when nothing
is said, nothing can be wrong), and hope that we
do not amass too many errors along the way. Fig-
ure 3 confirms this, showing that the classifier is
better able to keep the quality for the pento data
than for the ATIS data. Also, there is not much
variation depending on the length of the utterance.

6 Conclusions

We have shown how sequential and local statistical
models can be used for two variants of the incre-
mental NLU task: prediction, based on incomplete
information, and assignment of partial representa-
tions to partial input. We have shown that break-
ing up the prediction task by using an ensemble
of classifiers improves performance, and creates a
hybrid task that sits between prediction and incre-
mental interpretation.

While the objective quality as measured by our
metrics is quite good, what remains to be shown is
how such models can be integrated into a dialogue
system, and how what they offer can be turned into
improvements on interactivity. This is what we are
turning to next.
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Invited Talk

Dynamic Adaptation in Dialog Systems

Marilyn Walker
University of California, Santa Cruz

A hallmark of human robust intelligence is the ability to flexibly and dynami-
cally adapt behavior to the current situation. For dialog behavior, this entails adap-
tation to features of both the dialog partner (e.g., relationship, age, personality) and
the dialog situation (e.g., task context, asynchronous interaction, limited modalities
such as voice-only communication). We don’t completely understand how humans
do this, nor do we have the ability to produce such dynamically adaptable behavior
in human computer dialog interaction. In this talk I will discuss our recent work on
dynamic adaptation to the user, and present some experimental results showing that
it is possible to automatically generate both verbal and nonverbal system behaviors
that are perceived by the user as reliably expressing particular system personalities.
I will describe two of my current projects at UCSC that are integrating these ca-
pabilities into mobile dialogue systems: SpyFeet, a role playing augmented reality
game for encouraging girls to exercise, and Skipper, a dialogue system that gives
pedestrians directions in both urban and campus environments.
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Abstract

This paper proposes a novel approach
for predicting user satisfaction transitions
during a dialogue only from the ratings
given to entire dialogues, with the aim
of reducing the cost of creating refer-
ence ratings for utterances/dialogue-acts
that have been necessary in conventional
approaches. In our approach, we first
train hidden Markov models (HMMs) of
dialogue-act sequences associated with
each overall rating. Then, we combine
such rating-related HMMs into a single
HMM to decode a sequence of dialogue-
acts into state sequences representing to
which overall rating each dialogue-act is
most related, which leads to our rating pre-
dictions. Experimental results in two di-
alogue domains show that our approach
can make reasonable predictions; it signif-
icantly outperforms a baseline and nears
the upper bound of a supervised approach
in some evaluation criteria. We also
show that introducing states that represent
dialogue-act sequences that occur com-
monly in all ratings into an HMM signifi-
cantly improves prediction accuracy.

1 Introduction

In recent years, there has been intensive work
on the automatic evaluation of dialogues (Walker
et al., 1997; Möller et al., 2008). Automatic
evaluation makes it possible to predict the per-
formance of dialogue systems without the costly
process of performing surveys with human sub-
jects, leading to a rapid improvement cycle for
dialogue systems. It is also useful for detect-
ing problematic situations in an ongoing dialogue
(Walker et al., 2002; Herm et al., 2008; Kim,
2007). In these studies, the typical approach is
to train a prediction model, such as a regression
or classification model, using features represent-
ing the whole or a part of a dialogue together with
human reference labels (e.g., reference ratings).
However, creating such reference labels by hand

can be extremely costly when we want to predict
user satisfaction transitions during a dialogue be-
cause we need to create reference labels after each
utterance/dialogue-act in the training data (Engel-
brecht et al., 2009).

This paper proposes a novel approach for pre-
dicting user satisfaction transitions during a dia-
logue only from the dialogues with overall rat-
ings. The approach makes it possible to avoid
creating reference labels for utterances/dialogue-
acts and only requires a single reference label for
each dialogue. More specifically, we predict the
user satisfaction rating after each dialogue-act in a
dialogue only by using dialogues with dialogue-
level (overall) user satisfaction ratings as train-
ing data. Our basic approach is to train hid-
den Markov models (HMMs) of dialogue-act se-
quences associated with each overall rating and
combine such rating-related HMMs into a single
HMM. We use this combined HMM to decode a
sequence of dialogue-acts by the Viterbi algorithm
(Rabiner, 1990) into state sequences that indicate
from which rating-related HMM each dialogue-act
is most likely to have been generated, leading to
our rating predictions for the dialogue-acts. This
paper experimentally examines the validity of our
approach and explores several model topologies
for possible improvement.

In Section 2, we review related work on auto-
matic evaluation of dialogues. In Section 3, we
describe our approach in detail. In Section 4, we
describe the experiment we performed to verify
our approach and present the results. In Section
5, we summarize and mention future work.

2 Related Work

Regression models are typically utilized for eval-
uating the quality of an entire dialogue. Most fa-
mously, the PARADISE framework (Walker et al.,
1997) learns from data a linear regression model
that predicts dialogue-level user satisfaction from
various objective characteristics of a dialogue that
concern task success and dialogue costs. This
framework is widely used today and a number of
extensions have been proposed to improve the pre-
diction performance (Möller et al., 2008); how-
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ever, it is not aimed at predicting user satisfaction
transitions.

Classification models are widely employed to
detect problematic situations in an ongoing dia-
logue. Walker et al. (2002) developed the Prob-
lematic Dialogue Predictor for the “How May I
Help You” system (Gorin et al., 1997) to robustly
transfer problematic calls to human operators in
call routing tasks. They derive speech recogni-
tion, language understanding, and dialogue man-
agement features from the first few turns of a dia-
logue and apply a decision tree classifier to detect
problematic calls. For a similar task, Hirschberg
et al. (2004) and Herm et al. (2008) used prosodic
and emotional features. Kim (2007) recently pro-
posed an approach for online call quality monitor-
ing so that problematic calls can be transferred to
human operators as quickly as possible rather than
waiting for the first few turns.

N-grams and HMM-based approaches have also
been actively studied. Hara et al. (2010) proposed
predicting the most likely user satisfaction level of
a dialogue by using N-grams of dialogues for each
satisfaction level in the music navigation domain.
Isomura et al. (2009) used HMMs to evaluate the
naturalness of a dialogue in their interview system.
They trained HMMs that model dialogue-act se-
quences between human subjects and used them to
evaluate human-machine dialogues by the output
probabilities of the HMMs. Recently, there have
been approaches to predict user satisfaction tran-
sitions by evaluating the quality of individual ut-
terances in a dialogue. For example, Engelbrecht
et al. (2009) predicted user satisfaction ratings af-
ter each user utterance by HMMs trained from
utterance-level features and utterance-level refer-
ence ratings.

The problem with these approaches is that they
require a lot of training data, especially when we
want to predict the quality of smaller units such
as utterances. Our aim is to reduce such cost.
Our work is similar to Engelbrecht’s work (Engel-
brecht et al., 2009) in that we use HMMs to predict
user satisfaction transitions during a dialogue but
different in that we only use dialogue-level ratings
to model dialogue-act-level user satisfaction tran-
sitions.

3 Approach

We aim to predict user satisfaction transitions only
from dialogues with overall ratings. More for-
mally, given a dialogue di of a set of dialogues
D (= {d1 . . .dN}), we want to predict the user
satisfaction rating after each dialogue-act in di,
namely, r′(da(di, 1)) . . .r′(da(di, mi)), using D
with their dialogue-level ratings r(d1) . . . r(dN).

1:speaker1 2:speaker2

Speaker HMM for Rating 1

3:speaker1 4:speaker2

Speaker HMM for Rating 2

Figure 1: SHMMs connected ergodically. In the
figure, an oval marked with speaker1/speaker2
indicates a state that emits speaker1/speaker2’s
dialogue-acts. Arrows denote transitions and
numbers before speaker1/speaker2 are state IDs.
Boxes group together the states related to a partic-
ular overall rating.

Here, da(di, l) denotes the l-th dialogue-act in di,
N the total number of dialogues, and mi the total
number of dialogue-acts in di.

Our basic idea is to train HMMs representing
dialogue-act sequences of dialogues for each over-
all rating and combine these rating-related HMMs
into a single HMM that can assign ratings for
dialogue-acts by estimating from which HMM
each dialogue-act has most likely to have been
generated by the Viterbi decoding. We use HMMs
because they can deal with sequences that evolve
over time and have been successfully utilized to
model and evaluate dialogue-act sequences (Shi-
rai, 1996; Isomura et al., 2009; Engelbrecht et
al., 2009). The generative feature of an HMM is
also useful when we want to build a probabilis-
tic dialogue manager that produces the most likely
dialogue-act sequences (Hori et al., 2008) or that
aims to maximize a reward function in partially
observable Markov decision processes (Williams
and Young, 2007; Minami et al., 2009).

When there are K levels of user satisfaction as
overall ratings, we create K HMMs each of which
is trained using the dialogue-act sequences in dia-
logues Dk ⊂ D, where Dk = {∀di, |r(di) = k}.
We use the EM-algorithm to train HMMs. Here,
we assume that each HMM has two states, each
of which emits dialogue-acts of one of the con-
versational participants. This type of HMM is
called a speaker HMM (SHMM) and has been
successfully utilized to model two-party conversa-
tion (Meguro et al., 2009).

As an illustrative example, Fig. 1 shows two
SHMMs for ratings 1 and 2 that are connected
ergodically. We can simply use these connected
SHMMs (namely, states 1, 2, 3, and 4) to decode a
sequence of dialogue-acts into state sequences and
thereby obtain rating predictions. For example, if
the optimal state sequence obtained by the Viterbi
decoding is {4, 2, 1, 3, 2}, we can convert it into
ratings <2, 1, 1, 2, 1> using the ratings associated
with the states.
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3:speaker1 4:speaker2

1:speaker1 2:speaker2

5:speaker1 6:speaker2

Speaker HMM for Rating 1

Speaker HMM for Rating 2

Speaker HMM for All Ratings

Figure 2: SHMMs with an additional SHMM
trained from all dialogues.

Introducing Common States: The simple er-
godic model may not be sufficient for appropri-
ately assigning ratings to input dialogue-act se-
quences because it is often the case that there
are dialogue-act sequences, such as greetings and
question-answer pairs, that commonly occur in ev-
ery dialogue. If we forcefully assign a rating for
such dialogue-act sequences, it may result in de-
grading the prediction accuracy. Therefore, in
addition to the simple ergodic model, we intro-
duce another SHMM that represents dialogue-act
sequences of dialogues for all ratings (see Fig.
2). This additional SHMM models dialogue-act
sequences that occur commonly in all dialogues
and it can simply be trained using all dialogues.
Hence, we call the states in this SHMM common
states. When this SHMM is added to the ergodic
model, it may be possible to reduce the possibil-
ity of our having to forcefully assign inappropriate
scores to common dialogue-act sequences. In this
model, when the optimal state sequence is {1, 4,
5, 6, 2}, the predicted ratings become <1, 2, 0, 0,
1>. Here, we assume that the SHMM for all rat-
ings corresponds to rating 0, which is reasonable
because common dialogue-acts should not affect
ratings. The obtained ratings can also be inter-
preted as <1, 2, 2, 2, 1> when we assume that
the rating of a dialogue-act is taken over from the
previous turn.

Using Concatenated Training: We have so far
presented two model topologies, one with K
SHMMs connected ergodically and the other with
K + 1 SHMMs having an additional SHMM rep-
resenting all ratings. However, we still have a
problem; that is, we need to find optimal transi-
tion probabilities between the SHMMs of different
ratings. Our solution is to use concatenated train-
ing (Lee, 1989). The procedure for concatenated
training is illustrated in Fig. 3 and has the follow-
ing three steps.

step 1 Train an SHMM Mk (Mk ∈ M, 1 ≤
k ≤ K) using dialogues Dk, where Dk =
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Figure 3: Three steps to combine SHMMs using
concatenated training.

{∀di|r(di) = k}, and an SHMM M0 using
all dialogues; i.e., D. Here, K means the
maximum level of user satisfaction and r(di)
the rating assigned to di.

step 2 Connect each Mk ∈ M with a copy of
M0 using equal initial and transition proba-
bilities (we call this connected model Mk+0)
and retrain Mk+0 with ∀di ∈ Dk, where
r(di) = k.

step 3 Merge all models Mk+0 (1 ≤ k ≤ K) to
produce one concatenated HMM (Mconcat).
Here, the output probabilities of the copies
of M0 are averaged over K when all models
are merged to create a combined model. If
the fitting of all Mk+0 models has converged
against the training data, exit this procedure;
otherwise, go to step 2 by connecting a copy
of M0 and Mk for all k. Here, the transi-
tion probabilities from M0 to Ml(l �= k) are
summed and equally distributed between the
copied M0’s self-loop and transitions to the
states in Mk .

In concatenated training, the transition and out-
put probabilities can be optimized between M0

and Mk , meaning that the output probabilities
of dialogue-act sequences that are common and
also found in Mk can be moved from Mk to
M0. This makes the distribution of Mk sharp (not
broad/uniform), making it likely to output only
the dialogue-acts specific to a rating k. As re-
gards M0, its distribution of output probabilities
can also be sharpened for dialogue-acts that oc-
cur commonly in all ratings. This sharpening of
distributions is likely to be helpful in assigning
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appropriate ratings to dialogue-act sequences. In
the next section, we experimentally examine how
these proposed HMMs perform in modeling and
predicting user satisfaction transitions in dialogue.

4 Experiment

To verify our approach, we first prepared dialogue
data. Then, we trained our HMMs and compared
them with a random baseline and an upper bound
that uses a supervised approach; that is, an HMM
is trained using reference labels on the dialogue-
act level.

4.1 Dialogue Data
We used dialogues in two domains; the animal
discussion (AD) domain and the attentive listen-
ing (AL) domain. All dialogues are in Japanese.
In both domains, the data we used were text dia-
logues. We did not use spoken dialogue data be-
cause we wanted to avoid particular problems of
voice, such as filled pauses and overlaps, although
we aim to deal with spoken dialogue in the future.

4.1.1 Animal Discussion
We used the dialogue data in the AD domain that
we previously collected (Higashinaka et al., 2008).
In this domain, the system and user talk about likes
and dislikes about animals via a text chat inter-
face. The data consist of 1000 dialogues between
a dialogue system and 50 human users. Each
user conversed with the system 20 times, includ-
ing two example dialogues at the beginning. All
user/system utterances have been annotated with
dialogue-acts. There are 29 dialogue-act types in-
cluding those related to self-disclosure, question,
response, and greetings. For example, a dialogue-
act DISC-P denotes one’s self-disclosure about a
proposition P. Here, P is either like(X,A) or
dislike(X,A) where X is a conversational par-
ticipant and A a certain animal. DISC-R denotes
one’s self-disclosure of a reason for a proposition.
See (Higashinaka et al., 2008) for the details of the
dialogue-acts.

For our experiment, we created two subsets of
the data. We first extracted 180 dialogues by
taking all 18 non-example dialogues for the ini-
tial ten users sorted by user ID (AD-SUB1; 4147
user dialogue-acts and 6628 system dialogue-
acts). Then, from AD-SUB1, we randomly ex-
tracted nine dialogues per user to form another
subset of 90 dialogues (AD-SUB2; 2050 user
dialogue-acts and 3290 system dialogue-acts). An
annotator, who was not one of the authors, la-
beled AD-SUB1 with dialogue-level user satis-
faction ratings and AD-SUB2 with utterance-level
ratings. More specifically, each dialogue/utterance

Utterance (dialogue-acts) Sm Cl Wi
SYS Do you like rabbits? (DA: Q-DISC-P) 6 6 6
USR I like rabbits. They are cute.

(DA: DISC-P, DISC-R)
SYS Indeed they are cute. (DA: REPEAT) 6 6 6
SYS Tell me why you like rabbits. 6 5 6

(DA: Q-DISC-R-OTHER)
USR I like them because they are small and

warm. (DA: DISC-P-R)
SYS You like them because they are warm. 7 5 7

(DA: REPEAT)

Overall rating for the dialogue 7 5 6

Figure 4: Excerpt of a dialogue with utterance-
level user satisfaction ratings for smoothness
(Sm), closeness (Cl), and willingness (Wi) in the
AD domain. SYS and USR denote system and
user, respectively. The dialogue was translated by
the authors.

was given three different user satisfaction rat-
ings related to “Smoothness of the conversation”,
“Closeness perceived by the user towards the sys-
tem”, and “Willingness to continue the conversa-
tion”. The ratings ranged from 1 to 7, where 1
is the worst and 7 the best (see Fig. 4 for exam-
ples of utterance-level and overall ratings given by
the annotator for an excerpt of a dialogue). In a
manner similar to (Evanini et al., 2008), we used a
third-person’s user satisfaction rating for the sake
of consistency.

For utterance-level ratings, the annotator care-
fully read each utterance and gave ratings after
each system utterance according to how she would
have felt after receiving each system utterance if
she had been the user in the dialogue. To make
the situation more realistic, she was not allowed
to look down at the dialogue after the current ut-
terance. At the beginning of a dialogue, the rat-
ings always started from four (neutral). When the
annotator gave dialogue-level ratings, she looked
through the entire dialogue and rated its quality
(smoothness, closeness, and willingness) accord-
ing to how she would have felt after having had
the dialogue in question.

4.1.2 Attentive Listening
We collected human-human listening-oriented di-
alogues in a manner similar to (Meguro et al.,
2009). In this AL domain, a listener attentively
listens to the other in order to satisfy the speaker’s
desire to speak and to make himself/herself heard.
We collected such listening-oriented dialogues us-
ing a website where users taking the roles of lis-
teners and speakers were matched up to have con-
versations. There were ten listeners who always
stayed at the website and 37 speakers who could
talk to them anytime the listeners were available.
They were all paid for their participation. A con-
versation was done through a text-chat interface.
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The use of facial and other non-linguistic expres-
sions were not allowed for analysis purposes. The
participants were instructed to end the conversa-
tion approximately after ten minutes. Within a
three-week period, each speaker was instructed to
have at least two conversations a day, resulting in
our collecting 1260 listening-oriented dialogues.

Two independent annotators labeled each utter-
ance with 40 dialogue-act types, including those
related to self-disclosure, question, internal argu-
ment, sympathy, and information giving. The
inter-annotator agreement was reasonable, with
0.57 in Cohen’s κ. Although we cannot describe
the full details of our dialogue-acts for lack of
space, we have dialogue-acts DISC-EVAL-POS for
one’s self-disclosure of his/her positive evalua-
tion towards a certain entity, DISC-EXP for one’s
self-disclosure of his/her experience, and SELF-Q-
DESIRE for one’s internal argument about his/her
desire (e.g., “Have I ever wanted to go abroad?”).
We used the dialogue-act annotation of one of the
annotators in this work.

An annotator gave dialogue-level user satis-
faction ratings to all 1260 dialogues (AL-ALL;
31779 speaker dialogue-acts and 28681 listener
dialogue-acts). Then, we made a subset of the
data by randomly selecting ten dialogues for
each of the ten listeners to obtain 100 dialogues
(AL-SUB1; 2453 speaker dialogue-acts and 2197
listener dialogue-acts). Finally, the annotator
gave utterance-level ratings to AL-SUB1. The
utterance-level ratings were given only after lis-
teners’ utterances. The annotator gave three rat-
ings as in the AD domain; namely, smoothness,
closeness, and good listening. Instead of willing-
ness, we have a “good listener” criterion asking
for how good the annotator thinks the listener is
from the viewpoint of attentive listening; for ex-
ample, how well the listener is making it easy for
the speaker to speak. All ratings ranged from 1 to
7. See Fig. 5 for a sample dialogue in the AL do-
main with utterance-level and overall ratings given
by the annotator.

4.2 Training HMMs
From the dialogue data and their dialogue-level
ratings, we created our proposed HMMs. We had
five topology variations:

ergodic0: The simple ergodic model with no ad-
ditional SHMM for all ratings. See Fig.
1 for the topology. This HMM has 7
SHMMs connected ergodically with equal
initial/transition probabilities.

ergodic1: The simple ergodic model with an ad-
ditional SHMM for all ratings. See Fig. 2
for the topology. This HMM has 8 (7 +

Utterance (dialogue-acts) Sm Cl GL
LIS You know, in spring, Japanese food tastes de-

licious. (DA: DISC-EVAL-POS)
5 5 5

SPK This time every year, I make a plan to go on
a healthy diet. But . . . (DA: DISC-HABIT)

LIS Uh-huh (DA: ACK) 6 5 6
SPK The temperature goes up suddenly!

(DA: INFO)
SPK It’s always too late! (DA: DISC-EVAL-NEG)
LIS Clothing worn gets less and less while not be-

ing able to lose weight. (DA: DISC-FACT)
6 6 6

SPK Well, people around me soon get used to my
body shape though. (DA: DISC-FACT)

Overall rating for the dialogue 7 7 7

Figure 5: Excerpt of a dialogue with utterance-
level user satisfaction ratings for smoothness
(Sm), closeness (Cl), and good listener (GL) in the
AL domain. SPK and LIS denote speaker and lis-
tener, respectively. Both the speaker and listener
are human.

1) SHMMs connected ergodically with equal
initial/transition probabilities.

ergodic2: Same as ergodic1 except that the num-
ber of common states is doubled so that com-
mon dialogue-act sequences can be more ac-
curately modeled. Note that without concate-
nated training, SHMMs for each rating may
also have sharp distributions for common se-
quences. One possible solution to avoid this
is to sharpen the distributions of common
states by increasing its number of states.

concat1: 8 (7 + 1) SHMMs combined using con-
catenated training. See Fig. 3 for the topol-
ogy.

concat2: Same as concat1 except that the number
of common states is doubled.

[See Appendices A and B for the actual examples
of the obtained models]

4.2.1 Baseline and Upper Bound
We created the following baseline (random) and
upper bound (supervised) models for comparison:

random: This outputs ratings 1–7 at random.

supervised: This is an HMM trained in a man-
ner similar to (Engelbrecht et al., 2009). This
model is the same as ergodic0 in topology but
different in that the initial, transition, and out-
put probabilities are trained in a supervised
manner using the dialogue-acts and dialogue-
act-level reference ratings in AD-SUB2 and
AL-SUB1. Since we only have ratings for
system/listener utterances in the corpora, in
order to make training data, we assumed that
the ratings for dialogue-acts corresponding
to user/speaker utterances were the same as
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those after the previous system/listener utter-
ances. This model simulates the ideal situ-
ation where we possess user satisfaction rat-
ings for all dialogue-acts in the data.

4.3 Evaluation Procedure
We performed a ten-fold cross validation. We first
separated utterance-level labeled data (i.e., AD-
SUB2 or AL-SUB1) into 10 disjoint sets. Then,
for each set S, we used dialogue-level labeled
data (i.e., AD-SUB1 or AL-ALL) excluding S
for training HMMs. Here, ‘supervised’ only used
the utterance-level labeled data excluding S for
training. Then, we made the models (i.e., er-
godic0, ergodic1, ergodic2, concat1, concat2, ran-
dom and supervised) output rating sequences for
the dialogue-acts in S and evaluated them with the
reference ratings in S. We repeated this process
ten times to evaluate the overall performance.

Since utterance-level ratings are provided only
after system/listener utterances, we only evaluated
ratings after dialogue-acts corresponding to sys-
tem/listener utterances. When a system/listener
utterance contained multiple dialogue-acts, the
dialogue-acts were assumed to have the same rat-
ing as that utterance. When the output rating
sequences contain 0, which can be the case for
ergodic1–2 and concat1–2, the 0 is replaced by the
most previous non-zero rating. When 0 is found at
the beginning of a dialogue, it remained 0. Al-
though our reference ratings always started with
four (cf. Section 4.1.1), we did not use this in-
formation to fill initial zeros because we wanted
to evaluate the prediction accuracy when we do
not have any prior knowledge. Since some mod-
els may benefit from avoiding evaluating dialogue-
acts at the beginning because of these zeros, we
simply compared the rating sequences where all
models produced non-zero values. For exam-
ple, when we have three output rating sequences
<0,5,6,0,4>, <0,0,1,2,0>, and <1,2,3,4,5> for a
given dialogue-act sequence, the zeros that follow
non-zero values are first filled with their preceed-
ing values, and thereby we obtain <0,5,6,6,4>,
<0,0,1,2,2>, and <1,2,3,4,5>. Then, by cropping
the common non-zero span, we obtain <6,6,4>,
<1,2,2>, and <3,4,5>, and use these rating se-
quences for evaluation.

4.3.1 Evaluation Criteria
We used two kinds of evaluation criteria: one for
evaluating individual matches and the other for
evaluating distributions.

Evaluating Individual Matches: We used the
match rate and mean absolute error to evaluate the
matching of reference and hypothesis rating se-

quences. They are derived by the equations shown
below. In the equations, R (= {R1 . . .RL}) and
H (= {H1 . . .HL}) denote reference and hypoth-
esis rating sequences for a dialogue, respectively.
L is the length of R and H (Note that they have
the same length).

• Match Rate (MR)

MR(R, H) =
1
L

L∑

i=1

match(Ri, Hi), (1)

where ‘match’ returns 1 or 0 depending on
whether a rating in R matches that in H .

• Mean Absolute Error (MAE)

MAE(R, H) =
1
L

L∑

i=1

|Ri −Hi|. (2)

Evaluating Distributions: In generative mod-
els, it is important that the output distribution
matches that of the reference. Therefore, we ad-
ditionally use Kullback-Leibler divergence, match
rate per rating, and mean absolute error per rat-
ing. The Kullback-Leibler divergence evaluates
the shape of output distributions. The match rate
per rating and mean absolute error per rating eval-
uate how accurately each individual rating can
be predicted; namely, the accuracy for predict-
ing dialogue-acts with one rating is equally val-
ued with those for other ratings irrespective of the
distribution of ratings in the reference. It is im-
portant to use these metrics in the practical as well
as information theoretic sense because it is no use
predicting only easy-to-guess ratings; we should
be able to correctly predict rare but still important
cases. For example, rating 1 in human-human di-
alogue is quite rare; however, predicting it is very
important for detecting problematic situations in a
dialogue.

• Kullback-Leibler Divergence (KL)

KL(R, H) =
K∑

r=1

P(H, r) · log(
P(H, r)
P(R, r)

), (3)

where K is the maximum user satisfaction rating
(i.e. 7 in this experiment), R and H denote the se-
quentially concatenated reference/hypothesis rat-
ing sequences of the entire dialogues, and P(∗, r)
denotes the occurrence probability that a rating r
is found in an arbitrary rating sequence.

• Match Rate per rating (MR/r)

MR/r(R, H) =
1
K

K∑

r=1

∑

i∈{i|Ri=r}
match(Ri, Hi)

∑

i∈{i|Ri=r}
1

,

(4)
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Criterion random ergodic0 ergodic1 ergodic2 concat1 concat2 supervised

Smoothness

MR 0.142e0e1 0.111 0.111 0.157e0e1 0.153 0.199e0e1r 0.275c1e0e1e2r

MAE 1.988e0e1 2.212 2.212 1.980 1.936e0e1 1.870e0e1 1.420c1c2e0e1e2r

KL 0.287 0.699 0.699 0.562 0.280 0.369 0.162
MR/r 0.143 0.137 0.137 0.176 0.136 0.177 0.217
MAE/r 2.286 2.414 2.414 2.152 2.301 2.206 1.782

Closeness

MR 0.143 0.129 0.129 0.171e0e1 0.174 0.189e0e1 0.279c1c2e0e1e2r

MAE 2.028 2.066 2.066 1.964 1.798e0e1r 1.886 1.431c1c2e0e1e2r

KL 0.195 0.449 0.449 0.261 0.138 0.263 0.092
MR/r 0.143 0.156 0.156 0.170 0.155 0.164 0.231
MAE/r 2.283 2.236 2.236 2.221 2.079 2.067 1.702

Willingness

MR 0.143e0e1 0.112 0.112 0.180e0e1 0.152 0.183e0e1 0.283c1c2e0e1e2r

MAE 2.005 2.133 2.133 1.962 1.801e0e1r 1.882 1.403c1c2e0e1e2r

KL 0.225 0.568 0.568 0.507 0.238 0.255 0.125
MR/r 0.143 0.152 0.152 0.192 0.181 0.167 0.224
MAE/r 2.286 2.258 2.258 2.107 1.958 2.164 1.705

Table 1: The match rate (MR), mean absolute error (MAE), Kullback-Leibler divergence (KL), match
rate per rating (MR/r) and mean absolute error per rating (MAE/r) for our proposed HMMs, the random
baseline, and the upper bound (supervised) for the AD domain. ‘e0–e2’, ‘c1–c2’, and ‘r’ indicate the sta-
tistical significance (p<0.01) over ergodic0–2, concat1–2, and random, respectively. Bold font indicates
the best value within each row (except for ‘supervised’).

where Ri and Hi denote ratings at i-th positions.

• Mean Absolute Error per rating (MAE/r)

MAE/r(R, H) =
1
K

K∑

r=1

∑

i∈{i|Ri=r}
|Ri −Hi|

∑

i∈{i|Ri=r}
1

.

(5)

4.4 Evaluation Results
Tables 1 and 2 show the evaluation results for the
AD and AL domains, respectively. The MR and
MAE values are averaged over all dialogues. To
compare the means of the MR and MAE, we per-
formed a non-parametric multiple comparison test
[Steel-Dwass test (Dwass, 1960)]. We did not per-
form a statistical test for other criteria because it
was difficult to perform sample-wise comparison
for distributions. Naturally, ‘supervised’ is the
best performing model for all criteria in both do-
mains. Therefore, we focus on how much our pro-
posed models differ from the baseline (random)
and the upper bound (supervised).

In the AD domain, we find that ergodic0 and er-
godic1 performed rather poorly and concat1 and
concat2 performed fairly well, significantly out-
performing the random baseline. However, it is
also clear that we still need a great deal of im-
provement for our models to reach the level of
‘supervised’. A promising sign is that concat2
is not significantly different from ‘supervised’ in
smoothness. Here, ergodic0 and ergodic1 re-
turned the exact same results. This means that the
state transition paths did not go through the com-
mon states at all in ergodic1, suggesting that the
common states in ergodic1 have very broad out-
put distributions and the optimal path could not
go through the common states, instead preferring

other states having sharper distributions. How-
ever, this phenomenon was rightly avoided by in-
troducing more common states as seen in the re-
sults for ergodic2; nonetheless, as the results for
concat1 and concat2 indicate, the transition prob-
abilities have to be trained appropriately to obtain
better results.

In the AL domain, although the tendency of
the evaluation results is the same as that for the
AD domain, concat2 is clearly the best perform-
ing model. It outperformed other models in al-
most all cases except for “Good Listener” for
which concat1 performed better. In fact, the MR/r
and MAE/r of concat1 are quite close to those of
‘supervised’, suggesting the potential of our ap-
proach.

Overall, although we still need further improve-
ment in order for our models to be closer to the
upper bound, we showed that we can, to some ex-
tent, predict user satisfaction transitions in a dia-
logue only from overall ratings of dialogues using
our proposed HMMs. We also showed that model
topologies and learning methods can make signif-
icant differences. Especially, we found the intro-
duction of common states to be crucial in making
appropriate models for prediction. Since our mod-
els, especially concat2, significantly outperformed
the baseline, we believe that our approach can be
one of the viable options for automatically predict-
ing user satisfaction transitions when there exist
only overall rating data.

5 Summary and Future Work

We presented a novel approach for modeling user
satisfaction transitions only from dialogues with
overall ratings. The experimental results show that
it is possible to predict user satisfaction transi-
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Criterion random ergodic0 ergodic1 ergodic2 concat1 concat2 supervised

Smoothness

MR 0.143e0e1e2 0.069 0.069 0.131e0e1 0.173e0e1 0.243c1e0e1e2r 0.439c1c2e0e1e2r

MAE 1.868e0e1e2 2.519 2.519 2.433 1.687e0e1e2r 1.594e0e1e2r 0.802c1c2e0e1e2r

KL 0.989 2.253 2.253 2.319 0.851 0.753 0.087
MR/r 0.141 0.118 0.118 0.156 0.161 0.167 0.231
MAE/r 2.289 2.500 2.500 2.492 2.093 2.077 1.868

Closeness

MR 0.143e0e1 0.050 0.050 0.175e0e1 0.158e0e1 0.263c1e0e1e2r 0.425c1c2e0e1e2r

MAE 1.849e0e1e2 2.357 2.357 2.316 1.778e0e1e2 1.562e0e1e2r 0.890c1c2e0e1e2r

KL 1.022 2.137 2.137 2.220 1.155 0.909 0.109
MR/r 0.143 0.090 0.090 0.122 0.117 0.159 0.237
MAE/r 2.281 2.577 2.577 2.811 2.260 2.039 1.972

Good Listener

MR 0.143e0e1 0.075 0.075 0.145e0e1 0.199e0e1 0.206e0e1e2 0.422c1c2e0e1e2r

MAE 1.890e0e1e2 2.237 2.237 2.150 1.634e0e1e2r 1.634e0e1e2r 0.852c1c2e0e1e2r

KL 0.945 1.738 1.738 1.782 0.924 0.824 0.087
MR/r 0.143 0.121 0.121 0.184 0.224 0.200 0.227
MAE/r 2.284 2.358 2.358 2.236 1.911 2.083 1.769

Table 2: Evaluation results for the AL domain. See Table 1 for the notations in the table.

tions to some extent by our approach and that in-
troducing common states and concatenated train-
ing can significantly improve prediction accuracy.
For improvement, we plan to explore new dialogic
features for emissions, different topologies, and
other optimization functions, such as discrimina-
tive ones. We also need to validate our approach
using dialogue-act recognition results instead of
hand-labeled dialogue-acts. We also want to ap-
ply our approach to sequence mining in dialogues
where we have categories instead of ratings for di-
alogues. It is also necessary to test whether our
HMMs can be generalized over different raters,
since user satisfaction ratings may differ greatly
among individuals. Although there remain such
issues, we believe we have presented a new di-
rection in automatic evaluation of dialogues and
the experimental results show that our approach is
promising.
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Appendix A. HMM obtained by concat2 for Willingness rating in the AD domain.
This HMM is the model obtained for one of the folds in the experiment. Square and oval states emit
a system’s dialogue-act and a user’s dialogue-act, respectively. Emissions (dialogue-acts) are shown in
each state as a table with their probabilities. Only the emissions and transitions over the probability of
0.1 are displayed for the sake of brevity. Here, ‘pi’ denotes initial probability.
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Appendix B. HMM obtained by concat1 for Good Listener rating in the AL domain.

This HMM is the model obtained for one of the folds in the experiment. Square and oval states emit a lis-
tener’s dialogue-act and a speaker’s dialogue-act, respectively. We find DICS-EVAL-NEG (self-disclosure
of one’s evaluation with a negative polarity) in the rating score 1 and DICS-EVAL-POS in the rating score
7, indicating that it may be better to make speakers talk about positive evaluations to be a good listener.
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Abstract

Commonly used coreference resolution
evaluation metrics can only be applied to
key mentions, i.e. already annotated men-
tions. We here propose two variants of the
B3 andCEAF coreference resolution eval-
uation algorithms which can be applied
to coreference resolution systems dealing
with system mentions, i.e. automatically
determined mentions. Our experiments
show that our variants lead to intuitive and
reliable results.

1 Introduction

The coreference resolution problem can be di-
vided into two steps: (1) determiningmentions,
i.e., whether an expression is referential and
can take part in a coreferential relationship, and
(2) deciding whether mentions are coreferent or
not. Most recent research on coreference res-
olution simplifies the resolution task by provid-
ing the system withkey mentions, i.e. already an-
notated mentions (Luo et al. (2004), Denis &
Baldridge (2007), Culotta et al. (2007), Haghighi
& Klein (2007), inter alia; see also the task de-
scription of the recent SemEval task on coref-
erence resolution athttp://stel.ub.edu/
semeval2010-coref), or ignores an impor-
tant part of the problem by evaluating on key men-
tions only (Ponzetto & Strube, 2006; Bengtson &
Roth, 2008, inter alia). We follow here Stoyanov
et al. (2009, p.657) in arguing that such evalua-
tions are “an unrealistic surrogate for the original
problem” and ask researchers to evaluate end-to-
end coreference resolution systems.

However, the evaluation of end-to-end coref-
erence resolution systems has been inconsistent
making it impossible to compare the results. Nico-
lae & Nicolae (2006) evaluate using theMUC
score (Vilain et al., 1995) and theCEAF algorithm

(Luo, 2005) without modifications. Yang et al.
(2008) use only theMUC score. Bengtson & Roth
(2008) and Stoyanov et al. (2009) derive variants
from theB3 algorithm (Bagga & Baldwin, 1998).
Rahman & Ng (2009) propose their own variants
of B3 andCEAF. Unfortunately, some of the met-
rics’ descriptions are so concise that they leave too
much room for interpretation. Also, some of the
metrics proposed are too lenient or are more sen-
sitive to mention detection than to coreference res-
olution. Hence, though standard corpora are used,
the results are not comparable.

This paper attempts to fill that desideratum by
analysing several variants of theB3 andCEAF al-
gorithms. We propose two new variants, namely
B3

sys and CEAFsys, and provide algorithmic de-
tails in Section 2. We describe two experiments in
Section 3 showing thatB3

sys andCEAFsys lead to
intuitive and reliable results. Implementations of
B3

sys andCEAFsys are available open source along
with extended examples1.

2 Coreference Evaluation Metrics

We discuss the problems which arise when apply-
ing the most prevalent coreference resolution eval-
uation metrics to end-to-end systems and propose
our variants which overcome those problems. We
provide detailed analyses of illustrative examples.

2.1 MUC

The MUC score (Vilain et al., 1995) counts
the minimum number of links between mentions
to be inserted or deleted when mapping a sys-
tem response to a gold standard key set. Al-
though pairwise links capture the information
in a set, they cannot represent singleton en-
tities, i.e. entities, which are mentioned only
once. Therefore, the MUC score is not suitable
for the ACE data (http://www.itl.nist.

1http://www.h-its.org/nlp/download
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gov/iad/mig/tests/ace/), which includes
singleton entities in the keys. Moreover, the MUC
score does not give credit for separating singleton
entities from other chains. This becomes problem-
atic in a realistic system setup, when mentions are
extracted automatically.

2.2 B3

TheB3 algorithm (Bagga & Baldwin, 1998) over-
comes the shortcomings of the MUC score. In-
stead of looking at the links,B3 computes preci-
sion and recall for all mentions in the document,
which are then combined to produce the final pre-
cision and recall numbers for the entire output.

For each mention, theB3 algorithm computes a
precision and recall score using equations 1 and 2:

Precision(mi) =
|Rmi

∩ Kmi
|

|Rmi
|

(1)

Recall(mi) =
|Rmi

∩ Kmi
|

|Kmi
|

(2)

whereRmi
is the response chain (i.e. the system

output) which includes the mentionmi, andKmi

is the key chain (manually annotated gold stan-
dard) withmi. The overall precision and recall are
computed by averaging them over all mentions.

SinceB3’s calculations are based on mentions,
singletons are taken into account. However, a
problematic issue arises when system mentions
have to be dealt with:B3 assumes the mentions in
the key and in the response to be identical. Hence,
B3 has to be extended to deal with system men-
tions which are not in the key and key mentions
not extracted by the system, so calledtwinless
mentions (Stoyanov et al., 2009).

2.2.1 ExistingB3 variants

A few variants of theB3 algorithm for dealing with
system mentions have been introduced recently.
Stoyanov et al. (2009) suggest two variants of the
B3 algorithm to deal with system mentions,B3

0 and
B3

all
2. For example, a key and a response are pro-

vided as below:
Key : {a b c}
Response:{a b d}

B3
0 discards all twinless system mentions (i.e.

mention d) and penalizes recall by setting
recallmi

= 0 for all twinless key mentions (i.e.
mention c). TheB3

0 precision, recall and F-score

2Our discussion ofB3
0 andB3

all is based on the analysis
of the source code available athttp://www.cs.utah.
edu/nlp/reconcile/.

Set 1

System 1
key {a b c}
response {a b d}

P R F
B3

0 1.0 0.444 0.615
B3

all 0.556 0.556 0.556
B3

r&n 0.556 0.556 0.556
B3

sys 0.667 0.556 0.606
CEAFsys 0.5 0.667 0.572

System 2
key {a b c}
response {a b d e}

P R F
B3

0 1.0 0.444 0.615
B3

all 0.375 0.556 0.448
B3

r&n 0.375 0.556 0.448
B3

sys 0.5 0.556 0.527
CEAFsys 0.4 0.667 0.500

Table 1: Problems ofB3
0

(i.e. F = 2 · Precision·Recall
Precision+Recall

) for the example are
calculated as:

PrB3

0

= 1

2
( 2

2
+ 2

2
) = 1.0

RecB3

0

= 1

3
( 2

3
+ 2

3
+ 0)

.
= 0.444

FB3

0

= 2 × 1.0×0.444
1.0+0.444

.
= 0.615

B3
all retains twinless system mentions. It assigns

1/|Rmi
| to a twinless system mention as its preci-

sion and similarly1/|Kmi
| to a twinless key men-

tion as its recall. For the same example above, the
B3

all precision, recall and F-score are given by:

PrB3

all
= 1

3
( 2

3
+ 2

3
+ 1

3
)

.
= 0.556

RecB3

all
= 1

3
( 2

3
+ 2

3
+ 1

3
)

.
= 0.556

FB3

all
= 2 × 0.556×0.556

0.556+0.444

.
= 0.556

Tables 1, 2 and 3 illustrate the problems withB3
0

andB3
all. The rows labeledSystem give the origi-

nal keys and system responses while the rows la-
beledB3

0, B3
all andB3

sys show the performance gen-
erated by Stoyanov et al.’s variants and the one
we introduce in this paper,B3

sys (the row labeled
CEAFsys is discussed in Subsection 2.3).

In Table 1, there are two system outputs (i.e.
System 1 and System 2). Mentionsd and e are
the twinless system mentions erroneously resolved
and c a twinless key mention.System 1 is sup-
posed to be slightly better with respect to preci-
sion, becauseSystem 2 produces one more spu-
rious resolution (i.e. for mentione ). However,
B3

0 computes exactly the same numbers for both
systems. Hence, there is no penalty for erroneous
coreference relations inB3

0, if the mentions do not
appear in the key, e.g. putting mentionsd or e in
Set 1 does not count as precision errors. —B3

0

is too lenient by only evaluating the correctly ex-
tacted mentions.
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Set 1 Singletons

System 1
key {a b c}
response {a b d}

P R F
B3

all 0.556 0.556 0.556
B3

r&n 0.556 0.556 0.556
B3

sys 0.667 0.556 0.606
CEAFsys 0.5 0.667 0.572

System 2
key {a b c}
response {a b d} {c}

P R F
B3

all 0.667 0.556 0.606
B3

r&n 0.667 0.556 0.606
B3

sys 0.667 0.556 0.606
CEAFsys 0.5 0.667 0.572

Table 2: Problems ofB3
all (1)

Set 1 Singletons

System 1
key {a b}
response {a b d}

P R F
B3

all 0.556 1.0 0.715
B3

r&n 0.556 1.0 0.715
B3

sys 0.556 1.0 0.715
CEAFsys 0.667 1.0 0.800

System 2
key {a b}
response {a b d} {i} {j} {k}

P R F
B3

all 0.778 1.0 0.875
B3

r&n 0.556 1.0 0.715
B3

sys 0.556 1.0 0.715
CEAFsys 0.667 1.0 0.800

Table 3: Problems ofB3
all (2)

B3
all deals well with the problem illustrated in

Table 1, the figures reported correspond to in-
tuition. However,B3

all can output different re-
sults for identical coreference resolutions when
exposed to different mention taggers as shown in
Tables 2 and 3.B3

all manages to penalize erro-
neous resolutions for twinless system mentions,
however, it ignores twinless key mentions when
measuring precision. In Table 2,System 1 andSys-
tem 2 generate the same outputs, except that the
mention tagger inSystem 2 also extracts mention
c. Intuitively, the same numbers are expected for
both systems. However,B3

all gives a higher preci-
sion toSystem 2, which results in a higher F-score.

B3
all retains all twinless system mentions, as can

be seen in Table 3.System 2’s mention tagger tags
more mentions (i.e. the mentionsi, j andk), while
both System 1 andSystem 2 have identical coref-
erence resolution performance. Still,B3

all outputs
quite different results for precision and thus for F-
score. This is due to the creditB3

all takes from un-
resolved singleton twinless system mentions (i.e.
mentioni, j, k in System 2). Since the metric is ex-
pected to evaluate the end-to-end coreference sys-
tem performance rather than the mention tagging
quality, it is not satisfying to observe thatB3

all’s
numbers actually fluctuate when the system is ex-
posed to different mention taggers.

Rahman & Ng (2009) apply another variant, de-
noted here asB3

r&n. They remove only those twin-
less system mentions that are singletons before ap-
plying theB3 algorithm. So, a system would not
be rewarded by the the spurious mentions which
are correctly identified as singletons during reso-
lution (as has been the case withB3

all’s higher pre-
cision forSystem 2 as can be seen in Table 3).

We assume that Rahman & Ng apply a strategy
similar to B3

all after the removing step (this is not
clear in Rahman & Ng (2009)). While it avoids the
problem with singleton twinless system mentions,
B3

r&n still suffers from the problem dealing with
twinless key mentions, as illustrated in Table 2.

2.2.2 B3
sys

We here propose a coreference resolution evalua-
tion metric,B3

sys, which deals with system men-
tions more adequately (see the rows labeledB3

sys

in Tables 1, 2, 3, 4 and 5). We put all twinless key
mentions into the response as singletons which en-
ablesB3

sys to penalize non-resolved coreferent key
mentions without penalizing non-resolved single-
ton key mentions, and also avoids the problemB3

all

andB3
r&n have as shown in Table 2. All twinless

system mentions which were deemed not coref-
erent (hence being singletons) are discarded. To
calculateB3

sys precision, all twinless system men-
tions which were mistakenly resolved are put into
the key since they are spurious resolutions (equiv-
alent to the assignment operations inB3

all), which
should be penalized by precision. UnlikeB3

all,
B3

sys does not benefit from unresolved twinless
system mentions (i.e. the twinless singleton sys-
tem mentions). For recall, the algorithm only goes
through the original key sets, similar toB3

all and
B3

r&n. Details are given in Algorithm 1.
For example, a coreference resolution system

has the following key and response:
Key : {a b c}
Response:{a b d} {i j}

To calculate the precision ofB3
sys, the key and re-

sponse are altered to:
Keyp : {a b c} {d} {i} {j}
Responsep: {a b d} {i j} {c}
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Algorithm 1 B3
sys

Input: key setskey, response setsresponse
Output: precisionP , recallR and F-scoreF
1: Discard all the singleton twinless system mentions in

response;
2: Put all the twinless annotated mentions intoresponse;
3: if calculating precisionthen
4: Merge all the remaining twinless system mentions

with key to formkeyp;
5: Useresponse to formresponsep

6: Throughkeyp andresponsep;
7: CalculateB3 precisionP .
8: end if
9: if calculating recallthen

10: Discard all the remaining twinless system mentions in
response to fromresponser;

11: Usekey to formkeyr

12: Throughkeyr andresponser;
13: CalculateB3 recallR
14: end if
15: Calculate F-scoreF

So, the precision ofB3
sys is given by:

PrB3
sys

= 1

6
( 2

3
+ 2

3
+ 1

3
+ 1

2
+ 1

2
+ 1)

.
= 0.611

The modified key and response for recall are:
Keyr : {a b c}
Responser: {a b} {c}

The resulting recall ofB3
sys is:

RecB3
sys

= 1

3
( 2

3
+ 2

3
+ 1

3
)

.
= 0.556

Thus the F-score number is calculated as:
FB3

sys
= 2 × 0.611×0.556

0.611+0.556

.
= 0.582

B3
sys indicates more adequately the performance of

end-to-end coreference resolution systems. It is
not easily tricked by different mention taggers3.

2.3 CEAF

Luo (2005) criticizes theB3 algorithm for using
entities more than one time, becauseB3 computes
precision and recall of mentions by comparing en-
tities containing that mention. Hence Luo pro-
poses theCEAF algorithm which aligns entities in
key and response.CEAF applies a similarity met-
ric (which could be either mention based or entity
based) for each pair of entities (i.e. a set of men-
tions) to measure the goodness of each possible
alignment. The best mapping is used for calculat-
ing CEAF precision, recall and F-measure.

Luo proposes two entity based similarity met-
rics (Equation 3 and 4) for an entity pair(Ki, Rj)
originating from key,Ki, and response,Rj .

φ3(Ki, Rj) = |Ki ∩ Rj | (3)

φ4(Ki, Rj) =
2|Ki ∩ Rj |

|Ki| + |Rj |
(4)

3Further example analyses can be found in Appendix A.

The CEAF precision and recall are derived from
the alignment which has the best total similarity
(denoted asΦ(g∗)), shown in Equations 5 and 6.

Precision =
Φ(g∗)

∑
i φ(Ri, Ri)

(5)

Recall =
Φ(g∗)

∑
i φ(Ki, Ki)

(6)

If not specified otherwise, we apply Luo’sφ3(⋆, ⋆)
in the example illustrations. We denote the origi-
nal CEAF algorithm asCEAForig.

Detailed calculations are illustrated below:
Key : {a b c}
Response:{a b d}

TheCEAForig φ3(⋆, ⋆) are given by:
φ3(K1, R1) = 2 (K1 : {abc}; R1 : {abd})
φ3(K1, K1) = 3
φ3(R1, R1) = 3

So theCEAForig evaluation numbers are:
PrCEAForig

= 2

3
= 0.667

RecCEAForig
= 2

3
= 0.667

FCEAForig
= 2 × 0.667×0.667

0.667+0.667
= 0.667

2.3.1 Problems ofCEAForig

CEAForig was intended to deal with key mentions.
Its adaptation to system mentions has not been ad-
dressed explicitly. AlthoughCEAForig theoreti-
cally does not require to have the same number of
mentions in key and response, it still cannot be di-
rectly applied to end-to-end systems, because the
entity alignments are based on mention mappings.

As can be seen from Table 4,CEAForig fails
to produce intuitive results for system mentions.
System 2 outputs one more spurious entity (con-
taining mentioni andj) thanSystem 1 does, how-
ever, achieves a sameCEAForig precision. Since
twinless system mentions do not have mappings in
key, they contribute nothing to the mapping simi-
larity. So, resolution mistakes for system mentions
are not calculated, and moreover, the precision is
easily skewed by the number of output entities.
CEAForig reports very low precision for system
mentions (see also Stoyanov et al. (2009)).

2.3.2 ExistingCEAF variants

Rahman & Ng (2009) briefly introduce their
CEAF variant, which is denoted asCEAFr&n

here. They useφ3(⋆, ⋆), which results in equal
CEAFr&n precision and recall figures when using
true mentions. Since Rahman & Ng’s experiments
using system mentions produce unequal precision
and recall figures, we assume that, after removing
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Set 1 Set 2 Singletons

System 1
key {a b c}
response {a b} {c} {i} {j}

P R F
CEAForig 0.4 0.667 0.500
B3

sys 1.0 0.556 0.715
CEAFsys 0.667 0.667 0.667

System 2
key {a b c}
response {a b} {i j} {c}

P R F
CEAForig 0.4 0.667 0.500
B3

sys 0.8 0.556 0.656
CEAFsys 0.6 0.667 0.632

Table 4: Problems ofCEAForig

Set 1 Set 2 Set 3 Singletons

System 1
key {a b c}
response {a b} {i j} {k l} {c}

P R F
CEAFr&n 0.286 0.667 0.400
B3

sys 0.714 0.556 0.625
CEAFsys 0.571 0.667 0.615

System 2
key {a b c}
response {a b} {i j k l } {c}

P R F
CEAFr&n 0.286 0.667 0.400
B3

sys 0.571 0.556 0.563
CEAFsys 0.429 0.667 0.522

Table 5: Problems of CEAFr&n

twinless singleton system mentions, they do not
put any twinless mentions into the other set. In the
example in Table 5,CEAFr&n does not penalize
adequately the incorrectly resolved entities con-
sisting of twinless sytem mentions. SoCEAFr&n

does not tell the difference betweenSystem 1 and
System 2. It can be concluded from the examples
that the same number of mentions in key and re-
sponse is needed for computing theCEAF score.

2.3.3 CEAFsys

We propose to adjustCEAF in the same way as
we did for B3

sys, resulting inCEAFsys. We put
all twinless key mentions into the response as sin-
gletons. All singleton twinless system mentions
are discarded. For calculatingCEAFsys precision,
all twinless system mentions which were mistak-
enly resolved are put into the key. For computing
CEAFsys recall, only the original key sets are con-
sidered. That wayCEAFsys deals adequately with
system mentions (see Algorithm 2 for details).

Algorithm 2 CEAFsys

Input: key setskey, response setsresponse
Output: precisionP , recallR and F-scoreF
1: Discard all the singleton twinless system mentions in

response;
2: Put all the twinless annotated mentions intoresponse;
3: if calculating precisionthen
4: Merge all the remaining twinless system mentions

with key to formkeyp;
5: Useresponse to formresponsep

6: Form Mapg⋆ betweenkeyp andresponsep

7: CalculateCEAF precisionP usingφ3(⋆, ⋆)
8: end if
9: if calculating recallthen

10: Discard all the remaining twinless system mentions in
response to formresponser;

11: Usekey to formkeyr

12: Form Mapg⋆ betweenkeyr andresponser

13: CalculateCEAF recallR usingφ3(⋆, ⋆)
14: end if
15: Calculate F-scoreF

TakingSystem 2 in Table 4 as an example, key and
response are altered for precision:

Keyp : {a b c} {i} {j}
Responsep: {a b d} {i j} {c}

So theφ3(⋆, ⋆) are as below, only listing the best
mappings:

φ3(K1, R1) = 2 (K1 : {abc}; R1 : {abd})
φ3(K2, R2) = 1 (K2 : {i}; R2 : {ij})
φ3(∅, R3) = 0 (R3 : {c})
φ3(R1, R1) = 3
φ3(R2, R2) = 2
φ3(R3, R3) = 1

The precision is thus give by:
PrCEAFsys = 2+1+0

3+2+1
= 0.6

The key and response for recall are:
Keyr : {a b c}
Responser: {a b} {c}

The resultingφ3(⋆, ⋆) are:
φ3(K1, R1) = 2(K1 : {abc}; R1 : {ab})
φ3(∅, R2) = 0(R2 : {c})
φ3(K1, K1) = 3
φ3(R1, R1) = 2
φ3(R2, R2) = 1

The recall and F-score are thus calculated as:
RecCEAFsys = 2

3
= 0.667

FCEAFsys = 2 × 0.6×0.667
0.6+0.667

= 0.632

However, one additional complication arises
with regard to the similarity metrics used by
CEAF. It turns out that onlyφ3(⋆, ⋆) is suitable
for dealing with system mentions whileφ4(⋆, ⋆)
produces uninituitive results (see Table 6).

φ4(⋆, ⋆) computes a normalized similarity for
each entity pair using the summed number of men-
tions in the key and the response.CEAF precision
then distributes that similarity evenly over the re-
sponse set. Spurious system entities, such as the
one with mentioni and j in Table 6, are not pe-
nalized.φ3(⋆, ⋆) calculates unnormalized similar-
ities. It compares the two systems in Table 6 ade-
quately. Hence we use onlyφ3(⋆, ⋆) in CEAFsys.
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Set 1 Singletons

System 1
key {a b c}
response {a b} {c} {i} {j}

P R F
φ4(⋆, ⋆) 0.4 0.8 0.533
φ3(⋆, ⋆) 0.667 0.667 0.667

System 2
key {a b c}
response {a b} {i j} {c}

P R F
φ4(⋆, ⋆) 0.489 0.8 0.607
φ3(⋆, ⋆) 0.6 0.667 0.632

Table 6: Problems ofφ4(⋆, ⋆)

When normalizing the similarities by the num-
ber of entities or mentions in the key (for recall)
and the response (for precision), theCEAF al-
gorithm considers all entities or mentions to be
equally important. HenceCEAF tends to compute
quite low precision for system mentions which
does not represent the system performance ade-
quately. Here, we do not address this issue.

2.4 BLANC

Recently, a new coreference resolution evalua-
tion algorithm,BLANC, has been introduced (Re-
casens & Hovy, 2010). This measure implements
theRand index (Rand, 1971) which has been orig-
inally developed to evaluate clustering methods.
The BLANC algorithm deals correctly with sin-
gleton entities and rewards correct entities accord-
ing to the number of mentions. However, a ba-
sic assumption behindBLANC is, that the sum of
all coreferential and non-coreferential links is con-
stant for a given set of mentions. This implies that
BLANC assumes identical mentions in key and re-
sponse. It is not clear how to adaptBLANC to sys-
tem mentions. We do not address this issue here.

3 Experiments

While Section 2 used toy examples to motivate our
metricsB3

sys andCEAFsys, we here report results
on two larger experiments using ACE2004 data.

3.1 Data and Mention Taggers

We use the ACE2004 (Mitchell et al., 2004) En-
glish training data which we split into three sets
following Bengtson & Roth (2008): Train (268
docs), Dev (76), and Test (107). We use two in-
house mention taggers. The first (SM1) imple-
ments a heuristic aiming at high recall. The second
(SM2) uses theJ48 decision tree classifier (Wit-
ten & Frank, 2005). The number of detected men-
tions, head coverage, and accuracy on testing data

SM1 SM2
training mentions 31,370 16,081

twin mentions 13,072 14,179
development mentions 8,045 –

twin mentions 3,371 –
test mentions 8,387 4,956

twin mentions 4,242 4,212
head coverage 79.3% 73.3%
accuracy 57.3% 81.2%

Table 7: Mention Taggers on ACE2004 Data

are shown in Table 7.

3.2 Artificial Setting

For the artificial setting we report results on the
development data using theSM1 tagger. To illus-
trate the stability of the evaluation metrics with
respect to different mention taggers, we reduce
the number of twinless system mentions in inter-
vals of 10%, while correct (non-twinless) ones are
kept untouched. The coreference resolution sys-
tem used is the BART (Versley et al., 2008) reim-
plementation of Soon et al. (2001). The results are
plotted in Figures 1 and 2.
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Figure 1: Artificial SettingB3 Variants
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MUC
R Pr F

Soon (SM1) 51.7 53.1 52.4
Soon (SM2) 49.1 69.9 57.7

Table 8: Realistic SettingMUC

Omitting twinless system mentions from the
training data while keeping the number of cor-
rect mentions constant should improve the corefer-
ence resolution performance, because a more pre-
cise coreference resolution model is obtained. As
can be seen from Figures 1 and 2, theMUC-score,
B3

sys andCEAFsys follow this intuition.
B3

0 is almost constant. It does not take twinless
mentions into account.B3

all’s curve, also, has a
lower slope in comparison to B3sys and MUC (i.e.
B3

all computes similar numbers for worse models).
This shows that theB3

all score can be tricked by
using a high recall mention tagger, e.g. in cases
with the worse models (i.e. ones on the left side
of the figures) which have much more twinless
system mentions. The originalCEAF algorithm,
CEAForig, is too sensitive to the input system
mentions making it less reliable.CEAFsys is par-
allel to B3

sys. Thus both of our metrics exhibit the
same intuition.

3.3 Realistic Setting

3.3.1 Experiment 1

For the realistic setting we compareSM1 andSM2
as preprocessing components for the BART (Ver-
sley et al., 2008) reimplementation of Soon et al.
(2001). The coreference resolution system with
the SM2 tagger performs better, because a better
coreference model is achieved from system men-
tions with higher accuracy.

TheMUC, B3
sys andCEAFsys metrics have the

same tendency when applied to systems with dif-
ferent mention taggers (Table 8, 9 and 10 and the
bold numbers are higher with a p-value of 0.05,
by a paired-t test). Since theMUC scorer does
not evaluate singleton entities, it produces too low
numbers which are not informative any more.

As shown in Table 9,B3
all reports counter-

intuitive results when a system is fed with system
mentions generated by different mention taggers.
B3

all cannot be used to evaluate two different end-
to-end coreference resolution systems, because the
mention tagger is likely to have bigger impact than
the coreference resolution system.B3

0 fails to gen-
erate the right comparison too, because it is too

B3
sys B3

0

R Pr F R Pr F
Soon (SM2) 64.1 87.3 73.9 54.7 91.3 68.4
Bengtson 66.1 81.9 73.1 69.5 74.7 72.0

Table 11: Realistic Setting

lenient by ignoring all twinless mentions.
TheCEAForig numbers in Table 10 illustrate the

big influence the system mentions have on preci-
sion (e.g. the very low precision number forSoon
(SM1)). The big improvement forSoon (SM2) is
largely due to the system mentions it uses, rather
than to different coreference models.

BothB3
r&n andCEAFr&n show no serious prob-

lems in the experimental results. However, as dis-
cussed before, they fail to penalize the spurious
entities with twinless system mentions adequately.

3.3.2 Experiment 2

We compare results of Bengtson & Roth’s (2008)
system with ourSoon (SM2) system. Bengtson &
Roth’s embedded mention tagger aims at high pre-
cision, generating half of the mentionsSM1 gen-
erates (explicit statistics are not available to us).

Bengtson & Roth report aB3 F-score for sys-
tem mentions, which is very close to the one for
true mentions. TheirB3-variant does not impute
errors of twinless mentions and is assumed to be
quite similar to theB3

0 strategy.
We integrate both theB3

0 andB3
sys variants into

their system and show results in Table 11 (we can-
not report significance, because we do not have ac-
cess to results for single documents in Bengtson &
Roth’s system). It can be seen that, when different
variants of evaluation metrics are applied, the per-
formance of the systems vary wildly.

4 Conclusions

In this paper, we address problems of commonly
used evaluation metrics for coreference resolution
and suggest two variants forB3 andCEAF, called
B3

sys and CEAFsys. In contrast to the variants
proposed by Stoyanov et al. (2009),B3

sys and
CEAFsys are able to deal with end-to-end systems
which do not use any gold information. The num-
bers produced byB3

sys andCEAFsys are able to
indicate the resolution performance of a system
more adequately, without being tricked easily by
twisting preprocessing components. We believe
that the explicit description of evaluation metrics,
as given in this paper, is a precondition for the re-
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B3
sys B3

0 B3
all B3

r&n

R Pr F R Pr F R Pr F R Pr F
Soon (SM1) 65.7 76.8 70.8 57.0 91.1 70.1 65.1 85.8 74.0 65.1 78.7 71.2
Soon (SM2) 64.1 87.3 73.9 54.7 91.3 68.4 64.3 87.1 73.9 64.3 84.9 73.2

Table 9: Realistic SettingB3 Variants

CEAFsys CEAForig CEAFr&n

R Pr F R Pr F R Pr F
Soon (SM1) 66.4 61.2 63.7 62.0 39.9 48.5 62.1 59.8 60.9
Soon (SM2) 67.4 65.2 66.3 60.0 56.6 58.2 60.0 66.2 62.9

Table 10: Realistic SettingCEAF Variants

liabe comparison of end-to-end coreference reso-
lution systems.
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A B3
sys Example Output

Here, we provide additional examples for analyzing the behavior ofB3
sys where we systematically vary

system outputs. Since we proposedB3
sys for dealing with end-to-end systems, we consider only examples

also containing twinless mentions. The systems in Table 12 and 14 generate different twinless key
mentions while keeping the twinless system mentions untouched. In Table 13 and15, the number of
twinless system mentions changes through different responses and the number of twinless key mentions
is fixed.

In Table 12,B3
sys recall goes up when more key mentions are resolved into the correct set. And the

precision stays the same, because there is no change in the number of the erroneous resolutoins (i.e. the
spurious cluster with mentions i and j). For the examples in Tables 13 and 15,B3

sys gives worse precision
to the outputs with more spurious resolutions, and the same recall if the systems resolve key mentions in
the same way. Since the set of key mentions intersects with the set of twinless system mentions in Table
14, we do not have an intuitive explanation for the decrease in precision from response1 to response4.
However, both the F-score and the recall still show the right tendency.

Set 1 Set 2 B3
sys

key {a b c d e} P R F
response1 {a b} {i j} 0.857 0.280 0.422
response2 {a b c} {i j} 0.857 0.440 0.581
response3 {a b c d} {i j} 0.857 0.68 0.784
response4 {a b c d e} {i j} 0.857 1.0 0.923

Table 12: Analysis ofB3
sys 1

Set 1 Set 2 B3
sys

key {a b c d e} P R F
response1 {a b c} {i j} 0.857 0.440 0.581
response2 {a b c} {i j k} 0.75 0.440 0.555
response3 {a b c} {i j k l } 0.667 0.440 0.530
response4 {a b c} {i j k l m} 0.6 0.440 0.508

Table 13: Analysis ofB3
sys 2

Set 1 B3
sys

key {a b c d e} P R F
response1 {a b i j} 0.643 0.280 0.390
response2 {a b c i j} 0.6 0.440 0.508
response3 {a b c d i j} 0.571 0.68 0.621
response4 {a b c d e i j} 0.551 1.0 0.711

Table 14: Analysis ofB3
sys 3

Set 1 B3
sys

key {a b c d e} P R F
response1 {a b c i j} 0.6 0.440 0.508
response2 {a b c i j k} 0.5 0.440 0.468
response3 {a b c i j k l} 0.429 0.440 0.434
response4 {a b c i j k l m} 0.375 0.440 0.405

Table 15: Analysis ofB3
sys 4
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Abstract
We introduce a novel approach for robust
belief tracking of user intention within
a spoken dialog system. The space of
user intentions is modeled by a proba-
bilistic extension of the underlying do-
main ontology called a probabilistic on-
tology tree (POT). POTs embody a prin-
cipled approach to leverage the dependen-
cies among domain concepts and incorpo-
rate corroborating or conflicting dialog ob-
servations in the form of interpreted user
utterances across dialog turns. We tailor
standard inference algorithms to the POT
framework to efficiently compute the user
intentions in terms of m-best most proba-
ble explanations. We empirically validate
the efficacy of our POT and compare it to
a hierarchical frame-based approach in ex-
periments with users of a tourism informa-
tion system.

1 Introduction

A central function of a spoken dialog system
(SDS) is to estimate the user’s intention based on
the utterances. The information gathered across
multiple turns needs to be combined and under-
stood in context after automatic speech recogni-
tion (ASR). Traditionally, this has been addressed
by dialog models and data structures such as forms
(Goddeau et al., 1996) and hierarchical task de-
composition (Rich and Sidner, 1998). To formal-
ize knowledge representation within the SDS and
enable the development of reusable software and
resources, researchers have investigated the or-
ganization of domain concepts using IS-A/HAS-A

ontologies (van Zanten, 1998; Noh et al., 2003).
Because the SDS only has access to noisy ob-

servations of what the user really uttered due to
speech recognition and understanding errors, be-
lief tracking in speech understanding has received

particular attention from proponents of probabilis-
tic approaches to dialog management (Bohus and
Rudnicky, 2006; Williams, 2006). The mecha-
nism for belief tracking often employs a Bayesian
network (BN) that represents the joint probabil-
ity space of concepts while leveraging conditional
independences among them (Paek and Horvitz,
2000). Designing a domain-specific BN requires
significant effort and expert knowledge that is not
always readily available. Additionally, real-world
systems typically yield large networks on which
inference is intractable without major assumptions
and approximations. A common workaround to
mitigate the intensive computation of the joint dis-
tribution over user intentions is to assume full con-
ditional independence between concepts which vi-
olates the ground truth in most domains (Bohus
and Rudnicky, 2006; Williams, 2006).

We propose a novel approach to belief track-
ing for an SDS that solves both the design and
tractability issues while making more realistic
conditional independence assumptions. We repre-
sent the space of user intentions via a probabilistic
ontology tree (POT) which is a tree-structured BN
whose structure is directly derived from the hier-
archical concept structure of the domain specified
via an IS-A/HAS-A ontology. The specialization
(IS-A) and composition (HAS-A) relationships be-
tween the domain concepts are intuitive and pro-
vide a systematic way of representing ontological
knowledge for a wide range of domains.

The remainder of the paper is structured as fol-
lows. We begin by describing the construction of
the POT given a domain ontology. We show how
a POT employs null semantics to represent con-
sistent user intentions based on the specialization
and composition constraints of the domain. We
then show how standard inference algorithms can
be tailored to exploit the characteristics of the POT
to efficiently infer the m-best list of probable ex-
planations of user intentions given the observa-
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tions. The POT and the associated inference al-
gorithm empower a dialog manager (DM) to ac-
count for uncertainty while avoiding the design
complexity, intractability issues, and other restric-
tive assumptions that characterize state-of-the-art
systems. The section on empirical evaluation de-
scribes experiments in a tourist information do-
main that compare the performance of the POT
system to a frame-based baseline system. The pa-
per concludes with a discussion of related work.

2 Problem Formulation

Let {X1, X2, . . . , XN} be a set of N concepts.
Every conceptXi takes its value from its finite dis-
crete domain D(Xi) which includes a special null
element for the cases where Xi is irrelevant. The
user intention space is defined as U = D(X1) ×
D(X2) × · · · × D(XN ). At each dialog turn t,
the system makes a noisy observation ot about
the true user intention u ∈ U . ot consists of
a set of slots. A slot is a tuple 〈v, d, c〉 where
v ∈ {X1, . . . , XN}, d ∈ D(v) is a value of v,
and c ∈ R is the confidence score assigned to that
concept-value combination by the speech under-
standing (SU) system.

The goal of belief tracking is to maintain
Pr(X1, . . . , XN |o1, . . . , ot), a distribution over
the N -dimensional space U conditioned on all the
observations made up to turn t. At each turn, the
belief is updated based on the new observations to
estimate the true, unobserved, user intention.

3 Probabilistic Ontology Trees

We model the space of the user intentions via a
POT. A POT is a tree-structured BN that extends
a domain ontology by specifying probability dis-
tributions over its possible instantiations based on
specializations and compositions.

3.1 Domain Ontology
To ensure that the corresponding POTs are tree-
structured, we consider a restricted class of do-
main ontologies over concepts.

Definition 1. A domain ontology is a labeled di-
rected acyclic graph. The set of vertices (corre-
sponding to the domain concepts) is partitioned
into {V0}, VS , and VC , where V0 is the only root
node, VS is the set of specialization nodes (re-
lated via IS-A to their parents), and VC is the set
of composition nodes (related via HAS-A to their
parents). The set of edges satisfy the constraints

A

B DC

E HF

I

G

J KI J K

Figure 1: The ontology for a sample domain where
B IS-A A, C IS-A A, D IS-A A, E IS-A B, F IS-A B,
C HAS-A G (essential), D HAS-A G (nonessential),
H IS-A D, E HAS-A I (essential), J IS-A G, and
K IS-A G. Specialization nodes are drawn single-
lined, composition nodes are drawn double-lined,
and the root node is drawn triple-lined. Special-
ization subtrees are marked by dashed ovals.

that a specialization node has exactly one parent
and a composition node may only have more than
one parent if they are all specialization nodes with
a common parent.

Specialization nodes represent refinements of
their parent concepts. Specializations of a con-
cept are disjoint, that is, for any particular instance
of the parent exactly one specialization is applica-
ble and the rest are inapplicable. For example, if
Dog IS-A Animal and Cat IS-A Animal, then Cat
is inapplicable when Dog is applicable, and vice
versa. Composition nodes represent attributes of
their parents and may be essential or nonessential,
e.g., Dog HAS-A Color (essential), Dog HAS-A

Tail (nonessential). These definitions correspond
with the standard semantics in the knowledge rep-
resentation community (Noh et al., 2003). An ex-
ample ontology is shown in Figure 1.

Definition 2. A specialization subtree (spec-tree)
in the ontology is a subtree consisting of a node
with its specialization children (if any).

3.2 POT Construction

We now describe how a POT may be constructed
from a domain ontology. The purpose of the POT
is to maintain a distribution of possible instanti-
ations of the ontology such that the ontological
structure is respected.
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Given an ontology G, the corresponding POT is
a tree-structured BN defined as follows:

Variables. Let T be a spec-tree in G with root
R. Unless R is a (non-root) specialization node
with no specialization children, T is represented
in the POT by a variable X with the domain

D(X) =


{exists, null}, if ChildrenT (R) = ∅
ChildrenT (R), if R = V0

ChildrenT (R) ∪ {null}, otherwise.

Edges. Let POT variables X and Y correspond
to distinct spec-trees TX and TY in G. There is a
directed edge from X to Y if and only if either
• A leaf of TX is the root of TY .
• There is an edge from a leaf in TX to the non-

specialization root of TY .
• There is an edge from the non-specialization

root of TX to that of TY .

Conditional Probability Tables (CPTs). If X
(corresponding to spec-tree TX ) is the parent of Y
(corresponding to spec-tree TY ) in the POT, then
Y ’s CPT is conditioned as follows:
• If TY is rooted at one of the leaves of TX ,

then

Pr(Y = null|X = Y) = 0

Pr(Y = null|X 6= Y) = 1

where Y is the domain value of X corre-
sponding to child Y .
• If R is the root of TX , and TY has a compo-

sition root node that is attached only to nodes
in S ⊂ ChildrenTX

(R), then

Pr(Y = null|X = V) = 1

for any domain value V of X corresponding
to a node V ∈ ChildrenTX

(R)− S.
• If the root of TY is an essential composition

node attached to a leaf V of TX , then

Pr(Y = null|X = V) = 0

where V is the domain value of X corre-
sponding to the leaf V .

We label a POT variable with that of the root of
the corresponding spec-tree for convenience. The
domain of a POT variable representing a spec-tree
comprises the specialization children (node names
in sanserif font) and the special value null; the null

A
B C D
0.4 0.35 0.25

B D

E F null
B 0.6 0.4 0
C 0 0 1
D 0 0 1

H null
B 0 1
C 0 1
D 1 0

exists null
E 1 0
F 0 1
null 0 1

J K null
B 0 0 1
C 0.8 0.2 0
D 0.7 0.1 0.2

I G

Figure 2: The POT for the example domain. If a
node represents a spec-tree in the ontology, then it
is labeled by the root of the spec-tree; otherwise,
it is labeled with the name of the corresponding
ontology node. D(A) = {B, C, D}, D(B) = {E, F,
null}, D(D) = {H, null}, and Pr(A), Pr(B|A) and
Pr(D|A) represent some distributions over the re-
spective specializations. D(I) = {exists, null} and
D(G) = {J, K, null}. Note that a composition node
(G) can be shared between multiple specializa-
tions (C and D) in the ontology while the resulting
POT remains tree-structured.

value allows us to render any node (except the
root) inapplicable. Spec-trees comprising single
nodes have the domain value exists to switch be-
tween being applicable and inapplicable. The CPT
entries determine the joint probabilities over pos-
sible valid instantiations of the ontology and could
be based on expert knowledge or learned from
data. The conditions we impose on them (null se-
mantics) ensure that inconsistent instantiations of
the ontology have probability 0 in the POT. While
the ontology might have undirected cycles involv-
ing the children of spec-trees, the corresponding
POT is a tree because spec-trees in the ontology
collapse into single POT nodes. The POT for the
example domain is shown in Figure 2.

3.3 Tourist Information POT

For the empirical analysis, we designed a POT for
a tourist information system that informs the user
about places to shop, eat, get service, and displays
relevant information such as the distance to an in-
tended location. The user can also provide con-
versational commands such as stop, reset, undo,
etc. The full ontology for the tourist information
domain is shown in Figure 3 and the POT is in
Figure 4. In the POT, Action is the root node, with
D(Action) = {Venue, Command}, and D(Venue)
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Action

Venue Command

Start Cancel

Restaurant Store Service Area Display

Miles

Ambience

Cuisine

Hours ServiceType Street

Rating

StoreType

PriceRange

Figure 3: The ontology for the tourist information domain. All the composition nodes have specializa-
tions of their own (such as Japanese and Greek for Cuisine), but have not been shown for the sake of
compactness.

= {Restaurant, Store, Service, null}. All the com-
position (or attribute) nodes such as Hours and
Rating are made children of Venue by construc-
tion. Since a Command is inapplicable when the
Action is a Venue, we have Pr(Command = null
| Action = Venue) = 1. The composition nodes
(Cuisine, Street, etc.) have specializations of their
own ({Japanese, Greek, . . . }, {Castro, Elm, . . . },
etc.), but are not shown for the sake of clarity.
Since Cuisine is an essential attribute of Restau-
rant, Pr(Cuisine = null | Venue = Restaurant) = 0;
moreover, Pr(Cuisine = null | Venue = Service) =
1 because Cuisine is not relevant for Service.

4 Inferring User Intention

We have seen how the POT provides the proba-
bilistic machinery to represent domain knowledge.
We now discuss how the POT structure can be
leveraged to infer user intention based on the slots
provided by the SU.

4.1 Soft Evidence

Every slot retrieved from the SU needs to be incor-
porated as observed evidence in the POT. We can
set the associated node within the POT directly to
its domain value as hard evidence when we know
these values with certainty. Instead, we employ
probabilistic observations to soften the evidence
entered into the POT. We assume that the confi-
dence score c ∈ [0, 100] of a slot corresponds to
the degree of certainty in the observation. For an

observed slot variableX , we create an observation
node X̂ on the fly with the same domain as X and
make it a child of X . If x is the observed value for
slot X , then the CPT of X̂ is constructed from the
slot’s confidence score as follows:

Pr(X̂|X = x) =

{
c(|D(X)|−1)/100+1

|D(X)| , X̂ = x
1−c/100
|D(X)| , X̂ 6= x

The probability values are generated by lin-
early interpolating between the uniform probabil-
ity value and 1 based on the confidence score. For
the remaining values,

Pr(X̂|X 6= x) =

{
1− ε(|D(X)| − 1), X̂ = X

ε, X̂ 6= X

where ε > 0.1 Since the confidence score gives an
indication of the probability for the observed value
of a slot but says nothing about the remaining val-
ues, the diagonal elements for the remaining val-
ues are near 1. We cannot make them exactly 1
because the observation node needs to coexist with
possibly conflicting observations in the POT.

If the user confirms the current POT hypothesis,
then observations corresponding to the current hy-
pothesis (with CPTs proportional to the score of
the confirmation) are added to the POT to enforce
the belief. If the user denies the current hypothe-
sis, then all observations corresponding to the cur-
rent hypothesis are removed from the POT.

1In our experiments, we use ε = 10−10.
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Action

Venue Command

Ambience

Cuisine

DisplayHours ServiceType

MilesRating

StoreType Area

StreetPriceRange

Cuisine Street

Castro Elm null
Castro 0.8 0.1 0.1

Japanese Greek null
Japanese 0.6 0.2 0.2Cuisine Street

Elm ε 1‐2ε ε
null ε ε 1‐2ε

p
Greek ε 1‐2ε ε
null ε ε 1‐2ε

Figure 4: The POT for the tourist information domain. Assuming that D(Cuisine) = {Japanese, Greek,
null} and D(Street) = {Castro, Elm, null}, the shaded observation nodes represent the soft evidence for
input slots 〈Cuisine, Japanese, 40〉 and 〈Street, Castro, 70〉.

The POT for the tourist information domain af-
ter getting two slots as input is shown in Figure 4.
The attached nodes are set to the observed slot val-
ues and the evidence propagates through the POT
as explained in the next section.

4.2 POT Inference

A probable explanation (PE) or hypothesis is an
assignment of values to the variables in the POT,
and the most probable explanation (MPE) within
the POT is the explanation that maximizes the
joint probability conditioned on the observed vari-
ables. The top m estimates of the user’s intentions
correspond to them-best MPEs. The design of the
POT ensures that the m-best MPEs are all con-
sistent across specializations, that is, exactly one
specialization is applicable per node in any PE; all
inconsistent explanations have a probability of 0.

The m-best MPEs could be found naively us-
ing the Join-Tree algorithm to compute the joint
distribution over all variables and then use that to
find the top m explanations. The space required to
store the joint distribution alone is O(nN ), where
N is the number of nodes and n the number of
values per node. Because the run time complex-
ity is at least as much as this, it is impractical for
any reasonably sized tree. However, we can get
a significant speedup for a fixed m by using the
properties of the POT.

Algorithm 1 uses a message-passing protocol,
similar to many in the graphical models litera-
ture (Koller and Friedman, 2009), to simulate a

Algorithm 1 COMPUTE-PE
Input: POT T with rootX0, number of MPEsm, evidence E
Output: m MPEs for T

1: for X ∈ T in reverse topological order do
2: Collect messages ψYi from all children Yi of X
3: ψX = COMPUTE-MPE-MESSAGE(X,m, {ψYi})
4: end for
5: return top m elements of Pr(X0|E)ψX0(·) without E

Algorithm 2 COMPUTE-MPE-MESSAGE
Input: POT node X , number of MPEs m, messages from
children ψYi

Output: Message ψX(·)
1: if X is a leaf node then
2: ψX(x)← 1,∀x ∈ D(X)
3: return ψX

4: end if
5: for x ∈ D(X) do
6: for ~z = ((y1, ~z1), . . . , (yk, ~zk)) ∈ {D(ψY1)× . . .×

D(ψYk ) : Pr (Yi = null|X = x,E) < 1} do
7: ψ′

X(x, ~z)←
∏

i

[
Pr(Yi = yi|X = x,E)ψYi

(yi, ~zi)
]

8: end for
9: ψX(x)← top m elements of ψ′X(x).

10: end for
11: return ψX

dynamic programming procedure across the lev-
els of the tree (see Figure 5). In Algorithm 2, an
MPE message is computed at each node X using
messages from the children, and sent to the par-
ent. The message from X is the function (or ta-
ble) ψX(x,~z) that represents the probabilities of
the top m explanations, ~z, of the subtree rooted at
X for a particular value of X = x. At the root
node X0 we try all values of x0 to find the top m
MPEs for the entire tree. Note that in step 7, we
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Figure 5: COMPUTE-MPE applied to the exam-
ple POT. (a) Inference starts with the messages be-
ing passed up from the leaves to the root A. Every
message ψX is an m × n table that contains the
probabilities for the m-best MPEs of the subtree
rooted at X for all the n domain values of X . (b)
At the root, A is set to its first element B, and its
marginal Pr(A = B) is combined with the mes-
sage ψB . The semantics of the POT ensures that
the other messages can be safely ignored because
those subtrees are known to be null with probabil-
ity 1. (c) A is set to C and only the essential at-
tribute G is non-null. (d) A is set to its final el-
ement D, and consequently both the node D and
the nonessential attribute G are non-null and their
messages are mutually independent.

need the marginal P (Y |X,E) which can be ef-
ficiently computed by a parallel message-passing
method. Evidence nodes can only appear as leaves
because of our soft evidence representation, and
are encompassed by the base case. The algorithm
leverages the fact that the joint of any entire sub-
tree rooted at a node that is null with probability 1
can be safely assumed to be null with probability
1. The validity of Algorithm 1 is proven in Ap-
pendix A.

4.3 Complexity Analysis
At a POT node with at most n values and branch-
ing factor k, we do nmaximizations over the prod-
uct space of k nm-sized lists. Thus, the time
complexity of Algorithm 1 on a POT with N

nodes is O(N(nm)k) and the space complexity is
O(Nnmk). (Insertion sort maintains a sorted list
truncated at m elements to keep track of the top
m elements at any time.) However, the algorithm
is significantly faster on specialization nodes be-
cause only one child is applicable and needs to be
considered in the maximization (step 7). In the ex-
treme case of a specialization-only POT, the time
and space complexities both drop to O(Nmn).

A similar algorithm for incrementally finding
m-best MPEs in a general BN is given in Srinivas
and Nayak (1996). However, our approach has the
ability to leverage the null semantics in POTs re-
sulting in significant speedup as described above.
This is crucial because the run-time complexity of
enumerating MPEs is known to be PPP -Complete
for a general BN (Kwisthout, 2008).

5 Empirical Evaluation

To test the effectiveness of our POT approach, we
compare it to a frame-based baseline system for
inferring user intentions.

The baseline system uses a hierarchical frame-
based approach. Each frame maps to a par-
ticular user intention, and the frames are filled
concurrently from the dialog observations. The
slots from a turn overwrite matching slots re-
ceived in previous turns. The baseline system uses
the same ontology as the POT to insure that it
only produces consistent hypotheses, e.g., it never
produces ”Venue=Service, Cuisine=Japanese” be-
cause Service does not have a Cuisine attribute.
When several hypotheses compete, the system se-
lects the one with the maximum allocated slots.
We implemented the POT engine based on the
Probabilistic Network Library (Intel, 2005). It
takes a POT specification as input, receives the
ASR slots, and returns its m-best MPEs.

Using a tourism information spoken dialog sys-
tem, we collected a corpus of 375 dialogs from
15 users with a total of 720 turns (details in
Appendix B). Evaluation is performed by run-
ning these collected dialogs in batch and pro-
viding the ASR slots of each turn to both the
baseline and POT belief-tracking systems.2 Af-
ter each turn, both systems return their best hy-
pothesis of the overall user intention in the form
of a set of concept-value pairs. These hypothe-

2Speech recognition and understanding was performed
using the Nuance Speech Recognition System v8.5 running
manual and statistical grammars with robust interpretation.
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System Precision Recall F1
Top hypothesis 0.84 0.81 0.83
Top 2 hypotheses 0.87 0.84 0.85

POT Top 3 hypotheses 0.89 0.85 0.87
Top 4 hypotheses 0.91 0.86 0.89
Top 5 hypotheses 0.92 0.86 0.89

Baseline 0.84 0.79 0.81

Table 1: Precision/recall results comparing the
baseline system against the POT-based system on
the 25-scenario experiment. Results are averaged
over all 15 users.
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Figure 6: F1 score as a function of the log-
likelihood of the top hypothesis for the user’s goal.

ses are compared to the true user intention ex-
pressed so far in the dialog (e.g., if the user wants
a cheap restaurant but has not mentioned it yet,
PriceRange=Cheap is not considered part of the
ground truth). This offline approach allows us to
compare both versions on the same input.

Table 1 shows the precision/recall results for the
experiment based on comparing the set of true user
intention concepts to the inferred hypotheses of
the POT and baseline systems. The average word
error rate for all users is 29.6%. The POT sys-
tem shows a 2% improvement in recall and F1
over the baseline. Additionally, leveraging the m-
best hypotheses beyond just the top one could help
enhance performance or guide useful clarification
questions as shown by the improved performance
when using the top 2–5 hypotheses; we assume
an oracle for selecting the hypothesis with highest
F1 among the top m hypotheses. All of the CPTs
in the POT (besides the structural constraints) are
uniformly distributed. Thus, the performance of
the POT could be further improved by training the
CPTs on real data.

To assess the quality of likelihood returned by
the POT as a belief confidence measure, we binned
dialog turns according to the log-likelihood of the
top hypothesis and then computed the F1 score of
each bin. Figure 6 shows that belief log-likelihood
is indeed a good predictor of the F1 score. This
information could be very useful to a dialog man-
ager to trigger confirmation or clarification ques-
tions for example.

6 Discussion

The definition and construction of POTs provide a
principled and systematic way to construct proba-
bilistic models for an SDS. While any BN can be
used to model the space of user intentions, design-
ing an effective network is not an easy task for sys-
tem designers not well versed in graphical mod-
els. In previous belief tracking work, researchers
describe their networks with little indication on
how they arrived at the specific structure (Paek and
Horvitz, 2000; Thomson and Young, 2009). Prior
work on ontologies for SDSs (van Zanten, 1998;
Noh et al., 2003) as well as the prominence of
concept hierarchies in other areas such as object-
oriented programming and knowledge engineer-
ing make them a natural and intuitive way of repre-
senting SDS domains. The development of POTs
builds on past research on constructing BNs based
on ontological knowledge (Helsper and van der
Gaag, 2002; Pfeffer et al., 1999).

While most approaches to belief tracking in the
dialog systems community make a strict indepen-
dence assumption between concepts (Bohus and
Rudnicky, 2006; Williams, 2006), POTs model
the dependencies between concepts connected by
specialization and composition relationships while
remaining significantly more tractable than gen-
eral BNs and being very straightforward to de-
sign. The null semantics allow a POT to capture
disjoint values and the applicability of attributes
which are common aspects of concept ontologies.
Obviously, a POT cannot capture all types of con-
cept relationships since each concept can have
only one parent. However, this restriction allows
us to perform efficient exact computation of the
m-best MPEs which is a significant advantage.
Statistical Relational Learning approaches such as
Markov Logic Networks (Richardson and Domin-
gos, 2006) have been developed for more general
relational models than strict ontologies, but they
lack the parsimony and efficiency of POTs.
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Thomson and Young (2009) describe an ap-
proach to dialog management based on a partially
observable Markov decision process (POMDP)
whose policy depends only on individual con-
cepts’ marginal distributions rather than on the
overall user intention. Because their system per-
forms belief tracking with a dynamic Bayesian
network (DBN) rather than a static BN, the ex-
act marginal computation is intractable and the au-
thors use loopy belief propagation to compute the
marginals. Even then, they indicate that the depen-
dencies of the subgoals must be limited to enable
tractability. In practice, all concepts are made in-
dependent except for the binary validity nodes that
deterministically govern the dependence between
nodes (similar to the null semantics of a POT).
Williams (2007) also represents the user goal as
a DBN for a POMDP-based DM. They perform
belief updating using particle filtering and approx-
imate the joint probability over the user intention
with the product of the concept marginals. This
could lead to inaccurate estimation for condition-
ally dependent concepts.

Among authors who have used m-best lists of
dialog states for dialog management, Higashinaka
et al. (2003) have shown empirically that main-
taining multiple state hypotheses facilitates shorter
dialogs. Their system scores each dialog state
using a linear combination of linguistic and dis-
course features, and this score is used by a hand-
crafted dialog policy. While illustrating the advan-
tages of m-best lists, this scoring approach lacks
theoretical justification and ability to include prior
knowledge that POTs inherit from BNs.

7 Conclusion

We have presented the POT framework for belief
tracking in an SDS. We have shown how a POT
can be constructed from the domain ontology and
provided an exact algorithm to infer the user’s in-
tention in real-time. POTs strike a balance be-
tween representing rich concept dependencies and
facilitating efficient tracking of them-best user in-
tentions based on exact joint probabilities rather
than approximations such as concept marginals.
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A Analysis of the Inference Algorithm

Theorem 1. Algorithm 1 returns the top m MPEs
of the POT along with their joint probabilities.

Proof. We first prove this for the special case of
m = 1 to simplify notation. For the base case
of a node with no children, Algorithm 2 sim-
ply returns a message with all probabilities at
1 for all values of that node. Now, consider a
node X with children Y1, . . . , Yk. Let Desc(Y )
be the descendants of node Y . Since Algo-
rithm 2 given node X returns exactly one expla-
nation, z for each x ∈ D(X), we will define
ψX(x) = ψX(x, z). Now, to show that ψX(x) =
maxDesc(X) Pr(Desc(X)|X = x,E), that is, Al-
gorithm 2 returns the top explanation of the entire
subtree rooted at X for every value in D(X), we
use structural induction on the tree.

max
Desc(X)

Pr(Desc(X)|X = x,E)

= max
Y1:k,Desc(Y1:k)

Pr(Y1:k,Desc(Y1:k)|X = x,E)

= max
Y1:k,Desc(Y1:k)

∏
i

Pr(Yi|X = x,E) Pr(Desc(Yi)|Yi, E)

=
∏

i

max
Yi,Desc(Yi)

[
Pr(Yi|X = x,E) Pr(Desc(Yi)|Yi, E)

]
=

∏
i

max
Yi

[
Pr(Yi|X = x,E) max

Desc(Yi)
Pr(Desc(Yi)|Yi, E)

]
=

∏
i

max
Yi

[
Pr(Yi|X = x,E)ψYi(yi)

]
{Inductive step}

= ψX(x).

The proof for m > 1, where every maximization
returns a list of the top m elements, is similar.

B Dialogs in the Tourist Information
Domain

Each user conducted 25 dialogs according to pre-
scribed scenarios for the tourist information do-
main. The order of scenarios was randomized for
each user. Sample scenarios:

1. Find a good and cheap Mexican restaurant in
Mountain View.

2. There is a medical emergency and you need
to get to the hospital. Find a route.

3. You need to find your favorite coffee fran-
chise. You have 10 minutes to get coffee.

4. Find a place to buy some fruits and vegeta-
bles.

5. Find a Chinese restaurant in Santa Clara with
good ambiance, and display travel distance.

6. Find an ATM on Castro Street in Mountain
View.

Figure 7 shows a typical interaction with the
system for the first scenario along with a possi-
ble hypothesis inferred by the system at every turn
of the dialog. Figure 8 shows an example where
the POT system is able to discard an incorrect ob-
servation about a restaurant based on the accumu-
lated belief about bookstores over multiple turns.
Figure 9 shows how the POT is able to leverage the
ontological structure to pick out higher-level con-
cepts with lower confidence scores over spurious
low-level concepts with higher confidence scores.
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User Find a Mexican restaurant in Mountain View.
Hypothesis [venue restaurant] [area mountain view] [cuisine italian]

{Note: Mexican is misrecognized as Italian.}
User No, Mexican.
Hypothesis [venue restaurant] [area mountain view] [cuisine mexican]
User Show me ones with at least four star rating.
Hypothesis [venue restaurant] [area mountain view] [cuisine mexican] [rating four star]
User I want a cheap place.
Hypothesis [venue restaurant] [area mountain view] [cuisine mexican] [rating four star] [price cheap]
User Is there anything on Castro?
Hypothesis [venue restaurant] [area mountain view] [street castro] [cuisine mexican] [rating four star] [price cheap]

Figure 7: A sample dialog in the tourism information domain showing the inferred hypothesis of the
user’s intention at every turn. The information response from the system’s back-end is based on its
current hypothesis.

User utterance Where is the bookstore?
ASR where is the bookstore
True hypothesis [action venue] [venue store] [sell book]
Baseline hypothesis [action venue] [venue store] [sell book]
POT hypothesis [action venue] [venue store] [sell book]
User utterance Store on Market Street.
ASR store on market street
True hypothesis [action venue] [venue store] [sell book] [street market]
Baseline hypothesis [action venue] [venue store] [sell book] [street market]
POT hypothesis [action venue] [venue store] [sell book] [street market]
User utterance In downtown.
ASR dennys
True hypothesis [action venue] [venue store] [sell book] [street market] [area downtown]
Baseline hypothesis [action venue] [venue restaurant] [brand dennys]
POT hypothesis [action venue] [venue store] [sell book] [street market]

Figure 8: A dialog showing the ASR input for the user’s utterance, and the corresponding true, baseline,
and POT hypotheses. The POT is able to correctly discard the inconsistent observation in the third turn
with the observations in previous turns.

User utterance Where should I go to buy Lego for my kid?
SU slots 〈Venue Store 38〉 〈ServiceType GolfCourse 60〉
True hypothesis [action venue] [venue store] [storetype toy]
Baseline hypothesis [action venue] [venue service] [servicetype golf course]
POT hypothesis [action venue] [venue store]

Figure 9: A single dialog turn showing the SU slots for the user’s utterance, and the corresponding
baseline, POT, and true hypotheses. Any system that looks at the individual confidence scores will base
its hypothesis on the 〈ServiceType GolfCourse 60〉 slot. Instead, the POT hypothesis is influenced by
〈Venue Store 38〉 because its score in combination with the concept’s location in the POT makes it more
likely than the other slot.
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Abstract 

Multimodal conversational dialogue sys-
tems consisting of numerous software 
components create challenges for the un-
derlying software architecture and devel-
opment practices. Typically, such sys-
tems are built on separate, often pre-
existing components developed by dif-
ferent organizations and integrated in a 
highly iterative way. The traditional dia-
logue system pipeline is not flexible 
enough to address the needs of highly in-
teractive systems, which include parallel 
processing of multimodal input and out-
put. We present an architectural solution 
for a multimodal conversational social 
dialogue system. 

1 Introduction 

Multimodal conversational dialogue applica-
tions with embodied conversational agents 
(ECas) are complex software systems consisting 
of multiple software components. They require 
much of architectural solutions and development 
approaches compared to traditional spoken dia-
logue systems. These systems are mostly assem-
bled from separate, often pre-existing compo-
nents developed by different organizations. For 
such systems, the simple pipeline architecture is 
not a viable choice. When multimodal systems 
are built, software architecture should be flexible 
enough to enable the system to support natural 
interaction with features such as continuous and 
timely multimodal feedback and interruptions by 
both participants. Such features require parallel 
processing components and flexible communica-
tion between the components. Furthermore, the 
architecture should provide an open sandbox, 
where the components can be efficiently com-

bined and experimented with during the iterative 
development process. 

The HWYD (‘How was your day?’) Compan-
ion system is a multimodal virtual companion 
capable of affective social dialogue and for 
which we have developed a custom novel archi-
tecture. The application features an ECA which 
exhibits facial expressions and bodily move-
ments and gestures. The system is rendered on a 
HD screen with the avatar being presented as 
roughly life-size. The user converses with the 
ECA using a wireless microphone. A demonstra-
tion video of the virtual companion in action is 
available online1. 

The application is capable of long social con-
versations about events that take place during a 
user’s working day. The system monitors the 
user’s emotional state on acoustic and linguistic 
levels, generates affective spoken responses, and 
attempts to positively influence the user’s emo-
tional state. The system allows for user initiative, 
it asks questions, makes comments and sugges-
tions, gives warnings, and offers advice. 

2 Communications framework 

The HWYD Companion system architecture em-
ploys Inamode, a loosely coupled multi-hub 
framework which facilitates a loose, non-
hierarchical connection between any number of 
components. Every component in the system is 
connected to a repeating hub which broadcasts 
all messages sent to it to all connected compo-
nents. The hub and the components connected to 
it form a single domain. Facilitators are used to 
forward messages between different domains 
according to filtering rules. During development, 
we have experimented with a number of Facilita-
tors to create efficient and simple domains to 
overcome problems associated with single-hub 
systems. For example, multiple hubs allow the 

                                                
1 http://www.youtube.com/ 
watch?v=BmDMNguQUmM 
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reduction of broadcast messages, which is for 
example used in the audio processing pipeline, 
where a dedicated hub allows very rapid message 
broadcast (nearly 100 messages per second are 
exchanged) without compromising the stability 
of the system by flooding the common pipeline. 

For communication between components, a 
lightweight communication protocol is used to 
support components implemented in various 
programming languages. A common XML mes-
sage “envelope” specifies the basic format of 
message headers as seen in Figure 1. 

 
Figure 1: System message XML format 

. 
Mandatory elements in the envelope (top 

block) are necessary so other modules can iden-
tify the purpose of the message and its contents 
upon a shallow inspection. These include the 
sender component and a unique message id. Ad-
ditional envelope fields elements include: mes-
sage type, turn id, dialogue segment identifier, 
recipient identifier, and a list of message identi-
fiers corresponding to the previous messages in 
the current processing sequence.  

For system-wide and persistent knowledge 
management, a central XML-database allows the 
system to have inter-session and intra-session 
‘memory’ of past events and dialogues. This da-
tabase (KB) includes information such the user 
and dialogue models, processing status of mod-
ules, and other system-wide information. 

3 Data flow in the architecture 

To maximize the naturalness of the ECA’s inter-
action, the system implements parallel process-
ing paths. It also makes use of a special module, 
the Interruption Manager (IM) , to control 
components in situations where regular process-
ing procedure must be deviated from. In addi-
tion, there are ‘long’ and ‘short’ processing  se-
quences from user input to system output. Both 
‘loops’ operate simultaneously. The Main Dia-
logue (‘long’) Loop, which is the normal proc-
essing path, is indicated by the bold arrows in 
Fig. 2, and includes all system components ex-

cept the IM. The dotted arrows signal the devia-
tions to this main path that are introduced by the  
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Figure 2:HWYD Companion main modules 

 
interruption management and feedback loops.  
The system has an activity detector in the input 
subsystem that is active permanently and analy-
ses user input in real-time. If there is a detection 
of user input at the same time as the ECA is talk-
ing, this module triggers a signal that is captured 
by the IM. The IM, which tracks the activity of 
the rest of the modules in the system, has a set of 
heuristics that are examined each time this trig-
gering signal is detected. If any heuristic 
matches, the system decides there has been a 
proper user interruption and decides upon a se-
ries of actions to recover from the interruption. 

4 Module Processing Procedure 

The first stage in the processing is the acoustic 
processing. User speech is processed by the 
Acoustic Analyzer, the Automatic Speech Rec-
ognizer, and the Acoustic Emotion Classifier 
simultaneously for maximum responsiveness. 

The Acoustic Analyzer (AA) extracts low-
level features (pitch, intensity and the probability 
that the input was from voiced speech) from the 
acoustic signal at frequent time intervals (typi-
cally 10 milliseconds). Features are passed to the 
Acoustic Turn-Taking Detector in larger buffers 
(a few hundred milliseconds) together with time-
stamps. AA is implemented in TCL using Snack 
toolkit (http://www.speech.kth.se/snack/). 

The Acoustic Turn-Taking detector (ATT) 
is a Java module, which estimates when the user 
has finished a turn by comparing intensity pause 
lengths and pitch information of user speech to 
configurable empirical thresholds. ATT also de-
cides whether the user has interrupted the system 
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(‘barge-in’), while ignoring shorter backchannel-
ling phrases (Crook et al. (2010)). Interruption 
messages are passed to the Interruption Manager. 
ATT receives a message from the ECA module 
when the system starts or stops speaking. 

Dragon Naturally Speaking Automatic 
Speech Recognition (ASR) system is used to 
provide real-time large vocabulary speech recog-
nition. Per-user acoustic adaptation is used to 
improve recognition rates. ASR provides N-best 
lists, confidence scores, and phrase hypotheses. 

The Acoustic Emotion Classifier (AEC) 
component (EmoVoice (Vogt et al. (2008)) cate-
gorizes segments of user speech into five va-
lence+arousal categories, also applying a confi-
dence score. The Interruption Manager monitors 
the messages of the AEC to include emotion-
related information into feedback loop messages 
sent to the ECA subsystem. This allows rapid 
reactions to the user mood. 

The Sentiment Analyzer (SA) labels ASR 
output strings with sentiment information at 
word and sentence levels using valence catego-
ries positive, neutral and negative. The SA uses 
the AFFECTiS Sentiment Server, which is a gen-
eral purpose .NET SOAP XML service for 
analysis and scoring of author sentiment. 

The Emotional Model (EM), written in Lisp, 
fuses information from the AEC and SA. It 
stores a globally accessible emotional representa-
tion of the user for other system modules to 
make use of. Affective fusion is rule-based, pre-
fers the SA’s valence information, and outputs 
the same five valence+arousal categories as used 
in the AEC. The EM can also serve as a basis for 
temporal integration (mood representation) as 
part of the affective content of the User Model. It 
also combines the potentially different segmenta-
tions by the ASR and AEC. 

The User Model (UM) stores facts about the 
user as objects and associated attributes. The in-
formation contained in the User Model is used by 
other system modules, in particular by Dialogue 
Manager and Affective Strategy Module. 

The Dialogue Act Tagger and Segmenter 
(DAT) , written in C under Linux, uses the ATT 
results to compile all ASR results corresponding 
to each user turn. DAT then segments the com-
bined results into semantic units and labels each 
with a dialogue act (DA) tag (from a subset of 
SWBD-DAMSL (Jurafsky et al. (2001)). A Sto-
chastic Machine Learning model combining 
Hidden Markov Model (HMM) and N-grams is 
used in a manner analogous to Martínez-
Hinarejos et al. (2006). The N-grams yield the 

probability of a possible DA tag given the previ-
ous ones. The Viterbi algorithm is used to find 
the most likely sequence of DA tags.  

The Natural Language Understanding 
(NLU)  component, implemented in Prolog, pro-
duces a logical form representing the semantic 
meaning of a user turn. The NLU consists of a 
part-of-speech tagger, a Noun Phrase and Verb 
Group chunker, a named-entity classification 
component (rule-based), and a set of pattern-
matching rules which recognize major gram-
matical relationships (subject, direct object, etc.) 
The resulting shallow-parsed text is further proc-
essed using pattern-matching rules. These recog-
nize configurations of entity and relation relevant 
to the templates needed by the Dialogue Man-
ager, the EM, and the Affective Strategy Module. 

The Dialogue Manager (DM), written in Java 
and Prolog, combines the SA and NLU results, 
decides on the system's next utterance and identi-
fies salient objects for the Affective Strategy 
Module. The DM maintains an information state 
containing information about concepts under dis-
cussion, as well as the system's agenda of current 
conversational goals.  

One of the main features of the HWYD Com-
panion is its ability to positively influence the 
user’s mood through its Affective Strategy 
Module (ASM). This module appraises the 
user’s situation, considering the events reported 
in the user turn and its (bi-modal) affective ele-
ments. From this appraisal, the ASM generates a 
long multi-utterance turn. Each utterance imple-
ments communicative acts constitutive of the 
strategy. ASM generates influence operators 
which are passed to the Natural Language Gen-
eration module. ASM output is triggered when 
the system has learned enough about a particular 
event to warrant affective influence. As input, 
ASM takes information extraction templates de-
scribing events, together with the emotional data 
attached. ASM is a Hierarchical Task Network 
(HTN) Planner implemented in Lisp.  

The Natural Language Generator (NLG), 
written in Lisp, produces linguistic surface forms 
from influence operators produced by the ASM. 
These operators correspond to communicative 
actions taking the form of performatives. NLG 
uses specific rhetorical structures and constructs 
associated with humour, and uses emotional TTS 
expressions through specific lexical choice.  
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5 Multimodal ECA Control 

Multimodal control of the ECA, which consists 
of a tightly-synchronized naturalistic avatar and 
affective Text-To-Speech (TTS) generation, is 
highly challenging from an architectural view-
point, since the coordinating component needs to 
be properly synchronized with the rest of the sys-
tem, including both the main dialogue loop and 
the feedback and interruption loops. 

The system Avatar is in charge of generating a 
three-dimensional, human-like character to serve 
as the system’s ‘face’. The avatar is connected to 
the TTS, and the speech is synchronized with the 
lip movements. The prototype is currently using 
the HaptekTM 3D avatar engine running inside a 
web browser. The Haptek engine provides a talk-
ing head and torso along with a low level API to 
control its interaction with any SAPI-compliant 
TTS subsystem, and also allows some manipula-
tion of the character animation. An intermediate 
layer consisting of a Java applet and Javascript 
code embeds the rendered avatar in a web page 
and provides connectivity with the Multimodal 
Fission Manager. We intend to replace the cur-
rent avatar with a photorealistic avatar under de-
velopment within the project consortium. 

LoquendoTM TTS SAPI synthesizer is used to 
vocalize system turns. The TTS engine works in 
close connection with the ECA software using 
the SAPI interface. TTS includes custom para-
linguistic events for producing expressive 
speech. TTS is based on the concatenative tech-
nique with variable length acoustic units. 

The Multimodal Fission Manager (MFM) con-
trols the Avatar and the TTS engine, enabling the 
system to construct complex communicative acts 
that chain together series of utterances and ges-
tures. It offers FML-standard-based syntax to 
make the avatar perform a series of body and 
facial gestures. 

The system features a template-based input 
mode in which a module can call ECA to per-
form actions without having to build a full FML-
based XML message. This is intended to be used 
in the feedback loops, for example, to convey the 
impression that the ECA is paying attention.  

6 Conclusions 

We have presented an advanced multimodal dia-
logue system that challenges the usual pipeline-
based implementation. To do so, it leverages on 
an architecture that provides the means for a 
flexible component interconnection, that can ac-
comodate the needs of a system using more than 

one processing path for its data. We have shown 
how this has enabled us to implement complex 
behavior such as interrupt and short loop han-
dling. We are currently expanding coverage and 
will carry out an evaluation with real users this 
September. 
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Abstract

We describe work done at three sites on
designing conversational agents capable of
incremental processing. We focus on the
‘middleware’ layer in these systems, which
takes care of passing around and maintain-
ing incremental information between the
modules of such agents. All implementa-
tions are based on the abstract model of
incremental dialogue processing proposed
by Schlangen and Skantze (2009), and the
paper shows what different instantiations
of the model can look like given specific
requirements and application areas.

1 Introduction
Schlangen and Skantze (2009) recently proposed
an abstract model of incremental dialogue process-
ing. While this model introduces useful concepts
(briefly reviewed in the next section), it does not
talk about how to actually implement such sys-
tems. We report here work done at three different
sites on setting up conversational agents capable
of incremental processing, inspired by the abstract
model. More specifically, we discuss what may
be called the ‘middleware’ layer in such systems,
which takes care of passing around and maintaining
incremental information between the modules of
such agents. The three approaches illustrate a range
of choices available in the implementation of such
a middle layer. We will make our software avail-
able as development kits in the hope of fostering
further research on incremental systems.1

In the next section, we briefly review the abstract
model. We then describe the implementations cre-
ated at Uni Bielefeld (BF), KTH Stockholm (KTH)
and Uni Potsdam (UP). We close with a brief dis-
cussion of similarities and differences, and an out-
look on further work.

1Links to the three packages described here can be found
at http://purl.org/net/Middlewares-SIGdial2010.

2 The IU-Model of Incremental Processing
Schlangen and Skantze (2009) model incremental
systems as consisting of a network of processing
modules. Each module has a left buffer, a proces-
sor, and a right buffer, where the normal mode of
processing is to take input from the left buffer, pro-
cess it, and provide output in the right buffer, from
where it goes to the next module’s left buffer. (Top-
down, expectation-based processing would work
in the opposite direction.) Modules exchange incre-
mental units (IUs), which are the smallest ‘chunks’
of information that can trigger connected modules
into action. IUs typically are part of larger units;
e.g., individual words as parts of an utterance, or
frame elements as part of the representation of an
utterance meaning. This relation of being part of
the same larger unit is recorded through same level
links; the information that was used in creating a
given IU is linked to it via grounded in links. Mod-
ules have to be able to react to three basic situa-
tions: that IUs are added to a buffer, which triggers
processing; that IUs that were erroneously hypothe-
sised by an earlier module are revoked, which may
trigger a revision of a module’s own output; and
that modules signal that they commit to an IU, that
is, won’t revoke it anymore (or, respectively, expect
it to not be revoked anymore).

Implementations of this model then have to re-
alise the actual details of this information flow, and
must make available the basic module operations.

3 Sociable Agents Architecture
BF’s implementation is based on the ‘D-Bus’ mes-
sage bus system (Pennington et al., 2007), which
is used for remote procedure calls and the bi-
directional synchronisation of IUs, either locally
between processes or over the network. The bus sys-
tem provides proxies, which make the interface of
a local object accessible remotely without copying
data, thus ensuring that any access is guaranteed to
yield up-to-date information. D-Bus bindings exist
for most major programming languages, allowing
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for interoperability across various systems.
IUs exist as objects implementing a D-Bus in-

terface, and are made available to other modules
by publishing them on the bus. Modules are ob-
jects comprising a main thread and right and left
buffers for holding own IUs and foreign IU proxies,
respectively. Modules can co-exist in one process
as threads or occupy one process each—even dis-
tributed across a network.

A dedicated Relay D-Bus object on the network
is responsible for module administration and up-
date notifications. At connection time, modules
register with the relay, providing a list of IU cat-
egories and/or module names they are interested
in. Category interests create loose functional links
while module interests produce more static ones.
Whenever a module chooses to publish informa-
tion, it places a new IU in its right buffer, while
removal of an IU from the right buffer corresponds
to retraction. The relay is notified of such changes
and in turn invokes a notification callback in all
interested modules synchronising their left buffers
by immediately and transparently creating or re-
moving proxies of those IUs.

IUs consist of the fields described in the abstract
model, and an additional category field which the
relay can use to identify the set of interested mod-
ules to notify. They furthermore feature an optional
custom lifetime, on the expiration of which they
are automatically retracted.

Incremental changes to IUs are simply realised
by changing their attributes: regardless of their lo-
cation in either a right or left buffer, the same setter
functions apply (e.g., set payload). These generate
relay-transported update messages which commu-
nicate the ID of the changed IU. Received update
messages concerning self-owned and remotely-
owned objects are discerned automatically to allow
for special treatment of own IUs. The complete
process is illustrated in Figure 1.

Current state and discussion. Our support for
bi-directional IU editing is an extension to the con-
cepts of the general model. It allows higher-level
modules with a better knowledge of context to re-
vise uncertain information offered by lower levels.
Information can flow both ways, bottom-up and
top-down, thus allowing for diagnostic and causal
networks linked through category interests.

Coming from the field of embodied conversa-
tional agents, and being especially interested in
modelling human-like communication, for exam-

A B

C

IU
IU proxy
Write access

Relay

Data access
Update notification

RBuf LBuf

Interest sets

Figure 1: Data access on the IU proxies is transparently dele-
gated over the D-Bus; module A has published an IU. B and C
are registered in the corresponding interest set, thus receiving
a proxy of this IU in their left buffer. When B changes the IU,
A and C receive update notifications.

ple for on-line production of listener backchannel
feedback, we constantly have to take incremen-
tally changing uncertain input into account. Using
the presented framework consistently as a network
communication layer, we are currently modelling
an entire cognitive architecture for virtual agents,
based on the principle of incremental processing.

The decision for D-Bus as the transportation
layer has enabled us to quickly develop ver-
sions for Python, C++ and Java, and produced
straightforward-to-use libraries for the creation of
IU-exchanging modules: the simplest fully-fledged
module might only consist of a periodically in-
voked main loop callback function and any subset
of the four handlers for IU events (added, removed,
updated, committed).

4 Inpro Toolkit
The InproTK developed at UP offers flexibility on
how tightly or loosely modules are coupled in a
system. It provides mechanisms for sending IU up-
dates between processes via a messaging protocol
(we have used OAA [Cheyer and Martin, 2001], but
other communication layers could also be used) as
well as for using shared memory within one (Java)
process. InproTK follows an event-based model,
where modules create events, for which other mod-
ules can register as Listeners. Module networks are
configured via a system configuration file which
specifies which modules listen to which.

Modules push information to their right, hence
the interface for inter-module communication is
called PushBuffer. (At the moment, InproTK only
implements left-to-right IU flow.) The PushBuffer

interface defines a hypothesis-change method
which a module will call for all its listening mod-
ules. A hypothesis change is (redundantly) charac-
terised by passing both the complete current buffer
state (a list of IUs) as well as the delta between
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the previous and the current state, leaving listen-
ing modules a choice of how to implement their
internal update.

Modules can be fully event-driven, only trig-
gered into action by being notified of a hypothesis
change, or they can run persistently, in order to cre-
ate endogenous events like time-outs. Event-driven
modules can run concurrently in separate threads or
can be called sequentially by a push buffer (which
may seem to run counter the spirit of incremental
processing, but can be advantageous for very quick
computations for which the overhead of creating
threads should be avoided).

IUs are typed objects, where the base class IU

specifies the links (same-level, grounded-in) that
allow to create the IU network and handles the
assignment of unique IDs. The payload and addi-
tional properties of an IU are specified for the IU’s
type. A design principle here is to make all relevant
information available, while avoiding replication.
For instance, an IU holding a bit of semantic rep-
resentation can query which interval of input data
it is based on, where this information is retrieved
from the appropriate IUs by automatically follow-
ing the grounded-in links. IU networks ground out
in BaseData, which contains user-side input such
as speech from the microphone, derived ASR fea-
ture vectors, camera feeds from a webcam, derived
gaze information, etc., in several streams that can
be accessed based on their timing information.

Besides IU communication as described in the
abstract model, the toolkit also provides a separate
communication track along which signals, which
are any kind of information that is not seen as incre-
mental hypotheses about a larger whole but as infor-
mation about a single current event, can be passed
between modules. This communication track also
follows the observer/listener model, where proces-
sors define interfaces that listeners can implement.

Finally, InproTK also comes with an extensive
set of monitoring and profiling modules which can
be linked into the module network at any point and
allow to stream data to disk or to visualise it online
through a viewing tool (ANON 2009), as well as
different ways to simulate input (e.g., typed or read
from a file) for bulk testing.

Current state and discussion. InproTK is cur-
rently used in our development of an incremental
multimodal conversational system. It is usable in its
current state, but still evolves. We have built and in-
tegrated modules for various tasks (post-processing

of ASR output, symbolic and statistical natural lan-
guage understanding [ANON 2009a,b,c]). The con-
figuration system and the availability of monitoring
and visualisation tools enables us to quickly test
different setups and compare different implementa-
tions of the same tasks.

5 Jindigo
Jindigo is a Java-based framework for implement-
ing and experimenting with incremental dialogue
systems currently being developed at KTH. In
Jindigo, all modules run as separate threads within
a single Java process (although the modules them-
selves may of course communicate with external
processes). Similarly to InproTK, IUs are mod-
elled as typed objects. The modules in the system
are also typed objects, but buffers are not. Instead,
a buffer can be regarded as a set of IUs that are
connected by (typed) same-level links. Since all
modules have access to the same memory space,
they can follow the same-level links to examine
(and possibly alter) the buffer. Update messages
between modules are relayed based on a system
specification that defines which types of update
messages from a specific module go where. Since
the modules run asynchronously, update messages
do not directly invoke methods in other modules,
but are put on the input queues of the receiving
modules. The update messages are then processed
by each module in their own thread.

Jindigo implements a model for updating buffers
that is slightly different than the two previous ap-
proaches. In this approach, IUs are connected by
predecessor links, which gives each IU (words,
widest spanning phrases from the parser, commu-
nicative acts, etc), a position in a (chronologically)
ordered stream. Positional information is reified by
super-imposing a network of position nodes over
the IU network, with the IUs being associated with
edges in that network. These positional nodes then
give us names for certain update stages, and so
revisions can be efficiently encoded by reference
to these nodes. An example can make this clearer.
Figure 2 shows five update steps in the right buffer
of an incremental ASR module. By reference to po-
sitional nodes, we can communicate easily (a) what
the newest committed IU is (indicated in the figure
as a shaded node) and (b) what the newest non-
revoked or active IU is (i.e., the ‘right edge’ (RE);
indicated in the figure as a node with a dashed line).
So, the change between the state at time t1 and t2
is signalled by RE taking on a different value. This
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Figure 2: The right buffer of an ASR module, and update
messages at different time-steps.

value (w3) has not been seen before, and so the
consuming module can infer that the network has
been extended; it can find out which IUs have been
added by going back from the new RE to the last
previously seen position (in this case, w2). At t3, a
retraction of a hypothesis is signalled by a return to
a previous state, w2. All consuming modules have
to do now is to return to an internal state linked
to this previous input state. Commitment is repre-
sented similarly through a pointer to the rightmost
committed node; in the figure, that is for example
w5 at t5.

Since information about whether an IU has been
revoked or committed is not stored in the IU it-
self, all IUs can (if desirable) be defined as im-
mutable objects. This way, the pitfalls of having
asynchronous processes altering and accessing the
state of the IUs may be avoided (while, however,
more new IUs have to be created, as compared to
altering old ones). Note also that this model sup-
ports parallel hypotheses as well, in which case the
positional network would turn into a lattice.

The framework supports different types of up-
date messages and buffers. For example, a parser
may incrementally send NPs to a reference reso-
lution (RR) module that has access to a domain
model, in order to prune the chart. Thus, informa-
tion may go both left-to-right and right-to-left. In
the buffer between these modules, the order be-
tween the NPs that are to be annotated is not im-
portant and there is no point in revoking such IUs
(since they do not affect the RR module’s state).

Current state and discussion. Jindigo uses con-
cepts from (Skantze, 2007), but has been rebuilt
from ground up to support incrementality. A range
of modules for ASR, semantic interpretation, TTS,
monitoring, etc., have been implemented within
the framework, allowing us to do experiments
with complete systems interacting with users. We
are currently using the framework to implement a

model of incremental speech production.

6 Discussion
The three implementations of the abstract IU model
presented above show that concrete requirements
and application areas result in different design de-
cisions and focal points.

While BF’s approach is loosely coupled and han-
dles exchange of IUs via shared objects and a me-
diating module, KTH’s implementation is rather
closely coupled and publishes IUs through a single
buffer that lies in shared memory. UP’s approach
is somewhat in between: it abstracts away from the
transportation layer and enables message passing-
based communication as well as shared memory
transparently through one interface.

The differences in the underlying module com-
munication infrastructure affect the way incremen-
tal IU updates are handled in the systems. In BF’s
framework modules holding an IU in one of their
buffers just get notified when one of the IU’s fields
changed. Conversely, KTH’s IUs are immutable
and new information always results in new IUs
being published and a change to the graph repre-
sentation of the buffer—but this allows an efficient
coupling of module states and cheap revoke op-
erations. Again, UP’s implementation lies in the
middle. Here both the whole new state and the delta
between the old and new buffer is communicated,
which leads to flexibility in how consumers can be
implemented, but also potentially to some commu-
nication overhead.

In future work, we will explore if further gener-
alisations can be extracted from the different im-
plementations presented here. For now, we hope
that the reference architectures presented here can
already be an inspiration for further work on incre-
mental conversational systems.
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Abstract
Two of the main corpora available for
training discourse relation classifiers are
the RST Discourse Treebank (RST-DT)
and the Penn Discourse Treebank (PDTB),
which are both based on the Wall Street
Journal corpus. Most recent work us-
ing discourse relation classifiers have em-
ployed fully-supervised methods on these
corpora. However, certain discourse rela-
tions have little labeled data, causing low
classification performance for their asso-
ciated classes. In this paper, we attempt
to tackle this problem by employing a
semi-supervised method for discourse re-
lation classification. The proposed method
is based on the analysis of feature co-
occurrences in unlabeled data. This in-
formation is then used as a basis to ex-
tend the feature vectors during training.
The proposed method is evaluated on both
RST-DT and PDTB, where it significantly
outperformed baseline classifiers. We be-
lieve that the proposed method is a first
step towards improving classification per-
formance, particularly for discourse rela-
tions lacking annotated data.

1 Introduction

The RST Discourse Treebank (RST-DT) (Carl-
son et al., 2001), based on the Rhetorical Struc-
ture Theory (RST) (Mann and Thompson, 1988)
framework, and the Penn Discourse Treebank
(PDTB) (Prasad et al., 2008), are two of the most
widely-used corpora for training discourse rela-
tion classifiers. They are both based on the Wall
Street Journal (WSJ) corpus, although there are
substantial differences in the relation taxonomy
used to annotate the corpus. These corpora have
been used in most of the recent work employ-
ing discourse relation classifiers, which are based

on fully-supervised machine learning approaches
(duVerle and Prendinger, 2009; Pitler et al., 2009;
Lin et al., 2009).

Still, when building a discourse relation clas-
sifier on either corpus, one is faced with the
same practical issue: Certain relations are very
prevalent, such as ELABORATION[N][S] (RST-
DT), with more than 4000 instances, whereas
other occur rarely, such as EVALUATION[N][N]1

(RST-DT), with three instances, or COMPARI-
SON.PRAGMATIC CONCESSION (PDTB), with 12
instances. This lack of training data causes poor
classification performance on the classes associ-
ated to these relations.

In this paper, we try to tackle this problem by
using feature co-occurrence information, extracted
from unlabeled data, as a way to inform the classi-
fier when unseen features are found in test vectors.
The advantage of the method is that it relies solely
on unlabeled data, which is abundant, and cheap
to collect.

The contributions of this paper are the follow-
ing: First, we propose a semi-supervised method
that exploits the abundant, freely-available un-
labeled data, which is harvested for feature co-
occurrence information, and used as a basis to ex-
tend feature vectors to help classification for cases
where unknown features are found in test vec-
tors. Second, the proposed method is evaluated
on the RST-DT and PDTB corpus, where it signif-
icantly improves F-score when trained on moder-
ately small datasets. For instance, when trained on
a dataset with around 1000 instances, the proposed
method increases the macro-average F-score up to
30%, compared to a baseline classifier.

2 Related Work

Since the release in 2002 of the RST-DT corpus,
several fully-supervised discourse parsers have

1We use the notation [N] and [S] respectively to denote
the nucleus and satellite in a RST discourse relation.
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been built in the RST framework. In duVerle and
Prendinger (2009), a discourse parser based on
Support Vector Machines (SVM) (Vapnik, 1995)
is proposed. Shallow lexical, syntactic and struc-
tural features, including ‘dominance sets’ (Soricut
and Marcu, 2003) are used.

The unsupervised method of Marcu and Echi-
habi (2002) was the first to try to detect ‘implicit’
relations (i.e. relations not accompanied by a cue
phrase, such as ‘however’, ‘but’), using word pairs
extracted from two spans of text. Their method
attempts to capture the difference of polarity in
words.

Discourse relation classifiers have also been
trained using PDTB. Pitler et al. (2008) performed
a corpus study of the PDTB, and found that ‘ex-
plicit’ relations can be most of the times distin-
guished by their discourse connectives.

Lin et al. (2009) studied the problem of detect-
ing implicit relations in PDTB. Their relational
classifier is trained using features extracted from
dependency paths, contextual information, word
pairs and production rules in parse trees. For the
same task, Pitler et al. (2009) also use word pairs,
as well as several other types of features such as
verb classes, modality, context, and lexical fea-
tures.

In this paper, we are not aiming at defining
novel features for improving performance in RST
or PDTB relation classification. Instead we incor-
porate features that have already shown to be use-
ful for discourse relation learning and explore the
possibilities of using unlabeled data for this task.

3 Method

In this section, we describe a semi-supervised
method for relation classification, based on feature
vector extension. The extension process employs
feature co-occurrence information. Co-occurrence
information is useful in this context as, for in-
stance, we might know that the word pair (for,
when) is a good indicator of a TEMPORAL rela-
tion. Or, after analyzing a large body of unlabeled
data, we might also notice that this word pair co-
occurs often with the word ‘run-up’ placed at the
end of a span of text. Suppose now that we have to
classify a test instance containing the feature ‘run-
up’, but not the word pair (for, when). In this case,
by using the co-occurrence information, we know
that the instance has a chance of being a TEM-
PORAL relation. We first explain how to compute

a feature correlation matrix, using unlabeled data.
In a second section, we show how to extend fea-
ture vectors in order to include co-occurrence in-
formation. Finally, we describe the features used
in the discourse relation classifiers.

3.1 Feature Correlation Matrix
A training/test instance is represented using a d-
dimensional feature vector f = [f1, . . . , fd]T,
where fi ∈ {0, 1}. We define a feature correla-
tion matrix, C such that the (i, j)-th element of
C, C(i,j) ∈ {0, 1} denotes the correlation between
the two features fi and fj . If both fi and fj appear
in a feature vector then we define them to be co-
occurring. The number of different feature vectors
in which fi and fj co-occur is used as a basis to
compute C(i,j). Importantly, feature correlations
can be calculated using only unlabeled data.

It is noteworthy that feature correlation matri-
ces can be computed using any correlation mea-
sure. For the current task we use the χ2-measure
(Plackett, 1983) as the preferred correlation mea-
sure because of its simplicity. We create the fea-
ture correlation matrix C, such that, for all pairs of
features (fi, fj),

C(i,j) =
{

1 if χ2
i,j > c

0 otherwise
. (1)

Here c is the critical value, which, for a confi-
dence level of 0.05 and one degree of freedom, can
be set to 3.84.

3.2 Feature Vector Extension
Once the feature correlation matrix is computed
using unlabeled data as described in Section 3.1,
we can use it to extend a feature vector during
testing. One of the reasons explaining why a clas-
sifier might perform poorly on a test instance, is
that there are features in the test instance that were
not observed during training. Let us represent the
feature vector corresponding to a test instance x
by fx. Then, we use the feature correlation ma-
trix to find the set of correlated features Fc(fi) of
a particular feature fi that occur in fx.

Specifically, for a feature fi ∈ fx, F ′(fi) con-
sists of features fj , where C(i,j) = 1. We define
the extended feature vector f ′

x of fx as the union of
all the features that appear in fx and Fc(fx). Since
a discourse relation is defined between two spans
of short texts (elementary discourse units), which
are typically two clauses or sentences, a particu-
lar feature does not usually occur more than once
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in a feature vector. Therefore, we introduced the
proposed method in the context of binary valued
features. However, the above mentioned discus-
sion can be naturally extended to cover real-valued
features.

3.3 Features

Figure 1 shows the parse tree for a sentence com-
posed of two discourse units, which serve as argu-
ments of a discourse relation we want to generate
a feature vector from. Lexical heads have been
calculated using the projection rules of Magerman
(1995), and indicated between brackets. For each
argument, surrounded by dots, is the minimal set
of sub-parse trees containing strictly all the words
of the argument.

We extract all possible lemmatized word pairs
from the two arguments. Next, we extract from
left and right argument separately, all production
rules from the sub-parse trees. Finally, we encode
in our features three nodes of the parse tree, which
capture the local context at the connection point
between the two arguments (Soricut and Marcu,
2003): The first node, which we call Nw, is the
highest ancestor of the first argument’s last word
w, and is such that Nw’s right-sibling is the an-
cestor of the second argument’s first word. Nw’s
right-sibling node is calledNr. Finally, we callNp

the parent of Nw and Nr. For each node, we en-
code in the feature vector its part-of-speech (POS)
and lexical head. For instance, in Figure 1, we
have Nw = S(comment), Nr = SBAR(when), and
Np = VP(declined).

4 Experiments

It is worth noting that the proposed method is inde-
pendent of any particular classification algorithm.
As our goal is strictly to evaluate the relative ben-
efit of employing the proposed method, we se-
lect a logistic regression classifier, for its simplic-
ity. We used the multi-class logistic regression
(maximum entropy model) implemented in Clas-
sias (Okazaki, 2009). Regularization parameters
are set to their default value of one.

Unlabeled instances are created by selecting
texts of the WSJ, and segmenting them into ele-
mentary discourse units (EDUs) using our sequen-
tial discourse segmenter (Hernault et al., 2010).
As there is no segmentation tool for the PDTB
framework, we assumed that feature correlation
information taken from EDUs created using a RST

segmenter is also useful for extending feature vec-
tors of PDTB relations.

Since we are interested in measuring the over-
all performance of a discourse relation classifier
across all relation types, we use macro-averaged
F-score as the preferred evaluation metric for this
task. We train a multi-class logistic regression
model without extending the feature vectors as
a baseline method. This baseline is expected to
show the effect of using the proposed feature ex-
tension approach for the task of discourse relation
learning.

Experimental results on RST-DT and PDTB
datasets are depicted in Figures 2 and 3. We ob-
serve that the proposed feature extension method
outperforms the baseline for both RST-DT and
PDTB datasets for the full range of training dataset
sizes. However, the difference between the two
methods decreases as we increase the amount of
training data. Specifically, with 200 training in-
stances, for RST-DT, the baseline method has a
macro-averaged F-score of 0.079, whereas the the
proposed method has a macro-averaged F-score
of 0.159 (around 101% increase in F-score). For
1000 training instances, the F-score for RST-DT
increases by 29.2%, from 0.143 to 0.185, while
the F-score for PDTB increases by 27.9%, from
0.109 to 0.139. However, the difference between
the two methods diminishes beyond 10000 train-
ing instances.

0 5000 10000 15000 20000
Number of training instances

0.05

0.10

0.15

0.20

0.25

0.30

M
a
cr

o
-a

v
e
ra

g
e
 F

-s
co

re

Proposed method

Baseline RST-DT

Figure 2: Macro-average F-score (RST-DT) as a
function of the number of training instances used.

5 Conclusion

We presented a semi-supervised method for im-
proving the performance of discourse relation
classifiers. The proposed method is based on
the analysis of co-occurrence information har-
vested from unlabeled data only. We evaluated
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Figure 3: Macro-average F-score (PDTB) as a
function of the number of training instances used.

the method on two of the most widely-used dis-
course corpora, RST-DT and PDTB. The method
performs significantly better than a baseline classi-
fier trained on the same features, especially when
the number of labeled instances used for training is
small. For instance, using 1000 training instances,
we observed an increase of nearly 30% in macro-
average F-score. This is an interesting perspective
for improving classification performance of rela-
tions with little training data. In the future, we
plan to improve the method by employing ranked
co-occurrences. This way, only the most relevant
correlated features can be selected during feature
vector extension. Finally, we plan to investigate
using larger amounts of unlabeled training data.
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Abstract

We report results on predicting the sense

of implicit discourse relations between ad-

jacent sentences in text. Our investigation

concentrates on the association between

discourse relations and properties of the

referring expressions that appear in the re-

lated sentences. The properties of inter-

est include coreference information, gram-

matical role, information status and syn-

tactic form of referring expressions. Pre-

dicting the sense of implicit discourse re-

lations based on these features is consid-

erably better than a random baseline and

several of the most discriminative features

conform with linguistic intuitions. How-

ever, these features do not perform as well

as lexical features traditionally used for

sense prediction.

1 Introduction

Coherent text is described in terms of discourse re-

lations such as “cause” and “contrast” between its

constituent clauses. It is also characterized by en-

tity coherence, where the connectedness of the text

is created by virtue of the mentioned entities and

the properties of referring expressions. We aim to

investigate the association between discourse rela-

tions and the way in which references to entities

are realized. In our work, we employ features re-

lated to entity realization to automatically identify

discourse relations in text.

We focus on implicit relations that hold be-

tween adjacent sentences in the absence of dis-

course connectives such as “because” or “but”.

Previous studies on this task have zeroed in on

lexical indicators of relation sense: dependencies

between words (Marcu and Echihabi, 2001; Blair-

Goldensohn et al., 2007) and the semantic orien-

tation of words (Pitler et al., 2009), or on general

syntactic regularities (Lin et al., 2009).

The role of entities has also been hypothesized

as important for this task and entity-related fea-

tures have been used alongside others (Corston-

Oliver, 1998; Sporleder and Lascarides, 2008).

Corpus studies and reading time experiments per-

formed by Wolf and Gibson (2006) have in fact

demonstrated that the type of discourse relation

linking two clauses influences the resolution of

pronouns in them. However, the predictive power

of entity-related features has not been studied in-

dependently of other factors. Further motivation

for studying this type of features comes from new

corpus evidence (Prasad et al., 2008), that about a

quarter of all adjacent sentences are linked purely

by entity coherence, solely because they talk about

the same entity. Entity-related features would be

expected to better separate out such relations.

We present the first comprehensive study of the

connection between entity features and discourse

relations. We show that there are notable differ-

ences in properties of referring expressions across

the different relations. Sense prediction can be

done with results better than random baseline us-

ing only entity realization information. Their per-

formance, however, is lower than a knowledge-

poor approach using only the words in the sen-

tences as features. The addition of entity features

to these basic word features is also not beneficial.

2 Data

We use 590 Wall Street Journal (WSJ) articles

with overlapping annotations for discourse, coref-

erence and syntax from three corpora.

The Penn Discourse Treebank (PDTB) (Prasad

et al., 2008) is the largest available resource of

discourse relation annotations. In the PDTB, im-

plicit relations are annotated between adjacent

sentences in the same paragraph. They are as-

signed senses from a hierarchy containing four top

level categories–Comparison, Contingency, Tem-

poral and Expansion.
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An example “Contingency” relation is shown

below. Here, the second sentence provides the

cause for the belief expressed in the first.

Ex 1. These rate indications aren’t directly comparable.

Lending practices vary widely by location.

Adjacent sentences can also become related

solely by talking about a common entity without

any of the above discourse relation links between

their propositions. Such pairs are annotated as En-

tity Relations (EntRels) in the PDTB, for example:

Ex 2. Rolls-Royce Motor Cars Inc. said it expects its U.S

sales to remain steady at about 1,200 cars in 1990. The luxury

auto maker last year sold 1,214 cars in the U.S.

We use the coreference annotations from the

Ontonotes corpus (version 2.9) (Hovy et al., 2006)

to compute our gold-standard entity features. The

WSJ portion of this corpus contains 590 articles.

Here, nominalizations and temporal expressions

are also annotated for coreference but we use the

links between noun phrases only. We expect these

features computed on the gold-standard annota-

tions to represent an upper bound on the perfor-

mance of entity features.

Finally, the Penn Treebank corpus (Marcus et

al., 1994) is used to obtain gold-standard parse and

grammatical role information.

Only adjacent sentences within the same para-

graph are used in our experiments.

3 Entity-related features

We associate each referring expression in a sen-

tence with a set of attributes as described below.

In Section 3.2, we detail how we combine these

attributes to compute features for a sentence pair.

3.1 Referring expression attributes

Grammatical role. In exploratory analysis of

Comparison relations, we often observed parallel

syntactic realizations for entities in the subject po-

sition of the two sentences:

Ex 3. {Longer maturities}E1 are thought to indicate de-

clining interest rates. {Shorter maturities}E2 are considered

a sign of rising rates because portfolio managers can capture

higher rates sooner.

So, for each noun phrase, we record whether

it is the subject of a main clause (msubj), subject

of other clauses in the sentence (esubj) or a noun

phrase not in subject position (other).

Given vs. New. When an entity is first intro-

duced in the text, it is considered a new entity.

Subsequent mentions of the same entity are given

(Prince, 1992). New-given distinction could help

to identify some of the Expansion and Entity re-

lations. When a sentence elaborates on another, it

might contain a greater number of new entities.

We use the Ontonotes coreference annotations

to mark the information status for entities. For

an entity, if an antecedent is found in the previ-

ous sentences, it is marked as given, otherwise it

is a new entity.

Syntactic realization. In Entity relations, the sec-

ond sentence provides more information about a

specific entity in the first and a definite description

for this second mention seems likely. Also, given

the importance of named entities in news, entities

with proper names might be the ones frequently

described using Entity relations.

We use the part of speech (POS) tag associated

with the head of the noun phrase to assign one of

the following categories: pronoun, nominal, name

or expletive. When the head does not belong to

the above classes, we simply record its POS tag.

We also mark whether the noun phrase is a definite

description using the presence of the article ‘the’.

Modification. We expected modification proper-

ties to be most useful for predicting Comparison

relations. Also, named or new entities in Entity

relations are very likely to have post modification.

We record whether there are premodifiers or

postmodifiers in a given referring expression. In

the absence of pre- and postmodifiers, we indicate

bare head realization.

Topicalization. Preposed prepositional or ad-

verbial phrases before the subject of a sentence

indicate the topic under which the sentence is

framed. We observed that this property is frequent

in Comparison and Temporal relations. An exam-

ple Comparison is shown below.

Ex 4. {Under British rules}T1, Blue Arrow was able to

write off at once $1.15 billion in goodwill arising from the

purchase. {As a US-based company}T2, Blue Arrow would

have to amortize the good will over as many as 40 years, cre-

ating a continuing drag on reported earnings.

When the left sibling of a referring expression is

a topicalized phrase, we mark the topic attribute.

Number. Using the POS tag of the head word, we

note whether the entity is singular or plural.

3.2 Features for classification

Next, for each sentence pair, we associate two sets

of features using the attributes described above.
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Let S1 and S2 denote the two adjacent sentences

in a relation, where S1 occurs first in the text.

Sentence level. These features characterize S1

and S2 individually. For each sentence, we add a

feature for each of the attributes described above.

The value of the feature is the number of times that

attribute is observed in the sentence; i.e., the fea-

ture S1given would have a value of 3 if there are 3

given entities in the first sentence.

Sentence pair. These features capture the interac-

tions between the entities present in S1 and S2.

Firstly, for each pair of entities (a, b), such that

a appears in S1 and b appears in S2, we assign

one of the following classes: (i) SAME: a and b

are coreferent, (ii) RELATED: their head words are

identical, (iii) DIFFERENT: neither coreferent nor

related. The RELATED category was introduced to

capture the parallelism often present in Compari-

son relations. Even though the entities themselves

are not coreferent, they share the same head word

(i.e. longer maturities and shorter maturities).

For features, we use the combination of the

class ((i), (ii) or (iii)) with the cross product of

the attributes for a and b. For example if a has

attributes {msubj, noun, ...} and b has attributes

{esubj, defdesc, ...} and a and b are corefer-

ent, we would increment the count for features–

{sameS1msubjS2esubj, sameS1msubjS2defdesc,

sameS1nounS2esubj, sameS1nounS2defdesc ...}.
Our total set of features observed for instances

in the training data is about 2000.

We experimented with two variants of fea-

tures: one using coreference annotations from

the Ontonotes corpus (gold-standard) and an-

other based on approximate coreference informa-

tion where entities with identical head words are

marked as coreferent.

4 Experimental setup

We define five classification tasks which disam-

biguate if a specific PDTB relation holds between

adjacent sentences. In each task, we classify the

relation of interest (positive) versus a category

with a naturally occurring distribution of all of the

other relations (negative).

Sentence pairs from sections 0 to 22 of WSJ are

used as training data and we test on sections 23

and 24. Given the skewed distribution of positive

and negative examples for each task, we randomly

downsample the negative instances in the training

set to be equal to the positive examples. The sizes

of training sets for the tasks are

Expansion vs other (4716)

Contingency vs other (2466)

Comparison vs other (1138)

Temporal vs other (474)

EntRel vs other (2378)

Half of these examples are positive and the

other negative in each case.

The test set contains 1002 sentence pairs:

Comp. (133), Cont. (230), Temp. (34), Expn.

(369), EntRel (229), NoRel1 (7). We do not down-

sample our test set. Instead, we evaluate our pre-

dictions on the natural distribution present in the

data to get a realistic estimate of performance.

We train a linear SVM classifier (LIBLIN-

EAR2) for each task.3 The optimum regulariza-

tion parameter was chosen using cross validation

on the training data.

5 Results

5.1 Feature analysis

We ranked the features (based on gold-standard

coreference information) in the training sets by

their information gain. We then checked which

attributes are common among the top five features

for different classification tasks.

As we had expected, the topicalization attribute

and RELATED entities frequently appear among

the top features for Comparison.

Features with the name attribute were highly

predictive of Entity relations as hypothesized.

However, while we had expected Entity relations

to have a high rate of coreference, we found coref-

erent mentions to be very indicative of Temporal

relations: all the top features involve the SAME at-

tribute. A post-analysis showed that close to 70%

of Temporal relations involve coreferent entities

compared to around 50% for the other classes.

The number of pronouns in the second sentence

was most characteristic of the Contingency rela-

tion. In the training set for Contingency task,

about 45% of sentences pairs belonging to Contin-

gency relation have a pronoun in the second sen-

tence. This is considerably larger than 32%, which

is the percentage of sentence pairs in the negative

examples with a pronoun in second sentence.

1PDTB relation for sentence pair when both entity and
discourse relations are absent, very rare about 1% of our data.

2http://www.csie.ntu.edu.tw/˜cjlin/liblinear/
3SVMs with linear kernel gave the best performance. We

also experimented with SVMs with radial basis kernel, Naive
Bayes and MaxEnt classifiers.
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5.2 Performance on sense prediction

The classification results (fscores) are shown in

Table 1. The random baseline (Base.) represents

the results if we predicted positive and negative re-

lations according to their proportion in the test set.

Entity features based on both gold-standard

(EntGS) and approximate coreference (EntApp)

outperform the random baseline for all the tasks.

The drop in performance without gold-standard

coreference information is strongly noticable only

for Expansion relations.

The best improvement from the baseline is seen

for predicting Contingency and Entity relations,

with around 15% absolute improvement in fscore

with both EntGS and EntApp features. The im-

provements for Comparisons and Expansions are

around 11% in the approximate case. Temporal

relations benefit least from these features. These

relations are rare, comprising 3% of the test set

and harder to isolate from other relations. Overall,

our results indicate that discourse relations and en-

tity realization have a strong association.

5.3 Comparison with lexical features

In the context of using entity features for sense

prediction, one would also like to test how these

linguistically rich features compare with simpler

knowledge-lean approaches used in prior work.

Specifically, we compare with word pairs, a

simple yet powerful set of features introduced by

Marcu and Echihabi (2001). These features are the

cross product of words in the first sentence with

those in the second.

We trained classifiers on the word pairs from the

sentences in the PDTB training sets. In Table 1,

we report the performance of word pairs (WP) as

well as their combination with gold-standard en-

tity features (WP+EntGS). Word pairs turn out as

stronger predictors for all discourse relations com-

pared to our entity features (except for Expansion

prediction with EntGS features). Further, no ben-

efits over word pair results are obtained by com-

bining entity realization information.

6 Conclusion

In this work, we used a task-based approach to

show that the two components of coherence—

discourse relations and entities—are related and

interact with each other. Coreference, givenness,

syntactic form and grammatical role of entities can

predict the implicit discourse relation between ad-

Task Base. EntGS EntApp WP WP+EntGS
Comp vs Oth. 13.27 24.18 24.14 27.30 26.19
Cont vs Oth. 22.95 37.57 38.16 38.17 38.99
Temp vs Oth. 3.39 7.58 5.61 11.09 10.04
Expn vs Oth. 36.82 52.42 47.82 48.54 49.06
Ent vs Oth. 22.85 38.03 36.73 38.48 38.14

Table 1: Fscore results

jacent sentences with results better than random

baseline. However, with respect to developing au-

tomatic discourse parsers, these entity features are

less likely to be useful. They do not outperform

or complement simpler lexical features. It would

be interesting to explore whether other aspects of

entity reference might be useful for this task, such

as bridging anaphora. But currently, annotations

and tools for these phenomena are not available.
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Abstract

This  study investigates  the  use of  Same  – a 
relation  that  connects  the  parts  of  a 
discontinuous  discourse  segment  –  in  the 
Discourse Graphbank (Wolf et al., 2004). Our 
analysis  reveals  systematic  deviations  from 
the  definition  of  the  Same relation  and  a 
substantial  number  of  confusions  between 
Same and  Elaboration relations.  We discuss 
some  methodological  and  theoretical 
implications of these findings.

1 Introduction

Coherence  relations  and  their  composition 
(usually assumed to be strictly hierarchical, i.e., 
treelike) form the core of most corpus-linguistic 
and  computational  work  on  discourse  structure 
(see Taboada & Mann 2006 for an overview). The 
assumption  that  discourse  structure  can  be 
modeled as a tree has recently come under attack 
e.g.  in Wolf & Gibson (2003, 2006;  henceforth 
WG). Based on the  Discourse Graphbank (Wolf 
et al 2004; henceforth DG), a manually annotated 
corpus  of  135  newspaper  and  newswire  texts, 
WG claim that less constrained graph structures 
are  needed that  allow for  crossed  dependencies 
(i.e.  structures  in  which  discourse  units  ABCD 
(not necessarily adjacent) have relations AC and 
BD) and multiple-parent structures (where a unit 
enters  more  than  one  coherence relation  and  is 
thus dominated by more than one node).1 

Among the 11 types of relations distinguished 
in  DG,  the  Elaboration relation,  where  two 
asymmetrically  related  discourse  units  are 
“centered around a common event of entity”(Wolf 
1 The validity of this claim is contested in Egg & Redeker 
(2010).

et  al  2003:  12),  stands  out  by  its  heavy 
involvement in these violations of tree structure 
constraints. Elaboration relations are involved in 
50.52% of all crossed dependency structures and 
in 45.83% of  multiple-parent  structures.  These 
high  percentages  are  in  part  due  to  the  high 
overall  frequency  of  Elaboration relations 
(37.97% of all relations), but clearly exceed that 
base rate. Elsewhere, Elaboration relations, esp. 
those where the elaborandum is an entity and not 
a  whole  proposition,  have  been  criticized  as 
belonging more to referential coherence than to 
relational coherence (Knott el at  2001). In this 
study,  we  show  that  WG’s  (somewhat 
idiosyncratic)  definition  of  the Elaboration 
relation  seems  to  lead  to  confusion  with  the 
'pseudo-relation' Same.

The  ‘pseudo-relation’  Same-Unit was 
introduced by Marcu (Carlson & Marcu 2001) to 
deal  with  discontinuous  discourse  units  in  the 
RST  Discourse  Treebank  (Carlson,  Marcu  & 
Okurowski  2002).  Same-Unit (re)connects  the 
parts  of  a  discourse  unit  that  is  disrupted  by 
embedded  material.  In  the  tree  representation, 
the intervening material is attached to one of the 
constituent  units  of  the  Same-Unit relation 
(Carlson  &  Marcu  2001:23-26).  In  DG,  this 
relation is called Same and accounts for 17.21% 
of all relations; only Elaboration and Similarity 
are  more  frequent.2 As  DG  allows  multiple 
attachments,  Same should  be  expected  to  be 
regularly  associated  with  multiple-parent 
structures,  and  it  is:  the  percentage  of  Same 
relations is higher in multiple-parent structures 
than  overall,  and  the  reduction  of  multiple-
2 Note that a Same-Unit relation is not needed in ‘classic’ 
RST, where parenthetical segments are extracted and 
placed after the segment within which they occur (Redeker 
& Egg 2006).
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parent  structures  when  Same relations  are 
removed  from  the  DG  is  second  only  to 
Elaboration (Wolf & Gibson 2003:280-282).

Our  explorations  of  Same relations  in  DG 
revealed a substantial number of cases that do not 
seem to fit WG’s definition of this relation, most 
notably confusions with Elaboration relations and 
a  surprising number  of  cases  where  there  is  no 
intervening segment to be bridged by the  Same 
relation.  In  this  paper,  we  will  present  these 
findings  and  discuss  some  consequences  for 
discourse  segmentation  and  the  annotation  of 
coherence relations.

2 Same relations in DG

The  DG  coding  manual  (Wolf  et  al  2003:15) 
stipulates  as  the  only  condition  for  a  Same 
relation  that  a  discourse  segment  must  have 
“intervening  material”.  The  example  in  the 
manual  tacitly  fits  the  much  more  restrictive 
definition  given  in  (Wolf  &  Gibson  2003:255) 
and in (Wolf & Gibson 2006:28):

 “A same relation  holds  if  a  subject  NP is 
separated from its predicate by an intervening 
discourse segment”. 

Among  the  534  Same  relations  in  DG,3 we 
have  identified  128  cases  (23.98%)  where  this 
definition does not seem to apply. Sixty-four of 
these  cases  also  do  not  satisfy  the  broader 
definition in the coding manual (see 2.3).

2.1 Same or Elaboration?

In  35  cases,  the  Same relation  is  applied  to 
constructions  that  are  elsewhere  labeled 
Elaborations. Consider the parallel examples (1) 
and (2): 

(1) [42]–[44] elab-loc 
[42] There, [43] she said,
[44] robots perform specific 
tasks in “islands of 
automation,” (Text 1) 

(2)[32]–[34] same 
[32] In the factory of the 
future, [33] according to the 
university's model, [34] 
human chatter will be 
replaced by the click-clack 
of machines. (Text 1) 

3We have arbitrarily chosen to use the data for annotator 1. 
The two annotators agreed on segmentation and annotation 
in 98% of the cases.

In these examples, [42] and [32] each specify 
a location for the state of affairs expressed in the 
second constituent of the relation, [44] and [34] 
respectively. Note that [32] is not a subject NP 
and  example  (2)  thus  violates  the  restricted 
variant  of  the  Same  relation  definition. 
Interestingly,  examples  (1)  and  (2)  differ  with 
respect  to  the  involvement  in  crossed 
dependencies and multiple-parent structures. As 
expected from an elaborating segment, [42] does 
not participate in any other relations;  the three 
other relations [44] participates in do not include 
[42].  By  contrast,  [32]  is  attached  to  the 
intervening segment and in eight other relations 
in  which  not  [34]  by  itself,  but  the  combined 
segment [32]–[34] participates. 

In  other  examples,  a  general  difference 
between these Same and  Elaboration examples 
lies  in  the  attachment  of  the  intervening 
segment:  in  the  Same cases,  the  intervening 
segment  might  be  attached  to  the  preceding 
discourse segment, and in the Elaboration cases 
to the following segment.

The confusion between the symmetric  Same 
relation (both segments have in principle equal 
status) and the asymmetric Elaboration relation 
(combining an elaborandum with a less central 
elaborating segment) might have been caused by 
WG’s  definition,  which  stipulates  that  the 
segments be “centered around a common event 
or entity”  (Wolf et  al 2003: 12)  and thus does 
not  reflect  the  asymmetry  of  the  Elaboration 
relation.

2.2 Violations of definitional constraints

There are other cases, besides those discussed in 
2.1,  where  the  formal  requirement  of  the 
restrictive definition is not met. In 20 cases, the 
Same relations joins coordinated or disjoint NP's 
as in example (3):

(3)[13]–[16] same
[13] Mrs. Price's husband, 
[14] Everett Price, [15] 63, 
[16] and their daughters, 
(Text 2)

In 12 cases, Same is used to relate a discourse 
connective to its host clause as in (4):

(4)[4]–[6] same
[4] However, [5] after two 
meetings with the Soviets, 
[6] a State Department 
spokesman said that (Text 8)
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Presumably the annotators were using the less 
restrictive definition in the coding manual.  This 
explanation cannot account for the last category 
of problematic cases we now turn to.

2.3 Spurious Same relations

We found 64 cases in DG where Same is assigned 
to two adjacent discourse segments, thus violating 
the essential  criterion of “intervening material”. 
Such ‘spurious’ Same relations occur with various 
constructions including the following: 

• Complement clauses

(5)[61] The administration 
should now state [62] that 
(Text 123, wsj_0655)

• Infinitive clauses

(6)[79] Banco Exterior was 
one of the last banks [80] to 
create a brokerage house 
(Text 122, wsj_0616)

• Conditional clauses

(7) [35] And important U.S. 
lawmakers must decide at the 
end of November [36] if the 
Contras are to receive the 
rest of the $49 million in 
so-called humanitarian 
assistance under a bipartisan 
agreement (Text 123, 
wsj_0655).

• Gerund postmodifier phrases

(8) [2] Lawmakers haven’t 
publicly raised the 
possibility [3] of renewing 
military aid to the Contras, 
(Text 123, wsj_0655).

• Temporal “as”-clauses

(9) [31] it came [32] as 
Nicaragua is under special 
international scrutiny in 
anticipation of its planned 
February elections. (Text 
123, wsj_0655)

The  64  spurious  Same relations  are 
concentrated in only 20 of the 135 texts. Fifty-one 
of those cases occur in ten texts that  were also 
used in the RST Discourse Treebank. This gives 

us  the  interesting  opportunity  to  compare  the 
DG  and  RST Treebank  analyses  for  these  51 
cases. As Table 1 shows, only two of them are 
labeled  Same-Unit in the RST Treebank, while 
26 (51%) are Elaboration relations.

Relations Frequencies Percent

Elaboration 26 51.0 %

Attribution 13 25.5 %

Same-Unit 2 3.9 %

Other 10 19.6 %

Total 51 100 %

Table 1: Spurious Same relations in DG and relations 
assigned in the RST Treebank

It  is  instructive  to  look  at  the  subtype  of 
Elaboration assigned to these cases, which most 
commonly  is  the  relation  Elaboration-object-
attribute-e.  It  applies  to  clausal  modifiers, 
usually  postmodifiers  of  a  noun  phrase,  that 
express an intrinsic quality of an object. Carlson 
& Marcu (2001:55) illustrate this relation with 
the following example: 

(10) [Allied Capital is a 
closed-end management 
investment company][that 
will operate as a business 
development concern.] 
(wsj_0607)

The  constructions  with  spurious  Same 
relations  in  DG  thus  often  involve  restrictive 
modification, implying a very close tie between 
the segments  involved,  possibly prompting  the 
annotators to as it were undo the segmentation.

3 Segmentation rules

Any annotation  of  discourse  relations  requires 
rules  for  segmenting  the  text  into  elementary 
discourse  units.  DG follows Carlson  & Marcu 
(2003)  in  assuming  clauses,  modifiers  and 
attributions  as  discourse  segments  (DSs),  but 
adds  some “refinements”  (Wolf  et  al.,  2003:8) 
that  may  be  responsible  for  some  of  the 
problematic  cases  discussed  in  section  2.4 In 
particular, two of the additional stipulations refer 
to “elaborations”:

4 A different account of the segmentation is given in (Wolf 
& Gibson 2006), but the annotation in DG is presumably 
based on the 2003 manual.
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“Elaborations [..] are separate DSs: [ Mr. 
Jones, ][ spokesman for IBM, ] [ said… ]” 
(Wolf et al., 2003:8)
“Time-, space-, personal- or detail-
elaborations are treated as DSs” (Wolf et al., 
2003:9). 

This  might  simply  be  an  unfortunate 
equivocation,  but  still  is  likely  to  confuse 
annotators by confounding the segmentation and 
relation annotation tasks. 

4  Conclusions

Our  analysis  of  the  Same  relation  in  DG  has 
shown systematic deviations from the definition 
of this (pseudo-)relation and a substantial number 
of  confusions  between  Same and  Elaboration, 
both in cases where  Same  cannot apply, as there 
is  no  intervening  segment,  and  in  cases  where 
both might apply, but parsimony would demand 
to  treat  parallel  cases  equally. Some  of  the 
problematic cases may have been caused by the 
use  of  relational  terminology  (“elaboration”)  in 
two of the segmentation rules. The problems are 
not  just  methodological,  though,  but  may  raise 
questions  about  the  conceptual  status  of 
Elaboration relations. 

The  confusion  of  a  bone  fide  coherence 
relation with a purely technical construction that 
serves  to  recombine the  parts  of  an  interrupted 
segment  must  be  worrisome.  More  specifically, 
the  comparison with the annotation in the RST 
Discourse  Treebank  reveals  that  many  of  the 
‘spurious’ Same relations in DG are analyzed as 
Elaboration-object-attribute-e relations  in  the 
RST Treebank. This is exactly the subcategory of 
Elaboration relations that most clearly operate on 
the level of entities instead of propositions, and 
thus  arguably  might  not  be  proper  discourse 
relations (Knott et al. 2001). This holds a fortiori 
as  Carlson  &  Marcu’s  (2001)  definition  of  the 
Elaboration-object-attribute-e relation requires a 
restrictive  modifier  construction.  The increasing 
availability  of  corpora  annotated  for  discourse 
structure will facilitate the further investigation of 
these questions.
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Abstract

In this paper we motivate and describe
a dialogue manager which is able to in-
fer and negotiate causal implicatures. A
causal implicature is a type of Gricean re-
lation implicature, and the ability to infer
them is crucial in situated dialogue. Be-
cause situated dialogue interleaves conver-
sational acts and physical acts, the dia-
logue manager needs to have a grasp on
causal implicatures in order not only to de-
cide what physical acts to do next but also
to generate causally-aware clarifications.

1 Introduction

In conversation, an important part of the content
conveyed is not explicitly said, rather it is impli-
cated. However, Grice (1975)’s classic concept of
conversational implicature (CI) is far from fully
understood. Traditionally CIs have been classified
using the Gricean maxims: there are relation CIs
(also known as relevance CIs), quantity CIs, qual-
ity CIs and manner CIs. In formal pragmatics, the
most studied CIs are quantity CIs, probably be-
cause they are the ones most obviously amenable
to theoretical analysis; see (Geurts, in press) for
a survey of the state of the art. Far less studied
(and traditionally regarded as somewhat obscure)
are relation CIs. Obscure perhaps, but crucial: it
has been argued that they subsume all other types
of CIs (Wilson and Sperber, 2004). This paper is a
first step towards their formalization.

We shall analyze a kind of CI that we call causal
CIs. Causal CIs are relation CIs as defined by
Grice (1975) where the crucial relation is task do-
main causality. Consider the following example:

Mary: The chest is locked, the crown is inside
Bill: Give me the crown
Bill causally implicated: Unlock the chest

In order to carry out the task action required by
Bill (to give him the crown) it is necessary to un-
lock the chest. Hence we say that Bill is implicat-
ing, by trading on the domain causal relations (af-
ter all, the contents of a chest are not accessible un-
less the chest is unlock) that Mary is to unlock the
chest. Now, once Mary has inferred the causal CI,
she may accept this inference silently or negotiate
it. Mary might decide to silently accept it because
she knows how to get the key; in this case we will
say that Mary constructed an internal bridge from
the current task situation (that is, the crown being
inside the locked chest) to the proposal made by
Bill (giving him the crown). If Mary decides she
has insufficient information to construct the inter-
nal bridge (maybe she has no key, or sees that the
lock is rusty) she may start a sub-dialogue that we
will call an external bridge; she might say, for ex-
ample: But how can I unlock the chest? The in-
ternal process of bridging is what in the literature
has been called accommodation (Lewis, 1979) or
bridging (Clark, 1975). The external processes of
bridging constitutes a large part of what we call
conversation.

This paper presents a dialogue system (called
Frolog) which infers and negotiates causal CIs in
the context of situated task-oriented dialogue; the
framework is intended as a proof-of-concept of the
ideas just sketched. We proceed as follows. In
Section 2, we motivate the study of causal CIs in
dialogue. In Section 3 we present Frolog’s dia-
logue manager which infers causal CIs in situated
dialogue. And in Section 4 we illustrate how the
negotiation (external bridging) of causal CIs incre-
mentally grounds a pragmatic goal proposed by
one of the dialogue participants. Section 5 con-
cludes the paper.

2 Causal implicatures and dialogue

The motivation for our work is both theoretical
and practical. On the theoretical side, we believe
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that it is crucial to explore CIs in the setting of
naturally occurring dialogues. Strangely enough
(after all, Grice did call them conversational im-
plicatures) this view appears to be novel, perhaps
even controversial. In the formal pragmatics lit-
erature, CIs are often simply viewed as inferences
drawn by a hearer on the basis of a speaker’s ut-
terance, contextual information, and the Gricean
maxims. We find this perspective too static. CIs
(especially relations CIs) are better viewed as in-
trinsically interactional inferences that arise from
the dynamics of conversation. As conversations
progress, speakers and hearers switch roles: mean-
ing are negotiated and inference becomes bidirec-
tional (Thomason et al., 2006). Moreover, even
within a single turn, hearers are not restricted to
simply drawing (or failing to draw) “the” CI: in
fact, choosing between internal and external bridg-
ing is better viewed as part of the process of nego-
tiating what the CI at stake actually is. We be-
lieve that interactive perspectives will be neces-
sary to extend the theory of CIs beyond the rel-
atively narrow domain of quantity CIs. We also
believe that the dialog-centered approach we ad-
vocate may have practical consequences. In par-
ticular, modeling the external process of bridging
is a step towards having a pragmatically incremen-
tal dialogue manager in the spirit of that sketched
in (Buß and Schlangen, 2010).

This is a broad goal, in this paper we focus on
clausal implicatures. This restriction gives us an
empirical handle of CIs. It is not controversial that
(in non-conversational activities) the causal rela-
tions between acts define the expectations of the
interaction. But also in conversational activities
situated in a physical task causal relations guide
the interaction; we did an empirical study on such
a kind of corpus (Benotti, 2009) and we found that,
in this corpus, most CIs for which there is evidence
(because they are made explicit in a clarification
request) can be explained in terms of causal rela-
tions. For our empirical study, we annotated and
classified the clarification requests (CRs) that ap-
pear in the SCARE corpus (Stoia et al., 2008).

3 Inferring causal implicatures

In order to model the causal CIs that we observed
in the SCARE corpus, and to experiment with dif-
ferent strategies for negotiating these CIs, we de-
signed a system that mimics the instruction giving
setup of the SCARE corpus. In our setup, the DF

is a dialogue system that we will call Frolog. The
human participant that plays the role of the DG we
will call “the player”.

In a nutshell, Frolog uses an off-the-shelf plan-
ner to compute causal implicatures. That is, it
uses classical planning (a well explored and com-
putationally efficient AI technique) to fill out the
micro-structure of discourse (the bridging infor-
mation required in the next step).1 We do so us-
ing the planner BLACKBOX (Kautz and Selman,
1999). Like all classical planners, BLACKBOX

takes three inputs: the initial state, the goal, and
the available actions. The question of what these
three elements should be raises a number of issues.

In Frolog, two types of information are regis-
tered: complete and accurate information about
the game world in the world KB and a represen-
tation of the common ground in the interaction
KB. Which of these should be used in the initial
state? In fact, we need both: we infer the actions
intended by the player using the information in the
interaction KB but we have to verify this sequence
of actions on the world KB to check if it can actu-
ally be executed.

Let us now define what the goal of the planning
problem should be. Frolog should act to make the
preconditions of the action true with one restric-
tion. The restriction is that it must be possible for
Frolog to manipulate these preconditions. How-
ever, we don’t need to worry about this restric-
tion because the planner should take care of which
propositions are manipulable by Frolog and which
are not, given the current state. So we can just de-
fine the goal as the conjunction of all the precon-
ditions of the command uttered by the player.

To complete the picture, the actions available to
the planner are all the actions in the game action
database. This means that we are assuming that
all the actions that can be executed, are mutually
known to Frolog and the player.

In order to be able to perform bridging to the
mutual information it must be mutually known
what the preconditions and the effects of the ac-
tions involved are. The assumption that the player
and Frolog know the exact specification of all the
actions that can be executed in the game world is

1Thus the work reported here is very different from the
traditional work of (Perrault and Allen, 1980; Allen and
Allen, 1994): classic papers in the plan-based tradition use
plan recognition (a more computationally expensive task) to
interpret utterances by inserting them into the plan the macro-
structure (the global shape) of discourse.
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a simplifying assumption. We make it because it
enables us to avoid deciding (and implementing)
how differing knowledge about actions get coordi-
nated; dealing with such issues simply too difficult
at present.

4 Negotiating with a dialogue system

In this section we present a worked out example of
how the solutions of the planning problems intro-
duced in the previous section can be used in order
to perform internal bridging and trigger external
bridging when appropriate.

In this example Frolog does not have enough
knowledge yet in order to infer the bridge.2 This
is the case in instruction (37) in Figure 1. In this
instruction the player wants Frolog to open the
chest but Frolog does not know how to do this.
In the screen-shot in the right you can see state of
the interaction KB from turns (37) to (39). In this
model we can see that the player does not have
information about what fits into the chest, in or-
der to unlock it. This is why the planner is not
able to find a plan that achieves the precondition
(unlocked chest1) of the command “open the
chest” in instruction (37). The instruction in (39)
fails as well making the obstacle explicit. Utter-
ance (40) is an example of a CR caused by a re-
quired and unknown thematic relation filler (the
second most frequent CR in the SCARE corpus).

Player(32): look at the chest
Frolog(33): the chest is closed and 

         locked and wooden

Player(34): look at Frolog
Frolog(35): Frolog is alive
Frolog(36): Frolog holds the sword, the worm 
                  and the golden key

Player(37): open the chest
Frolog(38): Frolog can't do that! 

  the chest is not unlocked

Player(39): unlock the chest
Frolog(40): Frolog can't do that! 

  Frolog doesn't know what fits into the chest

Player(41): unlock the chest with the golden key
Frolog(42): [Frolog unlocks the chest] 
Frolog(43): the chest is unlocked

Player(44): lock the chest with the key
Frolog(45): [Frolog locks the chest] 
Frolog(46): the chest is locked

Player(47): open the chest
Frolog(48): Frolog can't do that! 

  the chest is not unlocked

fitsin     ?

Figure 1: External bridging in Frolog

Frolog’s behavior continues as expected until
turn (48) in which Frolog again is not able to
bridge the command open the chest. It is to be
expected that the fact that the golden key fits into

2For illustrations of other reasons that trigger negotiation
of CIs see (Benotti, 2010).

the chest is mutual knowledge by now but Frolog
is not reacting accordingly.

In order to overcome this issue there are two
options: (1) either we allow different sources to
update the mutual information loosing uniformity
in the update process or (2) we add actions that
manipulate this kind of information. Here we de-
scribe option (1) that turns out to be the proce-
dural version of “strict accommodation” (as de-
fined in (Beaver and Geurts, in press)), and when
generalized is of a piece with abduction (Hobbs,
1985). For an discussion of (2) we refer the reader
to (Benotti, 2010).

We could say that the intuition behind the strict
notion of accommodation is that when the speaker
utters a sentence, she is not only trying to achieve
the obvious effects of the utterance, but is also
communicating the ways in which she assumes the
world to be, and on which the success of the utter-
ance depends. Following this intuition it can be
argued that the intention behind the utterance “un-
lock the chest with the golden key” in turn (41) is
twofold. It is clear that the player wants to achieve
the effects of the action, that is, she wants to have
the chest unlocked. But the player also expects
Frolog to recognize the assumptions she is making
and on which the success of the utterance depends.
In particular, she expects Frolog to recognize that
she is assuming that the golden key fits into the
chest lock (this is why Frolog can coherently ask
why do you think that the golden key will fit?).

This means that, when an action is executed, the
interaction KB will be updated not only with the
effects of the action but also with its preconditions.
And those preconditions that were not in the inter-
action KB before will be verbalized as in turn (9)
in Figure 2.

Player(1): unlock the chest
Frolog(2): Frolog can't do that! 
               Frolog doesn't know 
               what fits-into the chest

Player(3): look at you
Frolog(4): you are alive
Frolog(5): you hold a golden key

Player(6): unlock the chest 
with the golden key
Frolog(7): [Frolog unlocks the chest 
                with the golden key]
Frolog(8): the chest is unlocked
Frolog(9): the key fits-into the chest

Player(10): lock the chest
Frolog(11): [Frolog locks the chest 
                 with the golden key]
Frolog(12): the chest is locked

Player(13): look at the chest
Frolog(14): the chest is closed and 

         locked and wooden

Player(15): open the chest
Frolog(16): [Frolog unlocks the chest with the golden key]
Frolog(17): the chest is unlocked
Frolog(18): [Frolog opens the chest]
Frolog(19): the chest is open
Frolog(20): the chest hold a golden crown

:action open
 :arguments 

     (agent ?w) (theme ?x)  
 :precondition

         (accessible ?x)
         (closed ?x)
         (unlocked ?x)

 :effect
         (not(closed ?x))
         (open ?x)

:action unlock
 :arguments 

     (agent ?w) (theme ?x) (inst ?y) 
 :precondition

         (accessible ?x)
         (locked ?x)
         (fitsin ?y ?x)
         (hold ?w ?y)   

 :effect
         (not(locked ?x))
         (unlocked ?x)
         

Figure 2: External bridging becomes internal
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The rest of the interaction (from turns (10)
to (15)) show that once the proposition (fitsin

key1 chest1) is added to the interaction KB the
action “open the chest” can be internally bridged
even when the chest is locked. Because the player
and Frolog mutually know which key fits into the
chest.

5 Discussion

Clearly, our inference framework is limited in
many ways. But we think we’ve made a small
step in the right direction. Dialogue systems are
reaching a development level in which they cannot
elude drawing inferences for much longer. This
paper is a step in this direction.

Causal implicatures are a kind of relation
implicature (historically Grice’s most obscure
and crucial implicature) whose inference—we’ve
argued—is essential in situated dialogue if our di-
alogue systems are not to violate the expectations
of the user. Causal relations have a direct impact
on the coherence structure of situated dialogues
such as those in the SCARE corpus; in the SCARE
corpus most pragmatic clarification requests make
explicit causal implicatures.

We need to have a grasp on causal impli-
catures in order for our dialogue systems not
only to decide what physical acts to do next—
internal bridging—but also to generate causally-
aware clarification requests—external bridging.
Of course the inference framework presented here
has many limitations that we discussed through-
out the paper and probably classical planning is
not the formalism that we will finally want to use
in our dialogue systems (at least not in its present
form). Our model is intended as a proof of con-
cept, and intentionally stays at a level of formal-
ization that is still simple enough so as not to loose
our intuitions. The two intuitions that we don’t
want to loose sight of are (1) utterances are to be
interpreted in a context and need to be connected
to this context (through some kind of relation, be-
ing causality one of the most important ones in
situated dialogue) in order to be grounded (2) the
process of connecting utterances to the context is
a joint process, it is a negotiation that involves de-
cisions of all the dialogue participants.

With the intuitions in place we plan to extend
this work mainly by porting the inference frame-
work into new domains.

There is lot to do yet, but we believe that the

negotiation of causal implicatures is a step towards
an incremental dialogue manager.
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INRIA Nancy Grand Est, France. Supervised by
P. Blackburn. Reviewed by N. Asher and B. Geurts.

Okko Buß and David Schlangen. 2010. Modelling
sub-utterance phenomena in spoken dialogue sys-
tems. In The 2010 Workshop on the Semantics and
Pragmatics of Dialogue, Poznań, Poland.
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Abstract

Van der Sandt’s algorithm for handling
presupposition is based on a “presuppo-
sition as anaphora” paradigm and is ex-
pressed in the realm of Kamp’s DRT. In
recent years, we have proposed a type-
theoretic rebuilding of DRT that allows
Montague’s semantics to be combined
with discourse dynamics. Here we ex-
plore van der Sandt’s theory along the
line of this formal framework. It then re-
sults that presupposition handling may be
expressed in a purely Montagovian set-
ting, and that presupposition accommoda-
tion amounts to exception handling.

1 Introduction

Montague (1970) argued that there is no essen-
tial difference between natural and mathematical
languages. He developed a theory that assigns a
lambda-term for each lexical item, and the mean-
ing of a whole sentence could be obtained by com-
posing the lambda-terms via functional applica-
tion. However, his theory was limited to single
sentences. De Groote (2006) extends Montague’s
framework with a continuation-passing-style tech-
nique, developing a framework that is dynamic in
a sense reminiscent of Dynamic Predicate Logic
(Groenendijk and Stokhof, 1991).

While Montague’s semantics is based on
Church’s (1940) simple type theory and has only
two atomic types (ι, the type of individuals; and o,
the type of propositions), de Groote (2006) adds
an atomic type γ representing the type of the envi-
ronment. For each lambda-term the continuation is
what is still to be processed, and its type is γ → o.

Since anaphoric expressions are known to be
similar to presuppositional expressions (van der
Sandt, 1992), it is natural to ask whether our type-
theoretic framework can be extended to handle

presuppositions. The goal of this paper is to an-
swer this question positively, at least in the case of
presuppositions triggered by definite descriptions.
To achieve this goal γ will not be defined simply
as a list of individuals, but as a list of individuals
together with their properties.

2 Background

Van der Sandt (1992) argues that presuppositions
and anaphors display similar behavior: they pri-
marily have to be bound to some antecedent pre-
viously introduced in the discourse. Therefore,
they can be treated by similar mechanisms. He
implements his ideas in DRT (Kamp and Reyle,
1993) in such a way that for each new sentence a
provisional DRS encoding possible anaphoric ele-
ments is constructed. This provisional DRS is then
merged with the main DRS, and the presupposi-
tional anaphors are resolved in accordance with
certain pragmatic constraints, so that presupposi-
tions can be accommodated when lacking a suit-
able antecedent.

Geurts (1999) proposes an improvement of van
der Sandt’s theory, called the binding theory, ac-
cording to which anaphora is a kind of presupposi-
tion. Therefore, presuppositions triggered by pro-
nouns and definite descriptions can also be accom-
modated: a referent is introduced with a poor de-
scriptive content and the descriptive content can be
enhanced as the discourse unfolds. Moreover, ac-
cording to the presuppositional version of the quo-
tation theory of names (Kneale, 1962), names (e.g.
John) are synonymous with definite noun phrases
of the form “the individual named John”. Hence,
presuppositions triggered by names and by defi-
nite descriptions can be handled similarly.

De Groote’s (2006) dynamic theory provides
some improvement over classical DRT. It allows
the representations of sentence and discourse to be
built from the lexical items in the spirit of Mon-
tague. It provides reference marker renaming for
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free and may be implemented using well estab-
lished techniques. We claim that Geurts’ binding
theory can be incorporated into this framework,
providing a fully compositional treatment of defi-
nite descriptions.

3 Presupposition in Dynamic Theory

We focus here on presuppositions triggered
by definite descriptions, particularly by proper
names, pronouns and possessive noun phrases.

3.1 Basic Principles
Imagine that somebody is about to tell a new story
and the first sentence of this story is (1).

This story is about John. (1)

If the listener does not know John, he or she will
immediately imagine a person named “John” and
memorize it. In other words, the listener will ac-
commodate the presuppositional content triggered
by the proper name John in the following way:
he or she will create a slot in the environment,
which is some unit representing the knowledge
about John, and put there what was just learned
about John. Therefore, the listener will be able
to refer to the created slot representing John as the
discourse evolves. Moreover, the slot for John will
be different from other slots, i.e. it will have some
identity marker, which we call, following Kart-
tunen (1976), reference marker or simply refer-
ent. There is a direct analogy between memory
slots introduced above and Heim’s (1982; 1983)
file cards: they are both aimed to store what has
been learned about some individual.

Let j be the referent for John and assume that
sentence (1) is followed by sentence (2).

John loves Mary. (2)

Mary is a new individual in the discourse and
therefore Mary will be accommodated introducing
a reference marker m exactly as it happened for
John after the utterance of (1). The story is differ-
ent for John now. The listener already has a rep-
resentation standing for John in the environment,
and he or she just has to turn to the correspond-
ing slot (select the marker in the environment) and
update the slot with the new information that John
loves Mary (bind John from (2) to the referent j).

3.2 Proper Names
To encode, following Montague’s legacy, the ob-
servations discussed above as lambda-terms, we

first define a selection function sel as a function
taking two arguments: a property and an environ-
ment; and returning a reference marker:

sel : (ι→ o)→ γ → ι (3)

According to Montague, proper names can be
interpreted as type-raised individuals, thus the
lambda-term standing for John in Montague’s se-
mantics is (4), where j is a constant.

[[John]] = λP.Pj (4)

In the dynamic interpretation, instead of the con-
stant j we would like to have a referent corre-
sponding to John. For this, we attempt to select
such a referent given a property of being named
John, as shown in (5).

[[John]] = λP.P(sel(named “John”)) (5)

Whether the selection of the marker for John suc-
ceeds depends on the current environment. Hence,
instead of using Montague’s individuals (i.e. of
type ι) directly, we use individuals parameterized
by the environment (i.e. having type (γ → ι)).

Noun phrases are regarded as having type (6),
which is analogous to the type for noun phrases
(7) given by Montague, i.e. a noun phrase is in-
terpreted by a lambda-term that accepts a prop-
erty and returns a proposition. The only differ-
ence is that now individuals are always parameter-
ized by an environment, and propositions are dy-
namic1, i.e. they have type Ω that is defined as
γ → (γ → o)→ o.

[[NP]] = ((γ → ι)→ Ω)→ Ω (6)
[[NP]] = (ι → o) → o (7)

3.3 Pronouns
Pronouns are also presupposition triggers. It can
be seen in the case of cataphora, such as, for ex-
ample, in sentence (8), where in the first part of
the sentence the pronoun he introduces an individ-
ual. Since pronouns have poorer descriptive con-
tent than proper names and they have the type of
noun phrases (6), they are represented by lambda-
terms that are at most as complex as the terms
for proper names. The term for the pronoun he is
shown in (9), which expresses an attempt to select
a human individual having masculine gender.

When he woke up, Tom f elt better. (8)

1Analogously, dynamic predicates take two additional ar-
guments (environment, of type γ, and continuation, of type
(γ → o)) compared to Montague’s interpretation.
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[[he]] = λP.P(sel (λx.human(x) ∧masculine(x))) (9)

If the sentence (8) is uttered in a discourse that
does not provide a suitable referent, the presuppo-
sition trigerred by he will be accommodated (as it
happened for John in (1) and for Mary in (2)). The
presuppositional anaphora trigerred by Tom in the
second part of the sentence could be successfully
bound to the introduced referent.

3.4 Possessives
Consider the sentence (10), where we have a pos-
sessive noun phrase John’s car triggering a pre-
supposition that there is a car owned by John.

John′s car is red. (10)

The desired interpretation of John’s car is shown
in (11), which requires a search in the environment
for a referent having the property of being a car
possessed by John. The embedded presupposition
is encoded via a selection function (for the inner
presupposition triggered by John) embedded into
another selection function (for the outer presuppo-
sition related to car).

[[John′s car]] = (11)
λP.P(λe.sel(λx.carx ∧ poss x sel(named “John”)e)e)

However, we would like to express John’s car
compositionally in terms of its constituents. To do
so, we define a term (12) taking two arguments -
a noun phrase standing for a possessor and a noun
standing for an object being possessed, and return-
ing a noun phrase in form of (11). f is a dynamic
conjunction having type (13) and defined in (14).

[[′s]] = λYX.λP.P(SEL(λx.((Xx) f Y([[poss]]x)))) (12)

f : Ω→ (Ω→ Ω) (13)

A f B = λeφ.Ae(λe.Beφ) (14)

The term [[poss]] in (12) is a usual dynamic two-
arguments predicate, its lambda-term is shown in
(15). SEL is a higher-order selection function. It
has the same designation as (3), with the only dif-
ference that it functions on the level of dynamic
propositions. Thus, the type of SEL is (16) and it
is analogous to the type of sel spelled in (3). More-
over, SEL is defined via sel, and the corresponding
lambda-term is presented in (17).

[[poss]] = λxy.λeφ.poss(xe)(ye) ∧ φe (15)

S EL : ((γ → ι)→ Ω)→ γ → (γ → ι) (16)

S EL = λPe.sel(λx.P(λe.x)e(λe.>))e (17)

[[car]] = λx.λeφ.car(xe) ∧ φe (18)

If we apply the term [[′s]] to the term (5) for John
and the term (18) for car, which is just a dynamic
unary predicate, we will get the desired result (11).

3.5 Implicit Referents
Sometimes an anaphora wants to be bound, even
though no referent was introduced explicitly, as in
(19). Already after the first sentence, a listener
will learn that John has a wife, i.e. introduce a
new referent. The presuppositional anaphora trig-
gerred by the possessive noun phrase his wife in
the second sentence will be bound to this referent.

John is married. His wi f e is beauti f ul. (19)

This case can be accounted with the lexical in-
terpretation in (20) for being married, which is
defined by a two-arguments relation is married.
The first argument of the relation is the argument
x being passed to the lexical interpretation. The
second argument is an individual selected from the
environment given the property of being either the
wife or the husband of x.

[[is married]] =
λx.λeφ.is married(xe)(sel(λy.(wife(y, x)

∨ husband(y, x)))e) ∧ φe
(20)

3.6 Discourse Update
A discourse is updated by appending the next sen-
tence, as shown in equation (21). A sentence is
defined as a term having the type of a dynamic
proposition, i.e. its type is (22), while a discourse
is defined as a term having the type of a dynamic
proposition evaluated over the environment, i.e its
type is (23). A discourse D updated with a sen-
tence S results in a term having type (23), thus it
has one parameter φ of type (γ → o). The body
must be a term, of type o, contributed by D. D it-
self is a term of type (23). Therefore, it must be
given a continuation as an argument constructed
with S and its continuation.

D� S = λφ. D(λe.Seφ) (21)

[[S ]] = Ω = γ → (γ → o)→ o (22)

[[D]] = (γ → o)→ o (23)

However, during the computation of
λφ.D(λe.Seφ) one of the selection functions
can raise an exception containing a message that
a referent having some property Q was not found
in the environment. The exception will be catched
and the property will be returned to the exception
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handler. The handler will have to introduce a
referent having the property Q into the represen-
tation of the discourse, add this referent to the
environment, and call the update function passing
to it the amended interpretation of the discourse
and the sentence S as parameters. This can be
encoded using an exception handling mechanism
as shown in (24) for global accommodation. Note
that the definition of discourse update is recursive.

D� S = λφ. D(λe.Seφ)
handle (fail Q) with
λφ.D(λe.∃x.(Qx) ∧ φ((x,Qx) :: e))� S

(24)

The environment is defined as a list of pairs “ref-
erent × proposition” (25). The two-place list con-
structor :: appends a referent together with the
corresponding propositions into the environment,
therefore it has the type shown in (26).

γ = list of (ι × o) (25)
:: : (ι × o)→ γ → γ (26)

The selection function sel can implement any
anaphora resolution algorithm, and hence our
framework is not confined to any of them.

Considering that the lambda-term for Mary is
similar to (5) and the lambda-term for the tran-
sitive verb love is (27), the interpretation for the
sentence (2) after beta-reductions will be (28).

[[love]] = λYX.X(λx.Y(λy.(λeφ.love(xe)(ye) ∧ φe))) (27)

S2 = [[love]][[John]][[Mary]]→∗β
λeφ.(love(sel(named “John”)e)

(sel(named “Mary”)e)) ∧ φe
(28)

After the sentence (1), the lambda-term represent-
ing discourse will be (29).

D1 = λφ.∃y.(story y)∧
∃ j.(named “John” j)∧
about (y, j)∧
φ((y, story y) :: ( j, named “John” j))

(29)

After the sentence (2), the lambda-termD1 in (29)
will have to be updated with the term S2 in (28)
as it is defined by the function (24). Since we
have a referent for John in the environment of D1,
it will be successfuly selected and John from S2
will get bound to it. However, there will be a fail-
ure for Mary, particularly on the property (named
“Mary”) since there is no corresponding referent
in D1 yet. The failure will be handled by accom-
modating Mary and introducing the sentence S2
into the amended interpretation of the discourse,
which results in the term shown in (30).

D2 = D1 � S2 = λφ.∃y.(story y)∧
∃ j.(named “John” j)∧
about (y, j)∧
∃m.(named “Mary” j)∧
love ( j,m)∧
φ((m, named “Mary”m) ::

(y, story y) ::
( j, named “John” j))

(30)

4 Conclusions

We showed that de Groote’s (2006) dynamic
framework can be applied to presuppositions trig-
gered by definite descriptions, such as proper
names, possessive noun phrases and pronouns;
and that the exception handling mechanisms offer
a proper way of modeling the dynamics of presup-
position. Other presuppositional expressions, such
as, for example, factives and aspectual verbs, will
require more technicalities. Nevertheless, we be-
lieve that the approach can be extended to encom-
pass a general theory of presupposition and we in-
tend to address this in future work.

Acknowledgements: We thank the anonymous
reviewers for their useful comments.
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Abstract 

Temporal analysis of events is a central 
problem in computational models of dis-
course. However, correctly recognizing 
temporal aspects of events poses serious 
challenges. This paper introduces a joint 
modeling framework and feature set for 
temporal analysis of events that utilizes 
Markov Logic. The feature set includes 
novel features derived from lexical on-
tologies. An evaluation suggests that in-
troducing lexical relation features im-
proves the overall accuracy of temporal 
relation models. 

1 Introduction 

Reasoning about the temporal aspects of events 
is a critical task in discourse understanding. 
Temporal analysis techniques contribute to a 
broad range of applications including question 
answering and document summarization, but 
temporal reasoning is complex. A recent series of 
shared task evaluation challenges proposed a 
framework with standardized sets of temporal 
analysis tasks, including identifying the temporal 
entities mentioned in text, such as events and 
time expressions, as well as identifying the tem-
poral relations that hold between those temporal 
entities (Pustejovsky and Verhagen, 2009).   

Our previous work (Ha et al., 2010) addressed 
modeling temporal relations between temporal 
entities and proposed a supervised machine-
learning approach with Markov Logic (ML) 
(Richardson and Domingos, 2006). As novel fea-
tures, we introduced two types of lexical rela-
tions derived from VerbOcean (Chklovski and 
Pantel, 2004) and WordNet (Fellbaum, 1998). A 

preliminary evaluation showed the effectiveness 
of our approach. In this paper, we extend our 
previous work and conduct a more rigorous 
evaluation, focusing on the impact of joint opti-
mization of the features and the effectiveness of 
the lexical relation features for modeling tempo-
ral relations. 

2 Related Work 

Recently, data-driven approaches to modeling 
temporal relations for written text have been 
gaining momentum. Boguraev and Ando (2005) 
apply a semi-supervised learning technique to 
recognize events and to infer temporal relations 
between time expressions and their anchored 
events. Mani et al. (2006) model temporal rela-
tions between events as well as between events 
and time expressions using maximum entropy 
classifiers. The participants of TempEval-1 in-
vestigate a variety of techniques for temporal 
analysis of text (Verhagen et al., 2007).  

While most data-driven techniques model 
temporal relations as local pairwise classifiers, 
this approach has the limitation that there is no 
systematic mechanism to ensure global consis-
tencies among predicted temporal relations (e.g., 
if event A happens before event B and event B 
happens before event C, then A should happen 
before C). To avoid this drawback, a line of re-
search has explored techniques for the global 
optimization of local classifier decisions. Cham-
bers and Jurafsky (2008) add global constraints 
over local classifiers using Integer Linear Pro-
gramming. Yoshikawa et al. (2009) jointly model 
related temporal classification tasks using ML. 
These approaches are shown to improve the ac-
curacy of temporal relation models. 

Our work is most closely related to Yoshikawa 
et al. (2009) in that ML is used for joint model-
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ing of temporal relations. We extend their work 
in three primary respects. First, we introduce 
new lexical relation features. Second, our model 
addresses a new task introduced in TempEval-2. 
Third, we employ phrase-based syntactic features 
(Bethard and Martin 2007) rather than depend-
ency-based syntactic features. 

3 Data and Tasks 

We use the TempEval-2 data for English for both 
training and testing of our temporal relation 
models. The data includes 162 news articles (to-
taling about 53,000 tokens) as the training set 
and another 11 news articles as the test set. The 
corpus is labeled with events, time expressions, 
and temporal relations. Each labeled event and 
time expression is further annotated with seman-
tic and syntactic attributes. Six types of temporal 
relations are considered: before, after, overlap, 
before-or-overlap, overlap-or-after, and vague. 

Consider the following example from the 
TempEval-2 data, marked up with a time expres-
sion t1 and three events e1, e2, and e3, where e1 
and e2 are the main events of the first and the 
second sentences, respectively, and e3 is syntac-
tically dominated by e2. 

But a [minute and a half]t1 
later, a pilot from a nearby 
flight [calls]e1 in. Ah, we 
just [saw]e2 an [explosion]e3 
up ahead of us here about 
sixteen thousand feet or 
something like that. 

In the first sentence, t1 and e1 are linked by a 
temporal relation overlap. Temporal relation af-
ter holds between the two consecutive main 
events: e1 occurs after e2. The main event e2 of 
the second sentence overlaps with e3, which is 
syntactically dominated by e2. 

In this paper, we focus on three subproblems 
of the temporal relation identification task as de-
fined by TempEval-2: identifying temporal rela-
tions between (1) events and time expressions in 
the same sentence (ET); (2) two main events in 
consecutive sentences (MM); and (3) two events 
in the same sentence when one syntactically 
dominates another (MS), which is a new task in-
troduced in TempEval-2. 

4 Features 

Surface features include the word tokens and 
stems of the words. In the TempEval-2 data, an 
event always consists of a single word token, but 

time expressions often consist of multiple tokens. 
We treat the entire string of words in a given 
time expression as a single feature. 

Semantic features are the semantic attributes 
of individual events and time expressions de-
scribed in Section 3. In this work, we use the 
gold-standard values for these features that were 
manually assigned by human annotators in the 
training and the test data.  

Syntactic features include three features 
adopted from Bethard and Martin (2007): gov-
prep, any prepositions governing the event or 
time expression (e.g., ‘for’ in ‘for ten years’); 
gov-verb, the verb governing the event or time 
expression; gov-verb-pos, the part-of-speech 
(pos) tag of the governing verb. We also consider 
the pos tag of the word in the event and the time 
expression. 

Lexical relations are the semantic relations be-
tween two events derived from VerbOcean 
(Chklovski and Pantel, 2004) and WordNet 
(Fellbaum, 1998). VerbOcean contains five types 
of relations (similarity, strength, antonymy, en-
ablement, and happens-before) that commonly 
occur between pairs of verbs. To overcome data 
sparseness, we expanded the original VerbOcean 
database by calculating symmetric and transitive 
closures of key relations. With WordNet, a se-
mantic distance between the associated tokens of 
each target event pair was computed. 

5 Modeling Temporal Relations with 
Markov Logic 

ML is a statistical relational learning framework 
that provides a template language for defining 
Markov Logic Networks (MLNs). A MLN is a 
set of weighted first-order clauses constituting a 
Markov network in which each ground formula 
represents a feature (Richardson and Domingos, 
2006). 

Our MLN consists of a set of formulae com-
bining two types of predicates: hidden and ob-
served. Hidden predicates are those that are not 
directly observable during test time. A hidden 
predicate is defined for each task: relEventTimex 
(temporal relation between an event and a time 
expression), relMainEvents (temporal relation 
between two main events), and relMainSub 
(temporal relation between a main and a domi-
nated event). Observed predicates are those that 
can be fully observed during test time and repre-
sent each of the features described in Section 4.  

The following is an example formula used in 
our MLN: 

76



eventTimex(d, e, t)  eventWord(d, e, w)  
          relEventTimex(d, e, t, r)       (1) 

The predicate eventTimex(d, e, t) represents the 
existence of a candidate pair of event e and time 
expression t in a document d. Given this candi-
date pair, formula (1) assigns weights to a tem-
poral relation r whenever it observes a word to-
ken w in the given event from the training data. 
This formula is local because it considers only 
one hidden predicate (relEventTimex). 

In addition to local formulae, we also define a 
set of global formulae to ensure consistency be-
tween local decisions: 

relEventTimex(d, e1, t, r1)  relEventTimex(d, 
e2, t, r2)  relMainSub(d, e1, e2, r3)           (2) 

Formula (2) is global because it jointly concerns 
more than one hidden predicate (relEventTimex 
and relMainSub) at the same time. This formula 
ensures consistency between the predicted tem-
poral relations r1, r2, and r3 given a main event 
e1, a syntactically dominated event e2, and a time 
expression t shared by both of these events. Two 
additional global formulae (3) and (4) are simi-
larly defined to ensure consistency as below.  

relMainSub(d, e1, e2, r3)  relEventTimex(d, 
e2, t, r2)    relEventTimex(d, e1, t, r1)       (3) 

relMainSub(d, e1, e2, r3)  relEventTimex(d, 
e1, t, r1)    relEventTimex(d, e2, t, r2)       (4) 

6 Evaluation 

To evaluate the proposed approach, we built and 
compared two models: one model (NoLex) used 
all of the features described in Section 4 except 
for the lexical relation features, and the other 
model (Full) included the full set of features. The 
features were generated using the Porter 
Stemmer and WordNet Lemmatizer in NLTK 
(Loper and Bird, 2002) and the Charniak Parser 
(Charniak, 2000). The semantic distance between 
two word tokens was computed using the path-
similarity metric provided by NLTK. All of the 
models were constructed using Markov TheBeast 
(Riedel, 2008) 

The feature set was optimized for each task on 
a held-out development data set consisting of 
approximately 10% of the entire training set (Ta-
ble 1). Our previous work (Ha et al., 2010) ob-
served that a local optimization approach that 
selects for each individual task (i.e., each hidden 
predicate in the given MLN) in isolation from the 
other tasks could harm the overall accuracy of a 
joint model because of resulting inconsistencies 

among individual tasks. In the new experiment 
described in this section, features were selected 
for each task to improve overall accuracy of the 
joint model combining all three tasks, similar to 
Yoshikawa et al. (2009).  

Table 2 reports the resulting performance (F1 
scores) of the models. To isolate the potential 
effects of global constraints, we first compare the 
accuracies of the Full and the NoLex model, av-
eraged from a ten-fold cross validation on the 
training data before global constraints are added. 
Full achieves relative 12% and 3% improve-
ments over NoLex for temporal relation between 
events and time expressions (ET) and between 
two main events (MM), respectively. The im-
provement for MM was statistically significant 
(p<0.05) from a two-tailed paired t-test. Note 
that the ET task itself does not use lexical rela-
tion features but still achieves an improved result 
in Full over NoLex. This is an effect of joint 
modeling. There is a slight degradation (relative 
2%) in the accuracy for temporal relations be-
tween main and syntactically dominated events 
(MS). Overall, Full achieves relative 5% im-
provement over NoLex. A similar trend of per-
formance improvement in Full over NoLex was 
observed when the global formulae were added 
to each model. The second column (Global Con-
straints) of Table 2 compares the two models 
trained on the entire training set and tested on the 
test set after the global formulae were added. 
However, no statistical significance was found 
on these improvements. Compared to the state-

Task Feature 
ET MM MS 

event-word √ √ √ 
event-stem √ √ √ 
timex-word √   

Surface 
Features 

timex-stem √   
event-polarity √ √ √ 
event-modal √ √ √ 
event-pos √ √   √* 
event-tense √ √ √ 
event-aspect √ √ √ 
event-class √ √ √ 
timex-type √   

Semantic 
Attributes 

timex-value √   
pos √ √ √ 
gov-prep √ √ √ 
gov-verb √ √ √ 

Syntactic 
Features 

gov-verb-pos √ √ √ 
verb-rel  √ √ Lexical  

Relations word-dist  √  
 

Table 1: Features used to model each task. *The 
feature is extracted only from the second event in 
the pair being compared. 

77



of-the-art results achieved by the TempEval-2 
participants, Full achieves the same or better re-
sults on all three addressed tasks. 

7 Conclusions 

Temporal relations can be modeled with Markov 
Logic using a variety of features including lexi-
cal ontologies. Three tasks relating to the Tem-
pEval-2 data were addressed: predicting tempo-
ral relations between (1) events and time expres-
sions in the same sentence, (2) two main events 
in consecutive sentences, and (3) two events in 
the same sentence when one syntactically domi-
nates the other. An evaluation suggests that util-
izing lexical relation features within a joint mod-
eling framework using Markov Logic achieves 
state-of-the-art performance. 

The results suggest a promising direction for 
future work. The proposed approach assumes 
events and time expressions are already marked 
in the data. To construct a fully automatic tempo-
ral relation identification system, the approach 
needs to be extended to include models that rec-
ognize events and time expressions in text as 
well as their semantic attributes. A data-driven 
approach similar to the one described in this pa-
per may be feasible for this new modeling task. It 
will entail exploring a variety of features to fur-
ther understand the complexity underlying the 
problem of temporal analysis of events. 
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Abstract

In this paper we present a reference model
based on Reference Domain Theory that
can work both in interpretation and gener-
ation. We introduce a formalization of key
concepts of RDT, the interpretation and
generation algorithms and show an exam-
ple of behavior in the dynamic, asymmetric
and multimodal GIVE environment.

1 Introduction

The reference task in a dialogue system is two-fold.
On the one hand the system has to interpret the
referring expressions (RE) produced by the user in
his utterances. On the other hand the system has
to generate the REs for the objects it aims to refer
to. We present in this paper a framework that con-
siders that reference interpretation and generation
are two sides of the same coin, hence avoiding any
potential misunderstanding arising from the two
modules discrepancies. Reference Domain Theory
(RDT) (Salmon-Alt and Romary, 2000; Salmon-
Alt and Romary, 2001) proposes to represent the
diversity of referring acts by the diversity of con-
straints they impose on their context of use. The
reversibility then lies in the possibility to express
these constraints independently of the considered
task.

In (Denis, 2010) we described the generation side
of RDT in the context of the GIVE-2 challenge
(Koller et al., 2010) which is an evaluation of in-
struction generation systems in a 3D maze. In this
paper we propose the interpretation counterpart
and show the required modeling to consider the
dynamic, asymmetric and multimodal context of
GIVE. We first present the reference model in sec-
tion 2 and 3, discuss the interpretation problems
in GIVE in section 4, detail an example in section
5 and present evaluation results in section 6.

2 Reference Domains

A rich contextual structure is required to give an
account for the different kinds of discrimination
we observe in REs such as semantic discrimina-
tion (e.g. “the blue button”), focus discrimination

(e.g. “this button”) and salience discrimination
(e.g. “this one”). We introduce here the struc-
ture of reference domain which is a local context
supporting these different discriminations.

We assume that Props is the set of unary predi-
cate names e.g. {blue, left, ...}, Types is the set of
types of predicates e.g. {color, position, ...}, and
val is the function val : Types→ 2Props which maps
a type on the predicates names. Finally, E is the
set of all objects and V the set of ground predicates
e.g. {blue(b1), ...}.

A reference domain D is then a tuple

〈GD, SD, σD, (c, P, F )〉

where GD ⊆ E is the set of objects of the do-
main, called the ground of the domain; SD ⊆ Props
is the semantic description of the domain, satis-
fied by all elements of the ground; σD ∈ N is the
salience of the domain. And (c, P, F ) is a parti-
tion structure where c ∈ Types is a differentiation
criterion; P is the partition generated by c; and
F ⊆ P is the focus of P .

For instance, a domain composed of a blue but-
ton b1 and a red button b2, with a salience equal
to 3, where b1 and b2 are differentiated using the
color, and where b1 is in focus, would be noted as:

D =〈{b1, b2}, {button}, 3,

(color, {{b1}, {b2}}, {{b1}})〉

Finally we define a referential space (RS) as a
set of reference domains (RD) ordered by salience.

3 Referring

A RE impose some constraints on the context in
which it can be uttered, that is in which RD the
interpretation has to be made. The constraints are
represented as underspecified domains (UD), spec-
ifying the structure of the suitable RD in terms of
ground, salience or partition. The explicit defini-
tions of the UDs makes possible to share these def-
initions between the interpretation and the gener-
ation modules, hence allowing the implementation
of a type B reversible reference module (Klarner,
2005), that is a module in which both directions
share the same resources.
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Expression U(N, t) matches D iff ∃(c, P, F ) ∈ D;

this one F = {{t}} ∧msd(D)

this N F = {{t}} ∧ t ∈ NI

the N t ∈ NI ∧ {t} ∈ P ∧ ∀X∈P, X 6={t}⇒X∩NI=∅
the other one F 6= ∅ ∧ P \ F = {{t}} ∧msd(D)

the other N F 6= ∅ ∧ P \ F = {{t}} ∧ GD ⊆ NI

another one F 6= ∅ ∧ {t} ∈ P \ F ∧msd(D)

another N F 6= ∅ ∧ {t} ∈ P \ F ∧ GD ⊆ NI

a N t ∈ NI ∧ t ∈ GD

Table 1: Underspecified domains for each type of
referring expression

3.1 Underspecified domains

The different types of UDs are presented in table 1.
Each UD is a parametric conjunction of constraints
on a RD, noted U(N, t), where t is the intended
referent and N ⊆ Props is a semantic description.
NI stands for the extension of N , and msd(D)
stands for most salient description, that is, there
is no more or equally salient domain than D in the
current RS with a different description. Each UD
is associated to a wording combining a determiner
and a wording of the semantic description, for in-
stance “the N” is a shortcut for a definite expres-
sion whose head noun and modifiers are provided
by the wording of N . Finally we say that an UD
matches a RD if all the constraints of the UD are
satisfied by the RD.

3.2 Referring processes

Interpretation and generation can now be defined
in terms of UD. The two processes are illustrated
in figure 1 and the algorithms are presented in fig-
ure 2.

The interpretation algorithm consists in finding
or creating a RD from the input UD, U(N, .) cre-
ated from the input RE type and description N .
The algorithm then iterates through the RS in
salience order, and through all the individuals t of
the tested domain to retrieve the first one match-
ing U(N, t). If a matching domain D is found, a
restructuring operation is applied and the referent
t is focused in the partition of D. On the other
hand, if no domain is found, the UD is accommo-
dated, that is a new domain and a new referent sat-
isfying the constraints of U(N, t) are created. Ac-
cording to the task, this accommodation may not
be possible for all REs, but for sake of simplicity
we assume here this operation is always possible.

The generation side is the opposite, that is it
finds an UD from an input RD. It first selects a
RD containing the target referent to generate t,
assuming here that the most salient domain has to
be preferred. The description N used to instan-
tiate the UDs is composed of the description of
the domain and the description of the referent in
the partition (line 2). It then iterates through the

Underspecified
Domains

Existing
Domains

interpretation

generation

referentreferring
expression

Figure 1: Reference processes

different UDs by Givenness order (Gundel et al.,
1993) and selects the first one that matches. A re-
structuring operation is applied and the found UD
is returned, eventually providing the RE.

The restructuring operation, detailed in (Denis,
2010), aims to restrict the current context by cre-
ating a new domain around the referent in the ref-
erential space or by increasing the salience of the
domain containg the referent. This operation helps
to perform focalization in restricted domains.

4 The complex context of GIVE

The dynamic, asymmetric and multimodal context
of GIVE requires additional mechanisms for inter-
pretation. Asymmetry causes the late visual con-
text integration, when the direction giver produces
a RE to objects not yet known by the direction
follower, that are only visually discovered later on.
Space prevents us to describe in details the late in-
tegration algorithm, but the idea is, given a new
physical object t, to scan existing domains of the
actual RS to check if t can be merged semantically
with any previous object t′. If this could be the
case, the integration leads to create two parallel
RS, one in which t = t′ (the fusion hypothesis)
and one in which t 6= t′ (the separation hypoth-
esis). If this cannot be the case, t is added as a
new object. Following (DeVault and Stone, 2007),
these alternative contexts can persist across time
and further referring expressions may reject one or
the other hypothesis as illustrated in section 5.

The second required mechanism is the proper
handling of the multimodal dynamic focus, that
is the combination of the linguistic focus result-
ing from RE, and the visual focus. It is possible
to have two referential spaces for the linguistic or
visual context as in (Kelleher et al., 2005; Byron
et al., 2005), or to have two foci in a partition.
We can also model interleaved focus, that is, only
one focus per domain but that dynamically corre-
sponds to the linguistic focus or the visual focus.
The idea is that after each RE, the referent receives
the focus as described in algorithm 1, but whenever
the visual context changes, the focus is updated to
the visible objects. Although interleaved focus pre-
vents anaphora while the visual context changes,
its complexity is enough for our setup.
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Algorithm 1 interpret(U(N, .), RS)

1: for all domain D in RS by salience order do
2: for all t ∈ GD do
3: if U(N, t) matches D then
4: restructure(D, N , RS)
5: focus t in D
6: return t
7: end if
8: end for
9: end for

10: return accommodate(U(N, .), RS)

Algorithm 2 generate(t, RS)

1: D ← most salient domain containing t
2: N ← SD ∪ {p|p ∈ val(c), p(t) ∈ V }
3: for all U(N, t) sorted by Givenness do
4: if U(N, t) matches D then
5: restructure(D, N , RS)
6: return U(N, t)
7: end if
8: end for
9: return failure

Figure 2: Reference algorithms, relying on the same underspecified domains

5 Example

In this section we present the interpretation side
of some expressions we generated in the GIVE set-
ting (table 2). The detailed generation side of this
example can be found in (Denis, 2010). S is the
system that interprets the RE of U the user. The
situation is: S enters a room with two blue but-
tons b1 and b2, none of them being visible when he
enters and U wants to refer to b1.

state of S utterance of U
Push a blue button (b1)

see(b2) Not this one! Look for the other one!
see(b1) Yeah! This one!

Table 2: Utterances produced by U

When S enters the room, U generates an indef-
inite RE “Push a blue button”. S first constructs
an indefinite UD “a N” with N = {blue, button}.
However, because there exists no RD at first, he
has to accommodate the UD, hence creating a new
domain D1 containing a new linguistically focused
individual t:

D1 =〈{t}, {button, blue}, 1,

(id, {{t}}, {{t}})〉

We assume that S moves and now sees the blue
button b2 without knowing yet if this is the in-
tended one. The integration of this new physical
object then leads to two hypothesis. In the fu-
sion hypothesis, b2 = t, and in the separation hy-
pothesis, b2 6= t. In both cases, the visible button
is focused in the two versions of D1, D1FUS and
D1SEP :

D1FUS =〈{t}, {button, blue}, 2,

(id, {{t}}, {{t}})〉
D1SEP =〈{t, b2}, {button, blue}, 2,

(id, {{t}, {b2}}, {{b2}})〉

However, U utters “Not this one!” rejecting then
the fusion hypothesis. To be able to consider the ef-
fects of this utterance, we have to take into account
the ellipsis. This can be done by assuming that U
is asserting properties of the target of his first RE,
that is, he is actually stating that “[t is] not this
one!”. The RE “this one” leads to the construction
of a demonstrative one-anaphora UD that matches
t in D1FUS but b2 in D1SEP . The following schema
shows the contradiction in the fusion hypothesis:

t is not this one
fusion t 6= t

separation t 6= b2

Being contradictory, the fusion hypothesis is re-
jected and only D1SEP is maintained. For the
readability of the presentation, D1SEP is rewrit-
ten as D1.

The interpretation of “Look for the other one!”
is straightforward. A definite alternative one-
anaphora UD is built, and both t and b2 are tested
in D1 but only t is matched because it is unfocused
(see the definition of the alternative one-anaphora
in table 1).

Now S moves again and sees b1. As for b2, the
integration of b1 in the referential space leads to
two alternative RS. The buttons b2 and b1 cannot
be merged (we assume here that S can clearly see
they are two different buttons), thus the two alter-
native RS are whether b1 = t or b1 6= t:

D1FUS =〈{t, b2}, {button, blue}, 3,

(id, {{t}, {b2}}, {{t}})〉
D1SEP =〈{t, b1, b2}, {button, blue}, 3,

(id, {{t}, {b1}, {b2}}, {{b1}})〉

Eventually S has to interpret “this one”. Like
previously, in order to take into account the effects
of this utterance, S has to resolve the ellipsis and
must consider “[t is] this one”. The RE “this one”
is resolved on t in D1FUS but on b1 in D1SEP .
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t is this one
fusion t = t

separation t = b1

This is now the separation hypothesis which is
inconsistent because we assumed that b1 6= t. This
RS is then ruled out, and only the fusion RS re-
mains.

6 Evaluation

Only the generation direction has been evaluated
in the GIVE challenge. The results (Koller et al.,
2010) show that the system embedding Reference
Domain Theory proves to rely on less instructions
than other systems (224) and proves to be the most
successful (47% of task success) while being the
fastest (344 seconds). We conjecture that the good
results of RDT can be explained by the low cogni-
tive load resulting from the use of demonstrative
NPs and one-anaphoras, but the role of the over-
all generation strategy has also to be taken into
account in these good results (Denis et al., 2010).

Although it would be very interesting, the in-
terpretation side has not yet been evaluated in
the GIVE setting, but only in the MEDIA cam-
paign (Bonneau Maynard et al., 2009) which is an
unimodal setting. The results show that the in-
terpretation side of RDT achieves a fair precision
in identification (75.2%) but a low recall (44.7%).
We assume that the low recall of the module is
caused by the cascade of errors, one error at the
start of a reference chain leading to several other
errors. Nonetheless, we estimate that error cascad-
ing would be less problematic in the GIVE setting
because of its dynamicity.

7 Conclusions

We presented a reference framework extending
(Salmon-Alt and Romary, 2001) in which interpre-
tation and generation can be defined in terms of the
constraints imposed by the referring expressions on
their context of use. The two modules sharing the
same library of constraints, the model is then said
reversible. However, because of the asymmetry and
dynamicity of our setup, the GIVE challenge, ad-
ditional mechanisms such as uncertainty have to
be modeled. In particular, we have to maintain
different interpretation contexts like (DeVault and
Stone, 2007) to take into account the ambiguity
arising from the late integration of the visual con-
text. It would be interesting now to explore deeper
our reversibility claim by evaluating the interaction
between the two reference algorithms in the GIVE
setting.
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Abstract 

 

In this paper we present a framework for spoken rec-

ommendation systems. To provide reliable recom-

mendations to users, we incorporate a review summa-

rization technique which extracts informative opinion 

summaries from grass-roots users‘ reviews. The dia-

logue system then utilizes these review summaries to 

support both quality-based opinion inquiry and fea-

ture-specific entity search. We propose a probabilistic 

language generation approach to automatically creat-

ing recommendations in spoken natural language 

from the text-based opinion summaries. A user study 

in the restaurant domain shows that the proposed ap-

proaches can effectively generate reliable and helpful 

recommendations in human-computer conversations. 

 

1 Introduction 

Spoken dialogue systems are presently available 

for many purposes, such as flight reservations 

(Seneff and Polifroni, 2000), telephone calls 

routing (Gorin et al., 1997), and subway lookup 

(Johnston et al., 2002). Recently, we have been 

exploring a next generation of intelligent dia-

logue systems, which can behave like a human 

agent and provide proactive assistance and selec-

tive recommendations (e.g., highly-rated restau-

rants or hotels) to users.  

To enhance dialogue systems with intelligent 

services, we have to let the system ―grow‖ relia-

ble knowledge and intelligence. Luckily, there 

has recently been an explosive growth in the 

availability of public review sites (e.g., yelp.com, 

tripadvisor.com, etc.) which make a perfect re-

source for gathering collective opinions. In this 

paper, we will explore how to utilize summaries 

of public reviews to automatically generate rec-

ommendation-type conversations in spoken dia-

logue systems. An example of a conversation 

with our recommendation system is shown in 

Figure 1. 

 
U: Are there any American restaurants in Brighton? 

S: There are 61 American restaurants in Brighton. All of 

the rated restaurants have good or excellent ambiance. 

Many are on Washington Street, Commonwealth Avenue 

and Market Street. 

U: Show me the ones that have nice ambiance. 

S: I found 4 entries. Devlin's Restaurant and Bar is per-

fect for romantic date, Stockyard Restaurant has friendly 

atmosphere, Tasca Tapas Restaurant has excellent ambi-

ance, and Wings Express has friendly vibes. 

U: Which one has good martinis? 

S: Devlin's Restaurant and Bar serves American food. It 

has wonderful martinis, good wine, great fish. It is perfect 

for romantic date. Great place. 

Figure 1. A real conversation with our recom-

mendation dialogue system in the restaurant do-

main (‗U‘ is the user and ‗S‘ is the system). 

2 Dialogue Management 

In our previous work (Liu and Seneff, 2009; Liu 

et al., 2010) we proposed an approach to extract-

ing representative phrases and creating aspect 

ratings from public reviews. An example of an 

enhanced database entry in the restaurant domain 

is shown in Figure 2. Here, we use these ―sum-

mary lists‖ (e.g., ―:food‖, ―:atmosphere‖) as well 

as aspect ratings (e.g., ―:food_rating‖) to address 

two types of recommendation inquires: ―feature-

specific‖ (e.g., asking for a restaurant that serves 

good martinis or authentic seafood spaghetti), 

and ―quality-based‖ (e.g., looking for restaurants 

with good food quality or nice ambiance). 

 
{q restaurant 

     :name "devlin‘s restaurant and bar" 

     :atmosphere ("romantic date" "elegant decor") 

     :place ("great place") 

     :food ("wonderful martinis" "good wine" "great fish") 

     :atmosphere_rating "4.2" 

     :place_rating "4.2" 

     :food_rating "4.3" 

     :specialty ("martinis" "wine" "fish")     } 

Figure 2. A database entry in our system. 

83



2.1 Feature-specific Entity Search 

To allow the system to identify feature-related 

topics in users‘ queries, we modify the context-

free grammar in our linguistic parser by includ-

ing feature-specific topics (e.g., nouns in the 

summary lists) as a word class. When a feature-

specific query utterance is submitted by a user 

(as exemplified in Figure 3), our linguistic parser 

will generate a hierarchical structure for the ut-

terance, which encodes the syntactic and seman-

tic structure of the utterance and, especially, 

identifies the feature-related topics. A feature-

specific key-value pair (e.g., ―specialty: marti-

nis‖) is then created from the hierarchical parsing 

structure, with which the system can filter the 

database and retrieve the entities that satisfy the 

constraints.  
 

Utterance 
―Are there any restaurants in Brighton that 

have good martinis?‖ 

 

Key-value 

pairs 

―topic: restaurant,  city: Brighton,  

  specialty: martinis‖ 

 

Database 

filters 

:specialty = “martinis‖  :city = ―Brighton‖ 

:entity_type  = ―restaurant‖ 
 

Figure 3. Procedure of feature-specific search. 

2.2 Quality-based Entity Search 

For quality-based questions, however, similar 

keyword search is problematic, as the quality of 

entities has variants of expressions. The assess-

ment of different degrees of sentiment in various 

expressional words is very subjective, which 

makes the quality-based search a hard problem.  

To identify the strength of sentiment in quali-

ty-based queries, a promising solution is to map 

textual expressions to scalable numerical scores. 

In previous work (Liu and Seneff, 2009), we 

proposed a method for calculating a sentiment 

score for each opinion-expressing adjective or 

adverb (e.g., ‗bad‘: 1.5, ‗good‘: 3.5, ‗great‘: 4.0, 

on a scale of 1 to 5). Here, we make use of these 

sentiment scores and convert the original key-

value pair to numerical values (e.g., ―great food‖ 

 ―food_rating: 4.0‖ as exemplified in Figure 

4). In this way, the sentiment expressions can be 

easily converted to scalable numerical key-value 

pairs, which will be used for filtering the data-

base by ―aspect ratings‖ of entities. As exempli-

fied in Figure 4, all the entities in the required 

range of aspect rating (i.e., ―:food_rating   4.0‖) 

can be retrieved (e.g., the entity in Figure 2 with 

―food_rating = 4.3‖). 
 

Utterance 
―Show me some american restaurants with 

great food‖ 

 

Key-value 

pairs 

―topic: restaurant, cuisine: american,  

property: food, quality: great‖ 

 

Converted 

k-v pairs 

―topic: restaurant, cuisine: american, 

food_rating: 4.0‖ 

 

Database 

filters 

:food_rating > “4.0”  :cuisine = ―american‖ 

:entity_type =  ―restaurant‖ 
 

Figure 4. Procedure of qualitative entity search. 

3 Probabilistic Language Generation 

After corresponding entities are retrieved from 

the database based on the user‘s query, the lan-

guage generation component will create recom-

mendations by expanding the summary lists of 

the retrieved database entries into natural lan-

guage utterances.  

Most spoken dialogue systems use predefined 

templates to generate responses. However, man-

ually defining templates for each specific linguis-

tic pattern is tedious and non-scalable. For ex-

ample, given a restaurant with ―nice jazz music, 

best breakfast spot, great vibes‖, three templates 

have to be edited for three different topics (e.g., 

―<restaurant> plays <adjective> music‖; ―<res-

taurant> is <adjective> breakfast spot‖; ―<restau-

rant> has <adjective> vibes‖). To avoid the hu-

man effort involved in the task, corpus-based 

approaches (Oh and Rudnicky, 2000; Rambow et 

al., 2001) have been developed for more efficient 

language generation. In this paper, we propose a 

corpus-based probabilistic approach which can 

automatically learn the linguistic patterns (e.g., 

predicate-topic relationships) from a corpus and 

generate natural sentences by probabilistically 

selecting the best-matching pattern for each top-

ic.  

The proposed approach consists of three stag-

es: 1) plant seed topics in the context-free gram-

mar; 2) identify semantic structures associated 

with the seeds; 3) extract association pairs of lin-

guistic patterns and the seeds, and calculate the 

probability of each association pair.  

First, we extract all the nouns and noun 

phrases that occur in the review summaries as the 

seeds. As aforementioned, our context-free 

grammar can parse each sentence into a hierar-

chical structure. We modify the grammar such 

that, when parsing a sentence which contains one 

of these seed topics, the parser can identify the 

seed as an ―active‖ topic (e.g., ―vibes‖, ―jazz mu-

sic‖, and ―breakfast spot‖). 
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The second stage is to automatically identify 

all the linguistic patterns associated with each 

seed. To do so, we use a large corpus as the re-

source pool and parse each sentence in the cor-

pus for linguistic analysis. We modify our parser 

such that, in a preprocessing step, the predicate 

and clause structures that are semantically related 

to the seeds will be assigned with identifiable 

tags. For example, if the subject or the comple-

ment of the clause (or the object of the predicate) 

is an ―active‖ topic (i.e., a seed), an ―active‖ tag 

will be automatically assigned to the clause (or 

the predicate). In this way, when examining syn-

tactic hierarchy of each sentence in the corpus, 

the system can encode all the linguistic patterns 

of clauses or predicate-topic relationships associ-

ated with the seeds with ―active‖ tags.  

Based on these tags, association pairs of ―ac-

tive‖ linguistic patterns and ―active‖ topics can 

be extracted automatically. For each seed topic, 

we calculate the probability of its co-occurrence 

with each of its associated patterns by: 
 

    (        |     )  
                        

∑                         
    (1) 

 

where       is a seed topic, and          is 

every linguistic pattern associated with      . 

The probability of          for       is the 

percentage of the co-occurrences of          

and       among all the occurrences of       

in the corpus. This is similar to a bigram lan-

guage model. A major difference is that the lin-

guistic pattern is not necessarily the word adja-

cent to the seed. It can be a long distance from 

the seed with strong semantic dependencies, and 

it can be a semantic chunk of multiple words. 

The long distance semantic relationships are cap-

tured by our linguistic parser and its hierarchical 

encoding structure; thus, it is more reliable than 

pure co-occurrence statistics or bigrams. Figure 5 

shows some probabilities learned from a review 

corpus. For example, ―is‖ has the highest proba-

bility (0.57) among all the predicates that co-

occur with ―breakfast spot‖; while ―have‖ is the 

best-match for ―jazz music‖. 
 

Association pair Constituent Prob. 

―at‖ : ―breakfast spot‖ PP 0.07 

―is‖ : ―breakfast spot‖ Clause 0.57 

―for‖ : ―breakfast spot‖ PP 0.14 

―love‖  : ―jazz music‖ VP 0.08 

―have‖ : ―jazz music‖ VP 0.23 

―enjoy‖: ―jazz music‖ VP 0.08 

Figure 5.  Partial table of probabilities of associa-

tion pairs (VP: verb phrase; PP: preposition 

phrase).  

Given these probabilities, we can define pat-

tern selection algorithms (e.g., always select the 

pattern with the highest probability for each top-

ic; or rotates among different patterns from high 

to low probabilities), and generate response ut-

terances based on the selected patterns. The only 

domain-dependent part of this approach is the 

selection of the seeds. The other steps all depend 

on generic linguistic structures and are domain-

independent. Thus, this probabilistic method can 

be easily applied to generic domains for custom-

izing language generation. 

4 Experiments 

A web-based multimodal spoken dialogue sys-

tem, CityBrowser (Gruenstein and Seneff, 2007), 

developed in our group, can provide users with 

information about various landmarks such as the 

address of a museum, or the opening hours of a 

restaurant. To evaluate our proposed approaches, 

we enhanced the system with a review-summary 

database generated from a review corpus that we 

harvested from a review publishing web site 

(www.citysearch.com), which contains 137,569 

reviews on 24,043 restaurants.  

We utilize the platform of Amazon Mechani-

cal Turk (AMT) to conduct a series of user stud-

ies. To understand what types of queries the sys-

tem might potentially be handling, we first con-

ducted an AMT task by collecting restaurant in-

quiries from general users. Through this AMT 

task, 250 sentences were collected and a set of 

generic templates encoding the language patterns 

of these sentences was carefully extracted. Then 

10,000 sentences were automatically created 

from these templates for language model training 

for the speech recognizer.  

To evaluate the quality of recommendations, 

we presented the system to real users via custom-

ized AMT API (McGraw et al., 2010) and gave 

each subject a set of assignments to fulfill. Each 

assignment is a scenario of finding a particular 

restaurant, as shown in Figure 6. The user can 

talk to the system via a microphone and ask for 

restaurant recommendations.  

We also gave each user a questionnaire for a 

subjective evaluation and asked them to rate the 

system on different aspects. Through this AMT 

task we collected 58 sessions containing 270 ut-

terances (4.6 utterances per session on average) 

and 34 surveys. The length of the utterances var-

ies significantly, from ―Thank you‖ to ―Restau-

rants along Brattle Street in Cambridge with nice 
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cocktails.‖ The average number of words per 

utterance is 5.3.  

 

 
Figure 6. Interface of our system in an AMT as-

signment. 

 

Among all the 58 sessions, 51 were success-

fully fulfilled, i.e., in 87.9% of the cases the sys-

tem provided helpful recommendations upon the 

user‘s request and the user was satisfied with the 

recommendations. Among those seven failed 

cases, one was due to loud background noise, 

two were due to users‘ operation errors (e.g., 

clicking ―DONE‖ before finishing the scenario), 

and four were due to recognition performance.  

The user ratings in the 34 questionnaires are 

shown in Figure 7. On a scale of 0 (the center) to 

5 (the edge), the average rating is 3.6 on the eas-

iness of the system, 4.4 on the helpfulness of the 

recommendations, and 4.1 on the naturalness of 

the system response. These numbers indicate that 

the system is very helpful at providing recom-

mendation upon users‘ inquiries, and the re-

sponse from the system is present in a natural 

way that people could easily understand.  

 

 
Figure 7. Users‘ ratings from the questionnaires. 

 

The lower rating of ease of use is partially due 

to recognition errors. For example, a user asked 

for ―pancakes‖, and the system recommended 

―pizza places‖ to him. In some audio clips rec-

orded, the background noise is relatively high. 

This may be due to the fact that some AMT 

workers work from home, where it can be noisy.   

5 Conclusions 

In this paper we present a framework for incor-

porating review summarization into spoken rec-

ommendation systems. We proposed a set of en-

tity search methods as well as a probabilistic lan-

guage generation approach to automatically cre-

ate natural recommendations in human-computer 

conversations from review summaries. A user 

study in the restaurant domain shows that the 

proposed approaches can make the dialogue sys-

tem provide reliable recommendations and can 

help general users effectively. 

Future work will focus on: 1) improving the 

system based on users‘ feedback; and 2) apply-

ing the review-based approaches to dialogue sys-

tems in other domains.  
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Abstract 

This paper introduces a new dialogue man-

agement framework for goal-directed conver-

sations. A declarative specification defines the 

domain-specific elements and guides the di-
alogue manager, which communicates with the 

knowledge sources to complete the specified 

goal. The user is viewed as another knowledge 

source. The dialogue manager finds the next 

action by a mixture of rule-based reasoning 

and a simple statistical model. Implementation 

in the flight-reservation domain demonstrates 

that the framework enables the developer to 

easily build a conversational dialogue system.  

1 Introduction 

Conversational systems can be classified into 

two distinct classes: goal-directed and casual 

chatting. For goal-directed systems, the system is 

usually more “knowledgeable” than the user, and  

it attempts to satisfy user-specified goals. The 

system’s conversational strategies seek the most 

efficient path to reach closure and end the con-

versation (Smith, Hipp, & Biermann, 1995).  

    An essential commonality among different 

goal-directed applications is that, at the end of a 

successful conversation, the system presents the 

user with a “goal” entity, be it a flight itinerary, a 

route path, or a shopping order. Different con-

versations result from different properties of the 

goal entities and different constraints set by the 

knowledge sources. The properties define the 

necessary and/or relevant information, such as 
flight numbers in the flight itinerary.  Constraints 

specify the means to obtain such information. 

For examples fields “source”, “destination” and 

“date” are required to search for a flight. Once 

the properties and constraints are known, dialo-

gue rules can easily map to dialogue actions. 

    This paper introduces a dialogue management 

framework for goal-directed conversation based 

on entity and knowledge source specification. 

The user is viewed as a collaborator with the di-

alogue manager, instead of a problem-raiser. The 

dialogue manager follows a set of definitions and 

constraints, and eventually realizes the goal enti-

ty. It also incorporates a simple statistical engine 

to handle certain decisions. 

2 Related Work 

In recent years, statistical methods have gained 

popularity in dialogue system research.  Partially 

Observable Markov decision processes have 

been the focus of a number of papers (Levin, 

Pieraccini, & Eckert, 1997; Scheffler & Young, 

2001; Frampton & Lemon, 2006; Williams & 

Young, 2007). These approaches turn the dialo-

gue interaction strategy into an optimization 

problem. The dialogue manager selects actions 

prescribed by the policy that maximizes the re-

ward function (Lemon & Pietquin, 2007). This 

machine learning formulation of the problem 

automates system development, thus freeing the 

developers from hand-coded rules. 

   Other researchers have continued research on 

rule-based frameworks, in part because they are 

easier to control and maintain. One common ap-

proach is to allow developers to specify the tasks, 
either using a conditioned sequential script (Zue, 

et al., 2000; Seneff, 2002), or using a task hie-

rarchy (Hochberg, Kambhatla, & Roukos, 2002). 

In (Bohus & Rudnicky, 2003)’s work, a tree of 

dialogue agents, each of which handles different 

dialogue actions, is specified to control the di-

alogue progress. The knowledge has also been 

specified either by first order logic (Bühler & 

Minker, 2005) or ontology information (Milward 

& Beveridge, 2004). 

3 Dialogue Manager 

Figure 1 illustrates the architecture of the pro-

posed dialogue management framework. Com-

87



munication with the dialogue manager (DM) is 

via “E-forms” (Electronic forms), which consist 

of language-independent key-value pairs. The 

language understanding and language generation 

components mediate between the DM and vari-

ous knowledge sources (KS), including the user, 

to interpret the output from the KS and generate 

input that the KS can understand. Each KS han-

dles one or more sub-domains. For example, a 

date/time KS can resolve a date expression such 

as “next Tuesday” to a unique date; a flight data-

base can provide flight information. The KSes 

are provided by the developer. They can be local 

(a library) or external (a separate executable).  

Within this architecture, the user is viewed as 

a special KS, who understands and speaks a nat-

ural language, so that the whole architecture is 

completely DM-centered, as shown in Figure 1. 

An external language understanding system 

parses the original input into an E-form, and an 

external language generation component con-

verts the output E-form into the desired natural 

language. Each particular communication with 

the user is analogous to other communications 

with the various KSes.  The user is always 

ranked the lowest in the priority list of the KSes, 

i.e., only when other knowledge sources cannot 
provide the desired information does the DM try 

to ask the user.  

 
Figure 1. System Framework. 

For example, in the flight reservation system, 

suppose the DM first tries to determine the 

source airport. If there exists a KS that contains 

this user’s home airport information, the DM will 

adopt it. If no other KS can provide the informa-

tion, the DM asks the user for the departure city. 

3.1 Entity-Based Specification  

Our framework uses an entity-based declarative 

domain specification. Instead of providing the 

action sequence in the domain, the developer 

provides the desired form of the goal entity, and 

the relationships among all relevant entities.  
    The specification is decomposed into two parts. 

The first part is the declaration of the knowledge 

sources. Each KS may contain one or more sub-

domains, and an associated “nation” defines the 

language processing parameters. 

    The second part is the entity type definition. 

For a particular domain, there is one goal entity 

type, and an arbitrary number of other entity 

types, e.g., two entity types are defined in the 

flight reservation system: “itinerary” and “flight.”  

The definition of an entity type consists of a set 

of members, including their names, types and 

knowledge domain. A logical expression states 

the conditions under which the entity can be re-

garded as completed; e.g., a completed itinerary 

must contain one or more flights. The entity de-

finition can also include optional elements such 

as comparative/superlative modifiers or custo-

mized command-action and task-action map-

pings, described in more detail later. 

The entity-based specification has an advan-

tage over an action-based specification in two 

aspects. First, it is easier to define all the entities 

in a dialogue domain than to list all the possible 

actions, so the specification is more compact and 

readable. Secondly, the completion condition and 

the KS’s constraints capture the underlying mo-

tivation of the dialogue actions. 

 
Figure 2. The Main Loop of the DM. 

3.2 Dialogue Execution  

Similar to the Information-State-Update (Larsson 

& Traum, 2000) idea, the DM maintains an in-

ternal state space with all up-to-date information 

about the entities. It also keeps a task list tree 

with a root task “complete goal.” In task execu-

tion, subtasks (child node) and/or subsequent 

(right sibling node) tasks are issued. Each time 

the left-most leaf task is executed, and when a 

task is completed, the DM checks all tasks and 

removes those that have been rendered obsolete.  

    Ten basic tasks are pre-defined in the DM, 

including complete_entity, inquire_ks, and some 

other tasks related to entity manipulation. A 

complete_entity task evaluates the completion 
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conditions and issues appropriate tasks if they 

are unmet. An inquire_ks task handles communi-

cation with the KSes, and issues subtasks if the 

query does not satisfy the constraints.  A default 

action associated with each task can be replaced 

by customized task-action mappings if needed. 

Figure 2 shows the main loop of the DM. The 

process loops until a “pause” is signaled, which 

indicates to await the user’s spoken response. An 

example will be given in Section 4. 

3.3 Statistical Inference  

To cope with situations that rules cannot handle 

easily, the framework incorporates a simple sta-

tistical engine using a Space Vector Model.  It is 

designed only to support inference on specific 

small problems, for example, to decide when to 

ask the user for confirmation of a task. Models 

are built for each of the inference problems. The 
output label of a new data point is computed by 

weighting the labels of all existing data by their 

inverse distances to the new data point.   

    Equations (1) to (3) show the detailed math of 

the computation, where x is the new data point 

and d
j
 is the j-th existing data point. α is a fading 

coefficient which ranges from 0 and 1. β, a cor-

rection weight, has a higher value for data points 

resulting from manual correction. δ(∙)  is 1 when 

the two inputs are equal and 0 otherwise. sim(x, 

d) defines the similarity between the new data 

point and the existing data point. Function dis(∙) 
indicates the distance for a particular dimension, 

which is specified by the developer. The weight 

for each dimension wi is proportional to the 

count of distinct values of the particular dimen-

sion c(Di) and the mutual information between 

the dimension and the output label. ���� = argmax�
 � ���������, �� � ∙ �������, ����  (1) 

�����,  � = ! "#∑ %� ∙  ��&���,  ���      � ≠     
                     )                    � =  * (2) 

+� ∝ -�.��/�.�, ��.�� (3) 

4 Implementation in Flight Domain 

The framework has been implemented in the 

flight reservation domain. A grammar was used 

to parse the user’s input, and a set of generation 

rules was used to convert the DM’s output E-

form into natural language (Seneff, 2002). Two 

local KSes are utilized: one resolves complex 

date and time expressions, and one looks up air-

port/city codes. A local simulated flight DB will 
be replaced by a real external one in the future. 

    Figure 3 illustrates the logic of the flight res-

ervation domain. The database has two alterna-

tive sets of conjunctive constraints “destination 

& source & date” and “flight# & date”. Two 

entity types are defined. The itinerary entity type 

contains a list of flights, a number of expected 

flights and a price, with completion condition 

“#flights > 0”. The flight entity type contains 

members: flight number, date, source, destination, 

etc., with completion condition “flight# & date”. 

    Table 1 illustrates dialogue planning.  In the 

execution of flight.complete_entity(), the DM 

determines that it needs a flight number accord-

ing to the entity’s completion condition. Howev-

er, a destination is required to search the flight 

DB. No other KS offers this information, so the  

system turns to the user to ask for the destination.  

    The statistical engine currently supports infe-

rence for two problems: whether the execution of 

a task requires the user’s confirmation, and 

whether the pending list is in focus.    

     Several customized task actions were defined 

for the domain. For example, after adding the 

first flight, a customized task action will auto-

matically create a return flight with appropriate 

source and destination, unless a one-way trip has 

been indicated. The implementation of the cus-
tomized task actions required only about 550 

lines of code. 

User: I want a flight to Chicago 
create itinerary 
itinerary.complete_entity() 
     itinerary.add_entity(:flights) 

    create flight 

    flight.complete_entity() 

      flight.fill_attribute(flight#) 
          inquire_ks(flight_db, flight#) 
              flight.fill_attribute(destination) 

                  inquire_ks(user, destination) 

System: What city does the flight leave from? 
Table 1. An example of the system's reasoning 

process. Shaded lines denote statistical decisions. 

5. Preliminary Evaluation 

We conducted a preliminary evaluation with a 

simulated flight database and a simulated user 

model. The statistical inference model was 

trained with 210 turns from 18 conversations. A 

personality-based user simulator creates random 

scenarios and simulates user utterances using a 

probabilistic template-based method. In 50 con-

versations between the simulated user and the 

DM, the average number of turns was 14.58, 

with a high standard deviation of 8.2, due to the 

variety of the scenario complexity and personali-

ties of the simulator users. Some simulated users 
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Figure 3. Dialogue Logic for the Flight Booking Domain. 

 
were intentionally designed to be very uncooper-

ative. The DM was able to handle these situa-

tions most of the time. 

We examined all the simulated dialogues turn 

by turn. For a total of 729 turns, the DM re-

sponded appropriately 92.2% of the time. One 

third of the failed turns were due to parse failures. 

Another third resulted from insufficient tutoring. 

These situations were not well covered in the 

tutoring phase, but can be easily fixed through a 

few more manual corrections. The rest of the 

errors came from various causes. Some were due 

to defects in the simulator.  

6 Conclusions and Future Work 

We have introduced a framework for goal-based 

dialogue planning. It treats the user as a know-

ledge source, so that the entire framework is 

DM-centered. A declarative entity-based specifi-

cation encodes the domain logic simply and 

clearly. Customized task actions handle any do-

main-dependent computations, which are kept at 

a minimum. A simple statistical engine built into 

the framework offers more flexibility.  

In the future, we will integrate the dialogue 

manager into a speech-enabled framework, and 

build spoken dialogue systems for flight reserva-

tions and other domains of interest. 
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Abstract

We describe an approach to improving
the naturalness of a social dialogue sys-
tem, Talkie, by adding disfluencies and
other content-independent enhancements
to synthesized conversations. We investi-
gated whether listeners perceive conversa-
tions with these improvements as natural
(i.e., human-like) as human-human con-
versations. We also assessed their ability
to correctly identify these conversations as
between humans or computers. We find
that these enhancements can improve the
perceived naturalness of conversations for
observers “overhearing” the dialogues.

1 Introduction

An enduring problem in spoken dialogue systems
research is how to make conversations between
humans and computers approach the naturalness
of human-human conversations. Although this
has been addressed in several goal-oriented dia-
logue systems (e.g., for tutoring, question answer-
ing, etc.), social dialogue systems (i.e., non-task-
oriented) have not significantly advanced beyond
so-called “chatbots”. Proper social dialogue sys-
tems (Bickmore and Cassell, 2004; Higuchi et
al., 2002) would be able to conduct open con-
versations, without being restricted to particular
domains. Such systems would find use in many
environments (e.g., human-robot interaction, en-
tertainment technology).

This paper presents an approach to improving a
social dialogue system capable of chatting about
the news by adding content-independent enhance-
ments to speech. We hypothesize that enhance-
ments such as explicit acknowledgments (e.g.,
right, so, well) and disfluencies can make human-
computer conversations sound indistinguishable
from those between two humans.

Enhancements to synthesized speech have been
found to influence perception of a synthetic
voice’s hesitation (Carlson et al., 2006) and per-
sonality (Nass and Lee, 2001). Andersson et
al. (2010) used machine learning techniques to
determine where to include conversational phe-
nomena to improve synthesized speech. Adell et
al. (2007) developed methods for inserting filled
pauses into synthesized speech that listeners found
more natural. In these studies, human judges com-
pared utterances in isolation with and without im-
provements. In our study, we focus on a holistic
evaluation of naturalness in dialogues and ask ob-
servers to directly assess the naturalness of con-
versations that they “overhear”.

2 The Talkie System

Talkie is a spoken dialogue system capable of hav-
ing open conversations about recent topics in the
news. This system was developed for a dialogue
systems course (Lim et al., 2009). Interaction
is intended to be unstructured and free-flowing,
much like social conversations. Talkie initiates a
conversation by mentioning a recent news head-
line and invites the user to comment on it.

The system uses a database of news topics and
human-written comments from the “most blogged
about articles” of the New York Times (NYT)1.
Comments are divided into single sentences to ap-
proximate the length of a spoken response. Given
a user’s utterance (e.g., keywords related to the
topic), Talkie responds with the comment that
most closely resembles that utterance. Talkie may
access any comment related to the topic under dis-
cussion (without repetition). The user may choose
to switch to a different topic at any time (at which
point Talkie will propose a different topic from its
set).

1http://www.nytimes.com/gst/mostblogged.html
Follow links to each article’s comment section.
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3 Study

We performed a study to determine if the per-
ceived naturalness of conversations could be im-
proved by using heuristic enhancements to speech
output. Participants “overheard” conversations
(similar to Walker et al. (2004)). Originally typed
interactions, the conversations were later synthe-
sized into speech using the Flite speech synthesis
engine (Black and Lenzo, 2001). For distinctive-
ness, conversations were between one male voice
(rms) and one female voice (slt). The voices were
generated using the CLUSTERGEN statistical para-
metric synthesizer (Black, 2006). All conversa-
tions began with the female voice.

3.1 Dialogue Content
We considered four different conversation types:
(1 & 2) between a human and Talkie (human-
computer and computer-human depending on the
first speaker), (3) between two humans on a
topic in Talkie’s database (human-human), and
(4) between two instances of Talkie (computer-
computer). The human-computer and computer-
human conditions differed from each other by
one utterance; that is, one was a shifted version
of the other by one dialogue turn. The human-
computer conversations were collected from two
people (one native English speaker, one native
Portuguese speaker) interacting with Talkie on
separate occasions. For human-human conversa-
tions, Talkie proposed a topic for discussion. Each
conversation contained ten turns of dialogue. To
remove any potential effects from the start and end
content of the conversations, we selected the mid-
dle three turns for synthesis. Each conversation
type had five conversations, each about one of five
recent headlines (as of May 2010).

3.2 Heuristic Enhancements
We defined a set of rules that added phenomena
observed in human-human spoken conversations.
These included filled pauses, word repetitions, si-
lences, and explicit acknowledgments. Conversa-
tions in this study were enhanced manually by fol-
lowing the set of rules described in Figure 1; an
example is shown in Figure 2.

3.3 Participants and Task
Eighty participants were recruited from Ama-
zon’s Mechanical Turk2 (MTurk) for this between-

2http://www.mturk.com

Category I - Explicit Acknolwedgements

• inserted sparingly at the beginning of sentences
when grammatical (e.g., well, so, you know,
right).

Category II - Filled pauses / repetitions

• no more than three per dialogue
• no more than two in any one sentence
• placed repetitions in places where speaker may

have hesitation (e.g., after ”I think...”)
• utterances may have a filled pause or a repetition

followed by a filled pause.

Category III - Silences

• added sparingly after filled pauses.

Figure 1: Heuristics used for adding enhance-
ments to synthesized dialogue.

subjects study. Only workers with a 95% HIT (hu-
man intelligence task) approval rating could par-
ticipate. There were three experimental dimen-
sions that we counterbalanced across participants:
the four conversation “types” described in Section
3.1, the order of the five topics, and the presence
or absence of heuristic enhancements to the syn-
thesized speech that participants heard. Each par-
ticipant listened to every topic such that exactly
five participants heard each condition.

Participants made two judgments per conversa-
tion: rating the “naturalness” of a conversation
based on a four-point Likert scale and ranking
the conversant identities (i.e., as two humans, two
computers, or a computer and a human) from most
to least confident. We used the non-parametric
Kruskal-Wallis one-way analysis of variance to
determine statistically significant differences in
naturalness responses across groups (naturalness
being the dependent measure).

4 Results

We analyzed two measures: (1) naturalness rat-
ings of conversations, and (2) frequencies from
highest-rank to lowest-rank of who the participant
believed to be the speakers in each conversation.
We found no statistically significant ordering ef-
fects or biases due to the topic of conversation.

4.1 Speaker Type Condition Results

Results for naturalness scores are summarized in
Figure 3. As expected, mean naturalness was
highest for the human-human condition and lowest
for the computer-computer condition. We found
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Human-computer conversation (original, enhancements)

h: Well, that sounds ridiculous, you get taxed proportionally to your paycheck.
c: So, let them retire on social security payments, then you will see changes with <uh> with an overabundance of funds.
h: I don’t see how this would be possible.
c: You know, you don’t have the money yet, and you have just increased your debt by 2.5 trillion dollars.
h: Exactly why should we be raising taxes on the rich?
c: With our current politics of division, I <umm> worry we have the will or determination to address these issues.

Figure 2: Example conversation with heuristic enhancements marked in bold.
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Figure 3: Naturalness across the speaker type con-
dition.

no statistically significant difference in naturalness
ratings for the computer-human condition com-
pared to the human-computer condition (H(1) =
2.94; p = 0.09). Also, the computer-computer
condition was significantly different from all other
conditions, suggesting that conversation flow is an
important factor in determining the naturalness of
a conversation (H(3) = 42.49, p < 0.05).

People rated conversations involving a com-
puter and a human similarly to human-human con-
versations (without enhancements). There were
no statistically significant differences between the
three conditions cc, ch, and hc (H(2) = 5.36, p =
0.06). However, a trend indicated that hc natural-
ness ratings differed from those of the ch and hh
conditions. Conversations from the hc condition
had much lower (18%) mean naturalness ratings
compared to their ch counterparts, even though
they were nearly equivalent in content.

4.2 Heuristic Enhancements Results

There were significant differences in naturalness
ratings when heuristic enhancements were present
(H(1) = 17.49, p < 0.05). Figure 4 shows that
the perceived naturalness was on average higher
with heuristic enhancements. Overall, mean natu-
ralness improved by 20%. This result agrees with

findings from Andersson et al. (2010).
Computer-computer conversations had the

highest relative improvement (42%) in mean nat-
uralness. Naturalness ratings were significantly
different when comparing these conversations
with and without enhancements (H(1) = 11.77, p
< 0.05). Content-free conversational phenomena
appear to compensate for the lack of logical flow
in these conversations. According to Figure 5,
after enhancements people are no better than
chance at correctly determining the speakers in
a computer-computer conversation. Thus the
heuristic enhancements clearly affect naturalness
judgments.

Even the naturalness of conversations with good
logical flow can improve with heuristic adjust-
ments; there was a 26% relative improvement in
the mean naturalness of human-human conver-
sations. Participant ratings of naturalness were
again significantly different (H(1) = 12.45, p <
0.05). Note that these conversations were origi-
nally typed dialogue. As such, they did not capture
turn-taking properties present in conversational
speech. When enhanced with conversational phe-
nomena, they more closely resembled natural spo-
ken conversations. As shown in Figure 5, people
are more likely than chance to correctly identify
two humans as being the participants in the di-
alogue after these enhancements were applied to
speech.

Conversations with one computer and one hu-
man also benefited from heuristic enhancements.
Improvements in naturalness were marginal, how-
ever. Naturalness scores in the hc condition im-
proved by 16%, but this improvement was only
a trend (H(1) = 3.66, p = 0.06). Improvement
was negligible in the ch condition. Participants
selected the correct speakers in human-computer
dialogues no better than random. We note that
participants tended to avoid ranking conversations
as “human & computer” with confidence (i.e., the
highest rank). A significant majority (267 out of
400) of second-rank selections were “human &
computer.” Participants tended to order conditions
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Figure 4: Mean naturalness across enhancement
conditions.
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Figure 5: Percentage of participants’ selections of
members of the conversation that were correct.

from all human to all computer or vice-versa.

5 Conclusions

We have shown that content-independent heuris-
tics can be used to improve the perceived natural-
ness of conversations. Our conversations sampled
a variety of interactions using Talkie, a social di-
alogue system that converses about recent news
headlines. An experiment examined the factors
that could influence how external judges rate the
naturalness of these conversations.

We found that without enhancements, people
rated conversations involving a human and a com-
puter similarly to conversations involving two hu-
mans. Adding heuristic enhancements produced
different results, depending on the conversation
type: computer-computer and human-human con-
versations had the best gain in naturalness scores.
Though it remains to be seen if people are always
influenced by such enhancements, they are clearly
useful for improving the naturalness of human-

computer dialogues.
Future work will involve developing methods to

automatically inject enhancements into the synthe-
sized speech output produced by Talkie, as well
as determining whether other types of systems can
benefit from these techniques.
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Abstract 

The present study uses the dialogue paradigm 

to explore route communication. It revolves 

around the analysis of a corpus of route in-

structions produced in real-time interaction 

with the follower. It explores the variation in 

forming route instructions and the factors that 

contribute in it. The results show that visual 

co-presence influences the performance, con-

versation patterns and configuration of instruc-

tions. Most importantly, the results suggest an 

analogy between the choices of instruction-

givers and the communicative actions of their 

partners. 

1.1 Spatial language in dialogue 

  The main question this paper attempts to ad-

dress is how people produce route instructions in 

dialogue. The current zeitgeist in language re-

search and dialogue system development seems 

to be the unified investigation of spatial language 

and dialogue (Coventry et al., 2009). Indicative 

of the growing prioritisation of dialogue in the 

study of spatial language are the on-going re-

search efforts within the MapTask
1
 project and 

the GIVE challenge
2
 .  

1.2 A framework for the analysis of route 

instructions 

The study uses CORK (Communication of Route 

Knowledge, (Allen 2000)), a framework which 

provides a component-based analysis of route 

instructions. The CORK taxonomy differentiates 

between instructions that are directives (action 

statements with verbs of movement) and descrip-

tive statements (with state-of-being verbs, like 

“be” and “see”). Descriptives present a static pic-

                                                 
1
 http://www.hcrc.ed.ac.uk/maptask/ 
2
 http://www.give-challenge.org/research/ 

ture of spatial relations and provide the follower 

the opportunity to verify his position or reorient 

himself. The taxonomy also considers elements 

that provide specificity and distinguishing infor-

mation about environmental features, called de-

limiters. Within this framework, Allen (2000) 

describes a set of principles pertaining to the 

configuration of route descriptions. Namely, 

people concentrate descriptives and delimiters on 

points along the route that offer for uncertainty 

(like crossroads). Moreover, the selection and 

placement of these components depends on the 

characteristics of the environment and the per-

ceived needs of the follower. Evidence from em-

pirical work supports the framework, reporting 

that errors in navigation increased when the route 

directions violated these principles. Nevertheless, 

the applicability of the suggested principles has 

only been tested in scenarios in which the direc-

tions were produced beforehand by either the 

experimenters or a separate group of subjects. 

1.3 The effect of visual information  

Studies exploring the effect of visual information 

on task-oriented interaction converge on that vis-

ual feedback leads to more efficient interactions 

and influences the conversational patterns be-

tween participants (Clark and Krych, 2004; Ger-

gle et al., 2004; Koulouri and Lauria, 2009). 

These phenomena are generally attributed to the 

ease of establishing “common ground” when 

visual feedback is available. However, to the au-

thors’ knowledge, most related studies have fo-

cused on high-level analysis of dialogue acts and 

many aspects of how interlocutors adapt their 

linguistic choices remain undefined.  

1.4 Aims and hypotheses of study 

The present study provides an empirical account 

of route instructions, as they emerge in real-time 

interaction with the follower. We offer the fol-
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lowing tentative hypotheses. Since visual co-

presence facilitates grounding of information, it 

is expected to have a major effect on how route 

instructions are configured. Next, putting addi-

tional emphasis on the inter-individual processes 

involved in language use, this study aims to test 

whether the linguistic options mobilised by the 

instructor ultimately depend upon the contribu-

tions of the follower. 

2 Methods 

A study was designed to elicit natural route in-

structions in a restricted context. Pairs of partici-

pants collaborated in a navigation task, in a “Wi-

zard-of-Oz” set-up. The instructors provided in-

structions to navigate their partners to designated 

locations in a simulated town, being under the 

impression that they were interacting with a 

software agent (robot). The study manipulated 

two factors; i) availability of visual information 

on follower’s actions and ii), follower’s interac-

tive capacity. With regard to the first factor, there 

were two conditions in which the ability to moni-

tor the actions of the “robot” was either removed 

or provided. The second factor also involved two 

conditions. In the first condition, the followers 

could interact using unconstrained language 

(henceforth, “Free” condition). In the second 

condition (henceforth, “Constrained” condition), 

a set of predetermined responses available to the 

followers aimed to coerce them towards more 

“automated” contributions; for instance, “open-

ended” repairs such as “What?”, which provide 

no specific information on the source of the 

problem. However, the followers were still able 

to be interactive if they wished so, by clicking 

the relevant buttons to request clarification or 

provide location information.  

The study followed a between-subjects fac-

torial design. A total of 56 students were allo-

cated in the four conditions: Monitor-Free, 

Monitor-Constrained, No Monitor-Free, No 

Monitor-Constrained. The experimental proce-

dure is described in detail in (Koulouri and 

Lauria, 2009). 

2.1 Set-up 

The experiment relied on a custom-built sys-

tem which supported the interactive simulation 

and enabled real-time direct text communication 

between the pairs. The interfaces consisted of a 

graphical display and a dialogue box.  

The interface of the instructor displayed the 

full map of the simulated town (Figure 1). On the 

upper right corner of the interface, there could be 

a small “monitor”, in which the robot’s imme-

diate locality was displayed, but not the robot 

itself. The presence of the monitor feature de-

pended on the experimental condition.   

The followers’ interface displayed a fraction 

of the map, the surroundings of the robot’s cur-

rent position. The robot was operated by the fol-

lower using the arrow keys on the keyboard. In 

the “Free” conditions followers could freely type 

messages. In the “Constrained” conditions, the 

followers needed to use the buttons on the inter-

face (Figure 2). 

 
Figure 1. The instructor’s interface in the Monitor 

conditions. The monitor window on the upper right 

corner was removed in No Monitor conditions. 

 
Figure 2. The follower’s interface in the Constrained 

conditions. In the Free conditions, there were no but-

tons and followers could freely type any message. 

2.2 Data analysis  

The analysis of the corpus of route instructions 

followed the CORK framework (Allen, 2000). 

Communicative statements were classified as 

Directives or Descriptives. These communica-

tive statements could contain references to envi-

ronmental features. The types of environmental 

features considered were: Locations (e.g., build-

ings or bridges), Pathways (e.g., streets), Choice 

Points (e.g., junctions) and Destination. Last, 

instructions can be composed of delimiters, 

which fall into four categories: 

1. Distance designations: e.g., “...until you 

see a car park”. 

2. Direction designations: e.g., “go left”. 

3. Relational terms: e.g., “on your left”,  

4. Modifiers: e.g., “big red bridge”, “take 

the first/second/last road”. 
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3 Results  

The experiment yielded a large corpus of 160 

dialogues, composed of 3,386 turns. 1,485 in-

structions were collected. First, the analysis con-

siders some common measures of efficiency. 

Next, the results of the component analysis of 

instructions are presented.  

3.1 Efficiency of interaction 

The number and length of turns and instructions 

and time needed to complete each task are typi-

cally used as measures of the efficiency of inter-

action. Additionally, fewer execution and under-

standing failures are taken as indicators of supe-

rior performance. 

Time, number of turns, words and instruc-

tions: The ANOVA performed on time per task 

showed no reliable significant differences among 

groups. On the other hand, significant effects 

were observed with regard to all other dependent 

variables. An interaction effect was revealed af-

ter analysis on numbers of turns (F(1, 24) = 

3.993, p = .05). Pairs in the Monitor-Free condi-

tion required less turns to complete the task 

compared to the other groups (column 1 of Table 

1). It seems however that instructors in both 

Monitor conditions were dominating the conver-

sational floor, having produced about 58% of the 

turns, compared to instructors in the No Monitor 

conditions (F(1, 24) = 5.303, p = .03). Neverthe-

less, it was not the case that instructors in Moni-

tor conditions were “wordier”. The number of 

words was similar among all instructor groups. 

The results indicated that the total number of 

words required to complete a task was much 

lower in Monitor conditions (F(1, 24) = = 5.215, 

p = 0.03) (see column 3 in Table 1). Next, in-

structors in Monitor conditions gave more in-

structions to guide the followers to the destina-

tion (F(1, 24) = 3.494, p = .07).  However, these 

instructions were considerably shorter compared 

to the instructions provided by No Monitor in-

structors (F(1, 24) = 4.268, p = .05). All differ-

ences are amplified in the Monitor-Constrained 

group, in which more turns and instructions were 

needed but with fewer words and the “turn pos-

session” of the instructor was the highest among 

the groups.  
Con-

dition 

#Turns 

per 

task 

%In-

struc-

tor 

Turns 

#Word

s per 

task 

#Words 

per 

Instruc-

tion 

#Instruc-

tions per 

task 

Miscom-

munica-

tion per 

task 

M-F 16.74 57.12% 87.33 4.70 9.08 1.14 

M-C 23.95 58.86% 65.02 3.01 11.73 2.05 

NM-F 23.63 52.28% 105.38 5.29 8.58 1.20 

NM-C 20.15 50.62% 100.35 5.07 7.68 0.69 

Table 1. Summary of Results (mean values).  

Frequency of miscommunication: Miscom-

munication was calculated by considering two 

measures: the number of execution errors and of 

follower turns that were tagged as expressing 

non-understanding. The ANOVA revealed an 

interaction effect (F (1, 24) = 4.012, p = .05). 

Striking differences were observed between the 

Monitor-Constrained group and the rest; in par-

ticular, followers in this condition were twice or 

three times more likely to fail to understand and 

execute instructions (see last column in Table 1). 

3.2 Component analysis of instructions 

This section presents the results of the analysis 

on inclusion of landmark references, types of 

delimiters and communicative statements.  

Landmark references: Instructors in both No 

Monitor conditions preferred to produce instruc-

tions that were anchored on landmarks, especial-

ly on 3D locations such as buildings (28% of 

instructions contained locations vs 14% in the 

Monitor conditions, (F (1, 24) = 12.034, p = 

.002)). On the other hand, Monitor instructors 

opted for simple action prescriptions. Particular-

ly, 75% of the instructions in the Monitor-

Constrained condition omitted any kind of refer-

ence (compared to an average of 42% in the oth-

er conditions).  

Delimiters: Category 2 delimiters that pro-

vided simple direction information were preva-

lent in Monitor conditions (F (1, 24) = 11.407, p 

= .002). Further, an interaction effect was found 

(F (1, 24) = 3.802, p = .01); the number of cate-

gory 2 delimiters almost doubles in the Monitor-

Constrained condition. On the contrary, the use 

of category 1 delimiters, which provide informa-

tion on the boundary of the route is very limited 

in the Monitor-Constrained condition (F (1, 24) = 

5.350, p = .03). The third category of delimiters 

includes terms that specify the relation between 

traveller and an environmental feature (“on your 

left”) or between environmental features. Again, 

the difference arises in the Monitor-Constrained 

condition, which included the lowest number of 

category 3 delimiters (marginal effect, F (1, 24) 

= 3.392, p = .07). Finally, the analysis performed 

on the frequency of category 4 delimiters did not 

yield any significant effect.  

Directive and descriptive communicative 

statements: An interaction effect was revealed 

with regard to the proportion of directives and 
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descriptives in the corpus (F (1, 24) = 3.830, p = 

.06). The instructors in the Monitor-Constrained 

condition produced less descriptives, which give 

information about relations among features in the 

environment and tap perceptual experience (“you 

will see a bridge”). In particular, in the Monitor-

Constrained condition, 4.7% of instructions were 

descriptives, whereas the proportion of descrip-

tives averaged 10% in all other conditions. 

4 Discussion 

The results resonate with previous research. The 

actions of the followers served as an immediate, 

accurate and effortless indicator of their current 

state of understanding, making verbal feedback 

redundant. Monitor instructors could readily con-

firm their assumptions about the information re-

quirements of followers and used linguistics 

shortcuts and simpler instructions exactly at the 

moment needed. On the other hand, in the No 

Monitor condition, uncertainty about the position 

and movement of the robot created the need for 

elaborate and explicit instructions. The contribu-

tion of the present study lies on that it grounds 

these observations on quantitative analysis, using 

measures like words, turns and the relative fre-

quencies of certain types of instruction compo-

nents that vary in information value. Most impor-

tantly, it describes the specific ways in which 

instructors configure their directions in the pres-

ence/absence of visual information.  

The CORK framework predicts that route pro-

tocols which are rich in descriptives and rela-

tional terms are associated with more successful 

navigation, compared to simple directional ones. 

Our results partially meet this expectation, since 

large numbers of execution errors and non-

understandings were only observed in the Moni-

tor-Constrained condition, whereas miscommu-

nication rates were similar across the other 

groups. Indeed, this condition was found to gen-

erally differ from the rest. In particular, In the 

Monitor-Constrained condition, the dialogues 

were the shortest in terms of words. Instructors 

produced many but short instructions. The com-

ponent-based analysis revealed that they em-

ployed overwhelmingly more action-based in-

structions without landmark references and de-

scriptives. Boundary information on the route, 

frame of reference and spatial relations between 

environmental features were typically omitted. In 

both Constrained conditions, followers were ex-

pected to resort to a “mechanical” interaction, as 

coerced by the presence of the predefined re-

sponses. Inspection of the dialogues revealed that 

followers in the Monitor-Constrained condition 

did so, given the precedence of visual feedback. 

This was not the case with No Monitor-

Constrained followers who needed to verbally 

ground information. Dialogue examples are pro-

vided in Table 2 below. 
I: turn around 

I: go straight 

ahead 

I: stop 

I: turn left here 

I: go ahead 

F: What? 

I: Go straight 

ahead 

I: Now keep going down the road until 

you see a car park 

F: I am in front of the car park 

I: turn right and walk till the end,  

along the road you will see a gym on your 

right 

F: yes gym to my right side 

I: good, keep going straight and  

you will see a factory on your left 

Table 2. Dialogue excerpts from the Monitor-

Constrained (column 1) and No Monitor-Constrained 

(column 2) conditions. 

Thus, we propose that the linguistic choices of 

the followers “prime” the instructor’s own strat-

egies. In the Monitor-Constrained Condition, 

followers were less interactive, and gave fewer 

responses with lower information value. In har-

mony, their partners provided less elaborate in-

structions, which also lacked important informa-

tion and specificity.  

In conclusion, the findings confirm our initial 

hypotheses. Instructions are sensitive to condi-

tions of (visual) co-presence. Moreover, a direct 

link was identified between the way in which 

instructions and follower’s contributions are 

formulated. Following this lead, we are now fo-

cusing on a fine-grained analysis of the utter-

ances of the follower.  
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Abstract

In  this paper we examine the influence  of 
dimensionality  on  natural  language  route 
directions  in  dialogue.  Specifically,  we 
show  that  giving  route  instructions  in  a 
quasi-3d  environment  leads  to  experiential 
descriptive  accounts,  as  manifested  by  a 
higher  proportion  of  location  descriptions, 
lack of chunking, use of 1st person singular 
personal pronouns, and more frequent use of 
temporal and spatial deictic terms. 2d scen-
arios  lead  to  informative  instructions,  as 
manifested by a frequent use of motion ex-
pressions,  chunking of route elements,  and 
use of mainly 2nd person singular personal 
pronouns.

1 Introduction

In order to build artificial agents that are com-
petent  in  creating  and  understanding  natural 
language route directions in situated discourse, 
it is necessary to explore how situatedness af-
fects  the  communication  of  humans  about 
routes. The current study aims at exploring in 
which  ways  dimensionality  influences  the 
choice  of  communicative  strategies  for  route 
directions in discourse. 

Previous  research  about  route  directions 
mostly deals with monologues or pretend dia-
logue (e.g.  Rehrl  et  al.,  2009;  Klippel  et  al., 
2003), and concerns two-dimensional stimuli, 
such as map-based tasks (Klippel et al., 2003; 
Goschler et al., 2008).

The study presented here examines pairs of 
participants collaborating on a route instruction 
task  in  a  naturalistic  discourse  setting  under 
two  conditions:  In  the  2d  condition,  the  in-
structor  was  shown  a  two-dimensional  map 
with the route drawn into it. In the 3d condition 

however, the instructor navigated along a pre-
set route in Google Maps Street View.

2 Route Instruction Strategies  

Route directions consist of procedures and de-
scriptions that combine to a step-by-step pre-
scription of the actions that are necessary for 
executing the given course (Michon and Denis, 
2001; Longacre, 1983). Since spatial linguistic 
expressions  reflect  the  mental  model  already 
existing on the part  of  the  instructor,  the di-
mensions in which route instructors experience 
an environment (2d or 3d) may have a system-
atic impact on the discourse strategies they use. 
In the following we analyze a range of spatial 
descriptions, focusing on aspects known to be 
crucial for spatial interaction, such as descrip-
tions of locations and motion, the use of per-
spective  expressions,  chunking  of  route  ele-
ments, and personal and spatiotemporal deixis.

2.1 Static and Dynamic Descriptions

Since route directions deal with a static envir-
onment in which a movement takes place, they 
usually include a high proportion of dynamic 
descriptions of actions (procedures in Michon 
and Denis' (2001) terms), and additional static 
information  about  the  surroundings  (descrip-
tions). In our analysis, we distinguished speak-
ers’ utterances as  motion descriptions if  they 
described or requested the literal  motion of an 
entity. In contrast, an utterance was marked as 
location if it described a static spatial relation, 
for example the position of the speaker or an 
object at a certain point in time.

2.2 Perspective Use

When  describing  routes,  speakers  either  use 
the  route  perspective,  describing  route  ele-
ments or motions from the point of view of a 
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person traveling along the route, or the survey  
perspective, where the description is based on 
cardinal  directions,  or  directions  as  they  are 
defined  by  the  map  as  a  whole  (Taylor  and 
Tversky,  1996).  Previous  research  has indic-
ated that perspective choice can be influenced 
by the specific situation, and by the coordina-
tion  between  speakers  in  natural  discourse 
(Pickering  and  Garrod,  2004;  Watson  et  al., 
2006). In the present study, we test the hypo-
thesis that navigating a route in a 3d perspect-
ive makes it more difficult for the instructor to 
use the survey perspective, leading to a prefer-
ence for the route perspective. Further we as-
sume  that  the  follower  will  adapt  to  the  in-
structor’s  perspective choice in  terms  of  lan-
guage use.

2.3 Chunking of Route Segments

In a study examining online route descriptions 
to  an imaginary  follower  based on a two-di-
mensional  map,  Klippel  et  al.  (2003)  found 
that  participants  tended  to  chunk  decision 
points without directional change together. For 
example, a speaker could say “turn right at the 
second intersection” instead of “Go straight on, 
and then turn right”. This occurred even when 
the route was shown as a moving dot on the 
map.  In  our  study,  we  address  the  question 
whether this also holds for instructors with a 
three-dimensional  view.  We  expected  a  fre-
quent usage of chunking in the 2d condition, in 
which the participants have access to compre-
hensive structural information, as opposed to a 
higher degree of separate references in the 3d 
condition, in which participants experience the 
environment incrementally.

3 Experiment

22 students (average age 25, 14 male and 8 fe-
male) volunteered to participate in the experi-
ment.  They formed  11  pairs  that  each  com-
pleted one test run and three permuted critical 
trials.  Instructor  and follower  were placed  in 
different  rooms  and  interacted  via  telephone 
software. 

The four predetermined routes were identic-
al for all participants, and they differed mildly 
in complexity,  ranging from 9 to 14 decision 
points. All  routes  were  located  in  San Fran-
cisco and were specifically designed such that, 
at most decision points, descriptions would be 
unambiguous with respect to perspective use. 

In  the  2d  condition  (5  pairs),  instructors 
were  given a  map  that  showed mostly street 
names  and  major  landmarks  such  as  parks, 
schools, restaurants, etc., as they appear in the 
standard  Google  Maps  map  view.  The  route 
consisted of a marked starting and end point, 
and was signaled by a thick blue line with ar-
rows indicating the direction. In the 3d condi-
tion  (6  pairs),  instructors  interacted  directly 
with Google  Street View which had a photo-
graphic quasi-3d view and allowed them to ob-
serve the surroundings as if navigating on the 
roads,  seeing a vast  amount  of details  of  the 
environment.  Street names were clearly read-
able as an overlay on top of the photographic 
imagery.  The route was indicated by fat blue 
arrows that  the  instructors could click on,  in 
order to move in the given direction.

In both conditions, the followers were asked 
to draw the route on a map that only contained 
the starting point. The task instruction was the 
same for both conditions, priming for proced-
ural  discourse yet  ambiguous  with respect  to 
perspective use:  “Now you  have to  tell  your 
partner where you are going. Please do this by 
giving instructions via the microphone.” (trans-
lated  from German).  In  the  3d  condition  in-
structors were informed that the follower had a 
different view of the same surroundings.

Taken together this setup differs from pre-
vious studies in that it  features unconstrained 
spoken dialogue and is  set  in a realistic use-
case with a three-dimensional setting.

4 Results

The participants in the 3d condition took signi-
ficantly longer (M = 125.61 utterances per tri-
al) to complete a task than the participants in 
the 2d perspective (M = 46.40 utterances per 
trial, t(9) = 4.781, p = 0.001). 

Figure 1 shows typical examples of the in-
structors’  language  in  the  two  conditions.  In 
the 2d condition, instructors as well as follow-
ers used survey perspective, as in line 2.2 in 
Figure 1, significantly more frequently than in 
the 3d condition (see Table 1).  A Chi-square 
test  showed  the  following results  for  the  in-
structors: χ2(1) = 200.14, p < 0.0001 and χ2(1) = 
91.25, p < 0.0001 for the followers1. It is not-
able  that  the  followers  in  the  2d  condition 
showed  a  preference  for  survey  perspective 
(χ²(1)  = 15.38;  p  < 0.0001),  while  in  the  3d 

1 Mixed, conflated and unclear expressions were 
excluded from the analysis.

100



condition they clearly favored route perspect-
ive, which was the perspective of the instruct-
or.

3d condition:
1.1 Yes... erm ... 
now ... there is a 
crossing again
1.2 Moraga Street
1.3 to the left
1.4 into Moraga 
Street […]
1.5 then there is a 
crossing again
1.6 the twelfth
1.7 straight on over there
1.8 So Moraga further

2d condition:
2.1 And then we go down that one up to Moraga 
Street
2.2 And there we also go right into Moraga Street
2.3 We go through that one up to Eleventh 
Avenue

Figure 1. Typical examples of instructors’ lan-
guage in the two conditions.

The instructors in  the 3d condition used a 
significantly higher proportion of location de-
scriptions than the instructors in the 2d condi-
tion  (t(6.5)  = 4.500,  p  = 0.003). As  Table  2 
shows, the instructors in the 2d condition relied 
mainly on motion descriptions  (see Figure 1, 
location  descriptions  in  lines  1.1  and  1.5  as 
well as motion descriptions in lines 2.1-2.3). 

Perspective 
expressions

3D 2D

Instructor Follower Instructor Follower

Route 98.93% 
(370)

93.33% 
(112)

50.88% 
(87)

21.57% 
(11)

Survey 1.07%
(4)

 6.67% 
(8)

49.12% 
(84)

78.43% 
(40)

Totals 374 120 171 51

Table 1. Use of perspective expressions in 2d 
and 3d conditions (absolute values in paren-
theses).

Chunking of route elements did not occur at 
all  in  the  3d  condition.  In  the  2d  condition 
there were 29 intersections that were skipped 
through chunking, as shown in line 2.3 in Fig-
ure 1. This amounts to a mean of 1.9 chunked 
intersections per route.

Instructors in the 2d condition strongly pre-
ferred 2nd person singular pronouns, whereas

instructors in the 3d condition showed a prefer-
ence - though not as strong - for 1st person sin-
gular (see Figure 2). Instructors in the 3d con-
dition also used the German formal pronoun es 
‘it’ more frequently than those in the 2d condi-
tion. This preference is usually displayed in ut-
terances noting the presence of landmarks  in 
the  surroundings  (e.g.  “Da  gibt  es  eine  Hal-
testelle.” – “There is a tram stop here.”). 

Condition Location Motion

3D 36.81% 63.19%

2D 14.31% 85.69%
Table 2. Location and motion descriptions by 
instructor (means per trial).

In  the  3d  condition,  the  participants  used 
temporal  and  spatial  deictic  terms  more  fre-
quently than in  the 2d condition (jetzt ‘now’ 
3d:  7.3  occurrences  per  100  utterances,  2d: 
2.73. hier ‘here’ 3d: 2.21, 2d: 0.14).

Figure 2. Relative frequency of personal pro-
nouns in the two conditions.

5 Discussion

Our comparison of route directions given while 
perceiving an environment either as a 2d map 
or  in  a 3d view revealed that  dimensionality 
has  systematic  consequences  for  discourse 
strategies on various levels. Location descrip-
tions, route perspective expressions, 1st person 
singular personal pronouns, impersonal es ‘it’, 
as well  as  temporal  and spatial  deictic  terms 
occurred  more  frequently  in  the  instructors’ 
discourse  in  the  3d condition  than in  the  2d 
condition. Also, in the 3d condition, instructors 
did not chunk route elements together. These 
findings  reflect  the  fact  that  the  instructors 
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consistently  chose  a  different  discourse 
strategy in this condition. Instead of producing 
procedural step-by-step instructions, they gave 
descriptions of the events happening to them 
and accounts of their surroundings, whereas in-
structors in the 2d condition gave typical route 
directions for their partner to follow.

There are three aspects that may be respons-
ible for the different discourse strategies. First, 
it can be assumed that there is a habitual pref-
erence,  due to  the  fact  that  people  providing 
route directions usually have a 2d representa-
tion available to them, or prior knowledge of 
the relevant route,  whereas someone navigat-
ing new surroundings would not normally be 
expected  to  provide  efficient  procedural  in-
structions.  Second,  the  lack  of  structural  in-
formation in the 3d condition makes it difficult 
for instructors to describe the route from a sur-
vey perspective, or to deliver precise goal-ori-
ented instructions. Third, in the 3d condition, 
progress for the instructor was slow - compar-
able to riding a bicycle along the route at mod-
erate speed - due to the technical properties of 
Google Maps Street View This severed the ef-
fect of the inherent lack of structural informa-
tion, and most probably led the participants to 
verbalize their  progress  more  frequently than 
necessary,  in  order  to  keep  the  conversation 
flowing,  instead  of  to  waiting  until  they 
reached a point where more efficient instruc-
tions would be possible. This factor is also re-
flected in  the  number  of  utterances  per  trial: 
The higher number of utterances per trial in the 
3d condition (see section 4) is at least partly a 
result of the technical setup. 

In the case of chunking, time does not seem 
to  be  the  only relevant  factor.  Klippel  et  al. 
(2003) showed that in a 2d scenario in which 
the  route  was  only gradually revealed in  the 
form of a moving dot on a map,  participants 
still made use of chunking. It remains to be in-
vestigated whether the lack of chunking in the 
present scenario occurred due to the differing 
dimensionality,  or  resulted  from  the  uncon-
strained real dialogue situation, in contrast to 
the  pretend-dialogue  used  in  Klippel  et  al. 
(2003).

Further research should differentiate the role 
of time in the choice of strategy from the im-
pact of perspective. This requires experimental 
setups that allow for the systematic variation of 
the speed of the navigation, as well as for bet-
ter control of such factors as previous know-
ledge and information density on the route. It 

would also be necessary to examine two fur-
ther  conditions  (instructor:  3d,  follower:  2d 
and instructor: 2d, follower: 3d). 
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Abstract
Older adults are a challenging user group
because their behaviour can be highly vari-
able. To the best of our knowledge, this
is the first study where dialogue strategies
are learned and evaluated with both sim-
ulated younger users and simulated older
users. The simulated users were derived
from a corpus of interactions with a strict
system-initiative spoken dialogue system
(SDS). Learning from simulated younger
users leads to a policy which is close to
one of the dialogue strategies of the under-
lying SDS, while the simulated older users
allow us to learn more flexible dialogue
strategies that accommodate mixed initia-
tive. We conclude that simulated users are
a useful technique for modelling the be-
haviour of new user groups.

1 Introduction

State-of-the-art statistical approaches to dia-
logue management (Frampton and Lemon, 2006;
Williams and Young, 2007) rely on having ade-
quate training data. Dialogue strategies are typ-
ically inferred from data using Reinforcement
Learning (RL), which requires on the order of
thousands of dialogues to achieve good perfor-
mance. Therefore, it is no longer feasible to rely
on data collected with real users. Instead, training
data is generated through interactions of the sys-
tem with simulated users (SUs) (Georgila et al.,
2006). In order to learn good policies, the be-
haviour of the SUs needs to cover the range of
variation seen in real users (Georgila et al., 2006;
Schatzmann et al., 2006). Furthermore, SUs are
critical for evaluating candidate dialogue policies.

To date, SUs have been used to learn dialogue
strategies for specific domains such as flight reser-

vation, restaurant recommendation, etc., and to
learn both how to collect information from the
user (Frampton and Lemon, 2006) as well as how
to present information to the user (Rieser and
Lemon, 2009; Janarthanam and Lemon, 2009).
In addition to covering different domains, SUs
should also be able to model relevant user at-
tributes (Schatzmann et al., 2006), such as coop-
erativeness vs. non-cooperativeness (López-Cózar
et al., 2006; Jung et al., 2009), or age (Georgila et
al., 2008). In this paper, we focus on user age.

As the proportion of older people in the popu-
lation increases, it becomes essential to make spo-
ken dialogue systems (SDS) easy to use for this
group of people. Only very few spoken dialogue
systems have been developed for older people (e.g.
Nursebot (Roy et al., 2000)), and we are aware of
no work on learning specific dialogue policies for
older people using SUs and RL.

Older people present special challenges for di-
alogue systems. While cognitive and perceptual
abilities generally decline with age, the spread of
ability in older people is far larger than in any
other segment of the population (Rabbitt and An-
derson, 2005). Older users may also use differ-
ent strategies for interacting with SDS. In our pre-
vious work on studying the interactions between
older and younger users and a simulated appoint-
ment scheduling SDS (Wolters et al., 2009b), we
found that some older users were very “social”,
treating the system like a human, and failing to
adapt to the SDS’s system-initiative dialogue strat-
egy. A third of the older users, however, tended
to be more “factual”, using short commands and
conforming to the system’s dialogue strategy. In
that, they were very similar to the younger users
(Wolters et al., 2009b).

In previous work (Georgila et al., 2008), we
successfully built SUs for both older and younger
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adults from the corpus used by (Wolters et al.,
2009b) and documented in (Georgila et al., 2010).
When we evaluated the SUs using metrics such as
precision and recall (Georgila et al., 2006; Schatz-
mann et al., 2006), we found that SUs trained on
older users’ data can cover behaviour patterns typ-
ical of younger users, but not the opposite. The
behaviour of older people is too diverse to be cap-
tured by a SU trained on younger users’ data. This
result agrees with the findings of (Wolters et al.,
2009b; Georgila et al., 2010).

In this study, we take our work one step
further—we use the SUs developed in (Georgila
et al., 2008) to learn dialogue policies and evalu-
ate the resulting policies with data from both older
and younger users. Our work is important for two
reasons. First, to the best of our knowledge this
is the first time that people have used SUs and
RL to learn dialogue strategies for the increas-
ingly important population of older users. Sec-
ond, despite the fact that SUs are used for learn-
ing dialogue strategies it is not clear whether they
can learn policies that are appropriate for different
user populations. We show that SUs can be suc-
cessfully used to learn policies for older users that
are adapted to their specific patterns of behaviour,
even though these patterns are far more varied than
the behaviour patterns of younger users. This pro-
vides evidence for the validity of the user simula-
tion methodology for learning and evaluating dia-
logue strategies for different user populations.

The structure of the paper is as follows: In sec-
tion 2 we describe our data set, discuss the dif-
ferences between older and younger users as seen
in our corpus, and describe our user simulations.
In section 3, we present the results of our experi-
ments. Finally, in section 4 we present our conclu-
sions and propose future work.

2 The Corpus

In the original dialogue corpus, people were asked
to schedule health care appointments with 9 dif-
ferent simulated SDS in a Wizard-of-Oz setting.
The systems varied in the number of options pre-
sented at each stage of the dialogue (1, 2, 4),
and in the confirmation strategies used (explicit
confirmation, implicit confirmation, no confirma-
tion). System utterances were generated using
a simple template-based algorithm and synthe-
sised using a female Scottish English unit selec-
tion voice. The human Wizard took over the func-
tion of speech recognition (ASR), language under-
standing (NLU), and dialogue management com-

ponents. No ASR or NLU errors were simulated,
because having to deal with ASR and/or NLU er-
rors in addition to task completion would have in-
creased cognitive load (Wolters et al., 2009a).

The system (Wizard) followed a strict policy
which resulted in dialogues with a fixed schema:
First, users arranged to see a specific health care
professional, then they arranged a specific half-
day, and finally, a specific half-hour time slot on
that half-day was agreed. Users were not allowed
to skip any stage of the dialogue. This design en-
sured that all users were presented with the rele-
vant number of options and the relevant confirma-
tion strategy at least three times per dialogue. In a
final step, the Wizard confirmed the appointment.

The full corpus consists of 447 dialogues; 3 di-
alogues were not recorded. A total of 50 partici-
pants were recruited, of which 26 were older, aged
between 50 and 85 years, and 24 were younger,
aged between 18 and 30 years. The older users
contributed 232 dialogues, the younger ones 215.
Older and younger users were matched for level
of education and gender. All dialogues were tran-
scribed orthographically and annotated with dia-
logue acts and dialogue context information. Us-
ing a unique mapping, we associate each dialogue
act with a 〈speech act, task〉 pair, where the speech
act is task independent and the task corresponds to
the slot in focus (health professional, half-day or
time slot). For example, 〈confirm pos, hp〉 cor-
responds to positive explicit confirmation of the
health professional slot. For each dialogue, de-
tailed measures of dialogue quality were recorded:
objective task completion, perceived task comple-
tion, appointment recall, length (in turns), and ex-
tensive user satisfaction ratings. For a detailed dis-
cussion of the corpus, see (Georgila et al., 2010).

The choice of dialogue strategy did not affect
task completion and appointment recall, but had
significant effects on efficiency (Wolters et al.,
2009a). Task completion and appointment recall
were the same for older and younger users, but
older users took more turns to complete the task
(Wolters et al., 2009a). Clear differences between
the two user groups emerge when we look at in-
teraction patterns in more detail (Wolters et al.,
2009b; Georgila et al., 2010). Older people tend
to “ground” information (using repetitions) and
take the initiative more than younger people. In
our corpus it was very common that the older per-
son would provide information about the half-day
and the time slot of the appointment before hav-
ing been asked by the system. However, due to the
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Experiment 1 Experiment 2
slot filled +50 +50
appointment confirmed +200 +200
dialogue length -5 per turn -5 per turn
slot confirmed +100 not used
wrong order -500 not used

Table 1: Reward functions for the experiments.

strict policy of the Wizard, this information would
be ignored and the system would later ask for the
information that had already been provided.

In our SUs, each user utterance corresponds to a
user action described by a list of 〈speech act, task〉
pairs. There are 31 distinct system actions and 389
distinct actions for older users. Younger people
used a subset of 125 of the older users’ actions.
Our SUs do not simulate ASR or NLU errors since
such errors were not simulated in the collection of
the corpus.

We built n-grams of system and user actions
with n varying from 2 to 5. Given a history of n-1
actions from system and user, the SU generates an
action based on a probability distribution learned
from the training data (Georgila et al., 2006). In
the present study, n was set to 3, which means that
each user action is predicted based on the previous
user action and the previous system action.

3 Learning Dialogue Strategies

We performed two experiments. In Experiment 1,
our goal was to learn the policy of the Wizard, i.e.
the strict system-initiative policy of requesting and
confirming information for each slot before mov-
ing to the next slot, in the following order: health
professional, half-day, time slot. In Experiment
2, our goal was to learn a more flexible policy that
could accommodate some degree of user initiative.

The reward functions for both experiments are
specified in Table 1; they are similar to the reward
functions used in the literature, e.g. (Frampton and
Lemon, 2006). Slots that have been filled success-
fully and confirmed appointments are rewarded,
while long dialogues are penalised. For Experi-
ment 1, policies were rewarded that filled slots in
the correct order and that confirmed each slot af-
ter it had been filled. A large penalty was imposed
when the policy deviated from the strict slot order
(health professional, half-day, time slot). For Ex-
periment 2, these constraints were removed. Slots
could be filled in any order. Confirmations were
not required because there was no speech act in
the corpus for confirming more than one slot at a
time.

In both experiments we used the SARSA-λ al-
gorithm (Sutton and Barto, 1998) for RL. 30,000
iterations were used for learning the final pol-
icy for each condition. For each experiment,
we learned two policies, Policy-Old, which was
based on simulated older users, and Policy-Young,
which was based on simulated younger users.
The resulting policies were then tested on simu-
lated older users (Test-Old) and simulated younger
users (Test-Young). To have comparable results
between Experiment 1 and Experiment 2, dur-
ing testing we score our policies using the reward
function of Experiment 2. The best possible score
is 190, i.e. the user fills all the slots in one turn
and then confirms the appointment. (Note that +50
points are given when a slot is only filled, not con-
firmed too.) For each test condition, we gener-
ated 10,000 simulated dialogues. Overall scores
for each combination of policy and SU were es-
tablished using 5-fold cross-validation.

Our results are summarised in Figure 1. While
average rewards were not affected by policy
type (ANOVA, F (1, 68)=1, p=0.3) or training
data set (F (1, 185)=3, p=0.09), we found a very
strong interaction between policy type and data
set (F (1, 3098)=51, p=0.000). Learning with
simulated younger users yields better strict poli-
cies than learning with older users (Tukey’s Hon-
est Significant Difference Test, ∆=20, 95% CI
= [11, 30], p=0.000), while learning with simu-
lated older users yields better flexible policies than
learning with younger users (∆=15, 95% CI =
[6, 24], p=0.001). This is what we would expect
from our corpus analysis, since the interaction be-
haviour of older users is far more variable than that
of younger users (Wolters et al., 2009b; Georgila
et al., 2010).

The strict policy that was learned from sim-
ulated younger users was as follows, with only
slight variations: first request the type of health
professional, then implicitly confirm the health
professional and request the half-day slot, then im-
plicitly confirm the half-day slot and request the
time slot, and then confirm the appointment. The
strict policy learned from simulated older users
was similar, but less successful, because most
older users do not readily conform to the fixed
structure.

The flexible policy learned from simulated older
users takes into account initiative from the user
and does not always confirm. The score for the
flexible policy learned from simulated younger
users was relatively low, even though the resulting
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Figure 1: Mean scores for each combination of
reward function, training set, and test set (5-fold
cross-validation).

policy was very similar to the strict policy learned
from younger users (i.e. a sequence of informa-
tion requests and implicit confirmations), and even
though the behaviour of younger users is far more
predictable than the behaviour of older users. It
appears that the explicit penalty for violating the
order of slots is crucial for fully exploiting the pat-
terns in younger users’ behaviour.

4 Conclusions

We have shown that SUs can be used to learn ap-
propriate policies for older adults, even though
their interaction behaviour is more complex and
diverse than that of younger adults. Crucially, sim-
ulated older users allowed us to learn a more flex-
ible version of the strict system-initiative dialogue
strategies that were used for creating the original
corpus of interactions. These results are consis-
tent with previous analyses of the original corpus
(Wolters et al., 2009b; Georgila et al., 2010) and
support the validity of the user simulation method-
ology for learning and evaluating dialogue strate-
gies.

In our future work, we will experiment with
more complex SUs, e.g. linear feature combina-
tion models (Georgila et al., 2006), and see if they
can be used to learn similar policies. We also plan
to study the effect of training and testing with dif-
ferent user simulation techniques, such as n-grams
versus linear feature combination models.
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Abstract
Spoken dialogue management strategy op-
timization by means of Reinforcement
Learning (RL) is now part of the state of
the art. Yet, there is still a clear mis-
match between the complexity implied by
the required naturalness of dialogue sys-
tems and the inability of standard RL al-
gorithms to scale up. Another issue is the
sparsity of the data available for training in
the dialogue domain which can not ensure
convergence of most of RL algorithms.
In this paper, we propose to combine a
sample-efficient generalization framework
for RL with a feature selection algorithm
for the learning of an optimal spoken dia-
logue management strategy.

1 Introduction

Optimization of dialogue management strategies
by means of Reinforcement Learning (RL) (Sut-
ton and Barto, 1998) is now part of the state of
the art in the research area of Spoken Dialogue
Systems (SDS) (Levin and Pieraccini, 1998; Singh
et al., 1999; Pietquin and Dutoit, 2006; Williams
and Young, 2007). It consists in casting the dia-
logue management problem into the Markov Deci-
sion Processes (MDP) paradigm (Bellman, 1957)
and solving the associated optimization problem.
Yet, there is still a clear mismatch between the
complexity implied by the required naturalness of
the dialogue systems and the inability of standard
RL algorithms to scale up. Another issue is the
sparsity of the data available for training in the
dialogue domain because collecting and annotat-
ing data is very time consuming. Yet, RL algo-
rithms are very data demanding and low amounts
of data can not ensure convergence of most of
RL algorithms. This latter problem has been ex-
tensively studied in the recent years and is ad-
dressed by simulating new dialogues thanks to

a statistical model of human-machine interaction
(Pietquin, 2005) and user modeling (Eckert et al.,
1997; Pietquin and Dutoit, 2006; Schatzmann et
al., 2006). However, this results in a variability of
the learned strategy depending on the user model-
ing method (Schatzmann et al., 2005) and no com-
mon agreement exists on the best user model.

The former problem, that is dealing with com-
plex dialogue systems within the RL framework,
has received much less attention. Although some
works can be found in the SDS literature it is far
from taking advantage of the large amount of ma-
chine learning literature devoted to this problem.
In (Williams and Young, 2005), the authors reduce
the complexity of the problem (which is actually a
Partially Observable MDP) by automatically con-
densing the continuous state space in a so-called
summary space. This results in a clustering of the
state space in a discrete set of states on which stan-
dard RL algorithms are applied. In (Henderson et
al., 2008), the authors use a linear approximation
scheme and apply the SARSA(λ) algorithm (Sut-
ton and Barto, 1998) in a batch setting (from data
and not from interactions or simulations). This al-
gorithm was actually designed for online learning
and is known to converge very slowly. It there-
fore requires a lot of data and especially in large
state spaces. Moreover, the choice of the features
used for the linear approximation is particularly
simple since features are the state variables them-
selves. The approximated function can therefore
not be more complex than an hyper-plane in the
state variables space. This drawback is shared by
the approach of (Li et al., 2009) where a batch al-
gorithm (Least Square Policy Iteration or LSPI) is
combined to a pruning method to only keep the
most meaningful features. In addition the com-
plexity of LSPI is O(p3).

In the machine learning community, this issue
is actually addressed by function approximation
accompanied with dimensionality reduction. The
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data sparsity problem is also widely addressed in
this literature, and sample-efficiency is one main
trend of research in this field. In this paper, we
propose to combine a sample-efficient batch RL
algorithm (namely the Fitted Value Iteration (FVI)
algorithm) with a feature selection method in a
novel manner and to apply this original combi-
nation to the learning of an optimal spoken dia-
logue strategy. Although the algorithm uses a lin-
ear combination of features (or basis functions),
these features are much richer in their ability of
representing complex functions.

The ultimate goal of this research is to provide
a way of learning optimal dialogue policies for a
large set of situations from a small and fixed set of
annotated data in a tractable way.

The rest of this paper is structured as follows.
Section 2 gives a formal insight of MDP and
briefly reminds the casting of the dialogue prob-
lem into the MDP framework. Section 3.2 pro-
vides a description of approximate Dynamic Pro-
gramming along with LSPI and FVI algorithms.
Section 4 provides an overview on how LSPI and
FVI can be combined with a feature selection
scheme (which is employed to learn the represen-
tation of theQ-function from the dialogue corpus).
Our experimental set-up, results and a comparison
with state-of-the-art methods are presented in Sec-
tion 5. Eventually, Section 6 concludes.

2 Markov Decision Processes

The MDP (Puterman, 1994) framework is used
to describe and solve sequential decision mak-
ing problems or equivalently optimal control prob-
lems in the case of stochastic dynamic systems.
An MDP is formally a tuple {S,A, P,R, γ}where
S is the (finite) state space, A the (finite) action
space, P ∈ P(S)S×A the family of Markovian
transition probabilities1, R ∈ RS×A×S the reward
function and γ the discounting factor (0 ≤ γ ≤ 1).
According to this formalism, a system to be con-
trolled steps from state to state (s ∈ S) according
to transition probabilities P as a consequence of
the controller’s actions (a ∈ A). After each tran-
sition, the system generates an immediate reward
(r) according to its reward function R. How the
system is controlled is modeled with a so-called
policy π ∈ AS mapping states to actions. The
quality of a policy is quantified by the so-called
value function which maps each state to the ex-

1Notation f ∈ AB is equivalent to f : B → A

pected discounted cumulative reward given that
the agent starts in this state and follows the policy
π: V π(s) = E[

∑∞
i=0 γ

iri|s0 = s, π]. An optimal
policy π∗ maximizes this function for each state:
π∗ = argmaxπ V π. Suppose that we are given the
optimal value function V ∗ (that is the value func-
tion associated to an optimal policy), deriving the
associated policy would require to know the transi-
tion probabilities P . Yet, this is usually unknown.
This is why the state-action value (or Q-) function
is introduced. It adds a degree of freedom on the
choice of the first action:

Qπ(s, a) = E[
∞∑
i=0

γiri|s0 = s, a0 = a, π] (1)

The optimal policy is noted π∗ and the related
Q-function Q∗(s, a). An action-selection strategy
that is greedy according to this function (π(s) =
argmaxaQ∗(s, a)) provides an optimal policy.

2.1 Dialogue as an MDP

The casting of the spoken dialogue management
problem into the MDP framework (MDP-SDS)
comes from the equivalence of this problem to
a sequential decision making problem. Indeed,
the role of the dialogue manager (or the decision
maker) is to select and perform dialogue acts (ac-
tions in the MDP paradigm) when it reaches a
given dialogue turn (state in the MDP paradigm)
while interacting with a human user. There can
be several types of system dialogue acts. For
example, in the case of a restaurant information
system, possible acts are request(cuisine type),
provide(address), confirm(price range), close etc.
The dialogue state is usually represented effi-
ciently by the Information State paradigm (Lars-
son and Traum, 2000). In this paradigm, the di-
alogue state contains a compact representation of
the history of the dialogue in terms of system acts
and its subsequent user responses (user acts). It
summarizes the information exchanged between
the user and the system until the considered state
is reached.

A dialogue management strategy is thus a map-
ping between dialogue states and dialogue acts.
Still following the MDP’s definitions, the optimal
strategy is the one that maximizes some cumula-
tive function of rewards collected all along the in-
teraction. A common choice for the immediate
reward is the contribution of each action to user
satisfaction (Singh et al., 1999). This subjective
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reward is usually approximated by a linear com-
bination of objective measures like dialogue dura-
tion, number of ASR errors, task completion etc.
(Walker et al., 1997).

3 Solving MDPs

3.1 Dynamic Programming
Dynamic programming (DP) (Bellman, 1957)
aims at computing the optimal policy π∗ if the
transition probabilities and the reward function are
known.

First, the policy iteration algorithm computes
the optimal policy in an iterative way. The ini-
tial policy is arbitrary set to π0. At iteration k, the
policy πk−1 is evaluated, that is the associated Q-
function Qπk−1(s, a) is computed. To do so, the
Markovian property of the transition probabilities
is used to rewrite Equation (1) as :
Qπ(s, a) = Es′|s,a[R(s, a, s′) + γQπ(s′, π(s′))]

= T πQπ(s, a) (2)

This is the so-called Bellman evaluation equa-
tion and T π is the Bellman evaluation opera-
tor. T π is linear and therefore this defines a lin-
ear system that can be solved by standard meth-
ods or by an iterative method using the fact
that Qπ is the unique fixed-point of the Bell-
man evaluation operator (T π being a contrac-
tion): Q̂πi = T πQ̂πi−1, ∀Q̂π0 limi→∞ Q̂

π
i =

Qπ. Then the policy is improved, that is
πk is greedy respectively to Qπk−1 : πk(s) =
argmaxa∈AQπk−1(s, a). Evaluation and im-
provement steps are iterated until convergence of
πk to π∗ (which can be demonstrated to happen in
a finite number of iterations when πk = πk−1).

The value iteration algorithm aims at estimat-
ing directly the optimal state-action value function
Q∗ which is the solution of the Bellman optimality
equation (or equivalently the unique fixed-point of
the Bellman optimality operator T ∗):
Q∗(s, a) = Es′|s,a[R(s, a, s′) + γmax

b∈A
Q∗(s′, b)]

= T ∗Q∗(s, a) (3)

The T ∗ operator is not linear, therefore comput-
ingQ∗ via standard system-solving methods is not
possible. However, it can be shown that T ∗ is
also a contraction (Puterman, 1994). Therefore,
according to Banach fixed-point theorem, Q∗ can
be estimated using the following iterative way:

Q̂∗i = T ∗Q̂∗i−1, ∀Q̂∗0 lim
i→∞

Q̂∗i = Q∗ (4)

However, the convergence takes an infinite num-
ber of iterations. Practically speaking, iterations
are stopped when some criterion is met, classi-
cally a small difference between two iterations:
‖Q̂∗i − Q̂∗i−1‖ < ξ. The estimated optimal pol-
icy (which is what we are ultimately interested in)
is greedy respectively to the estimated optimal Q-
function: π̂∗(s) = argmaxa∈A Q̂∗(s, a).

3.2 Approximate Dynamic Programming
DP-based approaches have two drawbacks. First,
they assume the transition probabilities and the re-
ward function to be known. Practically, it is rarely
true and especially in the case of spoken dialogue
systems. Most often, only examples of dialogues
are available which are actually trajectories in the
state-action space. Second, it assumes that the Q-
function can be exactly represented. However, in
real world dialogue management problems, state
and action spaces are often too large (even contin-
uous) for such an assumption to hold. Approxi-
mate Dynamic Programming (ADP) aims at esti-
mating the optimal policy from trajectories when
the state space is too large for a tabular representa-
tion. It assumes that theQ-function can be approx-
imated by some parameterized function Q̂θ(s, a).
In this paper, a linear approximation of the Q-
function will be assumed: Q̂θ(s, a) = θTφ(s, a).
where θ ∈ Rp is the parameter vector and φ(s, a)
is the set of p basis functions. All functions ex-
pressed in this way define a so-called hypothesis
space H = {Q̂θ|θ ∈ Rp}. Any function Q can be
projected onto this hypothesis space by the opera-
tor Π defined as

ΠQ = argmin
Q̂θ∈H

‖Q− Q̂θ‖2. (5)

The goal of the ADP algorithms explained in the
subsequent sections is to compute the best set of
parameters θ given the basis functions.

3.2.1 Least-Squares Policy Iteration
The least-squares policy iteration (LSPI) algo-
rithm has been introduced by Lagoudakis and Parr
(2003). The underlying idea is exactly the same
as for policy iteration: interleaving evaluation and
improvement steps. The improvement steps are
same as before, but the evaluation step should
learn an approximate representation of the Q-
function using samples. In LSPI, this is done using
the Least-Squares Temporal Differences (LSTD)
algorithm of Bradtke and Barto (1996).
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LSTD aims at minimizing the distance between
the approximated Q-function Q̂θ and the projec-
tion onto the hypothesis space of its image through
the Bellman evaluation operator ΠT πQ̂θ: θπ =
argminθ∈Rp ‖Q̂θ − ΠT πQ̂θ‖2. This can be in-
terpreted as trying to minimize the difference be-
tween the two sides of the Bellman equation (1)
(which should ideally be zero) in the hypothesis
space. Because of the approximation, this differ-
ence is most likely to be non-zero.

Practically, T π is not known, but a set of
N transitions {(sj , aj , rj , s′j)1≤j≤N} is available.
LSTD therefore solves the following optimiza-
tion problem: θπ = argminθ

∑N
j=1C

N
j (θ) where

CNj (θ) = (rj +γQ̂θπ(s′j , π(s′j))−γQ̂θ(sj , aj))2.
Notice that θπ appears in both sides of the equa-
tion, which renders this problem difficult to solve.
However, thanks to the linear parametrization, it
admits an analytical solution, which defines the
LSTD algorithm:

θπ = (
N∑
j=1

φj∆φπj )−1
N∑
j=1

φjrj (6)

with φj = φ(sj , aj) and ∆φπj = φ(sj , aj) −
γφ(s′j , π(s′j)).

LSPI is initialized with a policy π0. Then, at
iteration k, the Q-function of policy πk−1 is esti-
mated using LSTD, and πk is greedy respectively
to this estimated state-action value function. Itera-
tions are stopped when some stopping criterion is
met (e.g., small differences between consecutive
policies or associated Q-functions).

3.2.2 Least-Squares Fitted Value Iteration
The Fitted Value Iteration (FVI) class of algo-
rithms (Bellman and Dreyfus, 1959; Gordon,
1995; Ernst et al., 2005) generalizes value iter-
ation to model-free and large state space prob-
lems. The T ∗ operator (eq. (3)) being a con-
traction, a straightforward idea would be to apply
it iteratively to the approximation similarly to eq.
(4): Q̂θk = T ∗Q̂θk−1

. However, T ∗Q̂θ does not
necessarily lie in H, it should thus be projected
again onto the hypothesis space H. By consider-
ing the same projection operator Π as before, this
leads to finding the parameter vector θ satisfying:
Q̂∗θ = ΠT ∗Q̂∗θ. The fitted-Q algorithm (a spe-
cial case of FVI) assumes that the composed ΠT ∗

operator is a contraction and therefore admits an
unique fixed point, which is searched for through
the classic iterative scheme: Q̂θk = ΠT ∗Q̂θk−1

.

However, the model (transition probabilities and
the reward function) is usually not known, there-
fore a sampled Bellman optimality operator T̂ ∗

is considered instead. For a transition sample
(sj , aj , rj , s′j), it is defined as: T̂ ∗Q(sj , aj) =
rj + γmaxa∈AQ(s′j , a). This defines the general
fitted-Q algorithm (θ0 being chosen by the user):
Q̂θk = ΠT̂ ∗Q̂θk−1

. Fitted-Q can then be special-
ized by choosing how T̂ ∗Q̂θk−1

is projected onto
the hypothesis space, that is the supervised learn-
ing algorithm that solves the projection problem
of eq. (5). The least squares algorithm is chosen
here.

The parametrization being linear, and a train-
ing base {(sj , aj , rj , s′j)1≤j≤N} being available,
the least-squares fitted-Q (LSFQ for short) is de-
rived as follows (we note φ(sj , aj) = φj):

θk = argmin
θ∈Rp

NX
j=1

(T̂ ∗Q̂θk−1(sj , aj)− Q̂θ(sj , aj))2 (7)

= (

NX
j=1

φjφ
T
j )−1

NX
j=1

φj(rj + γmax
a∈A

(θTk−1φ(s′j , a)))

Equation (7) defines an iteration of the proposed
linear least-squares-based fitted-Q algorithm. An
initial parameter vector θ0 should be chosen, and
iterations are stopped when some criterion is met
(maximum number of iterations or small differ-
ence between two consecutive parameter vector
estimates). Assuming that there are M itera-
tions, the optimal policy is estimated as π̂∗(s) =
argmaxa∈A Q̂θM (s, a).

4 Learning a sparse parametrization

LSPI and LSFQ (FVI) assume that the basis func-
tions are chosen beforehand. However, this is dif-
ficult and problem-dependent. Thus, we propose
to combine these algorithms with a scheme which
learns the representation from dialogue corpora.

Let’s place ourselves in a general context. We
want to learn a parametric representation for an
approximated function fθ(z) = θTφ(z) from
samples {z1, . . . , zN}. A classical choice is to
choose a kernel-based representation (Scholkopf
and Smola, 2001). Formally, a kernel K(z, z̃i)
is a continuous, positive and semi-definite func-
tion (e.g., Gaussian or polynomial kernels) cen-
tered on z̃i. The feature vector φ(z) is therefore
of the form: φ(z) =

(
K(z, z̃1) . . . K(z, z̃p)

)
.

The question this section answers is the following:
given the training basis {z1, . . . , zN} and a kernel
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K, how to choose the number p of basis functions
and the associated kernel centers (z̃1, . . . , z̃p)?

An important result about kernels is the Mer-
cer theorem, which states that for each kernel
K there exists a mapping ϕ : z ∈ Z →
ϕ(z) ∈ F such that ∀z1, z2 ∈ Z, K(z1, z2) =
〈ϕ(z1), ϕ(z2)〉 (in short, K defines a dot prod-
uct in F). The space F is called the feature
space, and it can be of infinite dimension (e.g.,
Gaussian kernel), therefore ϕ cannot always be
explicitly built. Given this result and from the
bilinearity of the dot product, fθ can be rewrit-
ten as follows: fθ(z) =

∑p
i=1 θiK(z, z̃i) =

〈ϕ(z),
∑p

i=1 θiϕ(z̃i)〉. Therefore, a kernel-based
parametrization corresponds to a linear approx-
imation in the feature space, the weight vector
being

∑p
i=1 θiϕ(z̃i). This is called the kernel

trick. Consequently, kernel centers (z̃1, . . . , z̃p)
should be chosen such that (ϕ(z̃1), . . . , ϕ(z̃p)) are
linearly independent in order to avoid using re-
dundant basis functions. Moreover, kernel cen-
ters should be chosen among the training samples.
To sum up, learning such a parametrization re-
duces to finding a dictionary D = (z̃1, . . . , z̃p) ∈
{z1, . . . , zN} such that (ϕ(z̃1), . . . , ϕ(z̃p)) are lin-
early independent and such that they span the
same subspace as (ϕ(z1), . . . , ϕ(zN )). Engel et
al. (2004) provides a dictionary method to solve
this problem, briefly sketched here.

The training base is sequentially processed, and
the dictionary is initiated with the first sample:
D1 = {z1}. At iteration k, a dictionary Dk−1

computed from {z1, . . . , zk−1} is available and the
kth sample zk is considered. If ϕ(zk) is linearly
independent of ϕ(Dk−1), then it is added to the
dictionary: Dk = Dk−1 ∪ {zk}. Otherwise, the
dictionary remains unchanged: Dk = Dk−1. Lin-
ear dependency can be checked by solving the
following optimization problem (pk−1 being the
size of Dk−1): δ = argminw∈Rpk−1 ‖ϕ(zk) −∑pk−1

i=1 wiϕ(z̃i)‖2. Thanks to the kernel trick (that
is the fact that 〈ϕ(zk), ϕ(z̃i)〉 = K(zk, z̃i)) and to
the bilinearity of the dot product, this optimization
problem can be solved analytically and without
computing explicitly ϕ. Formally, linear depen-
dency is satisfied if δ = 0. However, an approxi-
mate linear dependency is allowed, and ϕ(zk) will
be considered as linearly dependent of ϕ(Dk−1) if
δ < ν, where ν is the so-called sparsification fac-
tor. This allows controlling the trade-off between
quality of the representation and its sparsity. See

Engel et al. (2004) for details as well as an efficient
implementation of this dictionary approach.

4.1 Resulting algorithms

We propose to combine LSPI and LSFQ with the
sparsification approach exposed in the previous
section: a kernel is chosen, the dictionary is com-
puted and then LSPI or LSFQ is applied using the
learnt basis functions. For LSPI, this scheme has
been proposed before by Xu et al. (2007) (with
the difference that they generate new trajectories
at each iteration whereas we use the same for all
iterations). The proposed sparse LSFQ algorithm
is a novel contribution of this paper.

We start with the sparse LSFQ algorithm. In or-
der to train the dictionary, the inputs are needed
(state-action couples in this case), but not the out-
puts (reward are not used). For LSFQ, the input
space remains the same over iterations, therefore
the dictionary can be computed in a preprocessing
step from {(sj , aj)1≤j≤N}. Notice that the matrix
(
∑N

j=1 φjφ
T
j )−1 remains also the same over itera-

tions, therefore it can be computed in a preprocess-
ing step too. The proposed sparse LSFQ algorithm
is summarized in appendix Algorithm 1.

For the sparse LSPI algorithm, things are
different. This time, the inputs depend on
the iteration. More precisely, at iteration k,
the input is composed of state-action couples
(sj , aj) but also of transiting state-action cou-
ples (s′j , πk−1(s′j)). Therefore the dictionary
has to be computed at each iteration from
{(sj , aj)1≤j≤N , (s′j , πk−1(s′j))1≤j≤N}. This de-
fines the parametrization which is considered for
the Q-function evaluation. The rest of the algo-
rithm is as for the classic LSPI and it is summa-
rized in appendix Algorithm 2.

Notice that sparse LSFQ has a lower computa-
tional complexity than the sparse LSPI. For sparse
LSFQ, dictionary and the matrix P−1 are com-
puted in a preprocessing step, therefore the com-
plexity per iteration is in O(p2), with p being
the number of basis functions computed using the
dictionary method. For LSPI, the inverse matrix
depends on the iteration, as well as the dictio-
nary, therefore the computational complexity is in
O(p3

k) per iteration, where pk is the size of the dic-
tionary computed at the kth iteration.
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5 Experimental set-up and results

5.1 Dialogue task and RL parameters
The experimental setup is a form-filling dialogue
system in the tourist information domain similar to
the one studied in (Lemon et al., 2006). The sys-
tem aims to give information about restaurants in
the city based on specific user preferences. Three
slots are considered: (i) location, (ii) cuisine and
(iii) price-range of the restaurant. The dialogue
state has three continuous components ranging
from 0 to 1, each representing the average of filling
and confirmation confidence of the corresponding
slots. The MDP SDS has 13 actions: Ask-slot
(3 actions), Explicit-confirm (3 actions), Implicit-
confirm and Ask-slot value (6 actions) and Close-
dialogue (1 action). The γ parameter was set to
0.95 in order to encourage delayed rewards and
also to induce an implicit penalty for the length of
the dialogue episode. The reward function R is
presented as follows: every correct slot filling is
awarded 25, every incorrect slot filling is awarded
-75 and every empty slot filling is awarded -300.
The reward is awarded at the end of the dialogue.

5.2 Dialogue corpora for policy optimization
So as to perform sparse LSFQ or sparse LSPI, a di-
alogue corpus which represents the problem space
is needed. As for any batch learning method, the
samples used for learning should be chosen (if
they can be chosen) to span across the problem
space. In this experiment, a user simulation tech-
nique was used to generate the data corpora. This
way, the sensibility of the method to the size of
the training data-set could be analyzed (available
human-dialogue corpora are limited in size). The
user simulator was plugged to the DIPPER (Lemon
et al., 2006) dialogue management system to gen-
erate dialogue samples. To generate data, the dia-
logue manager strategy was jointly based on a sim-
ple hand-coded policy (which aims only to fill all
the slots before closing the dialogue episode irre-
spective of slot confidence score i.e.,) and random
action selection.

Randomly selected system acts are used with
probability ε and hand-coded policy selected sys-
tem acts are used with probability (1-ε). During
our data generation process the ε value was set to
0.9. Rather than using a fully random policy we
used an ε-greedy policy to ensure that the prob-
lem space is well sampled and in the same time at
least few episodes have successful completion of

task compared to a totally random policy. We ran
56,485 episodes between the policy learner and
an unigram user simulation, using the ε-greedy
policy (of which 65% are successful task com-
pletion episodes) and collected 393,896 dialogue
turns (state transitions). The maximum episode
length is set as 100 dialogue turns. The dialogue
turns (samples) are then divided into eight differ-
ent training sets each with 5.104 samples.

5.3 Linear representation of Q-function

Two different linear representations of the Q-
function were used. First, a set of basis functions
computed using the dictionary method outlined in
Section 4 is used. A Gaussian kernel is used for
the dictionary computation (σ = 0.25). The num-
ber of elements present in the dictionary varied
based on the number of samples used for computa-
tion and the sparsification factor. It was observed
during the experiments that including a constant
term to the Q-function representation (value set
to 1) in addition to features selected by the dic-
tionary method avoided weight divergence. Our
second representation of Q-function used a set of
hand-picked features presented as a set of Gaus-
sian functions, centered in µi and with the same
standard deviation σi = σ). Our RBF network
had 3 Gaussians for each dimension in the state
vector and considering that we have 13 actions, in
total we used 351 (i.e, 33 × 13) features for ap-
proximating theQ-function. This allows consider-
ing that each state variable contributes to the value
function differently according to its value contrar-
ily to similar work (Li et al., 2009; Henderson et
al., 2008) that considers linear contribution of each
state variable. Gaussians were centered at µi = 0.0,
0.5, 1.0 in every dimension with a standard devi-
ation σi = σ = 0.25. Our stopping criteria was
based on comparison between L1 norm of suc-
ceeding weights and a threshold ξ which was set to
10−2 i.e, convergence if

∑
i

(
|θni − θ

n−1
i |1

)
< ξ,

where n is the iteration number. For sparse LSPI
since the dictionary is computed during each iter-
ation, stopping criteria based on ξ is not feasible
thus the learning was stopped after 30 iterations.

5.4 Evaluation of learned policy

We ran a set of learning iterations using two differ-
ent representations of Q-function and with differ-
ent numbers of training samples (one sample is a
dialogue turn, that is a state transition {s, a, r, s′}).
The number of samples used for training ranged
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Figure 1: FittedQ policy evaluation statistics

from 1.103 to 50.103 samples (no convergence of
weights was observed with fewer samples than
1.103). The training is repeated for each of the 8
training data sets. Dictionary computed using dif-
ferent number of training samples and with ν=0.7
and 0.8 had a maximum of 367 and 306 elements
respectively (with lower values of ν the number
of features is higher than the hand-selected ver-
sion). The policies learned were then tested us-
ing a unigram user simulation and the DIPPER di-
alogue management framework. Figures 1 and 2
show the average discounted sum of rewards of
policies tested over 8×25 dialogue episodes.

5.5 Analysis of evaluation results

Our experimental results show that the dialogue
policies learned using sparse SLFQ and LSPI with
the two different Q-function representations per-
form significantly better than the hand-coded pol-
icy. Most importantly it can be observed from
Figure 1 and 2 that the performance of sparse
LSFQ and sparse LSPI (which uses the dictionary
method for feature selection) are nearly as good
as LSFQ and LSPI (which employs more numer-
ous hand-selected basis functions). This shows the
effectiveness of using the dictionary method for
learning the representation of the Q-function from
the dialogue corpora. For this specific problem
the set of hand selected features seem to perform
better than sparse LSPI and sparse LSFQ, but this
may not be always the case. For complex dialogue
management problems feature selection methods
such as the one studied here will be handy since
the option of manually selecting a good set of fea-
tures will cease to exist.

Secondly it can be concluded that, similar to
LSFQ and LSPI, the sparse LSFQ and sparse LSPI
based dialogue management are also sample effi-
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Figure 2: LSPI policy evaluation statistics

cient and needs only few thousand samples (recall
that a sample is a dialogue turn and not a dialogue
episode) to learn fairly good policies, thus exhibit-
ing a possibility to learn a good policy directly
from very limited amount of dialogue examples.
We believe this is a significant improvement when
compared to the corpora requirement for dialogue
management using other RL algorithms such as
SARSA. However, sparse LSPI seems to result in
poorer performance compared to sparse LSFQ.

One key advantage of using the dictionary
method is that only mandatory basis functions are
selected to be part of the dictionary. This results
in fewer feature weights ensuring faster conver-
gence during training. From Figure 1 it can also
be observed that the performance of both LSFQ
and LSPI (using hand selected features) are nearly
identical. From a computational complexity point
of view, LSFQ and LSPI roughly need the same
number of iterations before the stopping criterion
is met. However, reminding that the proposed
LSFQ complexity is O(p)2 per iteration whereas
LSPI complexity is O(p3) per iteration, LSFQ is
computationally less intensive.

6 Discussion and Conclusion

In this paper, we proposed two sample-efficient
generalization techniques to learn optimal dia-
logue policies from limited amounts of dialogue
examples (namely sparse LSFQ and LSPI). Par-
ticularly, a novel sparse LSFQ method has been
proposed and was demonstrated to out-perform
handcrafted and LSPI-based policies while using
a limited number of features. By using a kernel-
based approximation scheme, the power of repre-
sentation of the state-action value function (or Q-
function) is increased with comparison to state-of-
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the-art algorithms (such as (Li et al., 2009; Hen-
derson et al., 2008)). Yet the number of features is
also increased. Using a sparsification algorithm,
this number is reduced while policy performances
are kept. In the future, more compact representa-
tion of the state-action value function will be in-
vestigated such as neural networks.
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Appendix

This appendix provides pseudo code for the algo-
rithms described in the paper.

Algorithm 1: Sparse LSFQ.

Initialization;
Initialize vector θ0, choose a kernel K and a
sparsification factor ν;
Compute the dictionary;
D = {(s̃j , ãj)1≤j≤p} from {(sj , aj)1≤j≤N};
Define the parametrization;
Qθ(s, a) = θTφ(s, a) with φ(s, a) =
(K((s, a), (s̃1, ã1)), . . . ,K((s, a), (s̃p, ãp)))T ;

Compute P−1;
P−1 = (

∑N
j=1 φjφ

T
j )−1;

for k = 1, 2, . . . ,M do
Compute θk, see Eq. (7);

end
π̂∗M (s) = argmaxa∈A Q̂θM (s, a);

Algorithm 2: Sparse LSPI.

Initialization;
Initialize policy π0, choose a kernel K and a
sparsification factor ν;
for k = 1, 2, . . . do

Compute the dictionary;
D = {(s̃j , ãj)1≤j≤pk} from
{(sj , aj)1≤j≤N , (s′j , πk−1(s′j))1≤j≤N};
Define the parametrization;
Qθ(s, a) = θTφ(s, a) with φ(s, a) =
(K((s, a), (s̃1, ã1)), . . . ,K((s, a), (s̃pk , ãpk)))T ;

Compute θk−1, see Eq. (6);
Compute πk;
πk(s) = argmaxa∈A Q̂θk−1

(s, a);
end
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Abstract

This paper presents an agenda-based user
simulator which has been extended to be
trainable on real data with the aim of more
closely modelling the complex rational be-
haviour exhibited by real users. The train-
able part is formed by a set ofrandom de-
cision points that may be encountered dur-
ing the process of receiving a system act
and responding with a user act. A sample-
based method is presented for using real
user data to estimate the parameters that
control these decisions. Evaluation results
are given both in terms of statistics of gen-
erated user behaviour and the quality of
policies trained with different simulators.
Compared to a handcrafted simulator, the
trained system provides a much better fit
to corpus data and evaluations suggest that
this better fit should result in improved di-
alogue performance.

1 Introduction

In spoken dialogue systems research, modelling
dialogue as a (Partially Observable) Markov Deci-
sion Process ((PO)MDP) and using reinforcement
learning techniques for optimising dialogue poli-
cies has proven to be an effective method for de-
veloping robust systems (Singh et al., 2000; Levin
et al., 2000). However, since this kind of optimi-
sation requires a simulated user to generate a suffi-
ciently large number of interactions to learn from,
this effectiveness depends largely on the quality
of such a user simulator. An important require-
ment for a simulator is for it to be realistic, i.e., it
should generate behaviour that is similar to that of
real users. Trained policies are then more likely to
perform better on real users, and evaluation results
on simulated data are more likely to predict results
on real data more accurately.

∗This research was partly funded by the UK EPSRC un-
der grant agreement EP/F013930/1 and by the EU FP7 Pro-
gramme under grant agreement 216594 (CLASSiC project:
www.classic-project.org).

This is one of the reasons why learning user
simulation models from data on real user be-
haviour has become an important direction of re-
search (Scheffler and Young, 2001; Cuayáhuitl et
al., 2005; Georgila et al., 2006). However, the data
driven user models developed so far lack the com-
plexity required for training high quality policies
in task domains where user behaviour is relatively
complex. Handcrafted models are still the most
effective in those cases.

This paper presents an agenda-based user simu-
lator which is handcrafted for a large part, but ad-
ditionally can be trained with data from real users
(Section 2). As a result, it generates behaviour that
better reflects the statistics of real user behaviour,
whilst preserving the complexity and rationality
required to effectively train dialogue management
policies. The trainable part is formed by a set of
random decision points, which, depending on the
context, may or may not be encountered during
the process of receiving a system act and decid-
ing on a response act. If such a point is encoun-
tered, the simulator makes a random decision be-
tween a number of options which may directly or
indirectly influence the resulting output. The op-
tions for each random decision point are reason-
able in the context in which it is encountered, but
a uniform distribution of outcomes might not re-
flect real user behaviour.

We will describe a sample-based method for es-
timating the parameters that define the probabili-
ties for each possible decision, using data on real
users from a corpus of human-machine dialogues
(Section 3). Evaluation results will be presented
both in terms of statistics on generated user be-
haviour and the quality of dialogue policies trained
with different user simulations (Section 4).

2 Agenda-based user simulation

In agenda-based user simulation, user acts are gen-
erated on the basis of auser goal and anagenda
(Schatzmann et al., 2007a). The simulator pre-
sented here is developed and used for a tourist in-
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formation application, but is sufficiently generic to
accommodate slot-filling applications in any do-
main.1 The user goal consists of the type of venue,
for examplehotel, bar or restaurant, a list
of constraints in the form of slot value pairs, such
asfood=Italian or area=east, and a list
of slots the user wants to know the value of, such
as the address (addr), phone number (phone),
or price information (price) of the venue. The
user goals for the simulator are randomly gener-
ated from the domain ontology describing which
combinations of venue types and constraints are
allowed and what are the possible values for each
slot. The agenda is a stack-like structure contain-
ing planned user acts. When the simulator receives
a system act, the status of the user goal is updated
as well as the agenda, typically by pushing new
acts onto it. In a separate step, the response user
act is selected by popping one or more items off
the agenda.

Although the agenda-based user simulator in-
troduced by Schatzmann et al. (2007a) was en-
tirely handcrafted, it was realistic enough to suc-
cessfully test a prototype POMDP dialogue man-
ager and train a dialogue policy that outperformed
a handcrafted baseline (Young et al., 2009). A
method to train an agenda-based user simula-
tor from data was proposed by Schatzmann et
al. (2007b). In this approach, operations on
the agenda are controlled by probabilities learned
from data using a variation of the EM algorithm.
However, this approach does not readily scale to
more complex interactions in which users can, for
example, change their goal midway through a dia-
logue.

2.1 Random decision parameters

Each time the user simulator receives a system act,
a complex, two-fold process takes place involving
several decisions, made on the basis of both the
nature of the incoming system act and the infor-
mation state of the user, i.e., the status of the user
goal and agenda. The first phase can be seen as
an information state update and involves actions
like filling requested slots or checking whether the
provided information is consistent with the user
goal constraints. In the second phase, the user de-
cides which response act to generate, based on the
updated agenda. Many of the decisions involved
are deterministic, allowing only one possible op-
tion given the context. Other decisions allow for
some degree of variation in the user behaviour and
are governed by probability distributions over the

1We have to date also implemented systems in appoint-
ment scheduling and bus timetable inquiries.

options allowed in that context. For example, if
the system has offered a venue that matches the
user’s goal, the user can randomly decide to either
change his goal or to accept the venue and ask for
additional information such as the phone number.

The non-deterministic part of the simulator is
formalised in terms of a set ofrandom decision
points (RDPs) embedded in the decision process.
If an RDP is encountered (depending on the con-
text), a random choice between the options de-
fined for that point is made by sampling from a
probability distribution. Most of the RDPs are
controlled by a multinomial distribution, such as
deciding whether or not to change the goal after
a system offer. Some RDPs are controlled by a
geometric distribution, like in the case where the
user is planning to specify one of his constraints
(with an inform act popped from the agenda) and
then repeatedly adds an additional constraint to the
act (by combining it with an additional inform act
popped from the agenda) until it randomly decides
not to add any more constraints (or runs out of
constraints to specify). The parameter for this dis-
tribution thus controls how cautious the user is in
providing information to the system.

Hence, the user simulator can be viewed as
a ‘decision network’, consisting of deterministic
and random decision points. This is illustrated in
Figure 1 for the simplified case of a network with
only four RDPs; the actual simulator has 23 RDPs,
with 27 associated parameters in total. Each time
the simulator receives a system act, it follows a
path through the network, which is partly deter-
mined by that system act and the user goal and
agenda, and partly by random decisions made ac-
cording to the probability distributions for each
random decision pointi given by its parameters
θi.

3 Training the simulator from data

The parameterisation of the user simulator as de-
scribed in Section 2.1 forms the basis for a method
for training the simulator with real user data. The
parameters describing the probability distributions
for each RDP are estimated in order to generate
user behaviour that fits the user behaviour in the
corpus as closely as possible. In order to do so,
a sample based maximum likelihood approach is
taken, in which the simulator is run repeatedly
against the system acts in the corpus, and the ran-
dom decisions that lead to simulated acts matching
the true act in the corpus are recorded. The param-
eters are then estimated using the counts for each
of the random decision points.
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Figure 1: User simulator viewed as a ‘decision network’: square nodes indicate deterministic decision
points; round nodes indicate random decision points, and have associated parametersθi; the loop on one
of the nodes indicates it has a geometric distribution associated with it.

3.1 Parameter estimation

Before starting the process of matching simulated
acts with true acts and collecting counts for the
RDPs, the parameters are initialised to values cor-
responding to uniform distributions. Then, the
simulator is run against all dialogues in the cor-
pus in such a way that for each turn in a dialogue
(consisting of a system act and a user act), the user
simulator is provided with the system act and is
run repeatedly to generate several simulated user
response acts for that turn. For the first turn of a di-
alogue, the simulator is initialised with the correct
user state (see Section 3.2). For each response, the
simulator may make different random decisions,
generally leading to different user acts. The deci-
sions that lead to a simulated act that matches the
true act are recorded as successful. By generating
a sufficiently large number of simulated acts, all
possible combinations of decisions are explored to
find a matching act. Given the high complexity of
the simulator, this sampling approach is preferred
over directly enumerating all decision combina-
tions to identify the successful ones. If none of
the combinations are successful, then either a) the
processing of the dialogue is ended, or b) the cor-
rect context is set for the next turn and processing
is continued. Whereas the former approach aims at
matching sequences of turns, the latter only aims
at matching each user turn separately. In either
case, after all data is processed, the parameters are
estimated using the resulting counts of successful
decisions for each of the RDPs.

For each RDPi, let DPi represent the decision
taken, anddij the j’th possible decision. Then, for
each decision pointi that is controlled by a multi-

nomial distribution, the corresponding parameter
estimatesθij are obtained as follows from the de-
cision frequenciesc(DPi = dij):

θij =
c(DPi = dij)

∑

j c(DPi = dij)
(1)

Random decision points that are controlled
by geometric distributions involve potentially
multiple random decisions between two options
(Bernoulli trials). The parameters for such RDPs
are estimated as follows:

θi =

(

1

n

n
∑

k=1

bik

)

−1

(2)

where bik is the number of Bernoulli trials re-
quired at the k’th time decision pointi was en-
countered. In terms of the decision network, this
estimate is correlated with the average number of
times the loop of the node was taken.

3.2 User goal inference

In order to be able to set the correct user goal
state in any given turn, a set of update rules is
used to infer the user’s goals from a dialogue be-
forehand, on the basis of the entire sequence of
system acts and ‘true’ user acts (see Section 4.1)
in the corpus. These update rules are based on
the notion ofdialogue act preconditions, which
specify conditions of the dialogue context that
must hold for a dialogue agent to perform that
act. For example, a precondition for the act
inform(area=central) is that the speaker
wants a venue in the centre. The user act model
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of the HIS dialogue manager is designed accord-
ing to this same notion (Keizer et al., 2008). In this
model, the probability of a user act in a certain dia-
logue context (the last system act and a hypothesis
regarding the user goal) is determined by checking
the consistency of its preconditions with that con-
text. This contributes to updating the system’s be-
lief state on the basis of which it determines its re-
sponse action. For the user goal inference model,
the user act is given and therefore its precondi-
tions can be used to directly infer the user goal.
So, for example, in the case of observing the user
act inform(area=central), the constraint
(area=central) is added to the user goal.

In addition to using the inferred user goals, the
agenda is corrected in cases where there is a mis-
match between real and simulated user acts in the
previous turn.

In using this offline goal inference model, our
approach takes a position between (Schatzmann et
al., 2007b), in which the user’s goal is treated as
hidden, and (Georgila et al., 2006), in which the
user’s goal is obtained directly from the corpus an-
notation.

4 Evaluation

The parameter estimation technique for training
the user simulator was evaluated in two differ-
ent ways. The first evaluation involved compar-
ing the statistics of simulated and real user be-
haviour. The second evaluation involved compar-
ing dialogue manager policies trained with differ-
ent simulators.

4.1 Data

The task of the dialogue systems we are develop-
ing is to provide tourist information to users, in-
volving venues such as bars, restaurants and hotels
that the user can search for and ask about. These
venues are described in terms of features such as
price range, area, type of food, phone number,
address, and so on. The kind of dialogues with
these systems are commonly called slot-filling di-
alogues.

Within the range of slot-filling applications the
domain is relatively complex due to its hierarchi-
cal data structure and relatively large number of
slots and their possible values. Scalability is in-
deed one of the primary challenges to be addressed
in statistical approaches to dialogue system devel-
opment, including user simulation.

The dialogue corpus that was used for training
and evaluating the simulator was obtained from
the evaluation of a POMDP spoken dialogue sys-
tem with real users. All user utterances in the

resulting corpus were transcribed and semanti-
cally annotated in terms of dialogue acts. Dia-
logue acts consist of a series of semantic items,
including the type (describing the intention of
the speaker, e.g.,inform or request) and a
list of slot value pairs (e.g.,food=Chinese or
area=south). An extensive analysis of the an-
notations from three different people revealed a
high level of inter-annotator agreement (ranging
from 0.81 to 0.94, depending on which pair of an-
notations are compared), and a voting scheme for
selecting a single annotation for each turn ensured
the reliability of the ‘true’ user acts used for train-
ing the simulator.

4.2 Corpus statistics results

A first approach to evaluating user simulations is
to look at the statistics of the user behaviour that
is generated by a simulator and compare it with
that of real users as observed in a dialogue cor-
pus. Several metrics for such evaluations have
been considered in the literature, all of which have
both strong points and weaknesses. For the present
evaluation, a selection of metrics believed to give
a reasonable first indication of the quality of the
user simulations was considered2.

4.2.1 Metrics

The first corpus-based evaluation metric is theLog
Likelihood (LL) of the data, given the user simu-
lation model. This is what is in fact maximised by
the parameter estimation algorithm. The log like-
lihood can be computed by summing the log prob-
abilities of each user turndu in the corpus dataD:

ll(D|{θij}, {θi}) =
∑

u

log P (du|{θij}, {θi})

(3)

The user turn probability is given by the prob-
ability of the decision paths (directed paths in the
decision network of maximal length, such as the
one indicated in Figure 1 in bold) leading to a sim-
ulated user act in that turn that matches the true
user act. The probability of a decision path is ob-
tained by multiplying the probabilities of the de-
cisions made at each decision pointi that was en-
countered, which are given by the parametersθij

2Note that not all selected metrics are metrics in the strict
sense of the word; the term should therefore be interpreted as
a more general one.
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andθi:

log P (du|{θij}, {θi}) =

∑

i∈Im(u)

log
(

∑

j

θij · δij(u)
)

+ (4)

∑

i∈Ig(u)

log
(

∑

k

(1 − θi)
k−1 · θi · µik(u)

)

whereIm(u) = {i ∈ Im|
∑

j δij(u) > 0} and
Ig(u) = {i ∈ Ig|

∑

k µik(u) > 0} are the subsets
of the multinomial (Im) and geometric (Ig) de-
cision points respectively containing those points
that were encountered in any combination of deci-
sions resulting in the given user act:

δij(u) =











1 if decisionDPi = dij was
taken in any of the
matching combinations

0 otherwise

(5)

µik(u) =











1 if any of the matching
combinations required
k > 0 trials

0 otherwise

(6)

It should be noted that the log likelihood only
represents those turns in the corpus for which the
simulated user can produce a matching simulated
act with some probability. Hence, it is impor-
tant to also take into account thecorpus cover-
age when considering the log likelihood in cor-
pus based evaluation. Dividing by the number of
matched turns provides a useful normalisation in
this respect.

The expectedPrecision (PRE), Recall (RCL),
andF-Score (FS)are obtained by comparing the
simulated user acts with the true user acts in the
same context (Georgila et al., 2006). These scores
are obtained by pairwise comparison of the simu-
lated and true user act for each turn in the corpus
at the level of the semantic items:

PRE =
#(matched items)

#(items in simulated act)
(7)

RCL =
#(matched items)

#(items in true act)
(8)

FS =
2 · PRE · RCL

PRE + RCL
(9)

By sampling a sufficient number of simulated
acts for each turn in the corpus and comparing
them with the corresponding true acts, this results
in an accurate measure on average.

The problem with precision and recall is that
they are known to heavily penalise unseen data.
Any attempt to generalise and therefore increase
the variability of user behaviour results in lower
scores.

Another way of evaluating the user simulator
is to look at the global user act distributions it
generates and compare them to the distributions
found in the real user data. A common metric
for comparing such distributions is theKullback-
Leibler (KL) distance . In (Cuayáhuitl et al.,
2005) this metric was used to evaluate an HMM-
based user simulation approach. The KL dis-
tance is computed by taking the average of the
two KL divergences3 DKL(simulated||true) and
DKL(true||simulated), where:

DKL(p||q) =
∑

i

pi · log2(
pi

qi

) (10)

KL distances are computed for both full user act
distributions (taking into account both the dia-
logue act type and slot value pairs) and user act
type distributions (only regarding the dialogue act
type), denoted by KLF and KLT respectively.

4.2.2 Results
For the experiments, the corpus data was ran-
domly split into a training set, consisting of 4479
user turns in 541 dialogues, used for estimat-
ing the user simulator parameters, and a test set,
consisting of 1457 user turns in 175 dialogues,
used for evaluation only. In the evaluation, the
following parameter settings were compared: 1)
non-informative, uniform parameters (UNIF); 2)
handcrafted parameters (HDC); 3) parameters es-
timated from data (TRA); and 4) deterministic pa-
rameters (DET), in which for each RDP the prob-
ability of the most probable decision according to
the estimated parameters is set to 1, i.e., at all
times, the most likely decision according to the es-
timated parameters is chosen.

For both trained and deterministic parameters,
a distinction is made between the two approaches
to matching user acts during parameter estimation.
Recall that in the turn-based approach, in each
turn, the simulator is run with the corrected con-
text to find a matching simulated act, whereas in
the sequence-based approach, the matching pro-
cess for a dialogue is stopped in case a turn
is encountered which cannot be matched by the
simulator. This results in estimated parameters
TRA-T and deterministic parameters DET-T for

3Before computing the distances, add-one smoothing was
applied in order to avoid zero-probabilities.
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PAR nLL-T nLL-S PRE RCL FS KLF KLT
UNIF −3.78 −3.37 16.95 (±0.75) 9.47 (±0.59) 12.15 3.057 2.318

HDC −4.07 −2.22 44.31 (±0.99) 34.74 (±0.95) 38.94 1.784 0.623

TRA-T −2.97 - 37.60 (±0.97) 28.14 (±0.90) 32.19 1.362 0.336

DET-T −∞ - 47.70 (±1.00) 40.90 (±0.98) 44.04 2.335 0.838

TRA-S - −2.13 43.19 (±0.99) 35.68 (±0.96) 39.07 1.355 0.155

DET-S - −∞ 49.39 (±1.00) 43.04 (±0.99) 46.00 2.310 0.825

Table 1: Results of the sample-based user simulator evaluation on the Mar’09 training
corpus (the corpus coverage was59% for the turn-based and33% for the sequence-based
matching approach).

PAR nLL-T nLL-S PRE RCL FS KLF KLT
UNIF −3.61 −3.28 16.59 (±1.29) 9.32 (±1.01) 11.93 2.951 2.180

HDC −3.90 −2.19 45.35 (±1.72) 36.04 (±1.66) 40.16 1.780 0.561

TRA-T −2.84 - 38.22 (±1.68) 28.74 (±1.57) 32.81 1.405 0.310

DET-T −∞ - 49.15 (±1.73) 42.17 (±1.71) 45.39 2.478 0.867

TRA-S - −2.12 43.90 (±1.72) 36.52 (±1.67) 39.87 1.424 0.153

DET-S - −∞ 50.73 (±1.73) 44.41 (±1.72) 47.36 2.407 0.841

Table 2: Results of the sample-based user simulator evaluation on the Mar’09 test corpus
(corpus coverage59% for the turn-based, and36% for sequence-based matching).

the turn-based approach and analogously TRA-S
and DET-S for the sequence-based approach. The
corresponding normalised (see Section 4.2.1) log-
likelihoods are indicated by nLL-T and nLL-S.

Tables 1 and 2 give the results on the training
and test data respectively. The results show that in
terms of log-likelihood and KL-distances, the es-
timated parameters outperform the other settings,
regardless of the matching method. In terms of
precision/recall (given in percentages with 95%
confidence intervals), the estimated parameters
are worse than the handcrafted parameters for
turn-based matching, but have similar scores for
sequence-based matching.

The results for the deterministic parameters il-
lustrate that much better precision/recall scores
can be obtained, but at the expense of variability as
well as the KL-distances. It will be easier to train
a dialogue policy on such a deterministic simula-
tor, but that policy is likely to perform significantly
worse on the more varied behaviour generated by
the trained simulator, as we will see in Section 4.3.

Out of the two matching approaches, the
sequence-based approach gives the best results:
TRA-S outperforms TRA-T on all scores, except
for the coverage which is much lower for the
sequence-based approach (33% vs. 59%).

4.3 Policy evaluation results

Although the corpus-based evaluation results give
a useful indication of how realistic the behaviour
generated by a simulator is, what really should be
evaluated is the dialogue management policy that

is trained using that simulator. Therefore, differ-
ent parameter sets for the simulator were used to
train and evaluate different policies for the Hidden
Information State (HIS) dialogue manager (Young
et al., 2009). Four different policies were trained:
one policy using handcrafted simulation param-
eters (POL-HDC); two policies using simulation
parameters estimated (using the sequence-based
matching approach) from two data sets that were
obtained by randomly splitting the data into two
parts of 358 dialogues each (POL-TRA1 and POL-
TRA2); and finally, a policy using a determin-
istic simulator (POL-DET) constructed from the
trained parameters as discussed in Section 4.2.2.
The policies were then each evaluated on the sim-
ulator using the four parameter settings at different
semantic error rates.

The performance of a policy is measured in
terms of a reward that is given for each dialogue,
i.e. a reward of 20 for a successful dialogue, mi-
nus the number of turns. A dialogue is consid-
ered successful if the system has offered a venue
matching the predefined user goal constraints and
has given the correct values of all requested slots
for this venue. During the policy optimisation, in
which a reinforcement learning algorithm tries to
optimise the expected long term reward, this dia-
logue scoring regime was also used.

In Figures 2, 3, and 4, evaluation results are
given resulting from running 3000 dialogues at
each of 11 different semantic error rates. The
curves show average rewards with95% confidence
intervals. The error rate is controlled by a hand-
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Figure 2: Average rewards for each policy when
evaluated on UM-HDC.
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Figure 3: Average rewards for each policy when
evaluated on UM-TRA1.
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Figure 4: Average rewards for each policy when
evaluated on UM-DET.
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Figure 5: Average loss in reward for each policy,
across three different simulators.

crafted error model that converts the user act gen-
erated by the simulator into an n-best list of dia-
logue act hypotheses.

The policy that was trained using the hand-
crafted simulator (POL-HDC) outperforms the
other policies when evaluated on that same sim-
ulator (see Figure 2), and both policies trained us-
ing the trained simulators (POL-TRA1 and POL-
TRA2) outperform the other policies when evalu-
ated on either trained simulator (see Figure 3 for
the evaluation on UM-TRA1; the evaluation on
UM-TRA2 is very similar and therefore omitted).
There is little difference in performance between
policies POL-TRA1 and POL-TRA2, which can
be explained by the fact that the two trained
parameter settings are quite similar, in contrast
to the handcrafted parameters. The policy that
was trained on the deterministic parameters (POL-
DET) is competitive with the other policies when
evaluated on UM-DET (see Figure 4), but per-
forms significantly worse on the other parameter
settings which generate the variation in behaviour

that the dialogue manager did not encounter dur-
ing training of POL-DET.

In addition to comparing the policies when eval-
uated on each simulator separately, another com-
parison was made in terms of the average perfor-
mance across all simulators. For each policy and
each simulator, we first computed the difference
between the policy’s performance and the ‘maxi-
mum’ performance on that simulator as achieved
by the policy that was also trained on that simu-
lator, and then averaged over all simulators. To
avoid biased results, only one of the trained simu-
lators was included. The results in Figure 5 show
that the POL-TRA2 policy is more robust than
POL-DET, and has similar robustness as POL-
HDC. Similar results are obtained when including
UM-TRA1 only.

Given that the results of Section 4.2 show that
the dialogues generated by the trained simulator
more closely match real corpus data, and given
that the above simulation results show that the
POL-TRA policies are at least as robust as the
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other policies, it seems likely that policies trained
using the trained user simulator will show im-
proved performance when evaluated on real users.

However, this claim can only be properly
demonstrated in a real user evaluation of the di-
alogue system containing different dialogue man-
agement policies. Such a user trial would also be
able to confirm whether the results from evalua-
tions on the trained simulator can more accurately
predict the actual performance expected with real
users.

5 Conclusion

In this paper, we presented an agenda-based user
simulator extended to be trainable on real user
data whilst preserving the necessary rationality
and complexity for effective training and evalu-
ation of dialogue manager policies. The exten-
sion involved the incorporation of random deci-
sion points in the process of receiving and re-
sponding to a system act in each turn. The deci-
sions made at these points are controlled by prob-
ability distributions defined by a set of parameters.

A sample-based maximum likelihood approach
to estimating these parameters from real user data
in a corpus of human-machine dialogues was dis-
cussed, and two kinds of evaluations were pre-
sented. When comparing the statistics of real ver-
sus simulated user behaviour in terms of a selec-
tion of different metrics, overall, the estimated pa-
rameters were shown to give better results than
the handcrafted baselines. When evaluating dia-
logue management policies trained on the simula-
tor with different parameter settings, it was shown
that: 1) policies trained on a particular parame-
ter setting outperform other policies when evalu-
ated on the same parameters, and in particular, 2)
a policy trained on the trained simulator outper-
forms other policies on a trained simulator. With
the general goal of obtaining a dialogue manager
that performs better in practice, these results are
encouraging, but need to be confirmed by an eval-
uation of the policies on real users.

Additionally, there is still room for improving
the quality of the simulator itself. For example,
the variation in user behaviour can be improved by
adding more random decision points, in order to
achieve better corpus coverage. In addition, since
there is no clear consensus on what is the best met-
ric for evaluating user simulations, additional met-
rics will be explored in order to get a more bal-
anced indication of the quality of the user simu-
lator and how the various metrics are affected by
modifications to the simulator. Perplexity (related
to the log likelihood, see (Georgila et al., 2005)),

accuracy (related to precision/recall, see (Zuker-
man and Albrecht, 2001; Georgila et al., 2006)),
and Cramér-von Mises divergence (comparing di-
alogue score distributions, see (Williams, 2008))
are some of the metrics worth considering.
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Abstract

We present new results from a real-user
evaluation of a data-driven approach to
learning user-adaptive referring expres-
sion generation (REG) policies for spoken
dialogue systems. Referring expressions
can be difficult to understand in techni-
cal domains where users may not know
the technical ‘jargon’ names of the do-
main entities. In such cases, dialogue sys-
tems must be able to model the user’s (lex-
ical) domain knowledge and use appro-
priate referring expressions. We present
a reinforcement learning (RL) framework
in which the system learns REG policies
which can adapt to unknown users on-
line. For real users of such a system, we
show that in comparison to an adaptive
hand-coded baseline policy, the learned
policy performs significantly better, with
a 20.8% average increase in adaptation ac-
curacy, 12.6% decrease in time taken, and
a 15.1% increase in task completion rate.
The learned policy also has a significantly
better subjective rating from users. This is
because the learned policies adapt online
to changing evidence about the user’s do-
main expertise. We also discuss the issue
of evaluation in simulation versus evalua-
tion with real users.

1 Introduction

We present new results from an evaluation with
real users, for a reinforcement learning (Sutton
and Barto, 1998) framework to learn user-adaptive
referring expression generation policies from data-
driven user simulations. Such a policy allows the
system to choose appropriate expressions to re-
fer to domain entities in a dialogue setting. For
instance, in a technical support conversation, the

Jargon: Please plug one end of the broadband
cable into the broadband filter.
Descriptive: Please plug one end of the thin
white cable with grey ends into the
small white box.

Table 1: Referring expression examples for 2 enti-
ties (from the corpus)

system could choose to use more technical terms
with an expert user, or to use more descriptive and
general expressions with novice users, and a mix
of the two with intermediate users of various sorts
(see examples in Table 1).

In natural human-human conversations, dia-
logue partners learn about each other and adapt
their language to suit their domain expertise (Is-
sacs and Clark, 1987). This kind of adaptation
is called Alignment through Audience
Design (Clark and Murphy, 1982; Bell, 1984).
We assume that users are mostly unknown to
the system and therefore that a spoken dialogue
system (SDS) must be capable of observing the
user’s dialogue behaviour, modelling his/her do-
main knowledge, and adapting accordingly, just
like human interlocutors. Therefore unlike sys-
tems that use static user models, our system has to
dynamically model the user’s domain knowledge
in order to adapt during the conversation.

We present a corpus-driven framework for
learning a user-adaptive REG policy from a small
corpus of non-adaptive human-machine interac-
tion. We show that the learned policy performs
better than a simple hand-coded adaptive policy
in terms of accuracy of adaptation, dialogue time
and task completion rate when evaluated with real
users in a wizarded study.

In section 2, we present some of the related
work. Section 3 and section 4 describe the dia-
logue system framework and the user simulation
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model. In section 5, we present the training and in
section 6, we present the evaluation for different
REG policies with real users.

2 Related work

Rule-based and supervised learning approaches
have been proposed to learn and adapt during
conversations dynamically. Such systems learn
from a user at the start and later adapt to the do-
main knowledge of the user. However, they either
require expensive expert knowledge resources to
hand-code the inference rules (Cawsey, 1993) or a
large corpus of expert-layperson interaction from
which adaptive strategies can be learned and mod-
elled, using methods such as Bayesian networks
(Akiba and Tanaka, 1994). In contrast, we present
an approach that learns in the absence of these
expensive resources. It is also not clear how su-
pervised approaches choose between when to seek
more information and when to adapt. In this study,
we show that using reinforcement learning this de-
cision is learned automatically.

Reinforcement Learning (RL) has been suc-
cessfully used for learning dialogue management
policies since (Levin et al., 1997). The learned
policies allow the dialogue manager to optimally
choose appropriate dialogue acts such as instruc-
tions, confirmation requests, and so on, under
uncertain noise or other environment conditions.
There have been recent efforts to learn infor-
mation presentation and recommendation strate-
gies using reinforcement learning (Hernandez et
al., 2003; Rieser and Lemon, 2009; Rieser and
Lemon, 2010), and joint optimisation of Dialogue
Management and NLG using hierarchical RL has
been proposed by (Lemon, 2010). In addition,
we present a framework to learn to choose appro-
priate referring expressions based on a user’s do-
main knowledge. Following a proof-of-concept
study using a hand-coded rule-based user simu-
lation (Janarthanam and Lemon, 2009c), we pre-
viously showed that adaptive REG policies can
be learned using an RL framework with data-
driven user simulations and that such policies per-
form better than simple hand-coded policies (Ja-
narthanam and Lemon, 2010).

3 The Dialogue System

In this section, we describe the different modules
of the dialogue system. The interaction between
the different modules is shown in figure 1 (in

learning mode). The dialogue system presents the
user with instructions to setup a broadband con-
nection at home. In the Wizard of Oz setup, the
system and the user interact using speech. How-
ever, in our machine learning setup, they interact at
the abstract level of dialogue actions and referring
expressions. Our objective is to learn to choose
the appropriate referring expressions to refer to the
domain entities in the instructions.

Figure 1: System User Interaction (learning)

3.1 Dialogue Manager

The dialogue manager identifies the next dialogue
act (As,t where t denotes turn, s denotes system)
to give to the user based on the dialogue man-
agement policy πdm. The dialogue management
is coded in the form of a finite state machine. In
this dialogue task, the system provides instructions
to either observe or manipulate the environment.
When users ask for clarifications on referring ex-
pressions, the system clarifies (provide clar) by
giving information to enable the user to associate
the expression with the intended referent. When
the user responds in any other way, the instruc-
tion is simply repeated. The dialogue manager
is also responsible for updating and managing the
system state Ss,t (see section 3.2). The system in-
teracts with the user by passing both the system
action As,t and the referring expressions RECs,t

(see section 3.3).

3.2 The dialogue state

The dialogue state Ss,t is a set of variables that
represent the current state of the conversation. In
our study, in addition to maintaining an overall di-
alogue state, the system maintains a user model
UMs,t which records the initial domain knowl-
edge of the user. It is a dynamic model that starts
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with a state where the system does not have any
knowledge about the user. Since the model is up-
dated according to the user’s behaviour, it may be
inaccurate if the user’s behaviour is itself uncer-
tain. Hence, the user model used in this system is
not always an accurate model of the user’s knowl-
edge and reflects a level of uncertainty about the
user.

Each jargon referring expression x is repre-
sented by a three-valued variable in the dialogue
state: user knows x. The three values that each
variable takes are yes, no, not sure. The vari-
ables are updated using a simple user model up-
date algorithm after the user’s response each turn.
Initially each variable is set to not sure. If the
user responds to an instruction containing the re-
ferring expression x with a clarification request,
then user knows x is set to no. Similarly, if
the user responds with appropriate information to
the system’s instruction, the dialogue manager sets
user knows x is set to yes. Only the user’s ini-
tial knowledge is recorded. This is based on the
assumption that an estimate of the user’s initial
knowledge helps to predict the user’s knowledge
of the rest of the referring expressions.

3.3 REG module
The REG module is a part of the NLG module
whose task is to identify the list of domain enti-
ties to be referred to and to choose the appropriate
referring expression for each of the domain enti-
ties for each given dialogue act. In this study, we
focus only on the production of appropriate refer-
ring expressions to refer to domain entities men-
tioned in the dialogue act. It chooses between
the two types of referring expressions - jargon
and descriptive. For example, the domain entity
broadband filter can be referred to using the jar-
gon expression “broadband filter” or using the de-
scriptive expression “small white box”1. Although
adaptation is the primary goal, it should be noted
that in order to get an idea of the user the system
is dealing with, it needs to seek information using
jargon expressions.

The REG module operates in two modes - learn-
ing and evaluation. In the learning mode, the REG
module is the learning agent. The REG module
learns to associate dialogue states with optimal re-
ferring expressions. This is represented by a REG

1We will use italicised forms to represent the domain enti-
ties (e.g. broadband filter) and double quotes to represent the
referring expressions (e.g. “broadband filter”).

policy πreg : UMs,t → RECs,t, which maps
the states of the dialogue (user model) to opti-
mal referring expressions. The referring expres-
sion choices RECs,t is a set of pairs identifying
the referent R and the type of expression T used in
the current system utterance. For instance, the pair
(broadband filter, desc) represents the descriptive
expression “small white box”.

RECs,t = {(R1, T1), ..., (Rn, Tn)}
In the evaluation mode, a trained REG policy in-

teracts with unknown users. It consults the learned
policy πreg to choose the referring expressions
based on the current user model.

4 User Simulations

In this section, we present user simulation mod-
els that simulate the dialogue behaviour of a real
human user. Several user simulation models have
been proposed for use in reinforcement learning
of dialogue policies (Georgila et al., 2005; Schatz-
mann et al., 2006; Schatzmann et al., 2007; Ai and
Litman, 2007). However, they are suited only for
learning dialogue management policies, and not
natural language generation policies. In particular,
our model is the first to be sensitive to a system’s
choices of referring expressions. Earlier, we pre-
sented a two-tier simulation trained on data pre-
cisely for REG policy learning (Janarthanam and
Lemon, 2009a). However, it is not suited for train-
ing on small corpus like the one we have at our
disposal. In contrast to the earlier model, we now
condition the clarification requests on the referent
class rather than the referent itself to handle the
data sparsity problem.

4.1 Corpus-driven action selection model
The user simulation (US) receives the system
action As,t and its referring expression choices
RECs,t at each turn. The US responds with a user
action Au,t (u denoting user). This can either be a
clarification request (cr) or an instruction response
(ir). The US produces a clarification request cr
based on the class of the referent C(Ri), type of
the referring expression Ti, and the current domain
knowledge of the user for the referring expression
DKu,t(Ri, Ti). Domain entities whose jargon ex-
pressions raised clarification requests in the cor-
pus were listed and those that had more than the
mean number of clarification requests were clas-
sified as difficult and others as easy enti-
ties (for example, power adaptor is easy - all
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users understood this expression, broadband filter
is difficult). Clarification requests are pro-
duced using the following model.

P (Au,t = cr(Ri, Ti)|C(Ri), Ti, DKu,t(Ri, Ti))
where (Ri, Ti) ∈ RECs,t

One should note that the actual literal expres-
sion is not used in the transaction. Only the entity
that it is referring to (Ri) and its type (Ti) are used.
However, the above model simulates the process
of interpreting and resolving the expression and
identifying the domain entity of interest in the in-
struction. The user identification of the entity is
signified when there is no clarification request pro-
duced (i.e. Au,t = none). When no clarification
request is produced, the environment action EAu,t

is generated using the following model.

P (EAu,t|As,t) if Au,t! = cr(Ri, Ti)
Finally, the user action is an instruction re-

sponse which is determined by the system ac-
tion As,t. Instruction responses can be ei-
ther provide info, acknowledgement or other
based on the system’s instruction.

P (Au,t = ir|EAu,t, As,t)
All the above models were trained on our cor-

pus data using maximum likelihood estimation and
smoothed using a variant of Witten-Bell discount-
ing. The corpus contained dialogues between
a non-adaptive dialogue system and real users.
According to the data, clarification requests are
much more likely when jargon expressions are
used to refer to the referents that belong to the
difficult class and which the user doesn’t
know about. When the system uses expressions
that the user knows, the user generally responds to
the instruction given by the system.

4.2 User Domain knowledge
The user domain knowledge is initially set to one
of several models at the start of every conver-
sation. The models range from novices to ex-
perts which were identified from the corpus using
k-means clustering. A novice user knows only
“power adaptor”, an expert knows all the jargon
expressions and intermediate users know some.
We assume that users can interpret the descriptive
expressions and resolve their references. There-
fore, they are not explicitly represented. We only
code the user’s knowledge of jargon expressions
using boolean variables representing whether the
user knows the expression or not.

4.3 Corpus

We trained the action selection model on a small
corpus of 12 non-adaptive dialogues between real
users and a dialogue system. There were six
dialogues in which users interacted with a sys-
tem using just jargon expressions and six with a
system using descriptive expressions. For more
discussions on our user simulation models and
the corpus, please refer to (Janarthanam and
Lemon, 2009b; Janarthanam and Lemon, 2009a;
Janarthanam and Lemon, 2010).

5 Training

The REG module was trained (operated in learn-
ing mode) using the above simulations to learn
REG policies that select referring expressions
based on the user expertise in the domain. In
this section, we discuss how to code the learning
agent’s goals as reward. We then discuss how the
reward function is used to train the learning agent.

5.1 Reward function

We designed a reward function for the goal of
adapting to each user’s domain knowledge. We
present the Adaptation Accuracy score (AA) that
calculates how accurately the agent chose the ap-
propriate expressions for each referent r, with re-
spect to the user’s knowledge. So, when the user
knows the jargon expression for r, the appropri-
ate expression to use is jargon, and if s/he doesn’t
know the jargon, a descriptive expression is appro-
priate. Although the user’s domain knowledge is
dynamically changing due to learning, we base ap-
propriateness on the initial state, because our ob-
jective is to adapt to the initial state of the user
DKu,initial. However, in reality, designers might
want their system to account for user’s chang-
ing knowledge as well. We calculate accuracy
per referent RAr and then calculate the overall
mean adaptation accuracy (AA) over all referents
as shown below.

RAr = #(appropriate expressions(r))
#(instances(r))

AdaptationAccuracyAA = 1
#(r)ΣrRAr

5.2 Learning

The REG module was trained in learning mode us-
ing the above reward function using the SHAR-
SHA reinforcement learning algorithm (with lin-
ear function approximation) (Shapiro and Langley,
2002). This is a hierarchical variant of SARSA,
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which is an on-policy learning algorithm that up-
dates the current behaviour policy (see (Sutton
and Barto, 1998)). The training produced approx.
5000 dialogues. The user simulation was cali-
brated to produce three types of users: Novice,
Intermediate and Expert, randomly but with equal
probability.

Initially, the REG policy chooses randomly be-
tween the referring expression types for each do-
main entity in the system utterance, irrespective
of the user model state. Once the referring ex-
pressions are chosen, the system presents the user
simulation with both the dialogue act and refer-
ring expression choices. The choice of referring
expression affects the user’s dialogue behaviour.
For instance, choosing a jargon expression could
evoke a clarification request from the user, based
on which, the dialogue manager updates the inter-
nal user model (UMs,t) with the new information
that the user is ignorant of the particular expres-
sion. It should be noted that using a jargon expres-
sion is an information seeking move which enables
the REG module to estimate the user’s knowledge
level. The same process is repeated for every dia-
logue instruction. At the end of the dialogue, the
system is rewarded based on its choices of refer-
ring expressions. If the system chooses jargon ex-
pressions for novice users or descriptive expres-
sions for expert users, penalties are incurred and if
the system chooses REs appropriately, the reward
is high. On the one hand, those actions that fetch
more reward are reinforced, and on the other hand,
the agent tries out new state-action combinations
to explore the possibility of greater rewards. Over
time, it stops exploring new state-action combina-
tions and exploits those actions that contribute to
higher reward. The REG module learns to choose
the appropriate referring expressions based on the
user model in order to maximize the overall adap-
tation accuracy. Figure 2 shows how the agent
learns using the data-driven (Learned DS) during
training. It can be seen in the figure 2 that towards
the end the curve plateaus, signifying that learning
has converged.

6 Evaluation

In this section, we present the details of the eval-
uation process, the baseline policy, the metrics
used, and the results. In a recent study, we eval-
uated the learned policy and several hand-coded
baselines with simulated users and found that

Figure 2: Learning curve - Training

the Learned-DS policy produced higher adapta-
tion accuracy than other policies (Janarthanam and
Lemon, 2010). An interesting issue for research
in this area is to what extent evaluation results ob-
tained in simulated environments transfer to eval-
uations with real users (Lemon et al., 2006).

6.1 Baseline system

In order to compare the performance of the learned
policy with a baseline, a simple rule-based policy
was built. This baseline was chosen because it per-
formed better in simulation, compared to a vari-
ety of other baselines (Janarthanam and Lemon,
2010). It uses jargon for all referents by default
and provides clarifications when requested. It ex-
ploits the user model in subsequent references af-
ter the user’s knowledge of the expression has
been set to either yes or no. Therefore, although
it is a simple policy, it adapts to a certain extent
(‘locally’). We refer to this policy as the ‘Jargon-
adapt’ policy. It should be noted that this policy
was built in the absence of expert domain knowl-
edge and/or an expert-layperson corpus.

6.2 Process

We evaluated the two policies with real users.
36 university students from different backgrounds
(e.g. Arts, Humanities, Medicine and Engineer-
ing) participated in the evaluation. 17 users were
given a system with Jargon-adapt policy and 19
users interacted with a system with Learned-DS
policy. Each user was given a pre-task recognition
test to record his/her initial domain knowledge.
The experimenter read out a list of technical terms
and the user was asked to point out to the domain
entities laid out in front of them. They were then
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given one of the two systems - learned or base-
line, to interact with. Following the system in-
structions, they then attempted to set up the broad-
band connection. When the dialogue had ended,
the user was given a post-task test where the recog-
nition test was repeated and their responses were
recorded. The user’s broadband connection setup
was manually examined for task completion (i.e.
the percentage of correct connections that they had
made in their final set-up). The user was given the
task completion results and was then given a user
satisfaction questionnaire to evaluate the features
of the system based on the conversation.

All users interacted with a wizarded system em-
ploying one of the two REG policies (see figure
3). The user’s responses were intercepted by a hu-
man interpreter (or “wizard”) and were annotated
as dialogue acts, to which the automated dialogue
manager responded with a system dialogue action
(the dialogue policy was fixed). The wizards were
not aware of the policy used by the system. The
respective policies chose only the referring expres-
sions to generate the system utterance for the given
dialogue action. The system utterances were con-
verted to speech by a speech synthesizer (Cere-
proc) and were played to the user.

Figure 3: Wizarded Dialogue System

6.3 Metrics

In addition to the adaptation accuracy mentioned
in section 5.1, we also measure other parame-
ters from the conversation in order to show how
learned adaptive policies compare with other poli-
cies on other dimensions. We also measure the
learning effect on the users as (normalised) learn-
ing gain (LG) produced by using unknown jargon
expressions. This is calculated using the pre- and
post-test scores for the user domain knowledge
(DKu) as follows.

Metrics Jargon-adapt Learned-DS
AA 63.91 84.72 **

LG 0.59 0.61
DT 7.86 6.98 *

TC 84.7 99.8 **

* Statistical significance (p < 0.05).
** Statistical significance (p < 0.001).

Table 2: Evaluation with real users

Learning Gain LG = Post−Pre
1−Pre

Dialogue time (DT) is the actual time taken for
the user to complete the task. We measured task
completion (TC) by examining the user’s broad-
band setup after the task was completed (i.e. the
percentage of correct connections that they had
made in their final set-up).

6.4 Results
We compare the performance of the two strategies
on real users using objective parameters and sub-
jective feedback scores. Tests for statistical sig-
nificance were done using Mann-Whitney test for
2 independent samples (due to non-parametric na-
ture of the data).

Table 2 presents the mean accuracy of adap-
tation (AA), learning gain (LG), dialogue time
(DT), and task completion (TC), produced by the
two strategies. The Learned-DS strategy pro-
duced more accurate adaptation than the Jargon-
adapt strategy (p<0.001, U=9.0, r=-0.81). Higher
accuracy of adaptation (AA) of the Learned-DS
strategy translates to less dialogue time (U=73.0,
p<0.05, r=-0.46) and higher task completion
(U=47.5, p<0.001, r=-0.72) than the Jargon-adapt
policy. However, there was no significant differ-
ence in learning gain (LG).

Table 3 presents how the users subjectively
scored on a agreement scale of 1 to 4 (with 1
meaning ‘strongly disagree’), different features of
the system based on their conversations with the
two different strategies. Users’ feedback on dif-
ferent features of the systems were not very differ-
ent from each other. However, users did feel that
it was easier to identify domain objects with the
Learned-DS strategy than the Jargon-adapt strat-
egy (U=104.0, p<0.05, r=-0.34). To our knowl-
edge, this is the first study to show a significant
improvement in real user ratings for a learned pol-
icy in spoken dialogue systems (normally, objec-
tive metrics show an improvement, but not subjec-
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Feedback questions Jargon-adapt Learned-DS
Q1. Quality of voice 3.11 3.36
Q2. Had to ask too many questions 2.23 1.89
Q3. System adapted very well 3.41 3.58
Q4. Easy to identify objects 2.94 3.37 *

Q5. Right amount of dialogue time 3.23 3.26
Q6. Learned useful terms 2.94 3.05
Q7. Conversation was easy 3.17 3.42
Q8. Future use 3.22 3.47
* Statistical significance (p < 0.05).

Table 3: Real user feedback

tive scores (Lemon et al., 2006)).

6.5 Analysis

The results show that the Learned-DS strategy is
significantly better than the hand-coded Jargon-
Adapt policy in terms of adaptation accuracy, di-
alogue time, and task completion rate. The ini-
tial knowledge of the users (mean pre-task recog-
nition score) of the two groups were not signifi-
cantly different from each other (Jargon-adapt =
7.33, Learned-DS = 7.45). Hence there is no bias
on the user’s pre-task score towards any strategy.
While the Learned-DS system adapts well to its
users globally, the Jargon-adapt system adapted
only locally. This led to higher task completion
rate and lower dialogue time.

The Learned-DS strategy enabled the system to
adapt using the dependencies that it learned dur-
ing the training phase. For instance, when the user
asked for clarification on some referring expres-
sions (e.g. “ethernet cable”), it used descriptive
expressions for domain objects like ethernet light
and ethernet socket. Such adaptation across ref-
erents enabled the Learned-DS strategy to score
better than the Jargon-adapt strategy. Since the
agent starts the conversation with no knowledge
about the user, it learned to use information seek-
ing moves (use jargon) at appropriate moments,
although they may be inappropriate. But since it
was trained to maximize the adaptation accuracy,
the agent also learned to restrict such moves and
start predicting the user’s domain knowledge as
soon as possible. By learning to trade-off between
information-seeking and adaptation, the Learned-
DS policy produced a higher adaptation with real
users with different domain knowledge levels.

The users however did not generally rate the
two policies differently. However, they did rate

it (significantly) easier to identify objects when
using the learned policy. For the other ratings,
users seemed to be not able to recognize the nu-
ances in the way the system adapted to them. They
could have been satisfied with the fact that the sys-
tem adapted better (Q3). This adaptation and the
fact that the system offered help when the users
were confused in interpreting the technical terms,
could have led the users to score the system well in
terms of future use (Q8), dialogue time (Q5), and
ease of conversation (Q7), but in common with ex-
periments in dialogue management (Lemon et al.,
2006) it seems that users find it difficult to evaluate
these improvements subjectively. The users were
given only one of the two strategies and therefore
were not in a position to compare the two strate-
gies and judge which one is better. Results in table
3 lead us to conclude that perhaps users need to
compare two or more strategies in order to judge
the strategies better.

7 Conclusion

We presented new results from an evaluation with
real users. In this study, we have shown that user-
adaptive REG policies can be learned using an RL
framework and data-driven user simulations. It
learned to trade off between adaptive moves and
information seeking moves automatically to max-
imize the overall adaptation accuracy. The learned
policy started the conversation with information
seeking moves, learned a little about the user, and
started adapting dynamically as the conversation
progressed. We also showed that the learned pol-
icy performs better than a reasonable hand-coded
policy with real users in terms of accuracy of adap-
tation, dialogue time, task completion, and a sub-
jective evaluation. Finally, this paper provides
further evidence that evaluation results obtained
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in simulated environments can transfer reliably to
evaluations with real users (Lemon et al., 2006).

Whether the learned policy would perform bet-
ter than a hand-coded policy which was painstak-
ingly crafted by a domain expert (or learned us-
ing supervised methods from an expert-layperson
corpus) is an interesting question that needs fur-
ther exploration. Also, it would also be interesting
to make the learned policy account for the user’s
learning behaviour and adapt accordingly. We also
believe that this framework can be extended to in-
clude other decisions in NLG besides REG (Deth-
lefs and Cuayahuitl, 2010).
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Abstract

The paper investigates discourse particles
on the example of German doch, assigning
to them very specific semantic interpreta-
tions that still cover a wide range of their
uses.

The analysis highlights the role of dis-
course particles in managing the common
ground and crucially takes into account
that discourse particles can refer not only
to utterances they are a part of and to previ-
ously uttered utterances, but also to felicity
conditions of these utterances.

1 Introduction

This paper advocates very specific semantic in-
terpretations for discourse particles, concentrating
on German doch. There is a very wide range of
concrete usages of discourse particles in context
(which has motivated analysing them as polyse-
mous, e.g., in Helbig (1988)).

Assigning them a uniform semantic interpreta-
tion seems to be subject to two conflicting require-
ments:

• the interpretation must be sufficiently specific
to allow deriving the interpretation of con-
crete uses

• it must be sufficiently general to cover a wide
range of concrete uses

So far, research on the interpretation of doch
focusses on the second requirement (e.g., Thur-
mair (1989), König (1997), Karagjosova (2004),
or König and Requardt (1997)).

The meaning of doch emerges as a two-place
relation between the utterance doch is a part of and
a previous utterance to which the doch-utterance is
a reaction.

This relation is described by the features
KNOWN and CORRECTION in Thurmair (1989),
i.e., doch-utterances correct a previous utterance
by introducing old information. Karagjosova
(2004) regards doch-utterances act as reminders,
which present old information to hearers. Ac-
cording to König and Requardt (1997), doch-
utterances point out inconsistencies between old
information and a new piece of information or ac-
tion.

Such general descriptions of doch apply to cases
like Karagjosova’s (1): B reminds A of Peter’s
illness, which seems inconsistent with A’s an-
nouncement and therefore can act as a correction
of A:

(1) A: Peter wird auch mitkommen. B: Er ist
doch krank.
‘A: Peter will come along, too. B: But he is
ill.’

While these general descriptions (excepting
Karagjosova (2004)) do not spell out in detail the
way in which doch contributes to the meaning of
larger discourses, they can capture a wide range of
uses of these particles.

There remain a number of problematic cases,
including discourse-initial uses of doch-utterances
like König and Requardt’s (2), which functions as
an opening line in a conversation, it neither cor-
rects nor reminds the hearer, nor is there an incon-
sistency between the utterance and the context:

(2) Sie sind doch Paul Meier.
‘You must be Paul Meier.’

The proposed analysis of the particle doch is
sufficiently general to account for a wide range of
uses yet being specific enough to specify the se-
mantic construction for discourses that comprise
doch.

I follow much previous work in developing my
analysis on the basis of simple examples like (1),
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and then extending it to cases like (2). Most ex-
amples consist of two utterances, the second utter-
ance comprises a discourse particle and is a reac-
tion to the first one. In the remainder of this pa-
per, these two utterances are called ‘involved ut-
terances’.

In (1), the (propositional) semantic arguments
of the particle are the meanings of these two utter-
ances. But the semantic arguments of a discourse
particle may differ from the meanings of the in-
volved utterances, as illustrated by (3) (from Thur-
mair 1989):

(3) A: Seit wann hast du denn den
,,Zauberberg“? B: Den hast du mir doch vor
zwei Jahren geschenkt.
A: ‘Since when have you owned the
‘Zauberberg’? B: But you gave it to me two
years ago.’

B reacts to the implicit statement that A does not
know the answer to his question. This statement is
an argument of doch in (3), even though it is not
the meaning of A’s utterance. This shows that the
semantic arguments of discourse particles must be
distinguished from the meanings of their involved
utterances.

Utterances with a discourse particle and pre-
ceding utterances to which they react are called
‘p(article)-utterances’ (or ‘doch-utterances’) and
‘a(ntecedent)-utterances’. They are distinguished
from the semantic arguments of the particle,
which are referred to as ‘p-proposition’ and ‘a-
proposition’, respectively.

This is not just a question of nomenclature but
reflects a fundamentally different view on the role
of discourse particles. Instead of indicating the re-
lation between two already identified propositions,
the meaning of the particle applied to its first ar-
gument (very often but not always the interpreta-
tion of the p-utterance) determines the range of po-
tential a-propositions in the context of utterance.
From this range, the hearer selects the appropriate
proposition.

This resembles the intuition of König and
Requardt (1997) that discourse particles are
‘metapragmatic instructions’ which tell hearers
how to deal with the p-utterance in a communica-
tive situation.

Consequently, a- and p-utterances do not deter-
mine the semantic arguments for all uses of dis-
course particles, which might account for some

problems of defining the semantics of the particles
in the literature, which is characteristically based
on the meanings of a- and p-utterance.

My claim is that there is a link between a- and p-
proposition and a- and p-utterance, respectively, in
that the propositions can either be the meanings of
the utterances or emerge through the felicity con-
ditions of the utterances.

E.g., in (3) the doch-proposition reminds A of
the fact that the first preparatory condition for a
question (that the speaker does not know the an-
swer) does not hold, since A (as the one who gave
the book to B) should know since when the book
has been in B’s possession.

The plan of the paper is to introduce back-
ground assumptions on discourse particles in sec-
tion 2, to apply the proposed approach to the (un-
stressed) particle doch in section 3, and to con-
clude with an outlook on further research.

2 Formal background

This paper follows much previous work in assum-
ing that discourse particles refer to the common
ground (CG), e.g., König (1997), Karagjosova
(2004), or Zimmermann (2009).

Common ground and the interlocutors’ individ-
ual backgrounds are modelled as common or in-
dividual belief (Stalnaker, 2002). Individual be-
lief is equated with the set of propositions that are
true in all possible worlds compatible with the in-
dividual’s beliefs; common belief, with the set of
propositions believed by all members of the re-
spective group of believers.

Stalnaker notes that this is an idealisation in that
the CG might comprise propositions not shared by
the background of every member of the group. But
this idealisation is not a problem for the analysis
presented in this paper.

Reasoning on CG and individual backgrounds
often uses defeasible deduction (Asher and Las-
carides, 2003). I.e., from statements of the form
‘p defeasibly entails q’ (p > q) together with p
one can defeasibly deduce q.

This defeasible Modus Ponens applies if ¬q
does not hold and ¬q cannot be deduced simulta-
neously (Asher and Lascarides, 2003). Defeasible
deducability of p from a set of propositions C is
written as ‘C |∼ p’.

Reference to the common ground makes the se-
mantics of discourse particles context-dependent,
because the CG is relative to the interlocutor(s) of
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a- and p-utterances. This shows up in the shifting
effects observed in Döring (2010). Consider e.g.
what happens if one embeds (1) in a quotation like
in (4):

(4) A sagte, Peter komme auch mit. B
entgegnete, er sei doch krank.
‘A said Peter would come along, too. B
retorted that he was ill.’

The shift in (4) arises because doch presents a
proposition (here, that Peter is ill) as part of the
common ground, and the relevant CG is calcu-
lated with respect to A and B, not with respect to
the interlocutors of (4). I.e., (4) does not express
that Peter’s illness is in the common ground of the
speaker and hearer of (4).

3 The analysis

The proposed approach to discourse particle is
now applied to doch, which introduces a notion
of tension between the a- and the p-proposition.

3.1 Declarative a- and p-utterances
I will first illustrate this notion with simple ex-
amples in which the a-utterance expresses the a-
proposition, and the meaning of the declarative p-
utterance provides the p-proposition.

In (5) [= (1)] and (6), adapted from Karagjosova
(2004), there is tension between being ill on the
one hand and going out and living healthily on the
other hand, respectively:

(5) A: Peter wird auch mitkommen. B: Er ist
doch krank.
‘A: Peter will come along, too. B: But he is
ill.’

(6) Ich bin oft krank. Dabei lebe ich doch
gesund.
‘I am often ill. But I have a healthy lifestyle.’

The intuitive notion of tension between two
propositions p and q is formalised as defeasible
entailment q > ¬p. I.e., given q, one would ex-
pect p, but the propositions are not incompatible,
even though q is a potential impediment for p.

The effect of doch q as a reaction to an a-
proposition p against the common ground C is to
remind the hearer that C comprises a potential im-
pediment q for p, which expresses either surprise
at the fact that p nevertheless holds or puts doubt
on p. Still, p is not explicitly denied.

Formally, doch states that the common ground
C defeasibly entails q and the fact that q defeasi-
bly entails ¬p (which by defeasible Modus Ponens
would allow one to infer ¬p, if the conditions for
defeasible Modus Ponens are met):

(7) [[doch]](q)(p) iff C |∼ q ∧ C |∼ q > ¬p

This analysis differs from the one of König
(1997), who assumes that doch q points out a con-
tradiction in the CG, in that p is incompatible with
a consequence of q. In contrast, I regard this
incompatibility as a default only. The status of
q as derivable from the CG is also expressed in
Karagjosova (2004) claim that doch introduces q
as a reminder and in Thurmair’s (1989) feature
KNOWN.

In (5) and (6), p and q are the semantics of the a-
and the doch-utterance. Being ill is a potential im-
pediment for going out, so, by pointing out Peter’s
illness in (5), B expresses surprise or disbelief at
A’s announcement but does not necessarily correct
it or refute it, because even ill people can go out in
principle.

Similarly, the speaker of (6) is surprised at his
frequent illness, in spite of his healthy lifestyle.
(6) shows that q is only a default impediment: If q
and p were contradictory, (6) would be nonsensi-
cal, but, intuitively, it is not.

The use of defeasible implications to model the
tension between two propositions as indicated by
doch is closely related to accounts of the discourse
relation of CONCESSION in Grote et al. (1997),
Oversteegen (1997), Lagerwerf (1998), and Knott
(1996).

They assume the same kind of defeasible impli-
cation for this discourse relation and model it as a
presupposition, which is compatible with giving it
common ground status.

3.2 Non-declarative a-utterances
In (5) and (6), the a-proposition enters the CG
as the meaning of an a-utterance. But the a-
proposition can also emerge as a felicity condition
of the a-utterance. Consider e.g. doch-utterances
as reactions to questions, as in (8) [= (3)]:

(8) A: Seit wann hast du denn den
,,Zauberberg“? B: Den hast du mir doch vor
zwei Jahren geschenkt.
A: ‘Since when have you owned the
‘Zauberberg’? B: But you gave it to me two
years ago.’
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Doch in (8) expresses surprise at the question
being asked, since A himself gave the book to B
and hence should know that B owns it.

The proposed analysis reconstructs this intu-
ition: B’s utterance expresses a proposition q (that
A gave the book to B) and points out that q is part
of the CG. It is also part of the CG that q is a po-
tential obstacle for a specific a-proposition p (for-
mally, the CG entails q > ¬p).

Such p-utterances restrict the range of poten-
tial a-propositions p, and their hearers try to iden-
tify the a-propositions in the given context. The
a-utterance in (8), however, cannot directly con-
tribute p in any context, since its meaning is not a
proposition.

But due to the assumption that A is coopera-
tive, the question introduces into the CG the felic-
ity conditions for questions, among them the first
preparatory condition, viz., that A does not know
the answer to his question. This is a suitable p, be-
cause it is reasonable to assume that if A gave the
book to B (= q), he should know the answer to the
question (= ¬p).

The intuition that the semantic arguments of
discourse particles need not be identical to the
meanings of the involved utterances is related to
suggestions to let discourse relations relate ei-
ther to the content of the discourse segments that
they link or to the corresponding intensions of
the speaker or the intended effencts on the hearer,
which is suggested by Sweetser (1990) and Knott
(2001).

Doch-utterances in reaction to imperatives work
analogously, e.g., (9):

(9) A: Übersetze mir bitte diesen Brief. B: Ich
kann doch kein Baskisch.
A: ‘Please translate this letter for me.’ B:
‘But I do not know Basque’.

Here B’s lack of proficiency in Basque (= q)
and A’s belief that B can translate a Basque letter
(i.e., the first preparatory condition of the request,
our p) are in tension.

Now q can be deduced from the common
ground either because it has been explicitly in-
troduced before or because it makes sense to as-
sume defeasibly that someone does not speak a
less known language like Basque. In either case, A
should not take for granted that B speaks Basque,
i.e., has a reason not to require B to translate letters
written in Basque.

This use of doch also shows up in reactions
to declarative statements: The p-utterance of (10)
states no potential impediment for the proposition
expressed by A.

Rather, B’s use of doch refers to A’s surprise,
suggesting that A should not be surprised at all.
The felicity condition of expressing surprise that
is cast into doubt by B is considering the fact
about which one is surprised as something extraor-
dinary, which would not have happened in a nor-
mal course of events.

(10) A: Peter sieht schlecht aus. B: Er war doch
lange im Krankenhaus.
‘A: Peter does not look healthy. B: But he
has been in hospital for a long time.’

Peter’s long stay in the hospital (= q) is no
potential obstacle to looking unhealthy, on the
contrary, it entails defeasibly that his looking un-
healthy is quite normal (= ¬p). This would negate
the abovementioned felicity condition for A’s sur-
prise (= p), hence suggests that A should not be
surprised.

3.3 Non-declarative p-utterances
Another group of doch-utterances are imperative
or interrogative (the latter adapted from Thurmair
(1989)):

(11) Verklag mich doch!
‘Go ahead and sue me.’

(12) Komm doch nach Hause!
‘Do come home.’

(13) Wie heißt doch diese Kneipe in der
Sredzkistraße?
‘What is the name of this pub in the
Sredzkistraße?’

(14) Wie sagt Goethe doch so treffend?
‘What was this piercing remark of Goethe
again?’

(15) Du kommst doch?
‘I presume that you will be there.’

Doch is used provocatively in imperatives like
(11); it suggests that the hearer cannot fulfil the
request. In cases like (12), doch signals that the re-
quested or suggested action is a very natural thing
to do. Doch-questions refer to a piece of knowl-
edge that the speaker knows or is supposed to
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know (Thurmair, 1989), e.g., (13) indicates that
the speaker knows the answer at least in principle,
(14) announces a quotation, and (15) suggests that
the answer can only be affirmative.

There are two issues in interpreting these sen-
tences; the p-utterance does not denote a propo-
sition (which could be the semantic argument of
doch), and there need not be an a-utterance at all
from which to derive the a-proposition.

But in all these utterances, speakers use doch to
point out that they are aware of evidence from the
CG which suggests that a felicity condition of the
utterance itself does not hold. This can be mod-
elled by identifying the p-proposition q (the argu-
ment of doch) with the fact that the sentences were
uttered, which can be (trivially) deduced from the
common ground C (the condition C |∼ q in (7)).

Then the felicity conditions associated with dif-
ferent kinds of illocutionary acts emerge from the
common ground C as default entailments from the
utterance of the respective illocutionary type (the
condition C |∼ q > ¬p in (7); here ¬p refers to
one of the felicity conditions).

I.e., using doch in these cases triggers a search
for a suitable a-proposition p in the CG which
negates a felicity condition of the utterance. E.g.,
doch in (11) shows that the first preparatory con-
dition of a request (the speaker believes that the
hearer can do it) does not hold, even though this
condition follows defeasibly from the fact that the
request was made.

In (12), doch addresses the second preparatory
condition of a request or advice (that it is not obvi-
ous to speaker and hearer that the hearer complies
with the request in a normal course of events).
Thus, doch suggests that it is obvious that the
hearer will do anyway what is requested or ad-
vised, even though uttering (12) defeasibly entails
the contrary. Consequently, (12) presents a request
or advice as a very natural thing to do.

I.e., doch-imperatives do not correct unwanted
behaviour by the hearer (pace Thurmair (1989)),
which is confirmed by examples like (16), which
can be uttered between future lovers during their
courtship to take the process of courting one step
further:

(16) Komm doch mal vorbei!
‘Just drop by.’

(16) does not request the hearer to change his
behaviour, because calling on the speaker was not

an option yet. Instead, visiting the speaker is pre-
sented as a very natural thing to do for the hearer,
i.e., once more the second preparatory condition
of a request does not hold.

Using doch in questions also indicates that a
felicity condition of the utterance does not hold,
even though its validity could be deduced defeasi-
bly from the fact that the question has been asked.
The relevant condition is the first preparatory con-
dition for questions (that the speaker does not
know the answer already).

Doch signals that this condition is not fulfilled,
either because the answer escapes the speaker only
momentarily, as in (13), because he obviously
knows, as in the conventionalised announcement
(14), or because he would not accept a refusal,
which settles the question, like in (15).

The analysis predicts that doch is not acceptable
in ordinary questions, which is borne out e.g. by
(17), because in these questions there is no ten-
sion between uttering the question and potential
obstacles for its felicity conditions:

(17) *Wer schreibt dir doch?
‘But who is corresponding with you?’

Rhetorical questions are also incompatible with
doch, but for a different reason. Consider e.g.
the contrasting dialogue pairs (18a)/(18b) and
(18a)/(18c):

(18) (a) A: Ich werde meinen 30. Geburtstag
mit einem großen Fest feiern.
A: ‘I’ll throw a big party on the
occasion of my 30th birthday.’

(b) B: Es würde doch keiner zu deinem Fest
kommen.
B: ‘But no one would come to your
party.’

(c) B: *Wer würde doch zu deinem Fest
kommen?
B: ‘But who would come to your
party?’

The inacceptability of (18a)/(18c) - and of the
rhetorical doch-question in particular - is not due
to the function of the rhetorical question as a
negated statement: In this case, (18b) should be
an inacceptable response to (18a), too.

(18c) is inacceptable because rhetorical ques-
tions characterise statements as CG information
(Egg, 2007). This is also one of the effects of
doch; consequently, (18c) is as informative as
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(18b) but more complex, hence, its use would
not comply to conversation maxims (Grice, 1975;
Krifka, 1989).

To sum up, non-declarative doch-utterances re-
fer to their own felicity conditions; since they do
not denote propositions, the first semantic argu-
ment of doch cannot be the meaning of the doch-
utterance.

Instead, doch applies to the fact that the speaker
uttered the sentence. In contrast, declarative doch-
utterances like in (8) or (9) refer to a felicity con-
dition of the non-declarative a-utterance.

This analysis of non-declarative doch-
utterances also applies to the hitherto extremely
problematic group of discourse-initial doch-
utterances:

(19) Morgen fahre ich doch nach Wien.
‘Well, I’ll go to Vienna tomorrow.’

(20) Du hast doch ein Auto.
‘Well, you have a car.’

These examples are characterised by doch as a
reminder. This means that the p-utterance (the
speaker’s travel plans or the fact that the hearer has
a car) contributes information semantically that is
already in the CG. However, this information is
not obviously in tension to any other information.
This raises the question of what the semantic ar-
guments of doch are in these cases.

Here doch addresses the first preparatory condi-
tion for statements, viz., that it is not obvious to
the speaker that the hearer already knows what the
speaker will say. Uttering the statement (= q) de-
feasibly implies this condition (= ¬p), but accord-
ing to the CG the speaker knows that the hearer
knows (= p).

(21) [= (2)] instantiates this case, too:

(21) Sie sind doch Paul Meier.
‘You must be Paul Meier.’

Telling someone his name obviously violates
the first preparatory condition for statements,
whence the use of doch.

Another such case is the use of doch in expres-
sions of outrage. Here doch signals that it is com-
mon knowledge that the hearer knows that the sit-
uation or action to which the speaker refers is out-
rageous:

(22) Das ist doch die Höhe!
‘That is the limit!’

Finally, the sincerity condition of a statement
can also be targeted by doch:

(23) Da sagt er doch im letzten Moment ab!
‘I can’t believe that he cancelled the
appointment at the last moment.’

In (23), doch expresses disbelief of the speaker,
he cannot believe what he is saying. This violates
the sincerity condition for statements. The effect
of doch here is one of expressing surprise.

The same effect shows up in exclamative wh-
sentences:

(24) Wie schön Amélie doch ist!
‘How beautiful Amélie is!’

Following analyses of these sentences like
Zanuttini and Portner (2003) or Rett (2009), (24)
characterises the degree of Amélie’s beauty as un-
expectedly or surprisingly high. Hence, doch nat-
urally occurs in these exclamatives to deny a belief
of the speaker in what he is stating.

In sum, I offered a uniform semantic analysis
of doch, which still covers a wide range of its us-
ages. Doch relates two propositions p and q iff q is
derivable from the common ground as well as the
fact that q defeasibly implies ¬p, i.e., q presents a
potential impediment for p.

The correlation of p and q with utterances is
flexible, however: Often q is the meaning of
the doch-utterance, but for non-declarative and
discourse-initial declarative doch-utterances, q is
the fact that this utterance has been made.

The proposition p can be the meaning of a pre-
ceding a-utterance to which the doch-utterance is
a reaction. But especially for non-declarative a-
utterances, p can also be one of its felicity con-
ditions, or, for discourse-initial doch-utterances, a
felicity condition of the utterance itself.

4 Conclusion and outlook

The paper outlined a research programme for dis-
course particles that captures their meanings in
very specific semantic descriptions that neverthe-
less account for the wide range of their uses. These
two competing goals can be pursued simultane-
ously because doch-utterances can be integrated
flexibly into the meaning of the surrounding dis-
course.

While discourse particles like doch uniformly
relate two propositions semantically, the meaning
of the utterance of which the particle is a part, and
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the meaning of the utterance to which this first ut-
terance reacts are not the only feasible semantic
arguments of the particles: They can also have fe-
licity conditions of these two utterances as seman-
tic arguments.

This research programme was illustrated by in-
vestigating the particle doch. The next steps now
are to extend the coverage of this analysis to other
particles, in particular, schon, and to contrast ‘min-
imal pairs’ of discourses which differ only by dis-
course particles (e.g., Komm schon! as opposed
to Komm doch!, which both require the hearer to
come).

This analysis can also be used for investigations
of stressed and unstressed forms of discourse par-
ticles and of the relation between them. Here it is
particularly interesting to take prosody seriously
and to look into the semantic effects of emphasis-
ing a discourse particle.
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Abstract

Implicit discourse relation recognition is
difficult due to the absence of explicit
discourse connectives between arbitrary
spans of text. In this paper, we use lan-
guage models to predict the discourse con-
nectives between the arguments pair. We
present two methods to apply the pre-
dicted connectives to implicit discourse
relation recognition. One is to use the
sense frequency of the specific connec-
tives in a supervised framework. The
other is to directly use the presence of the
predicted connectives in an unsupervised
way. Results on PDTB2 show that using
language model to predict the connectives
can achieve comparable F-scores to the
previous state-of-art method. Our method
is quite promising in that not only it has
a very small number of features but also
once a language model based on other re-
sources is trained it can be more adaptive
to other languages and domains.

1 Introduction

Discourse relation analysis involves identifying
the discourse relations (e.g., the comparison re-
lation) between arbitrary spans of text, where
the discourse connectives (e.g., “however”, “be-
cause”) may or may not explicitly exist in the text.
This analysis is one important application both as
an end in itself and as an intermediate step in var-
ious downstream NLP applications, such as text
summarization, question answering etc.

As discussed in (Pitler and Nenkova., 2009b),
although explicit discourse connectives may have
two types of ambiguity, i.e., one is discourse or
non-discourse usage (“once” can be either a tem-
poral connective or a word meaning “formerly”),
the other is discourse relation sense ambiguity

(“since” can serve as either a temporal or causal
connective), their study shows that for explicit
discourse relations in Penn Discourse Treebank
(PDTB) corpus, the most general 4 senses, i.e.,
Comparison (Comp.), Contingency (Cont.), Tem-
poral (Temp.) and Expansion (Exp.), can be eas-
ily addressed by the presence of discourse con-
nectives and a simple method only considering the
sense frequency of connectives can achieve more
than 93% accuracy. This indicates the importance
of connectives for discourse relation recognition.

However, with implicit discourse relation
recognition, there is no connective between the
textual arguments, which results in a very difficult
task. In recent years, a multitude of efforts have
been employed to solve this task. One approach
is to exploit various linguistically informed fea-
tures extracted from human-annotated corpora in
a supervised framework (Pitler et al., 2009a) and
(Lin et al., 2009). Another approach is to perform
recognition without human-annotated corpora by
creating synthetic examples of implicit relations in
an unsupervised way (Marcu and Echihabi, 2002).

Moreover, our initial study on PDTB implicit
relation data shows that the averaged F-score for
the most general 4 senses can reach 91.8% when
we obtain the sense of test examples by map-
ping each implicit connective to its most frequent
sense (i.e., sense recognition using gold-truth im-
plicit connectives). This high F-score performance
again proves that the connectives are very crucial
source for implicit relation recognition.

In this paper, we present a new method to ad-
dress the problem of recognizing implicit dis-
course relation. This method is inspired by the
above observations, especially the two gold-truth
results, which reveals that discourse connectives
are very important signals for discourse relation
recognition. Our basic idea is to recover the im-
plicit connectives (not present in real text) be-
tween two spans of text with the use of a language
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model trained on large amount of raw data without
any human-annotation. Then we use these pre-
dicted connectives to generate feature vectors in
two ways for implicit discourse relation recogni-
tion. One is to use the sense frequency of the spe-
cific connectives in a supervised framework. The
other is to directly use the presence of the pre-
dicted connectives in an unsupervised way.

We performed evaluation on explicit and im-
plicit relation data sets in the PDTB 2 corpus. Ex-
perimental results showed that the two methods
achieved comparable F-scores to the state-of-art
methods. It indicates that the method using lan-
guage model to predict connectives is very useful
in solving this task.

The rest of this paper is organized as follows.
Section 2 reviews related work. Section 3 de-
scribes our methods for implicit discourse relation
recognition. Section 4 presents experiments and
results. Section 5 offers some conclusions.

2 Related Work

Existing works on automatic recognition of im-
plicit discourse relations fall into two categories
according to whether the method is supervised or
unsupervised.

Some works perform relation recognition with
supervised methods on human-annotated corpora,
for example, the RST Bank (Carlson et al., 2001)
used by (Soricut and Marcu, 2003), adhoc anno-
tations used by (Girju, 2003) and (Baldridge and
Lascarides, 2005), and the GraphBank (Wolf et al.,
2005) used by (Wellner et al., 2006).

Recently the release of the Penn Discourse
TreeBank (PDTB) (Prasad et al., 2006) has sig-
nificantly expanded the discourse-annotated cor-
pora available to researchers, using a comprehen-
sive scheme for both implicit and explicit rela-
tions. (Pitler et al., 2009a) performed implicit re-
lation classification on the second version of the
PDTB. They used several linguistically informed
features, such as word polarity, verb classes, and
word pairs, showing performance increases over a
random classification baseline. (Lin et al., 2009)
presented an implicit discourse relation classifier
in PDTB with the use of contextual relations, con-
stituent Parse Features, dependency parse features
and cross-argument word pairs. Although both of
two methods achieved the state of the art perfor-
mance for automatical recognition of implicit dis-
course relations, due to lack of human-annotated

corpora, their approaches are not very useful in the
real word.

Another line of research is to use the unsuper-
vised methods on unhuman-annotated corpus.

(Marcu and Echihabi, 2002) used several pat-
terns to extract instances of discourse relations
such as contrast and elaboration from unlabeled
corpora. Then they used word-pairs between argu-
ments as features for building classification mod-
els and tested their model on artificial data for im-
plicit relations.

Subsequently other studies attempt to ex-
tend the work of (Marcu and Echihabi, 2002).
(Sporleder and Lascarides, 2008) discovered that
Marcu and Echihabi’s models do not perform as
well on implicit relations as one might expect
from the test accuracy on synthetic data. (Gold-
ensohn, 2007) extended the work of (Marcu and
Echihabi, 2002) by refining the training and clas-
sification process using parameter optimization,
topic segmentation and syntactic parsing. (Saito
et al., 2006) followed the method of (Marcu and
Echihabi, 2002) and conducted experiments with
a combination of cross-argument word pairs and
phrasal patterns as features to recognize implicit
relations between adjacent sentences in a Japanese
corpus.

Previous work showed that with the use of some
patterns, structures, or the pairs of words, rela-
tion classification can be performed using unsu-
pervised methods.

In contrast to existing work, we investigated a
new knowledge source, i.e., implicit connectives
predicted using a language model, for implicit re-
lation recognition. Moreover, this method can
be applied in both supervised and unsupervised
ways by generating features on labeled and unla-
beled training data and then performing implicit
discourse connectives recognition.

3 Methodology

3.1 Predicting implicit connectives via a
language model

Previous work (Pitler and Nenkova., 2009b)
showed that with the presence of discourse con-
nectives, explicit discourse relations in PDTB can
be easily identified with more than 90% F-score.
Our initial study on PDTB human-annotated im-
plicit relation data shows that the averaged F-score
for the most general 4 senses can reach 91.8%
when we simply map each implicit connective to
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its most frequent sense. These high F-scores indi-
cate that the connectives are very crucial source of
information for both explicit and implicit relation
recognition. However, for implicit relations, there
are no explicitly discourse connectives in real text.
This built-in absence makes the implicit relation
recognition task quite difficult. In this work we
overcome this difficulty by inserting connectives
into the two arguments with the use of a language
model.

Following the annotation scheme of PDTB, we
assume that each implicit connective takes two
arguments, denoted as Arg1 and Arg2. Typi-
cally, there are two possible positions for most
of implicit connectives, i.e., the position before
Arg1 and the position between Arg1 and Arg2.
Given a set of implicit connectives {ci}, we gen-
erate two synthetic sentences, ci+Arg1+Arg2 and
Arg1+ci+Arg2 for each ci, denoted as Sci,1 and
Sci,2. Then we calculate the perplexity (an intrin-
sic score) of these sentences with the use of a lan-
guage model, denoted as Ppl(Sci,j). According to
the value of Ppl(Sci,j) (the lower the better), we
can rank these sentences and select the connec-
tives in top N sentences as implicit connectives
for this argument pair. Here the language model
may be trained on any large amount of unanno-
tated corpora that can be cheaply acquired. Typi-
cally, a large corpora with the same domain as the
test data will be used for training language model.
Therefore, we chose news corpora, such as North
American News Corpora.

After that, we use the top N predicted connec-
tives to generate different feature vectors and per-
form the classification in two ways. One is to use
the sense frequency of predicted connectives in a
supervised framework. The other is to directly use
the presence of the predicted connectives in an un-
supervised way. The two approaches are described
as follows.

3.2 Using sense frequency of predicted
discourse connectives as features

After the above procedure, we get a sorted set of
predicted discourse connectives. Due to the pres-
ence of an implicit connective, the implicit dis-
course relation recognition task can be addressed
with the methods for explicit relation recognition,
e.g., sense classification based only on connectives
(Pitler et al., 2009a). Inspired by their work, the
first approach is to use sense frequency of pre-

dicted discourse connectives as features. We take
the connective with the lowest perplexity value
(i.e., top 1 connective) as the real connective for
the arguments pair. Then we count the sense
frequency of this connective on the training set.
Figure 1 illustrates the procedure of generating
predicted discourse connective from a language
model and calculating its sense frequency from
training data. Here the calculation of sense fre-
quency of connective is based on the annotated
training data which has labeled discourse rela-
tions, thus this method is a supervised one.

Figure 1: Procedure of generating a predicted dis-
course connective and its sense frequency from the
training set and a language model.

Then we can directly use the sense frequency
to generate a 4-feature vector to perform the clas-
sification. For example, the sense frequency of
the connective but in the most general 4 senses
can be counted from training set as 691, 6, 49,
2, respectively. For a given pair of arguments,
if but is predicted as the top 1 connective based
on a language model, a 4-dimension feature vec-
tor (691, 6, 49, 2) is generated for this pair and
used for training and test procedure. Figure 2
and 3 show the training and test procedure for this
method.

Figure 2: Training procedure for the first ap-
proach.
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Figure 3: Test procedure for the first approach.

3.3 Using presence or absence of predicted
discourse connective as features

(Pitler et al., 2008) showed that most connectives
are unambiguous and it is possible to obtain high-
accuracy in prediction of discourse senses due to
the simple mapping relation between connectives
and senses. Given two examples:
(E1) She paid less on her dress, but it is very nice.
(E2) We have to harry up because the raining is
getting heavier and heavier.
The two connectives, i.e., but in E1 and because
in E2, convey the Comparison and Contingency
senses respectively. In most cases, we can easily
recognize the relation sense by the appearance of
a discourse connective since it can be interpreted
in only one way. That means the ambiguity of
the mapping between sense and connective is quite
low. Therefore, the second approach is to use only
the presence of the top N predicted discourse con-
nectives to generate a feature vector for a given
pair of arguments.

4 Experiment

4.1 Data sets

We used PDTB as our data set to perform the eval-
uation of our methods. The corpus contains anno-
tations of explicit and implicit discourse relations.
The first evaluation is performed on the annotated
implicit data set. Following the work of (Pitler et
al., 2009a), we used sections 2-20 as the training
set, sections 21-22 as the test set and sections 0-
1 as the development set for parameter optimiza-
tion (e.g., N value). The second evaluation is per-

formed on the annotated explicit data set. We fol-
low the method used in (Sporleder and Lascarides,
2008) to remove the discourse connective from the
explicit instances and consider these processed in-
stances as implicit ones.

We constructed four binary classifiers to recog-
nize each main senses (i.e., Cont., Cont., Exp.,
Temp.) from the rest. For each sense we used
equal numbers of positive and negative instances
in training set. The negative instances were cho-
sen at random from the rest of training set. For
both evaluations all instances in sections 21-22
were used as test set. Table 1 lists the numbers
of positive and negative instances for each sense
in training, development and test sets of implicit
and explicit relation data sets.

4.2 Evaluation and classifier
To evaluate the performance of above systems, we
used two widely-used measures, F-score ( i.e., F1)
and accuracy. In addition, in this work we used
the LIBSVM toolkit to construct four linear SVM
classifiers for each sense.

4.3 Preprocessing
We used the SRILM toolkit to build a language
model and calculated the perplexity value for each
training and test sample. The steps are described
as follows. First, since perplexity is an intrin-
sic score to measure the similarity between train-
ing and test samples, in order to fit the restric-
tion of perplexity we chose 3 widely-used cor-
pora in the Newswire domain to train the language
model, i.e., (1) the New York part of BLLIP North
American News Text (Complete), (2) the Xin and
(3) the Ltw parts of the English Gigaword Fourth
Edition. For the BLLIP corpus with 1,796,386
automatically parsed English sentences, we con-
verted the parsed sentences into original textual
data. Some punctuation marks such as commas,
periods, minuses, right/left parentheses are con-
verted into their original form. For the Xin and
Ltw parts, we only used the Sentence Detector
toolkit in OpenNLP to split each sentence. Finally
we constructed 3-, 4- and 5-grams language mod-
els from these three corpora. Table 2 lists statis-
tics of different n-grams in the different language
models and different corpora.

Next, for each instance we combined its Arg1
and Arg2 with connectives obtained from PDTB.
There are two types of connectives, single con-
nectives (e.g. “because” and “but”) and paral-
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Table 1: Statistics of positive and negative instances for each sense in training, development and test sets
of implicit and explicit relation data sets.

Implicit Explicit
Comp. Cont. Exp. Temp. Comp. Cont. Exp. Temp.

Train(Pos/Neg) 1927/1927 3375/3375 6052/6052 730/730 4080/4080 2732/2732 4609/4609 2663/2663
Dev(Pos/Neg) 191/997 292/896 651/537 54/1134 438/1071 295/1214 514/995 262/1247
Test(Pos/Neg) 146/912 276/782 556/502 67/991 388/1025 235/1178 501/912 289/1124

Table 2: Statistics of different n-grams in the dif-
ferent language models and different corpora.

n-gram BLLIP - Gigaword- Gigaword-
New York Xin Ltw

1-gram 1638156 2068538 2276491
2-grams 26156851 23961796 33504873
3-grams 80876435 77799100 101855639
4-grams 127142452 134410879 159791916
5-grams 146454530 168166195 183794771

lel connectives (such as “not only . . . , but also”).
Since discourse connectives may appear not only
ahead of the Arg1, but also between Arg1 and
Arg2, we considered this case. Given a set of
possible implicit connectives {ci}, for a single
connective ci, we constructed two synthetic sen-
tences, ci+Arg1+Arg2 and Arg1+ci+Arg2. In case
of parallel connectives, we constructed one syn-
thetic sentence like ci,1+Arg1+ci,2+Arg2.

As a result, we obtain 198 synthetic sentences
(|ci| ∗ 2 for single connective or |ci| for parallel
connective) for each pair of arguments. Then we
converted all words to lower cases and used the
language model trained in the above step to calcu-
late its perplexity (the lower the better) value on
sentence level. The sentences were ranked from
low to high according to their perplexity scores.
For example, given a sentence with arguments pair
as follows:
Arg1: it increased its loan-loss reserves by $93
million after reviewing its loan portfolio,
Arg2: before the loan-loss addition it had operat-
ing profit of $10 million for the quarter.
we got the perplexity (Ppl) values for this argu-
ments pair in combination with two connectives
(but and by comparison) in two positions as fol-
lows:

1. but + Arg1 + Arg2: Ppl= 349.622

2. Arg1 + but + Arg2: Ppl= 399.339

3. by comparison + Arg1 + Arg2: Ppl= 472.206

4. Arg1 + by comparison + Arg2: Ppl= 543.051

In our second approach described in Section
3.3, we considered the combination of connectives
and their position as final features like mid but,
first but, where the features are binary, that is,
the presence or absence of the specific connective.
According to the value of Ppl(Sci,j), we tried var-
ious N values on development set to get the opti-
mal N value.

4.4 Results
Table 3 summarizes the best performance
achieved using gold-truth implicit connectives,
the previous state-of-art performance achieved
by (Pitler et al., 2009a) and our approaches.
The first line shows the result by mapping the
gold-truth implicit connectives directly to the
relation’s sense. The second line presents the best
result of (Pitler et al., 2009a). One thing worth
mentioning here is that for the Expansion relation,
(Pitler et al., 2009a) expanded both training and
test sets by including EntRel relation as positive
examples, which makes it impossible to perform
direct comparison. The third and fourth lines
show the best results using our first approach,
where the sense frequency is counted on explicit
and implicit training set respectively. The last line
shows the best result of our second approach only
considering the presence of top N connectives.

Table 4 summarizes the best performance using
gold-truth explicit connectives reported in (Pitler
and Nenkova., 2009b) and our two approaches.

Figure 4 shows the curves of averaged F-scores
on implicit connective classification with differ-
ent n-gram language models. From this figure we
can see that all 4-grams language models achieved
around 0.5% better averaged F-score than 3-grams
models. And except for Ltw corpus, other 5-grams
models achieved lower averaged F-score than 4-
grams models. Specially the 5-grams result of
New York corpus is much lower than its 3-grams
result.

Figure 5 shows the averaged F-scores of dif-
ferent top N on the New York corpus with 3-,
4- and 5-grams language models. The essential

143



Table 3: Best result of implicit relations compared with state-of-art methods.
System Comp. vs. Not Cont. vs. Other Exp. vs. Other Temp. vs. Other Averaged

F1 (Acc) F1 (Acc) F1 (Acc) F1 (Acc) F1 (Acc)
Sense recognition using
gold-truth implicit connectives 94.08(98.30) 98.19(99.05) 97.79(97.64) 77.04(97.07) 91.78(98.02)
Best result in (Pitler et al., 2009a) 21.96(56.59) 47.13(67.30) 76.42(63.62) 16.76(63.49) 40.57(62.75)
Use sense frequency in explicit training set 26.02(52.17) 35.72(51.70) 64.94(53.97) 13.76(41.97) 35.10(49.95)
Use sense frequency in implicit training set 24.55(63.99) 16.26(70.79) 60.70(53.50) 14.75(70.51) 29.07(64.70)
Use presence of top N connectives only 21.91(52.84) 39.53(50.85) 68.84(52.93) 11.91(6.33) 35.55(40.74)

Table 4: Best result of explicit relation conversion to implicit relation compared with results using the
same method.

System Comp. vs. Not Cont. vs. Other Exp. vs. Other Temp. vs. Other Average
F1 (Acc) F1 (Acc) F1 (Acc) F1 (Acc) F1 (Acc)

Sense recognition using gold-truth
explicit connectives in (Pitler et al., 2009a) N/A N/A N/A N/A N/A(93.67)
Use sense frequency in explicit training set 41.62(50.96) 27.46(59.24) 48.44(50.88) 35.14(54.28) 38.17(53.84)
Use presence of top N connectives only 42.92(55.77) 31.83(56.05) 47.26(55.77) 37.89(58.24) 39.98(56.46)
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Figure 5: Curves of averages F-score on New York 3-, 4- and 5-grams language models with different
top N values.

trend of these curves cannot be summarized in
one sentence. But we can see that the best aver-
aged F-scores mostly appeared in the range from
100 − 160. For 4-grams and 5-grams models, the
system achieved the top averaged F-scores when
N = 20 as well.

4.5 Discussion
Experimental results on PDTB showed that using
predicted connectives achieved the comparable F-
scores of the state-of-art method.

From Table 3 we can find that our results are
closely to the best performance of previous state-
of-art methods in terms of averaged F-score. On

the Comparison sense, our first approach has an
improvement of more than 4% F-score on the pre-
vious state-of-art method (Pitler et al., 2009a). As
we mentioned before, for the Expansion sense,
they included EntRel relation to expand the train-
ing set and test set, which makes it impossible to
perform a direct comparison. Since the positive in-
stances size has been increased by 50%, they may
achieve a higher F-score than our approach. For
other relations, our best performance is slightly
lower than theirs. While bearing in mind that our
approach only uses a very small amount of fea-
tures for implicit relation recognition. Compared
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Figure 4: Curves of averaged F-score on implicit
connective classification with n-Gram language
model.

with other approaches involving thousands of fea-
tures, our method is quite promising.

From Table 4 we observe comparable averaged
F-score (39.98% F-score) on explicit relation data
set to that on implicit relation data set. Previ-
ously, (Sporleder and Lascarides, 2008) also used
the same conversion method to perform implicit
relation recognition on different corpora and their
best result is around 33.69% F-score. Although
the two results cannot be compared directly due to
different data sets, the magnitude of performance
quantities is comparable and reliable.

By comparing with the above different systems,
we find several useful observations. First, our
method using predicted implicit connectives via a
language model can help the task of implicit dis-
course relation recognition. The results are com-
parable to the previous state-of-art studies. Sec-
ond, our method has a lot of advantages, i.e., a
very small amount of features (several or no more
than 200 vs. ten thousand), easy computation
(only based on the trained language model vs. us-
ing a lot of NLP tools to extract a large amount of
linguistically informed features) and fast running,
which makes it more practical in real world appli-
cation. Furthermore, since the language model can
be trained on many corpora whether annotated or
unannotated, this method is more adaptive to other
languages and domains.

5 Conclusions

In this paper we have presented an approach to
implicit discourse relation recognition using pre-
dicted implicit connectives via a language model.

The predicted connectives have been used for im-
plicit relation recognition in two ways, i.e., super-
vised and unsupervised framework. Results on the
Penn Discourse Treebank 2.0 show that the pre-
dicted discourse connectives can help implicit re-
lation recognition and the two algorithms achieve
comparable F-scores with the state-of-art method.
In addition, this method is quite promising due to
its simple, easy to retrieve, fast run and increased
adaptivity to other languages and domains.
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Abstract
We present analyses aimed at eliciting
which specific aspects of discourse pro-
vide the strongest indication for text im-
portance. In the context of content selec-
tion for single document summarization of
news, we examine the benefits of both the
graph structure of text provided by dis-
course relations and the semantic sense
of these relations. We find that structure
information is the most robust indicator
of importance. Semantic sense only pro-
vides constraints on content selection but
is not indicative of important content by it-
self. However, sense features complement
structure information and lead to improved
performance. Further, both types of dis-
course information prove complementary
to non-discourse features. While our re-
sults establish the usefulness of discourse
features, we also find that lexical overlap
provides a simple and cheap alternative
to discourse for computing text structure
with comparable performance for the task
of content selection.

1 Introduction
Discourse relations such as cause, contrast or
elaboration are considered critical for text inter-
pretation, as they signal in what way parts of a text
relate to each other to form a coherent whole. For
this reason, the discourse structure of a text can be
seen as an intermediate representation, over which
an automatic summarizer can perform computa-
tions in order to identify important spans of text
to include in a summary (Ono et al., 1994; Marcu,
1998; Wolf and Gibson, 2004). In our work, we
study the content selection performance of differ-
ent types of discourse-based features.
Discourse relations interconnect units of a text

and discourse formalisms have proposed different

resulting structures for the full text, i.e. tree (Mann
and Thompson, 1988) and graph (Wolf and Gib-
son, 2005). This structure is one source of in-
formation from discourse which can be used to
compute the importance of text units. The seman-
tics of the discourse relations between sentences
could be another indicator of content importance.
For example, text units connected by “cause” and
“contrast” relationships might be more important
content for summaries compared to those convey-
ing “elaboration”. While previous work have fo-
cused on developing content selection methods
based upon individual frameworks (Marcu, 1998;
Wolf and Gibson, 2004; Uzda et al., 2008), little is
known about which aspects of discourse are actu-
ally correlated with content selection power.
In our work, we separate out structural and se-

mantic features and examine their usefulness. We
also investigate whether simpler intermediate rep-
resentations can be used in lieu of discourse. More
parsimonious, easy to compute representations of
text have been proposed for summarization. For
example, a text can be reduced to a set of highly
descriptive topical words, the presence of which
is used to signal importance for content selection
(Lin and Hovy, 2002; Conroy et al., 2006). Sim-
ilarly, a graph representation of the text can be
computed, in which vertices represent sentences,
and the nodes are connected when the sentences
are similar in terms of word overlap; properties of
the graph would then determine the importance of
the nodes (Erkan and Radev, 2004; Mihalcea and
Tarau, 2005) and guide content selection.
We compare the utility of discourse features for

single-document text summarization from three
frameworks: Rhetorical Structure Theory (Mann
and Thompson, 1988), Graph Bank (Wolf and
Gibson, 2005), and Penn Discourse Treebank
(PDTB) (Prasad et al., 2008). We present a de-
tailed analysis of the predictive power of different
types of discourse features for content selection
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and compare discourse-based selection to simpler
non-discourse methods.

2 Data

We use a collection of Wall Street Journal (WSJ)
articles manually annotated for discourse infor-
mation according to three discourse frameworks.
The Rhetorical Structure Theory (RST) and Graph
Bank (GB) corpora are relatively small compared
to the Penn Discourse Treebank (PDTB) annota-
tions that cover the 1 million word WSJ part of the
Penn Treebank corpus (Marcus et al., 1994). Our
evaluation requires gold standard summaries writ-
ten by humans, so we perform our experiments on
a subset of the overlapping documents for which
we also have human summaries available.

2.1 RST corpus
RST (Mann and Thompson, 1988) proposes that
coherent text can be represented as a tree formed
by the combination of text units via discourse re-
lations. The RST corpus developed by Carlson et
al. (2001) contains discourse tree annotations for
385 WSJ articles from the Penn Treebank corpus.
The smallest annotation units in the RST corpus
are sub-sentential clauses, also called elementary
discourse units (EDUs). Adjacent EDUs combine
through rhetorical relations into larger spans such
as sentences. The larger units recursively partici-
pate in relations with others, yielding one hierar-
chical tree structure covering the entire text.
The discourse units participating in a RST re-

lation are assigned either nucleus or satellite sta-
tus; a nucleus is considered to be more central,
or important, in the text than a satellite. Rela-
tions composed of one nucleus and one satellite
are called mononuclear relations. On the other
hand, in multinuclear relations, two or more text
units participate, and all are considered equally
important. The RST corpus is annotated with 53
mononuclear and 25 multinuclear relations. Rela-
tions that convey similar meaning are grouped, re-
sulting in 16 classes of relations: Cause, Comparison,
Condition, Contrast, Attribution, Background, Elaboration,
Enablement, Evaluation, Explanation, Joint, Manner-Means,
Topic-Comment, Summary, Temporal and Topic-Change.

2.2 Graph Bank corpus
Sometimes, texts cannot be described in a tree
structure as hypothesized by the RST. For exam-
ple, crossing dependencies and nodes with multi-

ple parents appear frequently in texts and do not
allow a tree structure to be built (Lee et al., 2008).
To address this problem, general graph representa-
tion was proposed by Wolf and Gibson (2005) as
a more realistic model of discourse structure.
Graph annotations of discourse are available for

135 documents (105 from AP Newswire and 30
from the WSJ) as part of the Graph Bank cor-
pus (Wolf and Gibson, 2005). Clauses are the ba-
sic discourse segments in this annotation. These
units are represented as the nodes in a graph, and
are linked with one another through 11 differ-
ent rhetorical relations: Cause-effect, Condition, Vio-
lated expectation, Elaboration, Example, Generalization, At-
tribution, Temporal sequence, Similarity, Contrast and Same.
The edge between two nodes representing a rela-
tion is directed in the case of asymmetric relations
such as Cause and Condition and undirected for
symmetric relations like Similarity and Contrast.

2.3 Penn Discourse Treebank

The Penn Discourse Treebank (PDTB) (Prasad et
al., 2008) is theory-neutral and does not make
any assumptions about the form of the overall dis-
course structure of text. Instead, this approach fo-
cuses on local and lexically-triggered discourse re-
lations. Annotators identify explicit signals such
as discourse connectives: ‘but’, ‘because’, ‘while’
and mark the text spans which they relate. The
relations between these spans are called explicit
relations. In addition, adjacent sentences in a dis-
course are also semantically related even in the ab-
sence of explicit markers. In the PDTB, these are
called implicit relations and are annotated between
adjacent sentences in the same paragraph.
For both implicit and explicit relations, senses

are assigned from a hierarchy containing four
top-level categories: Comparison (contrast, prag-
matic contrast, concession, pragmatic concession), Contin-
gency (cause, pragmatic cause, condition, pragmatic con-
dition) , Expansion (conjunction, instantiation, restate-
ment, alternative, exception, list) and Temporal (asyn-
chronous, synchronous). The top level senses are di-
vided into types and subtypes that represent more
fine grained senses—the second level senses are
listed in parentheses above.
PDTB also provides annotations for the text

spans of the two arguments (referred to Arg1 and
Arg2) involved in a relation. In explicit relations,
the argument syntactically bound to the discourse
connective is called Arg2. The other argument is
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referred to as Arg1. For implicit relations, the ar-
gument occurring first in the text is named Arg1,
the one appearing later is called Arg2.

2.4 Human summaries

Human summaries are available for some of the
WSJ articles. These summaries are extractive: hu-
man judges identified and extracted important text
units from the source articles and used them as
such to compose the summary.
The RST corpus contains summaries for 150

documents. Two annotators selected the most im-
portant EDUs from these documents and created
summaries that contain about square root of the
number of EDUs in the source document. For
convenience, we adopt sentences as the common
unit for comparison across all frameworks. So,
we mapped the summary EDUs to the sentences
which contain them. Two variable length sum-
maries for each document were obtained in this
way. In some documents, it was not possible to
align EDUs automatically with gold standard sen-
tence boundaries given by the Penn Treebank and
these were not used in our work. We perform
our experiments on the remaining 124 document-
summary pairs. These documents consisted of
4,765 sentences in total, of which 1,152 were la-
beled as important sentences because they con-
tained EDUs selected by at least one annotator.
The Graph Bank corpus also contains human

summaries. However, only 15 are for documents
for which RST and PDTB annotations are also
available. These summaries were created by fif-
teen human annotators who ranked the sentences
in each document on a scale from 1 (low impor-
tance) to 7 (very important for a summary). For
each document, we ordered the sentences accord-
ing to the average rank from the annotators, and
created a summary of 100 words using the top
ranked sentences. The number of summary (im-
portant) sentences is 67, out of a total of 308 sen-
tences from the 15 documents.

3 Features for content selection

In this section, we describe two sets of discourse
features–structural and semantic. The structure
features are derived from RST trees and do not
involve specific relations. Rather they compute
the importance of a segment as a function of its
position in the global structure of the entire text.
On the other hand, semantic features indicate the

sense of a relation between two sentences and
do not involve structure information. We com-
pute these from the PDTB annotations. To un-
derstand the benefits of discourse information, we
also study the performance of some non-discourse
features standardly used in summarization.

3.1 Structural features: RST-based
Prior work in text summarization has developed
content selection methods using properties of the
RST tree: the nucleus-satellite distinction, notions
of salience and the level of an EDU in the tree.
In early work, Ono et al. (1994) suggested

a penalty score for every EDU based on their
nucleus-satellite status. Since satellites of rela-
tions are considered less important than the corre-
sponding nuclei, spans that appear as satellites can
be assigned a lower score than the nucleus spans.
This intuition is implemented by Ono et al. (1994)
as a penalty value for each EDU, defined as the
number of satellite nodes found on the path from
the root of the tree to that EDU. Figure 1 shows
the RST tree (Carlson et al., 2002) for the follow-
ing sentence which contains four EDUs.

1. [Mr. Watkins said] 2. [volume on Interprovincial’s sys-
tem is down about 2% since January] 3. [and is expected to
fall further,] 4. [making expansion unnecessary until perhaps
the mid-1990s.]
The spans of individual EDUs are represented

at the leaves of the tree. At the root of the tree, the
span covers the entire text. The path from EDU 1
to the root contains one satellite node. It is there-
fore assigned a penalty of 1. Paths to the root from
all other EDUs involve only nucleus nodes and
subsequently these EDUs do not incur any penalty.

Figure 1: RST tree for the example sentence in
Section 3.1.

Marcu (1998) proposed another method to uti-
lize the nucleus-satellite distinction, rewarding nu-
cleus status instead of penalizing satellite. He put
forward the idea of a promotion set, consisting of
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salient/important units of a text span. The nu-
cleus is the more salient unit in the full span of
a mononuclear relation. In a multinuclear relation,
all the nuclei are salient units of the larger span.
For example, in Figure 1, EDUs 2 and 3 partici-
pate in a multinuclear (List) relation. As a result,
both EDUs 2 and 3 appear in the promotion set of
their combined span. The salient units (promotion
set) of each text span are shown above the horizon-
tal line which represents the span. At the leaves,
salient units are the EDUs themselves.
For the purpose of identifying important con-

tent, units in the promotion sets of nodes close to
the root are hypothesized to be more important
than those at lower levels. The highest promo-
tion of an EDU occurs at the node closest to the
root which contains that EDU in its promotion set.
The depth of the tree from the highest promotion
is assigned as the score for that EDU. Hence, the
closer to the root an EDU is promoted, the better
its score. Since EDUs 2, 3 and 4 are promoted all
the way up to the root of the tree, the score as-
signed to them is equal to 4, the total depth of the
tree. EDU 1 receives a depth score of 3.
However, notice that EDUs 2 and 3 are pro-

moted to the root from a greater depth than EDU
4 but all three receive the same depth score. But
an EDU promoted successively over multiple lev-
els should be more important than one which is
promoted fewer times. In order to make this dis-
tinction, a promotion score was also introduced by
Marcu (1998) which is a measure of the number
of levels over which an EDU is promoted. Now,
EDUs 2 and 3 receive a promotion score of three
while the score of EDU 4 is only two.
For our experiments, we use the nucleus-

satellite penalty, depth and promotion based scores
as features. Because all these scores depend on the
length of the document, another set of the same
features normalized by number of words in the
document are also included. The penalty/score for
a sentence is computed as the maximum of the
penalties/scores of its constituent EDUs.

3.2 Semantic features: PDTB-based

These features represent sentences purely in terms
of the relations which they participate in. For each
sentence, we use the PDTB annotations to encode
the sense of the relation expressed by the sentence
and the type of realization (explicit or implicit).
For example, the sentence below expresses a

Contingency relation.
In addition, its machines are easier to operate, so cus-

tomers require less assistance from software.
For such sentences that contain both the argu-

ments of a relation ie., expresses the relation by
itself, we set the feature “expresses relation”. For
the above sentence, the binary feature “expresses
Contingency relation” would be true.
Alternatively, sentences participating in multi-

sentential relations will have one of the following
features on: “contains Arg1 of relation” or “con-
tains Arg2 of relation”. Therefore, for the follow-
ing sentences in an Expansion relation, we record
the feature “contains Arg1 of Expansion relation”
for sentence (1) and for sentence (2), “contains
Arg2 of Expansion relation”.
(1) Wednesday’s dominant issue was Yasuda &Marine In-

surance, which continued to surge on rumors of speculative
buying. (2) It ended the day up 80 yen to 1880 yen.
We combine the implicit/explicit type distinc-

tion of the relations with the other features de-
scribed so far, doubling the number of features.
We also added features that use the second level
sense of a relation. So, the relevant features for
sentence (1) above would be “contains Arg1 of
Implicit Expansion relation” as well as “contains
Arg1 of Implicit Restatement relation” (Restate-
ment is a type of Expansion relation (Section 2.3)).
In addition, we include features measuring the

number of relations shared by a sentence (implicit,
explicit and total) and the distance between argu-
ments of explicit relations (the distance of Arg1
when the sentence contains Arg2).

3.3 Non-discourse features
We use standard non-discourse features used in
summarization: length of the sentence, whether
the sentence is paragraph initial or the first sen-
tence of a document, and its offsets from docu-
ment beginning as well as paragraph beginning
and end (Edmundson, 1969). We also include the
average, sum and product probabilities of the con-
tent words appearing in sentences (Nenkova et al.,
2006) and the number of topic signature words in
the sentence (Lin and Hovy, 2000).

4 Predictive power of features

We used the human summaries from the RST cor-
pus to study which features strongly correlate with
the important sentences selected by humans. For
binary features such as “does the sentence con-
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tain a Contingency relation”, a chi-square test was
computed to measure the association between a
feature and sentence class (in summary or not in
summary). For real-valued features, comparison
between important and unimportant/non-summary
sentences was done using a two-sided t-test. The
significant features from our different classes are
reported in the Appendix–Tables 5, 6 and 7. A
brief summary of the results is provided below.
Significant features that have higher values for

sentences selected in a summary are:
Structural: depth score and promotion score–both normal-
ized and unnormalized.
Semantic-PDTB-level11: contains Arg1 of Explicit Expan-
sion, contains Arg1 of Implicit Contingency, contains Arg1
of Implicit Expansion, distance of other argument
Non-discourse: length, is the first sentence in the article, is
the first sentence in the paragraph, offset from paragraph end,
number of topic signature terms present, average probability
of content words, sum of probabilities of content words
Significant features that have higher values for

sentences not selected in a summary are:
Structural: Ono penalty–normalized and unnormalized.
Semantic-PDTB-level1: expresses Explicit Expansion, ex-
presses Explicit Contingency, contains Arg2 of Implicit Tem-
poral relation, contains Arg2 of Implicit Contingency, con-
tains Arg2 of Implicit Expansion, contains Arg2 of Implicit
Comparison, number of shared implicit relations, total shared
relations
Non-discourse: offset from paragraph beginning, offset
from article beginning, sentence probability based on content
words.
All the structural features prove to be strong in-

dicators for content selection. RST depth and pro-
motion scores are higher for important sentences.
Unimportant sentences have high penalties.
On the other hand, note that most of the sig-

nificant sense features are descriptive of the ma-
jority class of sentences—those not important or
not selected to appear in the summary (refer Ta-
ble 7). For example, the second arguments of
all the first level implicit PDTB relations are not
preferred in human summaries. Most of the sec-
ond level sense features also serve as indicators
for what content should not be included in a sum-
mary. Such features can be used to derive con-
straints on what content is not important, but there
are only few indicators associated with important
sentences. Overall, out of the 25 first and second

1Features based on the PDTB level 1 senses. The signif-
icant features based on the level 2 senses are reported in the
appendix.

level sense features which turned out to be signifi-
cantly related to a sentence class, only 8 are those
indicative of important content.
Another compelling observation is that highly

cognitively salient discourse relations such as
Contrast and Cause are not indicative of important
sentences. Of the features that indicate the occur-
rence of a particular relation in a sentence, only
two are significant, but they are predictive of non-
important sentences. These are “expresses Ex-
plicit Expansion” (also subtypes Conjunction and
List) and “expresses Explicit Contingency”.
An additional noteworthy fact is the differences

between implicit and explicit relations that hold
across sentences. For implicit relations, the tests
show a strong indication that the second arguments
of Implicit Contingency or Expansion would not
be included in a summary, their first arguments
however are often important and likely to appear
in a summary. At the same time, for explicit rela-
tions, there is no regularity for any of the relations
of which of the two arguments is more important.
All the non-discourse features turned out highly

significant (Table 6). Longer sentences, those in
the beginning of an article or its paragraphs and
sentences containing frequent content words are
preferred in human summaries.

5 Classification performance

We now test the strengths and complementary be-
havior of these features in a classification task to
predict important sentences from input texts.

5.1 Comparison of feature classes
Table 1 gives the overall accuracy, as well as pre-
cision and recall for the important/summary sen-
tences. Features classes were combined using lo-
gistic regression. The reported results are from 10-
fold cross-validation runs on sentences from the
124 WSJ articles for which human summaries are
available in the RST corpus. For the classifier us-
ing sense information from the PDTB, all the fea-
tures described in Section 3.2 were used.
The best class of features turn out to be the

structure-based ones. They outperform both non-
discourse (ND) and sense features by a large mar-
gin. F-measure for the RST-based classifier is
33.50%. The semantic type of relations, on the
other hand, gives no indication of content impor-
tance obtaining an F-score of only 9%. Non-
discourse features provide an F-score of 19%,
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which is much better than the semantic class but
still less than structural discourse features.
The structure and semantic features are com-

plementary to each other. The performance of
the classifier is substantially improved when both
types of features are used (line 6 in Table 1). The
F-score for the combined classifier is 40%, which
amounts to 7% absolute improvement over the
structure-only classifier.
Discourse information is also complementary

to non-discourse. Adding discourse structure
or sense features to non-discourse (ND) features
leads to better classification decisions (lines 4, 5
in Table 1). Particularly notable is the improve-
ment when sense and non-discourse features are
combined–over 10% better F-score than the classi-
fier using only non-discourse features. The overall
best classifier is the combination of discourse—
structure as well as sense—and non-discourse fea-
tures. Here, recall for important sentences is 34%
and the precision of predictions is 62%.
We also evaluated the features using ROUGE

(Lin and Hovy, 2003; Lin, 2004). ROUGE com-
putes ngram overlaps between human reference
summaries and a given system summary. This
measure allows us to compare the human sum-
maries and classifier predictions at word level
rather than using full sentence matches.
To perform ROUGE evaluation, summaries for

our different classes of features were obtained as
follows. Important sentences for each document
were predicted using a logistic regression classi-
fier trained on all other documents. When the
number of sentences predicted to be important
was not sufficient to meet the required summary
length, sentences predicted with lowest confidence
to be non-important were selected. All summaries
were truncated to 100 words. Stemming was used,
and stop words were excluded from the calcula-
tion. Both human extracts were used as references.
The results from this evaluation are shown in

Table 2. They closely mirror the results obtained
using precision and recall. The sense features per-
form worse than the structural and non-discourse
features. The best set of features is the one com-
bining structure, sense and non-discourse features,
with ROUGE-1 score (unigram overlap) of 0.479.
Overall, combining types of features considerably
improves results in all cases. However, unlike
in the precision and recall evaluation, structural
and non-discourse features perform very similarly.

Features used Acc P R F
structural 78.11 63.38 22.77 33.50
semantic 75.53 44.31 5.04 9.05
non-discourse (ND) 77.25 67.48 11.02 18.95
ND + semantic 77.38 59.38 20.62 30.61
ND + structural 78.51 63.49 26.05 36.94
semantic + structural 77.94 58.39 30.47 40.04
structural + semantic + ND 78.93 61.85 34.42 44.23

Table 1: Accuracy (Acc) and Precision (P), Recall
(R) and F-score (F) of important sentences.

Features ROUGE Features ROUGE
structural + semantic + ND 0.479 ND 0.432
structural + ND 0.468 LEAD 0.411
structural + semantic 0.453 semantic 0.369
semantic + ND 0.444 TS 0.338
structural 0.433

Table 2: ROUGE-1 recall scores

Their ROUGE-1 recall scores are 0.433 and 0.432
respectively. The top ranked sentences by both
sets of features appear to contain similar content.
We also evaluated sentences chosen by two

baseline summarizers. The first, LEAD, includes
sentences from the beginning of the article up to
the word limit. This simple method is a very com-
petitive baseline for single document summariza-
tion. The second baseline ranks sentences based
on the proportion of topic signature (TS) words
contained in the sentences (Conroy et al., 2006).
This approach leads to very good results in identi-
fying important content for multi-document sum-
maries where there is more redundancy, but it is
the worst when measured by ROUGE-1 on this
single document task. Structure and non-discourse
features outperform both these baselines.

5.2 Tree vs. graph discourse structure
Wolf and Gibson (2004) showed that the Graph
Bank annotations of texts can be used for sum-
marization with results superior to that based on
RST trees. In order to derive the importance of
sentences from the graph representation, they use
the PageRank algorithm (Page et al., 1998). These
scores, similar to RST features, are based only on
the link structure; the semantic type of the relation
linking the sentences is not used. In Table 3, we
report the performance of structural features from
RST and Graph Bank on the 15 documents with
overlapping annotations from the two frameworks.
As discussed by Wolf and Gibson (2004), we

find that the Graph Bank discourse representation
(GB) leads to better sentence choices than using
RST trees. The F-score is 48% for the GB clas-
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Features Acc P R F ROUGE
RST-struct. 81.61 63.00 31.56 42.05 0.569
GB-struct. 82.58 62.50 39.16 48.15 0.508

Table 3: Tree vs graph-based discourse features

sifier and 42% for the RST classifier. The better
performance of GB method comes from higher re-
call scores compared to RST. Their precision val-
ues are comparable. But, in terms of ngram-based
ROUGE scores, the results from RST (0.569)
turn out slightly better than GB (0.508). Over-
all, discourse features based on structure turn out
as strong indicators of sentence importance and
we find both tree and graph representations to be
equally useful for this purpose.

6 Lexical approximation to discourse
structure

In prior work on summarization, graph models of
text have been proposed that do not rely on dis-
course. Rather, lexical similarity between sen-
tences is used to induce graph structure (Erkan
and Radev, 2004; Mihalcea and Tarau, 2005).
PageRank-based computation of sentence impor-
tance have been used on these models with good
results. Now, we would like to see if the discourse
graphs from the Graph Bank (GB) corpus would
be more helpful for determining content impor-
tance than the general text graph based on lexi-
cal similarity (LEX). We perform this comparison
on the 15 documents that we used in the previous
section for evaluating tree versus graph structures.
We used cosine similarity to link sentences in the
lexical graph. Links with similarity less than 0.1
were removed to filter out weak relationships.
The classification results are shown in Table 4.

The similarity graph representation is even more
helpful than RST or GB: the F-score is 53% com-
pared to 42% for RST and 48% for GB. The most
significant improvement from the lexical graph is
in terms of precision 75% which is more than 10%
higher compared to RST and GB features. Using
ROUGE as the evaluation metric, the lexical sim-
ilarity graph, LEX (0.557), gives comparable per-
formance with both GB (0.508) and RST (0.569)
representations (refer Table 3). Therefore, for use
in content selection, lexical overlap information
appears to be a good proxy for building text struc-
ture in place of discourse relations.

Features Acc P R F ROUGE
LEX-struct. 83.23 75.17 41.14 53.18 0.557

Table 4: Performance of lexrank summarizer

7 Discussion

We have analyzed the contribution of different
types of discourse features–structural and seman-
tic. Our results provide strong evidence that dis-
course structure is the most useful aspect. Both
tree and graph representations of discourse can be
used to compute the importance of text units with
very good results. On the other hand, sense in-
formation from discourse does not provide strong
indicators of good content but some constraints
as to which content should not be included in
a summary. These sense features complement
structure information leading to improved perfor-
mance. Further, both these types of discourse fea-
tures are complementary to standardly used non-
discourse features for content selection.
However, building automatic parsers for dis-

course information has proven to be a hard task
overall (Marcu, 2000; Soricut and Marcu, 2003;
Wellner et al., 2006; Sporleder and Lascarides,
2008; Pitler et al., 2009) and the state of cur-
rent parsers might limit the benefits obtainable
from discourse. Moreover, discourse-based struc-
ture is only as useful for content selection as sim-
pler text structure built using lexical similarity.
Even with gold standard annotations, the perfor-
mance of structural features based on the RST
and Graph Bank representations is not better than
that obtained from automatically computed lexical
graphs. So, even if robust discourse parsers exist
to use these features on other test sets, it is not
likely that discourse features would provide better
performance than lexical similarity. Therefore, for
content selection in summarization, current sys-
tems can make use of simple lexical structures to
obtain similar performance as discourse features.
But it should be remembered that summary

quality does not depend on content selection per-
formance alone. Systems should also produce lin-
guistically well formed summaries and currently
systems perform poorly on this aspect. To address
this problem, discourse information is vital. The
most comprehensive study of text quality of au-
tomatically produced summaries was performed
by Otterbacher et al. (2002). A collection of 15
automatically produced summaries was manually
edited in order to correct any problems. The study
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found that discourse and temporal ordering prob-
lems account for 34% and 22% respectively of all
the required revisions. Therefore, we suspect that
for building summarization systems, most benefits
from discourse can be obtained with regard to text
quality compared to the task of content selection.
We plan to focus on this aspect of discourse use
for our future work.
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Appendix: Feature analysis

This appendix provides the results from statistical tests for identifying predictive features from the dif-
ferent classes (RST-based structural features–Table 5, Non-discourse features–Table 6 and PDTB-based
sense features–Table 7).
For real-valued features, we performed a two sided t-test between the corresponding feature values

for important versus non-important sentences. For features which turned out significant in each set, the
value of the test statistic and significance levels are reported in the tables.
For binary features, we report results from a chi-square test to measure how indicative a feature is

for the class of important or non-important sentences. For results from the chi-square test, a (+/-) sign
is enclosed within parentheses for each significant feature to indicate whether the observed number of
times the feature was true in important sentences is greater (+) than the expected value (indication that
this feature is frequently associated with important sentences). When the observed frequency is less than
the expected value, a (-) sign is appended.

RST Features t-stat p-value
Ono penalty -21.31 2.2e-16
Depth score 16.75 2.2e-16
Promotion score 16.00 2.2e-16
Normalized penalty -11.24 2.2e-16
Normalized depth score 17.24 2.2e-16
Normalized promotion score 14.36 2.2e-16

Table 5: Significant RST-based features

Non-discourse features t-stat p-value
Sentence length 3.14 0.0017
Average probability of content words 9.32 2.2e-16
Sum probability of content words 11.83 2.2e-16
Product probability of content words -5.09 3.8e-07
Number of topic signature terms 9.47 2.2e-16
Offset from article beginning -12.54 2.2e-16
Offset from paragraph beginning -28.81 2.2e-16
Offset from paragraph end 7.26 5.8e-13

χ
2 p-value

First sentence? 224.63 (+) 2.2e-16
Paragraph initial? 655.82 (+) 2.2e-16

Table 6: Significant non-discourse features
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PDTB features t-stat p-value
No. of implicit relations involved -9.13 2.2e-16
Total relations involved -6.95 4.9e-12
Distance of Arg1 3.99 6.6e-05

Based on level 1 senses
χ

2 p-value
Expresses explicit Expansion 12.96 (-) 0.0003
Expresses explicit Contingency 7.35 (-) 0.0067
Arg1 explicit Expansion 12.87 (+) 0.0003
Arg1 implicit Contingency 13.84 (+) 0.0002
Arg1 implicit Expansion 29.10 (+) 6.8e-08
Arg2 implicit Temporal 4.58 (-) 0.0323
Arg2 implicit Contingency 60.28 (-) 8.2e-15
Arg2 implicit Expansion 134.60 (-) 2.2e-16
Arg2 implicit Comparison 27.59 (-) 1.5e-07

Based on level 2 senses
χ

2 p-value
Expresses explicit Conjunction 8.60 (-) 0.0034
Expresses explicit List 4.41 (-) 0.0358
Arg1 explicit Conjunction 10.35 (+) 0.0013
Arg1 implicit Conjunction 5.26 (+) 0.0218
Arg1 implicit Instantiation 18.94 (+) 1.4e-05
Arg1 implicit Restatement 15.35 (+) 8.9-05
Arg1 implicit Cause 12.78 (+) 0.0004
Arg1 implicit List 5.89 (-) 0.0153
Arg2 explicit Asynchronous 4.23 (-) 0.0398
Arg2 explicit Instantiation 10.92 (-) 0.0009
Arg2 implicit Conjunction 51.57 (-) 6.9e-13
Arg2 implicit Instantiation 12.08 (-) 0.0005
Arg2 implicit Restatement 28.24 (-) 1.1e-07
Arg2 implicit Cause 58.62 (-) 1.9e-14
Arg2 implicit Contrast 30.08 (-) 4.2e-08
Arg2 implicit List 12.31 (-) 1.9e-14

Table 7: Significant PDTB-based features
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Abstract 

Spoken language interaction between humans 
and robots in natural environments will neces-
sarily involve communication about space and 
distance. The current study examines people’s 
close-range route instructions for robots and 
how the presentation format (schematic, vir-
tual or natural) and the complexity of the route 
affect the content of instructions. We find that 
people have a general preference for providing 
metric-based instructions. At the same time, 
presentation format appears to have less im-
pact on the formulation of these instructions. 
We conclude that understanding of spatial lan-
guage requires handling both landmark-based 
and metric-based expressions. 

1 Introduction 

Spoken language interaction between humans 
and robots in natural environments will necessar-
ily involve communication about space and dis-
tance. It is consequently useful to understand the 
nature of the language that humans would use for 
this purpose. In the present study we examine 
this question in the context of formulating route 
instructions given to robots. For practical pur-
poses, we are also interested in understanding 
how presentation format affects such language. 
Instructions given in a physical space might dif-
fer from those given in a virtual world, which in 
turn may differ from those given when only a 
schematic representation (e.g., a map or drawing) 
is available.  

There is general agreement that landmarks 
play an important role in spatial language (Dan-
iel and Denis, 2004; Klippel and Winter, 2005; 
Lovelace et al., 1999; MacMahon, 2007; Michon 
and Denis, 2001; Nothegger et al., 2004; Raubal 

and Winter, 2002; Weissensteiner and Winter, 
2004). However, landmarks might not necessar-
ily be used uniformly in instructions across pres-
entation formats. For example, people may use 
objects in the environment as landmarks more 
often when they do not have a good sense of dis-
tance in the environment. Behaviors related to 
spatial language may change based on the com-
plexity of the route that a robot must take. This 
could be due to a combination of factors, includ-
ing ease of use and personal assessment of a ro-
bot’s ability to interpret specific distances over 
landmarks.   

Several studies have investigated written or 
typed spatial language (e.g., MacMahon et al., 
2006; Koulori and Lauria, 2009; Kollar et al., 
2010). In addition, Ross (2008) studied models 
of spoken language interpretation in schematic 
views of areas.  In the current study we focus on 
close-range spoken language route instructions.  

2 Related Work 

Interpreting spatial language is an important ca-
pability for systems (e.g., mobile robots) that 
share space with people. Human-human commu-
nication of spatial language has been extensively 
studied. Talmy (1983) proposed that the nature 
of language places constraints on how people 
communicate about space with others (i.e., 
schematization). Spatial descriptions are primar-
ily influenced by how reference objects fit along 
fundamental axes that exhibit clear relationships 
with the target, and secondly by the salience of 
references (Carlson and Hill, 2008). People also 
tend to keep their spatial descriptions consistent 
after making an initial choice of strategy based 
on any existing relationships between the target 
to be described and other references (Vorwerg, 
2009).  

157



Studies involving spatial language with robots 
have thus far focused on scenarios where one 
robot is moved around an area using spatial 
prepositions (Stopp et al., 1994; Moratz et al., 
2003) and further with landmarks (Skubic et al., 
2002; Perzanowski et al., 2003). A number of 
these approaches, however, were crafted by the 
designers of the robots themselves and not nec-
essarily based on an understanding of what 
comes naturally to people. Indeed, Shi and Ten-
brink (2009) found that a person’s internal lin-
guistic representations may differ significantly 
from what a robot is capable of interpreting. 
Bugmann et al. (2004) motivated the concept of 
corpus-based robotics, where spontaneous spo-
ken commands are collected and in turn used for 
designing the functionality of robots. They col-
lected natural language instructions from people 
commanding robots in a miniature of a real-
world environment. Our approach follows this 
same reasoning; we explore naturally occurring 
spatial language through route instructions to 
robots in three distinct formats (schematic, vir-
tual, and natural environments).  

3 Method 

We designed and conducted three experiments 
using a navigation task that required the partici-
pant to “tell” a robot how to move to a target lo-
cation. We varied the presentation formats of the 
stimuli (two-dimensional schematics, three-
dimensional virtual scenes, real-world areas in-
person). In each variant, the participant observed 
a static scene depicting two robots (“Mok” and 
“Aki”) and a destination marker. The partici-
pant’s task was to move Mok to the target desti-
nation using spoken instructions. Participants 
were told to act as if they were an observer of the 

scene but that were themselves not present in the 
scene; put otherwise, the robots could hear par-
ticipants but not see them (and thus the partici-
pant could not figure in the instructions).  

The experiment instructions directed partici-
pants to assume that Mok would understand 
natural language and were told to use natural ex-
pressions to specify instructions (that is, there 
was no “special language” necessary). Partici-
pants were told that they could take the orienta-
tions of the robots into account when they formu-
lated their instructions. They were moreover 
asked to include all necessary steps in a single 
utterance (i.e., a turn composed of one or more 
spatial language commands). The robots did not 
move in the experiments. 

Since our aim was to learn about spoken lan-
guage route instructions, all participants recorded 
their requests using a simple recorder interface 
that could be activated while viewing the scene. 
A standard headset microphone was used. To 
avoid self-correction while speaking, the instruc-
tions directed participants to think about their 
instructions before recording. Participants could 
playback their instructions, and re-record them if 
they deemed them unsatisfactory. All interface 
activity was time-stamped and logged.  

3.1 General variations 

In their work, Hayward and Tarr (1995) found 
that people used spatial language with reference 
to landmarks most often and found it most suit-
able when the objects in a scene were horizon-
tally or vertically aligned. We systematically var-
ied three elements of the stimuli in this study: the 
orientations of the two robots, Mok and Aki, and 
the location of the destination marker. Each ro-
bot’s orientation was varied four ways: directly 
pointing forward, right, left, or backward. The  

 

 
                (a)    (b)     (c) 
 
Figure 1. Stimuli from the (a) schematic, (b) virtual, and (c) real-world scene experiments. Each 
scenario has 2 robots, Mok (left) and Aki (right). Mok is the actor in all scenarios. Outlined are 
possible destinations for Mok. 

    Mok                 Aki 
Mok                   Aki
  

Mok                       Aki 
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Figure 2. Specified are four potential goal desti-
nations for Mok, the actor in all scenarios. Only 
one of the destinations is shown on a particular 
trial. 
 
destination marker was also varied four ways: 
directly in front of, behind, right of, or left of 
Aki. These three dimensions were varied using a 
factorial design, yielding 64 different configura-
tions that were presented in randomized order. 
Thus each participant produced 64 sets of in-
structions. Participants received a break at the 
halfway point of the session.  

3.2 Schematic (2-D) Scene Experiment 

Participants observed two-dimensional configu-
rations of schematics that contained two robots 
(Mok and Aki) and a destination marker in this 
experiment. Each participant viewed a single 
monitor displaying a recording interface overlaid 
by static slides that contained the stimuli. After 
each participant was shown the speech recording 
interface and had tried it out, they proceeded 
through a randomly ordered slide set. In this ex-
periment, participants viewed an overhead per-
spective of the scene, with the robots represented 
as arrows and the destination marked by purple 
circles (see Figures 1a and 2). The robots were 
represented by arrows that were meant to indi-
cate their orientations in the scene. 

3.3 Virtual (3-D) Scene and Distance 
Awareness Variation Experiment 

In this experiment, we crafted stimuli with a 
three-dimensional map builder and USARSim, a 
virtual simulation platform designed for conduct-
ing experiments with robots (Carpin et al., 2007). 
The map was designed such that trials were 
“rooms” in a multi-room environment. Partici-
pants did not walk through the environment; they 
only viewed static configurations. Included in the 
map were instances of two Pioneer P2AT robots. 
All visual stimuli were presented at an eye-level 
view, with eyes at a height of 5’10” (see Figure 

1b). The room was designed such that walls 
would be too far away to serve as landmarks. 
Visual stimuli for this experiment required full-
screen access to the game engine, so the record-
ing interface was moved to an adjoining monitor.  

We included an additional condition: inform-
ing participants (or not) of the distance between 
the two robots. We recruited fourteen partici-
pants for this study, seven in each of two condi-
tions. In one condition (no-dist), participants 
were not given any information related to the 
scale of the robots and area in the stimuli. This is 
equivalent to what participants experienced in 
the schematic scene experiment. In the second 
condition (dist), the instructions indicated that 
the two robots, Mok and Aki, were seven feet 
apart. However, no scale information (e.g., a 
ruler) was provided in the scene itself. This 
would provide the option to cast instructions in 
terms of absolute distances. The option to use 
Aki as a landmark reference point remained the 
same as in the first experiment. We hypothesize 
that participants that are not given a sense of 
scale will use landmarks much more often than 
those participants that are provided distance in-
formation.  

3.4 Real-World Scene Experiment 

In natural environments, it can be assumed that 
people generally have a good sense of scale. In 
this experiment, participants viewed similar 
stimuli to the virtual scenarios (eye-level view), 
but in-person (see Figure 1c). Bins were used to 
represent the two robots, with two eyes placed on 
top of each bin to indicate orientation. As in the 
previous experiments, participants were told to 
give instructions to one robot (Mok) so that it 
would arrive at the destination. We recorded par-
ticipant instructions for 8 different configurations 
of the two robots (destination varied four ways, 
Mok’s orientation varied two ways, right and 
left; Aki’s orientation did not change). We sim-
plified the number of orientations because we 
found that orientations of Mok and Aki did not 
influence landmark use in the previous experi-
ments. After each instruction, participants were 
asked to close their eyes as the experimenter 
changed the orientations. Since they were not at 
a computer screen for this experiment, only ver-
bal instructions were recorded, with no task 
times. 

3.5 Participation 

A total of 35 participants were recruited for this 
study, 10 in the schematic scene experiment, 14 
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in the virtual scene experiment, and 11 in the 
real-world scene experiment. Participants ranged 
in age from 19 to 61 (M = 28.4 years, SD = 9.9). 
Of all participants, 22 were male and 14 were 
female. All participants were self-reported fluent 
English speakers. 

4 Data 

The first study (schematic stimuli) yielded a total 
of 640 route instructions (64 from each of 10 
participants). All of these instructions were tran-
scribed in-house using the CMU Communicator 
guidelines (Bennett and Rudnicky, 2002). In ad-
dition to the recorded instructions, we also 
logged participants’ interactions with the speech 
recording interface. Since the experiment instruc-
tions ask participants to think about what they 
plan to say before recording their speech, we as-
sessed their “thinking time” from this logging 
information. 

In the second study (virtual stimuli), more par-
ticipants were recruited, but they were divided 
into two conditions (presence/absence of an ex-
plicitly stated metric distance between the two 
robots in the stimuli). A total of 896 route in-
structions were collected in the second study (64 

from each of 14 participants). Of the 14 partici-
pants recruited for this study, 12 were transcribed 
using Amazon’s Mechanical Turk (Marge et al., 
2010) with the same guidelines as the first study. 
In the real-world study, 8 route instructions were 
recorded from 11 participants and transcribed, 
yielding a total of 88 utterances.  

5 Measurements 

Several outcomes were analyzed in this study, 
including the time needed to formulate directions 
to the robot and the number of discrete steps that 
participants included in their instructions. We 
analyzed two measures, “thinking time” and 
word count. Thinking time represents the time 
between starting viewing a stimulus and pressing 
the “Record” button. We measured utterance 
length by counting the number of words spoken 
by participants for each instruction. Utterance-
level restarts and mispronunciations were ex-
cluded from this count.  

We also coded the instructions in terms of the 
number of discrete “steps” (see Table 1). We 
defined a “step” as any action where motion by 
Mok (the moving robot) was required to com-
plete a sub-goal. For example, “turn left and  

Environment Type Spoken language route instruction (transcribed with fillers removed) 

2-D Mixed Mok turn left / and stop at the right hand side of Aki. 

2-D Mixed Turn right about sixty degrees / then go forward until you're in front of Aki. 

3-D no-dist Mixed  

Mok turn to your left / move towards Aki when you are pretty close to Aki stop there / 
turn to your right / continue moving in a straight line path you will find a blue dot to your 
left at some point stop there / turn to your left / and reach the blue dot which is your 
destination. 

3-D no-dist Relative Go forward half the distance between you and Aki. 

3-D dist Absolute 
Rotate to your right / move forward about five feet / rotate again to your left / and move 
forward about seven feet. 

3-D dist Absolute 
Turn to your right / move forward one foot / turn to your left / move forward ten feet / 
turn to your left again / move forward one foot. 

Real-world Absolute 
Okay Mok I want you to go straight ahead for about five feet / then turn to your right 
forty five degrees / and go ahead and you're gonna hit the spot in about four feet from 
there. 

Real-world Mixed Mok move to Aki / turn left / and move forward three feet. 

Table 1. Spoken language route instructions for Mok, the moving robot, were transcribed and di-
vided into absolute and relative steps (absolute step / relative step). Absolute steps are explicit in-
structions that contain metric or metric-like distances, while relative steps include Aki (the static 
robot) as a reference. 
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Figure 3. Mean proportion of relative steps to 
absolute steps across distance-naïve 2-D (sche-
matic), distance-naïve 3-D (virtual), distance-
aware 3-D (virtual), and real-world scenarios 
(with a 1% margin of error). 
 

 

Figure 4. Proportions of instruction types across 
distance-naïve 2-D (schematic), distance-naïve 
3-D (virtual), distance-aware 3-D (virtual), and 
real-world scenarios. 
 
move forward five feet” consists of two steps: (1) 
a ninety degree turn to the left and (2) a move-
ment forward of five feet to get to a new loca-
tion. We divided steps into two categories, abso-
lute steps and relative steps (similar to Levin-
son’s (1996) absolute and intrinsic reference sys-
tems). An absolute step is one with explicit in-
structions that contain metric or metric-like dis-
tances (e.g., “move forward two feet”, “turn right 
ninety degrees”, “move forward three steps”). 
We assume that simple turns (e.g., “turn right”) 

are turns of 90 degrees, and thus are absolute 
steps. We define a relative step as one that in-
cludes Aki, the static robot, in the reference (e.g., 
“move forward until you reach Aki”, “turn right 
until you face Aki”).  

6 Results 

We conducted analyses based on measures of 
thinking time, word count, and the number of 
discrete “steps” in participants’ spoken language 
route instructions. Among the folds of the data 
we examined were observations from schematics 
without distance information (i.e., “2-D no-
dist”), virtual scenes without giving participants 
distance information (i.e., “3-D no-dist”), virtual 
scenes with giving participants initial distance 
information (i.e., “3-D dist”), and real-world 
scenes (i.e., “realworld”). Since we collected an 
equal number of route instructions in the two 
virtual scene conditions (i.e., with and without 
being told about the distance in the environ-
ment), we directly compared properties of these 
instructions.  
 In Sections 6.2 and 6.3, absolute steps, rela-
tive steps, word count (log-10 transformed), and 
thinking timing (log-10 transformed) were the 
dependent measures in mixed-effects models of 
analysis of variance (for significance testing). 
ParticipantID was modeled as a random effect. 
We are interested in the population from which 
participants were drawn. 

6.1 Adjusting Spatial Information 

Landmark use was affected by participants’ 
awareness of scale. The fewer scale cues avail-
able, the greater the number of references to 
landmarks. Thus, landmarks were most prevalent 
in instructions generated for schematic scenarios 
and least prevalent in the condition that explicitly 
specified a scale. See Figure 3 for the actual pro-
portions. We did not inform participants of scale 
in the real-world condition. Interestingly, their 
absolute/relative mix was closer to the no-scale 
conditions even though they were observing an 
actual scene and could presumably make infer-
ences about distances. Figure 4 shows that pres-
entation format also affected participants’ use of 
instructions that were entirely absolute in nature. 
There were fewer mixed instructions (i.e., in-
structions where absolute instructions were sup-
ported by landmarks) in conditions where par-
ticipants had a sense of scale.  

Though distances may be self-evident in real-
world scenarios, they often are not in virtual en-
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vironments. Participants behaved differently 
from real-world scenarios when we presented a 
non-trivial indication of scale. Participants’ in-
structions were dominated by absolute instruc-
tions when they had a sense of scale in a virtual 
environment. This suggests that despite similari-
ties in scale awareness, people formulate spatial 
language instructions differently when they can-
not for themselves determine a sense of distance 
in an environment. 

6.2 Sense of Distance in Virtual Stimuli 

We directly compared participants’ spoken lan-
guage route instructions with respect to the pres-
ence (i.e., “dist”) or absence (i.e., “no-dist”) of 
distance information in the virtual environment. 
Though participants already had an initial prefer-
ence toward using metric-based instructions, 
these became dominant when participants were 
aware of the distance in the virtual environment.  

Participants that were not given a sense of dis-
tance referred to Aki as a landmark much more 
than when participants were given a sense of dis-
tance, confirming our initial hypothesis. We ob-
served that the mean number of relative steps in 
the no-dist condition was nearly four times 
greater (1.0 relative steps per instruction) than 
the dist condition (0.2 relative steps per instruc-
tion) (F[1, 12] = 4.6, p = 0.05). As expected, par-
ticipants used absolute references more in the 
dist condition, given the lack of landmark use. 
The mean number of absolute steps was greater 
in the dist condition (3.3 per instruction) com-
pared to the no-dist condition (mean 2.4 absolute 
steps per instruction) (F[1, 12] = 5.5, p < 0.05).  

As shown in Figure 3, the proportions of abso-
lute to relative steps in participants’ instructions 
show clear differences in strategy. When partici-
pants received distance information, an over-
whelming majority of steps were absolute in na-
ture (i.e., steps containing metric or metric-like 
distances). Aki was mentioned in steps only 
6.5% of the time in the dist condition (i.e., rela-
tive steps). The proportions were more balanced 
in the no-dist condition, with 68% of steps being 
absolute. The remaining 32% of steps referred to 
Aki. The difference between proportions from 
the no-dist and dist conditions was statistically 
significant (F[1,12] = 7.5, p < 0.05). From these 
analyses we can see that distance greatly influ-
enced participants’ language instructions in vir-
tual environments.  

We further classified participants’ instructions 
as entirely absolute, relative, or mixed in nature. 
When participants used landmarks, they tended 

to mix them with absolute steps in their instruc-
tions. Participants in the dist condition comprised 
most instructions with only absolute steps. How-
ever, even though 6.5% of steps were absolute in 
nature, they were distributed among one-fifth of 
instructions. In the no-dist condition, though 
relative steps comprised only 31.5% of total 
steps, they were distributed among a majority of 
the instructions. These results suggest that se-
quences of absolute steps may be sufficient on 
their own, but relative steps, when used, depend 
on the presence of some absolute terms. 

6.3 Goal Location and Orientation Results 

Our analysis showed that the goal location in 
scenarios impacted participants’ instructions. For 
word count, participants used significantly dif-
ferent numbers of words based on the goal loca-
tion (F[3, 1580] = 252.2, p < 0.0001). Upon fur-
ther analysis, across all experiments, when the 
goal was closest to the Mok, the moving robot, 
people spoke fewer words (14 fewer words on 
average) compared to other locations (analysis 
conducted with a Tukey pairwise comparisons 
test). Participants also had significantly different 
thinking times based on the goal location (F[3, 
1502] = 6.21, p < 0.05). Thinking time for the 
destination closest to Mok was lowest overall (on 
average at least 1.3s lower) and significantly dif-
ferent from two of the three remaining goal loca-
tions (via a Tukey pairwise comparisons test). 
There were no significant differences in word 
count and thinking time when varying Mok’s 
orientation or Aki’s orientation.  

We also observed patterns in the steps people 
gave in their instructions. A landmark’s place-
ment, when directly interfering with a goal, in-
creased its reference in spatial language instruc-
tions. When the goal location was blocked by 
Aki, we observed a high proportion of relative 
steps. For schematic stimuli, participants often 
required Mok to move past Aki in order to get to 
the destination. After observing the proportions 
of absolute steps and relative steps out of the to-
tal number of steps across destination, we found 
that stimuli with this destination yielded an aver-
age of 45% relative steps to 55% absolute steps. 
This is a greater proportion than any of the other 
destinations (their relative step proportions 
ranged from 33% to 38%). 

7 Summary and Conclusions 

We presented a study that examines people’s 
close-range spoken language route instructions 
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for robots and how the presentation format and 
the complexity of the route influenced the con-
tent of instructions. Across all presentation for-
mats, people preferred providing instructions that 
were absolute in nature (i.e., metric-based). De-
spite this preference, landmarks were used on 
occasion. When they were, participants’ use of 
them was influenced by the presentation format 
(schematic, virtual or natural). When participants 
had a general sense of distance in scenes, they 
were much more acclimated to using specific 
distances to give route instructions to a robot. 
    Our results indicate that the goal location can 
influence participant effort (i.e., time to formu-
late) and the pattern (absolute/relative) in spoken 
language route instructions to robots. Several of 
these were predictable (e.g., least effort when 
goal location was closest to moving robot). 
When participants viewed these configurations in 
virtual environments, there were clear differ-
ences in their instructions based on whether or 
not they were given a sense of scale.  

We compared the natural language instruc-
tions from the real-world condition to those from 
virtual stimuli. Figure 3 shows that in general, 
real-world participants’ instructions contained 
similar proportions of landmarks to the 3d no-
dist (virtual) condition. However, there was a 
greater preference to use absolute steps in the 
real-world than in the virtual world; participants 
apparently access their own sense of scale when 
formulating these instructions. With respect to 
spatial language instructions, participants tended 
to treat virtual environments much like real-
world environments. 

This study provides useful information about 
methodology in the study of spatial language and 
also suggests principles for the design of spatial 
language understanding capabilities for robots in 
human environments. Specifically, virtual world 
representations, under suitable conditions, elicit 
language similar to that found under real-world 
situations, although the more information people 
have about the metric properties of the environ-
ment the more likely they are to use them. But 
even in the absence of unambiguous metrics 
people seem to want to use such language in the 
instructions that they produce. These observa-
tions can be used to inform the design of spatial 
language understanding for robot systems as well 
as guide the development of requirements for a 
spatial reasoning component.  
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Abstract
In spoken communications, correction ut-
terances, which are utterances correct-
ing other participants utterances and be-
haviors, play crucial roles, and detecting
them is one of the key issues. Previ-
ously, much work has been done on au-
tomatic detection of correction utterances
in human-human and human-computer di-
alogs, but they mostly dealt with the cor-
rection of erroneous utterances. How-
ever, in many real situations, especially in
communications between humans and mo-
bile robots, the misunderstandings man-
ifest themselves not only through utter-
ances but also through physical actions
performed by the participants. In this pa-
per, we focus on action corrections and
propose a classification of such utterances
into Omission, Commission, and Degree
corrections. We present the results of our
analysis of correction utterances in dialogs
between two humans who were engaging
in a kind of on-line computer game, where
one participant plays the role of the re-
mote manager of a convenience store, and
the other plays the role of a robot store
clerk. We analyze the linguistic content,
prosody as well as the timing of correction
utterances and found that all features were
significantly correlated with action correc-
tions.

1 Introduction

Recent progress in robot technology made it a re-
ality to have robots work in offices and homes, and
spoken dialog is considered to be one of the most
desired interface for such robots. Our goal is to
build a spoken dialog interface for robots that can
move around in an office or a house and execute
tasks according to humans’ requests.

Building such spoken dialog interface for robots
raises new problems different from those of tra-
ditional spoken/multimodal dialog systems. The
intentions behind human utterances may vary de-
pending on the situation where the robot is and the
situation changes continuously not only because
the robot moves but also because humans and ob-
jects move, and human requests change. In this
sense human-robot interaction is situated.

Of the many aspects of situated interaction, we
focus on the timing structure of interaction. Al-
though traditional spoken dialog systems deal with
some timing issues such as turn-taking and han-
dling barge-ins, timing structure in human-robot
interaction is far more complex because the robot
can execute physical actions and those actions can
occur in parallel with utterances.

In this work we are concerned specifically with
corrections in situated interaction. In joint physi-
cal tasks, human corrective behavior, which allows
to repair discrepancies in participants’ mutual un-
derstanding, is tightly tied to actions.

While past work on non-situated spoken dialog
systems has shown the necessity and feasibility of
detecting and handling corrections (Kitaoka et al.,
2003; Litman et al., 2006; Gieselman and Osten-
dorf, 2007; Cevik et al., 2008), most of these mod-
els assume that corrections target past utterances
and rely on a strict turn-based structure which is
frequently violated in situated interaction. When
dialog is interleaved with physical actions, the spe-
cific timing of an utterance relative to other utter-
ances and actions is more relevant than the turn
sequence.

In this paper, we propose a classification of er-
rors and corrections in physical tasks and analyze
the properties of different types of corrections in
the context of human-human task-oriented inter-
actions in a virtual environment. The next section
gives some characteristics of corrections in situ-
ated interaction. Section 3 describes our experi-
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Alice : Put it right above (1)
the lamp stand

Bob : Here? (2)
Alice : A little bit more (3)

to the right.
(Bob Moves the frame left) (4)
Alice : No the right! (5)
(Bob Moves the frame right) (6)
Alice : More... (7)

Alright, that’s ... (8)
(A bee flies next to Bob) (9)
Alice : Watch out! That bee is

going to sting you! (10)

Figure 1: Example dialog from a situated task.

mental set up and data collection effort. Section 4
presents the results of our analysis of corrections
in terms of timing, prosodic, and lexical features.
These results are discussed in Section 5.

2 Corrections in Situated Tasks

2.1 Situated Tasks

We define a situated task as one for which two or
more agents interact in order to perform physical
actions in the (real or virtual) world. Physical ac-
tions involve moving from one place to another,
as well as manipulating objects. In many cases,
interaction happens simultaneously with physical
actions and can be affected by them, or by other
external events happening in the world. For exam-
ple, Figure 1 shows an extract of a (constructed)
dialog where one person (Alice) assists another
(Bob) while he hangs a picture frame on a wall.

This interaction presents some similarities and
differences with unimodal, non-situated dialogs.
In addition to standard back-and-forth turn-taking
as in turns 1-3, this example features utterances
by Alice which are not motivated by Bob’s ut-
terances, but rather by (her perception of) his ac-
tions (e.g. utterance 5 is a reaction to action 4),
as well as external events such as 9, which trig-
gered response 10 from Alice. Therefore the con-
tent of Alice’s utterances is dependent not only on
Bob’s, but also on events happening in the world.
Similarly, the timing of Alice’s utterances is not
only conditioned on Bob’s speech, prosody, etc,
but also on asynchronous world events.

Robots and other agents that interact with peo-
ple in real world situations need to be able to ac-

count for the impact of physical actions and world
events on dialog. In the next section and the rest
of this paper, we focus on correction utterances
and how situational context affects how and when
speakers produce them.

2.2 Corrections

Generally speaking, a correction is an utterance
which aims at signaling or remedying a misunder-
standing between the participants of a conversa-
tion. In other word, corrections help (re)establish
common ground (Clark, 1996).

2.2.1 Previous Work
There are many dimensions along which correc-
tions can be analyzed and many researchers have
addressed this issue. Conversational Analysis
(CA) has, from its early days, 1 concerned it-
self with corrections (usually called repairs in CA
work) (Schegloff et al., 1977).

More recently, spoken dialog systems re-
searchers have investigated ways to automatically
recognize corrections. For instance, Litman et al.
(2006) exploited features to automatically detect
correction utterances. In addition, several attempts
have been made to exploit the similarity in speech
sounds and speech recognition results of a correc-
tion and the previous user utterance to detect cor-
rections (Kitaoka et al., 2003; Cevik et al., 2008).

Going beyond a binary correction/non-
correction classification scheme, Levow (1998)
distinguished corrections of misrecognition errors
from corrections of rejection errors and found
them to have different prosodic features. Rog-
driguez and Schlangen (2004) and Rieser and
Moore (2005) classify corrections according to
their form (e.g. Repetition, Paraphrase, Addition
of information...) and function. The latter aspect
is mostly characterized in terms of the source of
the problem that is being corrected using models
of communication such as that of Clark (1996).

In all of this very rich literature, corrections are
assumed to target utterances from another partic-
ipant (or even oneself, in the case of self-repair)
that conflict with the hearer’s expectations. While
some work on embodied conversational agents
(Cassell et al., 2001; Traum and Rickel, 2002)
does consider physical actions as possible cues
to errors and corrections, the actions are typically
communicative in nature (e.g. nods, glances, ges-
tures). Comparatively, there is extremely little
work on corrections that target task actions.
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A couple of exceptions are Traum et al. (1999),
who discuss the type of context representation
needed to handle action corrections, and Fu-
nakoshi and Tokunaga (2006), who present a
model for identifying repair targets in human-
robot command-and-control dialogs. While im-
portant, these papers focus on theoretical planning
aspects of corrections whereas this paper focuses
on an empirical analysis of human conversational
behavior.

2.2.2 Action Corrections in Situated
Interaction

As seen above, the vast majority of prior work on
corrections concerned corrections of previous (er-
roneous) utterances (i.e. utterance corrections). In
contrast, in this paper, we focus exclusively on
corrections that target previous physical actions
(i.e. action corrections).

While some classification schemes of utterance
corrections are applicable to task corrections (e.g.
those based on the form of the correction itself),
we focus on differences that are specific to action
corrections.

Namely, we distinguish three types of action er-
rors and their related action corrections:

Commission errors occur when Bob performs an
action that conflicts with Alice’s expectation.
Action 4 of Figure 1 is a commission error,
which is corrected in turn 5.

Omission errors occur when Bob fails to react to
one of Alice’s utterances. A typical way for
Alice to correct an omission error is to repeat
the utterance to which Bob did not react.

Degree errors occur when Bob reacts with an ap-
propriate action to Alice’s utterance but fails
to completely fulfill Alice’s goal. This is il-
lustrated by Alice’s use of ”More” in turn 7
in response to Bob’s insufficient action 6.

Figure 3 illustrates the three error categories
based on extracts from the corpus.

In some ways, the dichotomy Commission er-
rors/Omission errors parallels that of Misrecogni-
tions/Rejections by Levow (1998). This type of
classification is also commonly used to analyze
human errors in human factors research (Wick-
ens et al., 1998). In addition to these two cat-
egories, we added the Degree category based on

our observation of the data we collected. This as-
pect is somewhat specific to certain kinds of phys-
ical actions (those that can be performed to differ-
ent degrees, as opposed to binary actions such as
“opening the door”). However, it seems general
enough to be applied to many collaborative tasks
relevant to robots such as guidance, tele-operation,
and joint construction.

For an automated agent, being able to classify
a user utterance into one of these four categories
(including non-action-correction utterances) could
be very useful to make fast, appropriate decisions
such as canceling the current action, or asking a
clarification question to the user. This is impor-
tant because in human-robot interaction, respon-
siveness to a correction can be critical in avoiding
physical accidents. For instance, if the robot de-
tects that the user issued a commission error cor-
rection, it can stop performing its current action
even before understanding the details of the cor-
rection.

In the rest of the paper, we analyze some lexi-
cal, prosodic and temporal characteristics of action
corrections in the context of human-human con-
versations in a virtual world.

3 The Konbini Domain and System

3.1 Simulated Environments for
Human-Robot Interaction Research

One obstacle to the empirical study of situated in-
teraction is that it requires a fully functional so-
phisticated robot to collect data and conduct ex-
periments. Most such complex robots are still
fragile and thus it is typically challenging to run
user studies with naive subjects without severely
limiting the tasks or the scope of the interaction.
Another issue which comes with real world inter-
action is that it is difficult for the experimenter to
control or monitor the events that affect the inter-
action. Most of the time, an expensive manual
annotation of events and actions is required (see
Okita et al. (2009) for an example of such an ex-
perimental setup).

To avoid these issues, robot simulators have
been used. Koulouri and Lauria (2009) devel-
oped a simulator to collect dialogs between hu-
man and simulated robot using a Wizard-of-Oz
method. The human can see a map of a town and
teaches the robot a route and the operator oper-
ates the robot but he/she can see only a small area
around the robot in the map. However, the dialog
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is keyboard-based, and the situation does not dy-
namically change in this setting, making this ap-
proach unsuitable to the study of timing aspects.
Byron and Fosler-Lussier (2006) describe a cor-
pus of spoken dialogs collected in a setting very
similar to the one we are using but, again, the en-
vironment appears to be static, thus limiting the
importance of the timing of actions and utterances.

In this section, we describe a realistic, PC-based
virtual world that we used to collect human-human
situated dialogs.

3.2 Experimental Setup

In our experiment, two human participants collab-
orate in order to perform certain tasks pertaining
to the management of a small convenience store in
a virtual world. The two participants sit in differ-
ent rooms, both facing a computer that presents
a view of the virtual store. One of the partici-
pants, the Operator (O) controls a (simulated) hu-
manoid robot whose role is to answer all customer
requests. The other participant plays the role of a
remote Manager (M) who sees the whole store but
can only interact with O through speech.

Figure 2 shows the Operator and Manager
views. M can see the whole store at any time, in-
cluding how many customers there are and where
they are. In addition, M knows when a particu-
lar customer has a request because the customer’s
character starts blinking (initially green, then yel-
low, then red, as time passes). M’s role is then to
guide O towards the customers needing attention.

On the other hand, O sees the world through the
”eyes” of the robot, whose vision is limited both
in terms of field of view (90 degrees) and depth
(degradation of vision with depth is produced by
adding a virtual ”fog” to the view). When ap-
proaching a customer who has a pending request,
O’s view display the customer’s request in the
form of a caption.1 O can act upon the virtual
world by clicking on certain object such as items
on the counter (to check them out), machines in
the store (to repair them when needed), and vari-
ous objects littering the floor (to clean them up).
Each action takes a certain amount of time to per-
form (between 3 and 45 seconds), indicated by a
progress bar that decreases as O keeps the pointer
on the target object and the left mouse button
down. Once the counter goes to zero the action is

1No actual speech interaction happens between the Oper-
ator and the simulated customers.

completed and the participants receive 50 (for par-
tially fulfilling a customer request) or 100 points
(for completely fulfilling a request).

When the session begins, customers start enter-
ing the store at random intervals, with a maximum
of 4 customers in the store at any time. Each cus-
tomer follows one of 14 predefined scenarios, each
involving between 1 and 5 requests. Scenarios
represent the customer’s moves in terms of fixed
way points. As a simplification, we did not imple-
ment any reactive path planning. Rather, the ex-
perimenter, sitting in a different room than either
subject has the ability to temporarily take control
of any customer to make them avoid obstacles.

3.3 System Implementation: the Siros
architecture

The experimental system described above was im-
plemented using Siros (SItuated RObot Simula-
tor) a new client/server architecture developed at
Honda Research Institute USA to conduct human-
robot interaction research in virtual worlds. Siros
is similar to the architectures used by certain on-
line video games. The server’s role is to manage
the virtual world and broadcast world updates to
all clients so that they can be rendered to the hu-
man participants. The server receives commands
from the Operator client (robot moves), runs the
simulated customers according to the scenarios,
and maintains the timer and the score. Anytime
the trajectory of an entity (robot, customer, object)
changes, the server broadcasts the related infor-
mation, including entity location, orientation, and
speed, to all clients.

Clients are in charge of rendering a given view
of the virtual world. Rendering itself is performed
by the open source Ogre 3D engine (Open Source
3D Graphics Engine, 2010). In addition, clients
handle all required user interaction such as robot
control and mouse-based object selection. All net-
work messages and user actions are logged into
a text file for further processing. Finally, clients
have the ability to log incoming audio to a wave
file, allowing synchronization between the audio
signal, the user actions, and virtual world events.
Spoken communication itself is handled by an ex-
ternal VoIP client.2

2We used the open source Mumble/Murmur (Mum-
ble/Murmur Project, 2010) system.
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(a) Manager View (b) Robot View

Figure 2: Screenshots of the Konbini data collection system.

3.4 The Konbini Corpus

3.4.1 Data Collection

Using the system described above, we collected
data from 18 participants. There were 15 male and
3 female participants. All were adults living in the
United States, fluent in English. All were regular
users of computers but their experience with on-
line games was diverse (from none at all to regu-
lar player). All were co-workers (associates or in-
terns) at Honda Research Institute USA, and thus
they knew each other fairly well.

Participants were randomly paired into teams.
After being given the chance to read a brief in-
troduction to the experiment’s design and goals,
the participants did two two-minute practice ses-
sions to familiarize themselves with the task and
control. To avoid providing too much informa-
tion about the layout of the store from the start,
the practice sessions used a different virtual world
than the experimental sessions. The participants
switched roles between the two practice sessions
to get a sense of what both roles entailed (Man-
ager and Operator). After these sessions, the
team did one 10-minute experimental session, then
switched roles once again and did another 10-
minute session. Because the layout of the store
was kept the same between the two experimental
sessions, the first session represents a condition in
which the Operator learns the store layout as they
are performing the tasks, whereas the second ses-
sion corresponds to a case where the Operator al-
ready has knowledge of the layout. Overall, 18 10-
minute sessions were collected, including audio
recordings as well as timestamped logs of world
updates and operator actions.

3.4.2 Annotation
All recordings were orthographically transcribed
and checked. The first author then segmented the
transcripts into dialog acts (DAs). A DA label was
attached to each act, though this information is not
used in the present paper.

Subsequently, the first author annotated each
semantic unit with the action correction labels
described in section 2: Non-correction, Omis-
sion Correction, Commission Correction, Degree
Correction. This annotation was done using the
Anvil video annotation tool,3 which presented au-
dio recordings, transcripts, a timeline of operator
actions, as well as videos of the computer screens
of the participants. Only Manager DAs were anno-
tated for corrections. The second author also anno-
tated a subset of the data in the same way to evalu-
ate inter-annotator agreement. Cohen’s kappa be-
tween the two annotators was 0.67 for the 4-class
task, and 0.76 for the binary task of any-action-
correction vs non-action-correction, which is rea-
sonable, though not very high, indicating that cor-
rection annotation on this type of dialogs is a non-
trivial task, even for human annotators.

4 Analysis of Action Corrections

4.1 Overview
The total number of DAs in the corpus is 6170.
Of those, 826 are corrections and 5303 are non-
corrections. Overall, corrections account thus for
13.4% of the dialog acts. The split among the dif-
ferent correction classes is roughly equal as shown
in Table 5 given in appendix. We found however
significant differences across participants, in terms

3http://www.anvil-software.de
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of total number of DAs (form 162 to 516), propor-
tion of corrections among those DAs (from 6.8%
to 30.6%), as well as distribution among the three
types of action corrections.

In this section, we present the results of our sta-
tistical analysis of the correlation between a num-
ber of features and correction type. To evaluate
statistical significance, we performed a one-way
ANOVA using each feature as dependent variable
and the correction type as independent variable.
All features described here were found to signifi-
cantly correlate with correction type.

4.2 Features Affecting Corrections

4.2.1 Timing
For each manager DA, we computed the time since
the beginning/end of the previous manager and
operator DAs, as well as of operator’s actions
(walk/turn). To account for reaction time, and
based on our observations we ignored events hap-
pening less than 1 second before a DA.

Table 1 shows the mean durations between these
events and a Manager DA, depending on the act’s
correction class. All corrections happen closer to
Manager dialog acts than non-corrections, which
reflects the fact that corrections typically occur in
phases when the Manager gives instructions, as
well as the fact that the Manager often repeats
corrections. Commission and Degree corrections
are produced closer to Operator actions than either
non-corrections or Omission corrections. This re-
flects the fact that both Commission and Degree
corrections are a reaction to an event that occurred
(the Operator moved or stopped moving unex-
pectedly), whereas Omission corrections address
a lack of action from the Operator, and act there-
fore as a ”time-out” mechanism.

To better understand the relationship between
moves and the timing of corrections, we computed
the probability of a given DA to be an Omission,
Commission and Degree correction as a function

Time since last... NC O C D
Mgr. DA 3.4 s 2.4 s 2.8 s 2.6 s
Ope. DA 5.8 s 6.7 s 6.5 s 7.5 s
Ope. move start 3.8 s 3.1 s 2.3 s 2.5 s
Ope. move end 3.9 s 3.3 s 2.7 s 2.3 s

Table 1: Mean duration between dialog acts and
Operator movements and the beginning of differ-
ent corrections.

Feature Non-Corr Om Com Deg
Perc. voiced 0.48 0.46 0.55 0.53
Min F0 -0.61 -0.41 -0.40 -0.56
Max F0 0.81 0.68 1.02 0.46
Mean F0 -0.03 0.12 0.28 -0.05
Min Power -1.35 -1.24 -1.18 -1.55
Max Power 0.85 0.89 1.14 0.62
Mean Power -0.03 0.09 0.24 -0.2

Table 2: Mean Z-score of prosodic features for dif-
ferent correction classes.

of the time elapsed since the Operator last started
to move. Figure 4 shows the results.

The probability of a DA being an Omission cor-
rection is relatively stable over time. This is con-
sistent with the fact that Omission corrections are
related to lack of action rather than to a specific
action to which the Manager reacts. On the other
hand, the probability of a Commission, and to
lesser extent, Degree correction sharply decreases
with time after an action.

4.2.2 Prosody
We extracted F0 and intensity from all manager
audio files using the Praat software (Boersma and
Weenink, 2010). We then normalized pitch and in-
tensity for each speaker using a Z-transform in or-
der to account for individual differences in mean
and standard deviation. For each DA, we com-
puted the minimum, maximum, and mean pitch
and intensity, using values from voiced frames.

Table 2 shows the mean Z-score of the prosodic
features for the different correction classes. Com-
mission corrections feature higher pitch and inten-
sity than all other classes. This is due to the fact
that such corrections typically involve a higher
emotional level, when the Manager is surprised
or even frustrated by the behavior of the Operator.
In contrast, Degree corrections, which represent a
smaller mismatch between the Operator’s action
and the Manager’s expectations are more subdued,
with mean power and intensity values lower than
even those of non-corrections.

4.2.3 Lexical Features
In order to identify potential lexical characteristics
of correction utterances, we created binary vari-
ables indicating that a specific word from the vo-
cabulary (804 distinct words in total) appears in
a given DA based on the manual transcripts. We
computed the mutual information of those binary
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variables with DA’s correction label.
Figure 3 shows the 10 words with highest

mutual information. Not surprisingly, negative
words (”NO”, ”DON’T”), continuation words
(”MORE”, ”KEEP”) are correlated with respec-
tively commission and degree corrections. On the
other hand, positive words (”OKAY”, ”YEAH”)
are strong indicators that a DA is not a correction.

Another lexical feature we computed was a flag
indicating that a certain Manager DA is an ex-
act repetition of the immediately preceding Man-
ager DA. The intuition behind this feature is that
corrections often involve repetitions (e.g. ”Turn
left [Operator turns right] Turn left!”). Overall,
10.6% of the DAs are repetitions. This num-
ber is only 6.4% on non-corrections but jumps to
45.6%, 22.5%, and 43.4% on, respectively, Omis-
sion, Commission, and Degree corrections. This
confirms that, as for utterance corrections, detect-
ing exact repetitions could prove useful for correc-
tion classification.

4.2.4 ASR Features
Since our goal is to build artificial agents, we
investigated features related to automatic speech
recognition. We used the Nuance Speech Recog-
nition System v8.5. Using cross-validation, we
trained a statistical language model for each cor-
rection category on the transcripts of the training
portion of the data. We then ran the recognizer se-
quentially with all 4 language models, which gen-
erated a confidence score for each category.

Table 4 shows the mean confidence scores ob-
tained on DAs of each class using a language
model trained on specific classes. While the
matching LM gives the highest score for any given
class, some classes have consistently higher scores
than others. In particular, Commission corrections
receive low confidence scores, which might hurt
the effectiveness of these features. Indeed, lexi-
cal content alone might not be not enough to dis-
tinguish non-corrections and various categories of
corrections since the same expression (e.g. ”Turn
left”) can express a simple instruction, or any kind
of correction, depending on context.

5 Discussion

The results provide support for the correction
classification scheme we proposed. Not only
do corrections differ in many respects from non-
correction utterances, but there are also signifi-
cant differences between Omission, Commission,

PPPPPPPPPLM
Corr.

NC O C D

Non-Correction 32.3 28.5 25.0 29.5
Omission 24.0 30.0 23.3 27.2
Commission 26.6 29.8 25.7 27.9
Degree 24.2 28.7 23.9 32.6

Table 4: Mean ASR confidence score using class-
specific LMs.

and Degree corrections. Timing features seem
most useful to distinguish Commission and De-
gree corrections from Omission corrections and
non-corrections. Emphasized prosody (high pitch
and energy) is a particularly strong indicator of
Commission, as well as Omission corrections.
Lexical cues could be useful to all categories, pro-
vided the speech recognizer is accurate enough to
recognize them, which is particularly challenging
on this data given the very conversational nature
of the speech. Finally, ASR scores are also po-
tentially useful features, particularly for Omission
and Degree corrections.

One advantage of timing over all other features
discussed here is that timing information is avail-
able before the correction is actually uttered. This
means that such information could be used to al-
low fast reaction, or to prime the speech recog-
nizer based on the instantaneous probability of the
different classes of correction.

6 Conclusion

In this paper, we analyzed correction utterances in
the context of situated spoken interaction within
a virtual world. We proposed a classification of
action correction utterances into Omission, Com-
mission, and Degree corrections. Our analysis
of human-human data collected using a PC-based
simulated environment shows that the three types
of corrections have unique characteristics in terms
of prosody, lexical features, as well as timing with
regards to physical actions. These results can
serve as the basis for further investigations into au-
tomatic detection and understanding of correction
utterances in situated interaction.
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Figure 3: Example omission, commission, and degree errors and corrections. The corresponding videos
can be found at http://sites.google.com/site/antoineraux/konbini.
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Figure 4: Evolution of the probability of occurrence of corrections over time after an Operator move.

Participant Total Non-Corr Omission Commission Degree
Total 6170 5303 (86.6%) 298 (4.8%) 277 (4.5%) 251 (4.1%)
1 338 299 (88.5%) 19 (5.6%) 15 (4.4%) 5 (1.5%)
2 249 232 (93.1%) 10 (4.0%) 2 (0.8%) 0 (0.0%)
3 440 383 (87.0%) 25 (5.7%) 11 (2.5%) 9 (2.0%)
4 265 247 (93.2%) 4 (1.5%) 8 (3.0%) 0 (0.0%)
5 313 270 (86.3%) 15 (4.8%) 5 (1.6%) 17 (5.4%)
6 238 198 (83.2%) 22 (9.2%) 13 (5.5%) 5 (2.1%)
7 426 361 (84.7%) 30 (7.0%) 10 (2.3%) 23 (5.4%)
8 244 218 (89.3%) 3 (1.2%) 13 (5.3%) 9 (3.7%)
9 162 137 (84.6%) 4 (2.5%) 13 (8.0%) 8 (4.9%)
10 229 202 (88.2%) 6 (2.6%) 3 (1.3%) 12 (5.2%)
11 380 326 (85.8%) 16 (4.2%) 19 (5.0%) 19 (5.0%)
12 427 385 (90.2%) 16 (3.7%) 11 (2.6%) 15 (3.5%)
13 327 281 (85.9%) 5 (1.5%) 14 (4.3%) 27 (8.3%)
14 516 358 (69.4%) 38 (7.4%) 79 (15.3%) 39 (7.6%)
15 362 332 (91.7%) 13 (3.6%) 6 (1.7%) 11 (3.0%)
16 392 321 (81.9%) 34 (8.7%) 27 (6.9%) 10 (2.6%)
17 362 338 (85.4%) 19 (4.8%) 22 (5.6%) 17 (4.3%)
18 466 415 (89.1%) 19 (4.1%) 6 (1.3%) 25 (5.4%)

Table 5: Frequency of the different types of corrections per participant.
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Understanding Humans by Building Androids
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Professor of Department of Systems Innovation, Osaka University
ATR Fellow and visiting group leader of ATR Intelligent Robotics and Communication laboratories

In the near future, we are going to use interactive humanoids in our daily life. They will provide
various services by using the communication functions. In order to realize the robot society, we have to
investigate many issues.

The ideal humanoid is a human since the human brain has functions to recognize humans. This
means that we need to study human for building more humanlike robots. Once we get deeply into this
fundamental question, the many issues come up, such as humanlike appearance, humanlike movement,
and so on.

This talk introduces a series of androids that have been developed for tackling the issues and the
research topics. Although it is difficult to solve completely the issues, they brings us new ideas on what
human is. In other words, this research approach bridges robotics and not only cognitive science and
neuroscience but also philosophy.
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Abstract

We propose a non-humanlike spoken di-
alogue design, which consists of two el-
ements: non-humanlike turn-taking and
non-humanlike acknowledgment. Two ex-
perimental studies are reported in this pa-
per. The first study shows that the pro-
posed non-humanlike spoken dialogue de-
sign is effective for reducing speech colli-
sions. It also presents pieces of evidence
that show quick humanlike turn-taking is
less important in spoken dialogue system
design. The second study supports a hy-
pothesis found in the first study that user
preference on response timing varies de-
pending on interaction patterns. Upon re-
ceiving these results, this paper suggests a
practical design guideline for spoken dia-
logue systems.

1 Introduction

Speech and language are owned by humans.
Therefore, spoken dialogue researchers tend to
pursue a humanlike spoken dialogue. Only a few
researchers positively investigate restricted (i.e.,
non-humanlike) spoken dialogue design such as
(Fernández et al., 2007).

Humanlikeness is a very important concept and
sometimes it is really useful to design machines /
interactions. Machines are, however, not humans.
We believe humanlikenss cannot be the dominant
factor, or gold-standard, for designing spoken dia-
logues.

Pursuing humanlikeness has at least five criti-
cal problems. (1) Cost: in general, humanlikeness
demands powerful and highly functional hardware
and software, and highly integrated systems re-
quiring top-grade experts both for development
and maintenance. All of them lead to cost over-
run. (2) Performance: sometimes, humanlikeness
forces performance to be compromised. For ex-
ample, achieving quick turn-taking which humans
do in daily conversations forces automatic speech
recognizers, reasoners, etc. to be compromised to
enable severe real-time processing. (3) Applicabil-
ity: differences in cultures, genders, generations,
situations limit the applicability of a humanlike
design because it often accompanies a rigid char-
acter. For example, Shiwa et al. (2008) succeeded
in improving users’ impression for slow responses
from a robot by using a filler but obviously use
of such a filler is limited by social appropriate-
ness. (4) Expectancy: humanlike systems induce
too much expectancy of users that they are as in-
telligent as humans. It will result in disappoint-
ments (Komatsu and Yamada, 2010) and may re-
duce users’ willingness to use systems. Keeping
high willingness is quite important from the view-
point of both research (for collecting data from
users to improve systems) and business (for con-
tinuously selling systems with limited functional-
ity). (5) Risk: Although it is not verified, what is
called the uncanny valley (Bartneck et al., 2007)
probably exists. It is commonly observed that peo-
ple hate imperfect humanlike systems.

We try to avoid these problems rather than over-
come them. Our position is positively exploring
non-humanlike spoken dialogue design. This pa-
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per focuses on its two elements, i.e., decelerated
dialogues as non-humanlike turn-taking and an ar-
tificial subtle expression (ASE) as non-humanlike
acknowledgment1, and presents two experimental
studies regarding these two elements. ASEs, de-
fined by the authors in (Komatsu et al., 2010), are
simple expressions suitable for artifacts, which in-
tuitively notify users about artifacts’ internal states
while avoiding the above five problems.

In Section 2, the first study, which was pre-
viously reported in (Funakoshi et al., 2010), is
summarized and shows that the proposed non-
humanlike spoken dialogue design is effective for
reducing speech collisions. It also presents pieces
of evidence that shows quick humanlike turn-
taking is less important in designing spoken dia-
logue systems (SDSs). In Section 3, the second
study, which is newly reported in this paper, shows
a tendency supporting a hypothesis found in the
first study that user preference on response timing
varies depending on interaction patterns. Upon re-
ceiving the results of the two experiments, a design
guideline for SDSs is suggested in Section 4.

2 Study 1: Reducing Speech Collisions
with an Artificial Subtle Expression
in a Decelerated Dialogue

An important issue in SDSs is the management of
turn-taking. Failures of turn-taking due to sys-
tems’ end-of-turn misdetection cause undesired
speech collisions, which harm smooth communi-
cation and degrade system usability.

There are two approaches to reducing speech
collisions due to end-of-turn misdetection. The
first approach is using machine learning tech-
niques to integrate information from multiple
sources for accurate end-of-turn detection in early
timing. The second approach is to make a long in-
terval after the user’s speech signal ends and be-
fore the system replies simply because a longer
interval means no continued speech comes. As
far as the authors know, all the past work takes
the first approach (e.g., (Kitaoka et al., 2005;
Raux and Eskenazi, 2009)) because the second ap-
proach deteriorates responsiveness of SDSs. This
choice is based on the presumption that users pre-
fer a responsive system to less responsive systems.
The presumption is true in most cases if the sys-

1In this paper, acknowledgment denotes that at the level 1
of the joint action ladder (Clark, 1996), which communicates
the listener’s identifying the signal presented by the speaker.

B l i n k i n g L E D
Figure 1: Interface robot with an embedded LED

tem’s performance is at human level. However, if
the system’s performance is below human level,
high responsiveness might not be vital or even be
harmful. For instance, Hirasawa et al. (1999) re-
ported that immediate overlapping backchannels
can cause users to have negative impressions. Ki-
taoka et al. (2005) also reported that the familiarity
of an SDS with backchannels was inferior to that
without backchannels due to a small portion of er-
rors even though the overall timing and frequency
of backchannels was fairly good (but did not come
up to human operators). Technologies are advanc-
ing but they are still below human level. We chal-
lenge the past work that took the first approach.

The second approach is simple and sta-
ble against user differences and environmental
changes. Moreover, it can afford to employ more
powerful but computationally expensive speech
processing or to build systems on small devices
with limited resources. A concern with this ap-
proach is debasement of user experience due to
poor responsiveness as stated above. Another is-
sue is speech collisions due to users’ following-
up utterances such as repetitions. Slow responses
tend to induce such collision-eliciting speech.

This section shows the results of the experiment
in which participants engaged in hotel reservation
tasks with an SDS equipped with an ASE-based
acknowledging method, which intuitively notified
a user about the system’s internal state (process-
ing). The results suggest that the method can re-
duce speech collisions and provide users with pos-
itive impressions. The comparisons of evaluations
between systems with a slow reply speed and a
moderate reply speed suggest that users of SDSs
do not care about slow replies. These results in-
dicate that decelerating spoken dialogues is not a
bad idea.

2.1 Experiment

System An SDS that can handle a hotel reserva-
tion domain was built. The system was equipped
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USERSYSTEM VAD tail margin wait interval processing delayblinking LED (artificial subtle expression)short pausesdetected speech onset detected end-of-turn
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system speechuser speech time
Figure 2: Behavior of the dialogue system along a timeline

with an interface robot with an LED attached to
its chest (see Figure 1). Participants’ utterances
were recognized by an automatic speech recog-
nizer Julius2, and interpreted by an in-house lan-
guage understander. The robot’s utterances were
voiced by a commercial speech synthesizer. The
LCD monitor in Figure 1 was used only to show
reservation details at last.

Julius output a recognition result to the system
at 400 msec after an input speech signal ended, but
the system awaited the next input for a fixed inter-
val (wait interval, whose length is given as an ex-
perimental factor). If the system received an addi-
tional input, it awaited the next input for the same
interval again. Otherwise, the system replied.

The LED started blinking at 1/30 sec even-
intervals when a speech signal was detected and
stopped when the system started replying. The
basic function of the blinking light expression is
similar to hourglass icons used in GUIs. A big
difference is that basically GUIs can ignore any in-
put while they are showing those icons, but SDSs
must accept successive speech while it is blink-
ing an LED. What we intend to do is to suppress
only collision-eliciting speech such as repetitions
(we call them follow-ups) which are negligible
but difficult to be automatically distinguished from
barge-ins. Barge-ins are not negligible.

Conditions and participants Two experimen-
tal factors were set-up, that is, the reply speed
factor (moderate or slow reply speed) and the
blinking light factor (with or without a blinking
light), resulting in four conditions:

A: slow reply speed, with a blinking light,
B: slow reply speed, without a blinking light,
C: moderate reply speed, with a blinking light,
D: moderate reply speed, without a blinking light.

We randomly assigned 48 Japanese participants

2http://julius.sourceforge.jp/

(mean age 30.9) to one of the four conditions.
A reply speed depends on a wait interval for

which the dialogue system awaits the next input.
Shiwa et al. (2008) showed that the best reply
speed for a conversational robot was one second.
Thus we chose 800 msec as the wait interval for
the moderate reply speed because an actual reply
speed was the accumulation of the wait interval
and a delay for processing a user request, and 800
msec is simply twice the default length (the VAD
tail margin) by which the Julius speech recognizer
recognizes the end of a speech. For the slow reply
speed, we chose 4 sec as the wait interval. Wait
intervals include the VAD tail margin.

Figure 2 shows how the system and the LED
work along with user speech. In this figure, a user
utters a continuous speech with a rather long pause
that is longer than the VAD tail margin but shorter
than the wait interval. If the system detects the
end of the user’s turn and starts speaking within
the interval marked with an ‘X’, a speech collision
would occur. If the user utters a follow-up within
the interval marked with a ‘Y’, a speech collision
would occur, too. We try to suppress the former
speech collision by decelerating dialogues and the
latter by using a blinking light as an ASE.

Method The experiment was conducted in a
room for one participant at one time. Participants
entered the room and sat on a chair in front of a
desk as shown in Figure 1.

The experimenter gave the participants instruc-
tions so as to reserve hotel rooms five times by
talking with the robot in front of them. All of them
were given the same five tasks which require them
to reserve several rooms (one to three) at the same
time. The meaning of the blinking light expres-
sion was not explained to them. After giving the
instructions, the experimenter left the participants,
and they began tasks when the robot started to talk
to them. Each task was limited to up to three min-
utes. After finishing the tasks, the participants an-
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swered a questionnaire. Figure 5 and Figure 6 in
the appendix show one of the five task instructions,
and a dialogue on that task, respectively.

2.2 Results
Reply speeds Averages of observed reply
speeds were calculated from the timestamps in
transcripts. They were 4.53 sec for the slow con-
ditions and 1.42 sec for the moderate conditions.

Task completion The average number of com-
pleted tasks in the four conditions A, B, C, and D
were 4.00, 3.83, 3.83, and 4.33, respectively. An
ANOVA did not find any significant difference.

Speech collisions We counted speech collisions
for which the SDS was responsible, that is, the
cases where the robot spoke while participants
were talking (i.e., end-of-turn misdetections). Of
course, there were speech collisions for which par-
ticipants were responsible, that is, the cases where
participants intentionally spoke while the robot
was talking (i.e., barge-ins). These speech colli-
sions were not the targets, hence they were not in-
cluded in the counts.

Speech collisions due to participants’ back-
channel feedbacks were not included, either. We
think that it is possible to filter out such feedback
because feedback utterances are usually very short
and variations are small. On the other hand, as
we mentioned above, it is not easy to automat-
ically distinguish negligible speech such as rep-
etitions from barge-ins. We want to suppress
only such speech negligible but hard to distinguish
from other not negligible speech.

The number of observed speech collisions in
the four conditions A, B, C, and D were 5, 11,
45, and 30, respectively. First we performed an
ANOVA on the number of collisions. The interac-
tion effect was not significant (p = 0.24). A sig-
nificant difference on the reply speed factor was
found (p < 0.005). This result confirms that de-
celerating dialogues reduces collisions. The ef-
fect of the blinking light factor was not significant
(p = 0.60).

Next we performed a Fisher’s exact test (one-
side) on the number of participants who had
speech collisions between the two conditions of
the slow reply speed (3 out of 12 for A and 8 out
of 12 for B). The test found a significant difference
(p < 0.05). This result indicates that the blinking
light can reduce speech collisions by suppressing
users’ follow-ups in decelerated dialogues.

Impression on the dialogue and robot The par-
ticipants rated 38 positive-negative adjective pairs
(such as smooth vs. rough) for evaluating both the
dialogue and the robot. The ratings are based on a
seven-point Likert scale.

An ANOVA found a positive marginal signifi-
cance (p = 0.07) for the blinking light in the com-
fortableness factor extracted by a factor analysis
for the impression on the dialogue. In addition,
an ANOVA found a positive marginal significance
(p = 0.07) for the slow reply speed in the mod-
esty factor extracted by a factor analysis for the
impression on the robot. Surprisingly, no signifi-
cant negative effect for the slow reply speed was
found.

System evaluations The participants evaluated
the SDS in two measures on a scale from 1 to 7,
that is, the convenience of the system and their
willingness to use the system. The greater the
evaluation value is, the higher the degree of con-
venience or willingness.

The average scores of convenience in the four
conditions A, B, C, and D were 3.50, 3.17, 3.17,
and 3.92, respectively. Those of willingness were
3.58, 2.58, 2.83, and 3.42, respectively. ANOVAs
did not find any significant difference among the
four conditions both for the two measures.

Discussion on user preference The analysis of
the questionnaire suggests that the blinking light
expression gives users a comfortable impression
on the dialogue. The analysis also suggests that
the slow reply speed gives users a modest impres-
sion on the interface robot. Meanwhile, no neg-
ative impression with a statistical significance is
found on the slow reply speed.

Although no statistically significant difference
is found between the four conditions, numbers
of completed tasks and convenience are strongly
correlated. However, users’ willingness to use
the systems, which is the most important mea-
sure for systems, is inverted between condition
A and D. Convenience will be primarily domi-
nated by what degree a user’s purpose (reserving
rooms) is achieved, thus, it is reasonable that con-
venience scores correlate with the number of com-
pleted tasks. On the other hand, willingness will
be dominated by not only practical usefulness but
also overall usability or experience. Therefore,
we can interpret that the improvements in impres-
sions and reduction in aversive speech collisions
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let condition A have the highest score for willing-
ness. These results indicate that decelerating spo-
ken dialogues is not a bad idea in contradiction
to the common design policy in human-computer
interfaces (HCIs), and they suggest to exploit mer-
its provided by decelerating dialogues rather than
pursuing quickly responding humanlike systems.

Our finding contradicts not only the com-
mon design policy in HCIs but also the de-
sign policy in human-robot interaction found by
Shiwa et al. (2008), that is, the best response tim-
ing of a communication robot is at one second. We
think this contradiction is superficial and is ascrib-
able to the following four major differences be-
tween their study and our study.

• They adopted a within-subjects experimental
design while we adopted a between-subjects
design. A within-subjects design makes sub-
jects do relative evaluations and tends to em-
phasis differences.

• Their question was specific in terms of re-
sponse timing. Our questions were overall
ratings of the system such as convenience.

• They assumed a perfect machine (Wizard-of-
Oz experiment). Our system was elaborately
crafted but still far from perfect.

• Our system quickly returns non-verbal re-
sponses even if verbal responses are delayed.

From these differences, we hypothesize that re-
sponse timing has no significant impact on the us-
ability of SDSs in an absolute and holistic context
at least in the current state of the art spoken dia-
logue technology, even though users prefer a sys-
tem which responds quickly to a system which re-
sponds slowly when they compare them with each
other directly, given an explicit comparison metric
on response timing with perfect machines.

3 Study 2: Uncovering Comfortableness
of Response Timing under Different
Interaction Patterns

Our conclusion in Section 2 is that SDSs do not
need to quickly respond verbally as long as they
quickly respond non-verbally by showing their in-
ternal states with an ASE, while many researchers
try to make them verbally respond as fast as pos-
sible. Decelerating a dialogue has many practical
advantages as stated above.

However, through the experiment, we have also
suspected that this conclusion is not valid in some

specific cases. That is, we think in some situa-
tions users feel uncomfortable with slow verbal re-
sponses primordially, and those situations are such
as when users simply reply to systems’ yes-no-
questions or greetings. Our hypothesis is that users
expect quick verbal responses (and hate slow ver-
bal responses) only when users expect that it is not
difficult for systems to understand their responses
or to decide next actions. This section reports the
experiment validating this hypothesis.

3.1 Experiment

To validate the hypothesis described above, we
conducted a Wizard-of-Oz experiment using fixed
scenarios. Participants engaged in short interac-
tions with an interface robot and evaluated re-
sponse timing of the robot. Three experimental
factors were interaction patterns, response timing
(wait interval), and existence of a blinking light.

Interaction patterns Five interaction patterns
were setup to see the differences between situa-
tions. Each pattern consisted of three utterances.
The first utterance was from the system. Upon re-
ceiving the utterance, a participant as a user of the
system replied with the second utterance. Then
the system responded after the given wait interval
(1 sec or 4 sec) with the third utterance. Partic-
ipants evaluated this interval between the second
utterance and the third utterance in a measure of
comfortableness.

The patterns with scenarios are shown in Fig-
ure 3. They will be referred to by abbreviations
(PGG, QYQ, QNQ, PSQ, PLQ) in what follows.
Note that the scenarios are originally in Japanese.
Here, RequestS and RequestL mean a short re-
quest and a long request, respectively. YNQues-
tion and WhQuestion mean a yes-no-question and
a wh-question, respectively. According to the hy-
pothesis, we can predict that the reported com-
fortableness for the longer wait interval (4 sec)
are worse for short and formulaic cases such as
PGG and QYQ than for the long request case (i.e.,
PLQ). In addition, we can predict that the reported
comfortableness for longer intervals improves for
PLQ if the robot’s light blinks, while that does not
improve for PGG and QYQ.

System We used the same interface robot and
the LCD monitor as study 1. The experiment in
this study, however, was conducted using a WOZ
system.
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Prompt-Greeting-Greeting (PGG)
S: Welcome to our Hotel. May I help you?
U: Hello.
S: Hello.

YNQuestion-Yes-WhQuestion (QYQ)
S: Welcome to our Hotel. Will you stay tonight?
U: Yes.
S: Can I ask your name?

YNQuestion-No-WhQuestion (QNQ)
S: Welcome to our Hotel. Will you stay tonight?
U: No.
S: How may I help you?

Prompt-RequestS-WhQuestion (PSQ)
S: Welcome to our Hotel. May I help you?
U: I would like to reserve a room from tomorrow.
S: How long will you stay?

Prompt-RequestL-WhQuestion (PLQ)
S: Welcome to our Hotel. May I help you?
U: I would like to reserve rooms with breakfast from to-

morrow, one single room and one double room, non-
smoking and smoking, respectively.

S: How long will you stay?

Figure 3: Interaction patterns and scenarios

First the WOZ system presents an instruction to
the participant on the LCD monitor, which reveals
the robot’s first utterance of the given scenario
(e.g., “Welcome to our Hotel. May I help you?”)
and indicates the participant’s second utterance
(e.g., “Hello.”). Two seconds after the participant
clicks the OK button on the monitor with a com-
puter mouse, the system makes the robot utter the
first utterance. Then, the participant replies, and
the operator of the system end-points the end of
participant’s speech by clicking a button shown in
another monitor for the operator in the room next
to the participant’s room. After the end-pointing,
the system waits for the wait interval (one second
or four seconds) and makes the robot utter the third
utterance of the scenario. One second after, the
system asks the participant to evaluate the com-
fortableness of the response timing of the robot’s
third utterance on a scale from 1 to 7 (1:very un-
comfortable, 4:neutral, 7:very comfortable) on the
LCD monitor.

Conditions and participants Forty participants
(mean age 28.8, 20 males and 20 females) engaged
in the experiment. No participant had engaged in
study 1. They were randomly assigned to one of
two groups (gender was balanced). The groups
correspond to one of two levels of the experi-
mental factor of the existence of a blinking light.
For one group, the robot blinked its LED when it
was waiting. For the other group, the robot did

not blink the LED. We refer to the former group
(condition) as BL (Blinking Light, n=20) and the
later as NL (No Light, n=20). In summary, this
experiment is within-subjects design with regard
to interaction patterns and response timing and is
between-subjects design with regard to the blink-
ing light.

Method The experiment was conducted in a
room for one participant at one time. Participants
entered the room and sat on a chair in front of a
desk as shown in Figure 1, but they did not wear
headphones this time.

The experimenter gave the participants instruc-
tions so as to engage in short dialogues with the
robot in front of them. They engaged in each of
five scenarios shown in Figure 3 six times (three
times with a 1 sec wait interval and three with
4 sec), resulting in 30 dialogues (5× 3× 2 = 30).
The order of scenarios and intervals was random-
ized. The existence and meaning of the blinking
light expression was not explained to them. They
were not told that the system was operated by a hu-
man operator, either. After giving the instructions,
the experimenter left the participants, and they
practiced one time. This practice used a Prompt-
RequestM-WhQuestion3 type scenario with a wait
interval of two seconds. Then, thirty dialogues
were performed. Short breaks were inserted af-
ter ten dialogues. Each dialogue proceeded as ex-
plained above.

3.2 Results
End-pointing errors End-pointing was done by
a fixed operator. We obtained 1,184 dialogues out
of 1,200 (= 30 × 40) after removing dialogues
in which end-pointing failed (failures were self-
reported by the operator). We sampled 30 dia-
logues from the 1,184 dialogues and analyzed end-
pointing errors in the recorded speech data. The
average error was 84.6 msec (SD=89.6).

Comfortableness This experiment was de-
signed to grasp a preliminary sense on our
hypothesis as much as possible with a limited
number of participants in exchange for aban-
donment of use of statistical tests, because this
study involved multiple factors and the interaction
pattern factor was complex by itself. Therefore,
in the following discussion on comfortableness,
we do not refer to statistical significances.

3The request utterance is longer than that of RequestS and
shorter than that of RequestL.
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Figure 4: Comfortableness (Left: without a blinking light (NL), right: with a blinking light (BL))

Figure 4 shows regression lines obtained from
the 1,184 dialogues in the two graphs for NL and
BL (Detailed values are shown in Table 1). The
X axes in the graphs correspond to response tim-
ing, that is, the two wait intervals of 1 sec and
4 sec. The Y axes correspond to comfortableness
reported in a scale from 1 to 7. Obviously, with or
without a blinking light effected comfortableness.

The results shown in the graphs support the pre-
dictions made in Section 3.1. The scores of PGG
and QYQ are worse than that of PLQ at 4 sec.
PGG and QYQ show no difference between NL
and BL. QNQ and PSQ show differences. PLQ
shows the biggest difference. In case of PLQ, the
reported comfortableness at 4 sec shifted to al-
most the neutral position (score 4) by presenting a
blinking light. This indicates that a blinking light
ASE can allay the debasement of impression due
to slow responses only in non-formulaic cases.

Interestingly, the blinking light expression at-
tracted comfortableness scores to neutral both at
1 sec and at 4 sec. We can make two hypotheses
on this result. One is that the blinking light expres-
sion has a negative effect which degrades comfort-
ableness at 1 sec. The other is that the blinking
light expression makes participants difficult to see
differences between 1 sec and 4 sec, therefore, re-
ported scores converge to neutral. At this stage we
think that the later is more probable than the for-
mer because the scores of PGG and QYQ should
be degraded at 1 sec if the former is true.

4 A Practical Design Guideline for SDSs

Summarizing the results of the experiments pre-
sented in Section 2 and Section 3, we suggest a

twofold design guideline for SDSs, especially for
task-oriented systems. Some interaction-oriented
systems such as chatting systems are out of scope
of this guideline. In what follows, first the guide-
line is presented and then a commentary on the
guideline is described.

The guideline
(1) Never be obsessed with quick turn-taking
but acknowledge users immediately
Quick turn-taking will not recompense your ef-
forts, resources inputted, etc. Pursue it only af-
ter accomplishing all you can do without compro-
mising performance in other elements of dialogue
systems and only if it does not make system devel-
opment and maintenance harder. However, quick
(possibly non-verbal) acknowledgment is a requi-
site. You can compensate for the debasement of
user experience due to slow verbal responses just
by using an ASE such as a tiny blinking LED to
acknowledge user speech. No instruction about
the ASE is needed for users.

(2) Think of users’ expectations
Users expect rather quick verbal responses to their
greetings and yes-answers. ASEs will be ineffec-
tive for them. Thus it is recommended to enable
your systems to quickly respond verbally to such
utterances. Fortunately it is easy to anticipate such
utterances. Greetings usually occur only at the be-
ginning of dialogues or after tasks were accom-
plished. Yes-answers will come only after yes-no-
questions. Therefore it will be able to implement
an SDS that quickly responds verbally to greeting
and yes-answers both without increasing develop-
ment / maintenance costs and without decreasing
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recognition performance, etc.
However, you should keep in mind that too

quick verbal responses (0 sec interval or overlap-
ping) may not be welcomed (Hirasawa et al., 1999;
Shiwa et al., 2008). They may also induce too
much expectancy in users and result in disappoint-
ments to your systems after some interactions.

Commentary on the guideline
The guideline was constructed so as to avoid the
five problems pointed out in Section 1. The first
point of the guideline is induced mainly from the
results of study 1, and the second point is induced
mainly from the results of study 2.

Although the results of study 2 indicate users
prefer quick responses to slow ones as presup-
posed in past literature, note that the experiment
in study 2 is within-subjects design with regard to
the response timing factor and that within-subjects
design tends to emphasis differences as discussed
at the end of Section 2. The results of study 1
suggested that such an emphasized difference (i.e.,
preference for quick responses) has no significant
impact on the usability of SDSs on the whole.

5 Conclusion

This paper proposed a non-humanlike spoken di-
alogue design, which consists of two elements:
non-humanlike turn-taking and acknowledgment.
Two experimental studies were reported regarding
these two elements. The first study showed that the
proposed non-humanlike spoken dialogue design
is effective for reducing speech collisions. This
study also presented pieces of evidence that show
quick humanlike turn-taking is less important in
spoken dialogue system (SDS) design. The second
study showed a tendency supporting a hypothesis
found in the first study that user preference on re-
sponse timing varies depending on interaction pat-
terns in terms of comfortableness. Upon receiving
these results, a practical design guideline for SDSs
was suggested, that is, (1) never be obsessed with
quick turn-taking but acknowledge users immedi-
ately and (2) think of users’ expectations.

Our non-humanlike acknowledging method us-
ing an LED-based artificial subtle expression
(ASE) can apply to any interfaces on wearable /
handheld devices, vehicles, whatever. It is, how-
ever, difficult to directly apply it to call-centers
(i.e., telephone interfaces), which occupy a big
portion of the deployed SDSs pie. Yet, the un-
derlying concept: decelerated dialogues accom-

panied by an ASE will be applicable even to tele-
phone interfaces by using an auditory ASE, which
is to be explored in future work.

The guideline is supported by findings in a
rather hypothetical stage. More experiments are
necessary to confirm these findings. In addition,
the guideline is for the current transitory period
in which intelligence technologies such as auto-
matic recognition, language processing, reasoning
etc. are below human level. In that sense, the con-
tribution of this paper might be limited. However,
this period will last until a decisive paradigm shift
occurs in intelligence technologies. It may come
after a year, a decade, or a century.
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Hotel Reservation Task 3

Reserve rooms as below

Stay

Room

Twin, 1 room, non-smoking

Double, 1 room, non-smoking

As specified with the orange-colored frame

on the calendar 

Figure 5: One of the five task instructions used in study 1

S: Welcome to Hotel Wakamatsu-Kawada. May I help you?
U: I want to stay from March 10th to 11th.
S: What kind of room would you like?
U: One non-smoking twin room and one non-smoking double room.
S: Are your reservation details correctly shown on the screen?
U: Yes. No problem.
S: Your reservation has been accepted. Thank you for using us.

Figure 6: A successful dialogue observed with the task shown in Figure 5 (translated into English)

Table 1: Detailed comfortableness scores in study 2
Interaction pattern PGG QYQ QNQ PSQ PLQ

Condition NL BL NL BL NL BL NL BL NL BL

1 sec
mean 5.34 5.36 5.55 5.56 5.48 5.25 5.09 4.73 5.13 4.41
s.d. 1.00 1.17 1.10 1.00 1.02 1.04 1.12 1.09 1.14 1.20

p-value 0.93 0.96 0.23 0.09 0.001

4 sec
mean 3.12 3.16 3.37 3.36 3.28 3.52 3.43 3.52 3.54 3.83
s.d. 0.94 1.04 0.78 0.93 0.76 0.93 0.81 0.87 0.95 0.87

p-value 0.83 0.98 0.14 0.59 0.08
p-values were obtained by two-sided t-tests between NL and BL. Those are shown just for reference.

184



Proceedings of SIGDIAL 2010: the 11th Annual Meeting of the Special Interest Group on Discourse and Dialogue, pages 185–192,
The University of Tokyo, September 24-25, 2010. c©2010 Association for Computational Linguistics

Enhanced Monitoring Tools and Online Dialogue Optimisation Merged
into a New Spoken Dialogue System Design Experience

Ghislain Putois
Orange Labs

Lannion, France

Romain Laroche
Orange Labs

Issy-les-Moulineaux, France
firstname.surname@orange-ftgroup.com

Philippe Bretier
Orange Labs

Lannion, France

Abstract
Building an industrial spoken dialogue
system (SDS) requires several iterations
of design, deployment, test, and evalua-
tion phases. Most industrial SDS develop-
ers use a graphical tool to design dialogue
strategies. They are critical to get good
system performances, but their evaluation
is not part of the design phase.
We propose integrating dialogue logs into
the design tool so that developers can
jointly monitor call flows and their asso-
ciated Key Performance Indicators (KPI).
It drastically shortens the complete devel-
opment cycle, and offers a new design ex-
perience.
Orange Dialogue Design Studio (ODDS),
our design tool, allows developers to de-
sign several alternatives and compare their
relative performances. It helps the SDS
developers to understand and analyse the
user behaviour, with the assistance of a re-
inforcement learning algorithm. The SDS
developers can thus confront the different
KPI and control the further SDS choices
by updating the call flow alternatives.

Index Terms : Dialogue Design, Online Learning,
Spoken Dialogue Systems, Monitoring Tools

1 Introduction

Recent research in spoken dialogue systems
(SDS) has called for a “synergistic convergence”
between research and industry (Pieraccini and
Huerta, 2005). This call for convergence concerns
architectures, abstractions and methods from both
communities. Under this motivation, several re-
search orientations have been proposed. This pa-
per discusses three of them : dialogue design, di-
alogue management, and dialogue evaluation. Di-
alogue design and dialogue management reflect in

this paper the respective paths that industry and
research have followed for building their SDS. Di-
alogue evaluation is a concern for both communi-
ties, but remains hard to put into operational per-
spectives.

The second Section presents the context and
related research. The third Section is devoted to
the presentation of the tools : the historical design
tool, its adaptation to provide monitoring function-
alities and the insertion of design alternatives. It is
eventually concluded with an attempt to reassess-
ing the dialogue evaluation. The fourth Section de-
scribes the learning integration to the tool, the con-
straints we impose to the learning technique and
the synergy between the tools and the embedded
learning capabilities. Finally, the last Section con-
cludes the paper.

2 Context

The spoken dialogue industry is structured
around the architecture of the well known in-
dustrial standard VoiceXML 1. The underlying di-
alogue model of VoiceXML is a mapping of
the simplistic turn-based linguistic model on the
browser-server based Web architecture (McTear,
2004). The browser controls the speech engines
(recognition and text-to-speech) integrated into
the voice platform according to the VoiceXML
document served by an application server. A
VoiceXML document contains a set of prompts to
play and the list of the possible interactions the
user is supposed to have at each point of the di-
alogue. The SDS developers 2, reusing Web stan-
dards and technologies (e.g. J2EE, JSP, XML. . .),
are used to designing directed dialogues modelled
by finite state automata. Such controlled and de-
terministic development process allows the spoken

1. http ://www.w3c.org/TR/voicexml20/
2. In this paper, the term “SDS developers” denotes with-

out any distinction VUI designers, application developers,
and any industry engineers acting in SDS building.

185



dialogue industry to reach a balance between us-
ability and cost (Paek, 2007). This paper argues
that tools are facilitators that improve both the us-
ability vs. cost trade-off and the reliability of new
technologies.

Spoken dialogue research has developed vari-
ous models and abstractions for dialogue manage-
ment : rational agency (Sadek et al., 1997), Infor-
mation State Update (Bos et al., 2003), functional
models (Pieraccini et al., 2001), planning problem
solving (Ferguson and Allen, 1998). Only a very
small number of these concepts have been trans-
ferred to industry. Since the late 90’s, the research
has tackled the ambitious problem of automating
the dialogue design (Lemon and Pietquin, 2007),
aiming at both reducing the development cost
and optimising the dialogue efficiency and robust-
ness. Recently, criticisms (Paek and Pieraccini,
2008) have been formulated and novel approaches
(Williams, 2008) have been proposed, both aiming
at bridging the gap between research –focused on
Markov-Decision-Process (Bellman, 1957) based
dialogue management– and industry –focused on
dialogue design process, model, and tools. This
paper contributes to extend this effort. It addresses
all these convergence questions together as a way
for research and industry to reach a technological
breakthrough.

Regarding the dialogue evaluation topic, Paek
(Paek, 2007) has pointed out that while research
has exerted attention about “how best to evaluate
a dialogue system ?”, the industry has focused on
“how best to design dialogue systems ?”. This pa-
per unifies those two approaches by merging sys-
tem and design evaluation in a single graphical
tool. To our knowledge, ODDS is the only indus-
trial tool which handles the complete system life-
cycle, from design to evaluation.

The tools and methods presented below have
been tested and validated during the design and
implementation of a large real-world commercial
system : the 1013+ service is the Spoken Dialogue
System for landline troubleshooting for France.
It receives millions of calls a year and schedules
around 8, 000 appointments a week. When the
user calls the system, she is presented with an open
question asking her for the reason of her call. If
her landline is out of service, the Spoken Dialogue
System then performs some automated tests on
the line, and if the problem is confirmed, try and
schedule an appointment with the user for a man-

ual intervention. If the system and the user cannot
agree on an appointment slot, the call is transferred
to a human operator.

3 The tools

Industry follows the VUI-completeness princi-
ple (Pieraccini and Huerta, 2005) : “the behaviour
of an application needs to be completely speci-
fied with respect to every possible situation that
may arise during the interaction. No unpredictable
user input should ever lead to unforeseeable be-
haviour”. The SDS developers consider reliable
the technologies, tools, and methodologies that
help them to reach the VUI-completeness and to
control it.

3.1 The Dialogue Design Tool

The graphical abstraction proposed by our dia-
logue design tool conforms to the general graph
representation of finite state automata, with the
difference that global and local variables enable to
factorise several dialogue states in a single node.
Transitions relate to user inputs or to internal ap-
plication events such as conditions based on in-
ternal information from the current dialogue state,
from the back-end, or from the dialogue history. In
that sense, dialogue design in the industry gener-
ally covers more than strict dialogue management,
since its specification may indicate the type of spo-
ken utterance expected from the user at each stage
of the dialogue, up to the precise speech recogni-
tion model and parameter values to use, and the
generation of the system utterance, from natural
language generation to speech synthesis or audio
recordings.

Our dialogue design tool offers to the SDS de-
velopers a graphical abstraction of the dialogue
logic, sometimes also named the call flow. Thanks
to a dynamic VoiceXML generation functional-
ity, our dialogue design tool brings the SDS de-
velopers the guarantee that VUI-completeness at
the design level automatically implies a similar
completeness at the implementation level. During
maintenance, If the SDS developers modify a spe-
cific part of the dialogue design, the tool guar-
antees that solely the corresponding code is im-
pacted. This guarantee impacts positively VUI-
completeness, reliability, and development cost.

Figure 1 presents the design of a typical
VoiceXML page. This page is used when the sys-
tem asks the user to accept an appointment time
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FIGURE 1 – 1013+ design excerpt : the system asks the user to confirm an appointment slot

slot. It first begins with a prompt box mixing
static and dynamic prompts (the dynamic parts are
underlined and realised by service-specific java
code). A log box is then used some contextual ses-
sion variables. Then, an interaction box is used to
model the system reaction to the user behaviour :
on the lower part of the Figure, we program the
reaction to user inactivity or recognizer misunder-
standing. In the upper part, we use a recognition
box followed by a Natural Language Understand-
ing (NLU), and we program the different output
classes : repeat, yes, no and not understood. Each
output is linked to a transition box, which indi-
cates which VoiceXML page the service should
call next.

3.2 Monitoring Functionalities inside the
Design Tool

While researchers are focused on measuring the
progress they incrementally reach, industry engi-
neers have to deal with SDS tuning and upgrade.
Their first dialogue evaluation KPI is task com-
pletion also called the automation rate because a
SDS is deployed to automate specifically selected
tasks. Most of the time, task completion is esti-
mated thanks to the KPI. The KPI are difficult to
exhaustively list and classify. Some are related to
system measures, others are obtained thanks to di-
alogue annotations and the last ones are collected
from users through questionnaires.

Some studies (Abella et al., 2004) investigated
graphical monitoring tools. The corpus to visualise
is a set of dialogue logs. The tool aims at reveal-
ing how the system transits between its possible
states. As a dialogue system is too complex to enu-
merate all its possible states, the dialogue logs are
regarded as a set of variables that evolve during
time and the tool proposes to make a projection on
a subset of these variables. This way, the generated
graphs can either display the call flow, how the dif-
ferent steps are reached and where they lead, or

display how different variables, as the number of
errors evolve. This is mainly a tool for understand-
ing how the users behave, because it has no direct
connection with the way how the system was built.
As consequence to this, it does not help to diag-
nose how to make it better. In other words, it does
evaluate the system but does not meet one of our
goal : the convergence between design and evalu-
ation.

On the opposite, our graphical design tool pro-
vides an innovative functionality : local KPI pro-
jection into the original dialogue design thanks to
an extensive logging. A large part of the KPI are
automatically computed and displayed. As a con-
sequence, it is possible to display percentage of
which responses the system recognised, the users
actually gave, and see how these numbers match
the various KPI. It is one example among the nu-
merous analysis views this graphical tool can pro-
vide.

3.3 Insertion of Alternatives
The 1013+ service has been used to test three

kinds of design alternatives. The first kind is a
strategy alternative : the service can choose be-
tween offering an appointment time slot to the
client, or asking her for a time slot. This deci-
sion defines whether the next dialogue step will
be system-initiative or user-initiative. The second
kind is a speaking style alternative : the service
can either be personified by using the “I” pronoun,
adopt a corporate style by using the “We” pro-
noun, or speak in an impersonal style by using the
passive mode. The third kind is a Text-To-Speech
alternative : the service can use a different wording
or prosody for a given sentence.

Figure 2 displays a monitoring view of an in-
teraction implementation with alternatives. The
recognition rate is the projected KPI on the graph
at each branch. Other performance indicators are
displayed at the bottom of the window : here, it
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FIGURE 2 – Some user experience feedbacks related to a selected prompt alternative.

is the actual rate of correct semantic decoding, the
semantic substitution rate, and the semantic rejec-
tion rate. The selection of the highlighted box con-
ditions the displayed logs.

Our design tool also provides a multivariate
testing functionality. This method consists in test-
ing multiple alternatives and selecting the best one
on a fixed set of predetermined criteria. Regarding
the VUI-completeness, presenting the complete
automaton to the SDS developers is acceptable, as
long as they can inspect and control every branch
of the design. In general, they even come up with
several competing designs or points of choice,
which can only be properly selected from in a sta-
tistical manner. The ability to compare all the di-
alogue design alternatives in the same test-field is
a major factor to boost up SDS enhancement by
drastically reducing the time needed. When we
were developing the current 1013+ version, we
have been able to develop the 5 main alternatives
in less than a month, where it had taken a month
and a half for a unique alternative in previous ver-
sions. It brings a statistical relevance in the causal
link between the tested alternatives and the differ-
ences in performance measures, because it ensures
a good random input space coverage.

The KPI graphical projection into the dialogue
design covers the dialogue alternatives : KPI com-
putation just needs to be conditioned by the alter-
natives. Figure 2 illustrates the merge of several
system prompt alternatives inside a single design.
It represents the prompt alternatives the system
can choose when proposing an appointment time
slot. An action block informs the Learning Man-
ager about the current dialogue state and avail-
able dialogue alternatives. An “If” block then ac-
tivates the prompt alternative corresponding to a

local variable “choixPDC” filled by the Learning
Manager. The rest of the design is identical to the
design presented in Figure 1.

The displayed KPI are conditioned by the se-
lected alternative (here, the second wording cir-
cled in bold grey). ODDS then indicates how the
dialogue call flow is breakdown into the different
alternatives. As we have here conditioned the dis-
played information by the second alternative, this
alternative receives 100% of the calls displayed,
when the other alternatives are not used. We can
then see the different outcomes for the selected
alternative : the customer answer have lead to a
timeout of the recognition in 11.78% of the cases,
and amongst the recognised sentences, 80% were
an agreement, 13.33% were a reject, and 6.67%
were not understood.

On the bottom-left part, one can display more
specific KPI, such as good interpretation rate, sub-
stitution rate, and reject rate. These KPI are com-
puted after the collected logs have been manually
annotated, which remains an indispensable pro-
cess to monitor and improve the recognition and
NLU quality, and thus the overall service quality.

Conditioning on another alternative would have
immediately led to different results, and someway,
embedding the user experience feedback inside the
dialogue design forms a new material to touch and
feel : the SDS developers can now sculpt a unique
reactive material which contains the design and the
KPI measures distribution. By looking at the influ-
ence of each alternative on the KPI when graphi-
cally selecting the alternatives, the SDS develop-
ers are given a reliable means to understand how
to improve the system.
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3.4 Reassessing Dialogue Evaluation

The traditional approaches to dialogue evalu-
ation attempt to measure how best the SDS is
adapted to the users. We remind that each inter-
action between the user and the SDS appears to
be a unique performance. First, each new dialogue
is co-built in a unique way according to both the
person-specific abilities of the user and the possi-
bilities of the SDS. Second, the user adapts very
quickly to new situations and accordingly changes
her practices. The traditional approaches to dia-
logue evaluation are eventually based on the frag-
ile reference frame of the user, not reliable enough
for a scientific and an industrial approach of the
spoken dialogue field, mostly because of the in-
ability to get statistical call volumes for all the di-
alogue alternatives.

This suggests for a shift in the reference frame
used for dialogue evaluation : instead of trying to
measure the adequacy between the SDS and the
user in the user’s reference frame, one can measure
the adequacy between the user and the SDS in the
design reference frame composed by the dialogue
logic, the KPI and their expected values. Taking
the design as the reference allows reassessing the
dialogue evaluation. The proposed basis for dia-
logue evaluation is reliable for the SDS developers
because it is both stable and entirely under con-
trol. Deviations from the predicted situations are
directly translated into anomalous values of mea-
surable KPI that raise alerts. These automatically
computable alerts warn the SDS developers about
the presence of issues in their dialogue design.

4 Dialogue design learning

As presented in previous Section, the alterna-
tive insertion is an enabler for the dialogue system
analysis tools. It provides the SDS developers with
a novel call flow visualisation experience. The fur-
ther step to this approach is to automate at least
a part of those analyses and improvements with
learning capabilities.

4.1 Constraints

The objective is to automatically choose online
the best alternative among those proposed in the
design tool, and to report this choice to the SDS
developers via the monitoring functionalities that
are integrated to the design tool. This approach
differs from the classical reinforcement learning
methods used in the dialogue literature, which

make their decisions at the dialogue turn level.
We use a technique from a previous work

(Laroche et al., 2009). It does not need to de-
clare the reachable states : they are automatically
created when reached. This is also a parameter-
free algorithm, which is very important when we
consider that most dialogue application developers
are not familiar with reinforcement learning the-
ory. We keep the developer focussed on its main
task. The two additional tasks required for the re-
inforcement learning are to define the variable set
on which the alternative choice should depend,
and to implement a reward function based on the
expected evaluation of the task completion, in or-
der to get a fully automated optimisation with an
online evaluation. The dialogue system automatic
evaluation is a large problem that goes beyond
the scope of this paper. However, sometimes, the
dialogue application enables to have an explicit
validation from the user. For instance, in an ap-
pointment scheduling application, the user is re-
quired to explicitly confirm the schedule he was
proposed. This user performative act completes
the task and provides a reliable automatic evalu-
ation.

4.2 Learning and Monitoring Synergy in the
Design Optimisation

The learning algorithm and the SDS developers
are two actors on the same object : the dialogue
system. But, they work at a different time space.
The learning algorithm updates its policy after
each dialogue while the SDS developers moni-
tor the system behaviour more occasionally. The
same kind of opposition can be made on the action
space of those actors. The learning algorithm can
only change its policy among a limited amount of
alternatives, while the SDS developers can make
deeper changes, such as implementing a new dia-
logue branch, adding new alternatives, new alter-
native points, removing alternatives, etc. . .

Last but not least, their sight ranges vary a lot
too. The learning algorithm is concentrated on the
alternative sets and automatic evaluation and ig-
nores the rest, while the SDS developers can ap-
prehend the dialogue application as a whole, as a
system or as a service. They can also have access
to additional evaluations through annotations, or
user subjective evaluations.

These functionality differences make their re-
spective roles complementary. The SDS develop-
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ers have the responsibility for the whole appli-
cation and the macro-strategic changes while the
learning manager holds the real-time optimisation.

4.3 Control vs. Automation : the Trusting
Threshold

As argued by Pieraccini and Huerta (Pieraccini
and Huerta, 2005), finite state machine applied to
dialogue management does not restrict the dia-
logue model to strictly directed dialogues. Finite
state machines are easily extensible to powerful
and flexible dialogue models. Our dialogue design
tool offers various extensions : dialogue modules,
hierarchical design, arbitrary function invocation
at any point of the design, conditional statements
to split the flow in different paths. All those ex-
tensions allow designing any topology of the fi-
nite state machine required to handle complex dia-
logue models like mixed-initiative interaction. Di-
alogue model is not the point where research and
industry fail to converge.

The divergence point concerns the control as-
pect of VUI-completeness versus the automation
of the dialogue design. As pointed out by recent
works (Paek and Pieraccini, 2008), MDP-based
dialogue management aiming at automating the
whole dialogue design is rejected by the SDS de-
velopers. Even more adaptive, it is seen as an un-
controllable black box sensitive to the tuning pro-
cess. The SDS developers do not rely on systems
that dynamically build their dialogue logic without
a sufficient degree of monitoring and control.

Williams (Williams, 2008) has made a substan-
tial effort to meet this industrial requirement. His
system is a hybridisation of a conventional dia-
logue system following an industrial process, with
a POMDP decision module, which is a MDP-
based approach to dialogue management enhanced
with dialogue state abstractions to model uncer-
tainties. The responsibilities of each part of the
system are shared as follows : the conventional
system elects several candidate dialogue moves
and the POMDP decision module selects the most
competitive one. This is a great step towards in-
dustry because the dialogue move chosen by the
POMDP module has been first controlled by the
conventional system design. Nevertheless, the so-
built hybrid system is still not fully compliant with
the industrial constraints for the following reasons.

First, contrary to our approach, the SDS devel-
oper is called upon specific skills that cannot be
demanded to a developer (modeling and tuning a
(PO)MDP). This is a no-go for further integration
in an industrial process.

Second, such a predictive module is not self-
explanatory. Although the SDS developers have
the control on the possible behaviour presented to
the POMDP decision module, they are given no
clue to understand how the choices are made. In
fact, a learnt feature can never be exported to an-
other context. At the opposite, our approach al-
lows us to learn at the design level and conse-
quently to report in the automaton the optimisa-
tion. The learning results are therefore understand-
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able, analysable and replicable on a larger scale, in
a way similar to classical ergonomics guidelines
(but statistically proved).

4.4 Learning results on the 1013+ service

In the 1013+ service, our experiments have fo-
cused on the appointment scheduling domain. We
have chosen to integrate the following rewards in
the service : each time a user successfully man-
ages to get an appointment, the system is given a
+30 reward. If the system is unable to provide an
appointment, but manages to transfer the user to a
human operator, the system is given a +10 (a “re-
sit”). Last, if the user hangs up, the system is not
given any positive reward. Every time the system
does not hear nor understand the user, it is given a
penalty of 1.

In the beginning of the experiment, when the
system is still using a random policy, the comple-
tion rate is as low as 51%, and the transfer rate is
around 36%. When the system has learned its op-
timal policy, the completion rate raises up to 70%,
with a transfer rate around 20%. In our experi-
ment, the system has learned to favour an imper-
sonal speaking style (passive mode) and it prefers
proposing appointment time slots rather than ask-
ing the user to make a proposition (the later case
leading to lot of “in private” user talks and hesita-
tions, and worse recognition performance).

Figure 3 shows the evolution of the mean di-
alogue score during the first month. Each server
have its own Learning Manager database, and op-
timises separately. This is a welcome feature, as
each server can address a different part of the
user population, which is a frequent operational
requirement.

The dialogue score drawn on Figure 3 is com-
puted by averaging the mean dialogue score per
server. The crossed line represents the daily mean
dialogue score. The normal line represents the 3-
day smoothed dialogue mean score. The grayed
area represents the 95% confidence interval. Dur-
ing this first month of commercial exploitation,
one can notice two major trends : at first, the di-
alogue score is gradually increasing until day 20,
then the performances noticeably drops, before
rising up again. It turns out that new servers were
introduced on day 20, which had to learn the op-
timal dialogue policy. Ultimately (on the second
month), they converge to the same solution as the
first servers.

5 Conclusion

5.1 A New Basis for Trusting Automatic
Learning

This paper presents an original dialogue design
tool that mixes dialogue design and dialogue eval-
uation in the same graphical interface. The de-
sign paradigm supported by the tool leads the SDS
developers to predict value ranges of local KPI
while designing the dialogue logic. It results a new
evaluation paradigm using the system design as
the reference and trying to measure deviations be-
tween the predicted and the measured values of
the designed local KPI. The SDS developers rely
on the tool to fulfil the VUI-completeness princi-
ple. Classically applied to dialogue design, the tool
enables its application to the dialogue evaluation,
leading to the comparison of dialogue design al-
ternatives.

This places the SDS developers in a dialogue
design improvement cycle close to the reinforce-
ment learning decision process. Moreover, the in-
spector offered by the user experience feedback
functionality allows the SDS developers to un-
derstand, analyse and generalize all the decisions
among the dialogue design alternatives. Combin-
ing the learning framework and the design tool
guarantees the SDS developers keep control of the
system. It preserves VUI-completeness and opens
the way to a reliable learning based dialogue man-
agement.

5.2 Implementation

This approach to learning led us to deploy in
October 2009 the first commercial spoken dia-
logue system with online learning. The system’s
task is to schedule an appointment between the
customer and a technician. This service receives
approximately 8, 000 calls every month. At the
time those lines are written, we are already in a vir-
tuous circle of removing low-rated alternatives and
replacing them with new ones, based on what the
system learnt and what the designer understands
from the data.

5.3 Future Work

On a social studies side, we are interested in
collaborations to test advanced dialogue strategies
and/or information presentation via generation. In-
deed, we consider our system as a good opportu-
nity for large scope experiments.
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Abstract 

The purpose of this study is to get a 
working definition that matches people’s 
intuitive notion of gossip and is suffi-
ciently precise for computational imple-
mentation. We conducted two experi-
ments investigating what type of conver-
sations people intuitively understand and 
interpret as gossip, and whether they 
could identify three proposed constitu-
ents of gossip conversations: third per-
son focus, pejorative evaluation and sub-
stantiating behavior. The results show 
that (1) conversations are very likely to 
be considered gossip if all elements are 
present, no intimate relationships exist 
between the participants, and the person 
in focus is unambiguous. (2) Conversa-
tions that have at most one gossip ele-
ment are not considered gossip. (3) Con-
versations that lack one or two elements 
or have an ambiguous element lead to 
inconsistent judgments.  

1 Introduction 

We are interested in creating believable charac-
ters, i.e. “characters that provide the illusion of 
life” (Bates, 1994). Since people engage exten-
sively in gossip, such characters also need to be 
able to understand and engage in gossip in or-
der to be believable in some situations. To en-
able characters to engage in gossip, we need a 
computational model of gossip that can be ap-
plied in the authoring of such characters and/or 
by the characters themselves. Unfortunately, 
such a model does not yet exist.  

Moreover, there is not yet a clear consensus 
on how gossip should be defined, and most of 
the definitions are too vague or too general to 

be useful. Merriam-Webster online dictionary, 
for example, defines gossip as “rumor or report 
of an intimate nature” and “chatty talk”, neither 
of which is specific enough. What we need is a 
working definition that (a) matches people’s 
intuitive notion of gossip to the extent possible, 
given that the notion itself is somewhat vague, 
and (b) is sufficiently precise to provide a basis 
for computational implementation.  

More recent definitions (e.g. Eder and Enke, 
1991; Eggins and Slade, 1997; Hallett et al., 
2009) have been derived from analyzing tran-
scriptions of real gossip conversations. These 
definitions have only minor individual differ-
ences and can in essence be formulated as 
“evaluative talk about an absent third person”. 
We have chosen to use this definition as a start-
ing point since it currently is the most specific 
one and since it is based on the observed struc-
ture of naturally occurring gossip conversa-
tions. 

This paper reports the results from two ex-
periments on gossip conversations. The first 
experiment aimed at investigating what type of 
conversations people intuitively perceive as 
gossip. In the second study we also wanted to 
find out whether the subjects would accept a 
given definition and could apply it by identify-
ing three specified gossip elements.  

 The paper is structured as follows. In sec-
tion 2 we give a background to gossip with re-
spect to both its social function as well as its 
conversational structure. Section 3 introduces 
the experimental method. In sections 4 and 5 
we present the two experiments and discuss the 
results. In section 6, finally, we give some final 
remarks and suggestions for future work. 

2 Background 

Gossip has been described as a mechanism for 
social control (e.g. Gluckman, 1963; Fine and 
Rosnow, 1978; Bergmann, 1993; Eggins and 
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Slade, 1997) that maintains “the unity, morals 
and values of social groups” (Gluckman, 1963). 
It has furthermore been suggested that gossip is 
a form of “information-management”, primar-
ily to improve one’s self-image and “protect 
individual interests” (Paine, 1967), but also to 
influence others (Szwed, 1966; Fine and Ros-
now, 1978). Gossip can furthermore be viewed 
as a form of entertainment (Abrahams, 1970) – 
“a satisfying diversion from the tedium of rou-
tine activities” (Fine and Rosnow, 1978:164).  

Recent studies have used a sociological ap-
proach focusing on analyzing the structure of 
gossip conversations (e.g. Bergmann, 1993; 
Eder and Enke, 1991; Eggins and Slade, 1997; 
Hallett et al., 2009). Rather than observing and 
interviewing people in a certain community 
about their gossip behavior, they have analyzed 
transcripts of naturally occurring gossip con-
versations. Their studies show that gossipers 
collaborate in creating the gossip, making it a 
highly interactive genre. They also identified 
two key elements of gossip:  

• Third person focus – the identification 
of an absent third person that is ac-
quainted with, but emotionally disjoint 
from the other participants (Bergmann 
(1993) refers to this as being “virtually” 
absent, while Goodwin (1980) labels it 
“symbolically” absent).  

• An evaluation of the person in focus or 
of his or her behavior. Eggins and 
Slade (1997) propose that the evaluation 
necessarily is pejorative to separate gos-
sip from other types of chat.  

Hallett et al. (2009) found that the gossipers 
often use implicit evaluations to conceal the 
critique, suggesting that the gossipers either 
speak in general terms about something that 
implicitly is understood to be about a certain 
person, or that the gossipers avoid evaluating 
the behavior under the assumption that the 
evaluation is implicit in the behavior itself. In-
stead of specifying the evaluation as being pe-
jorative, they say it is “unsanctioned”.  

In addition to the two elements described 
above, Eggins and Slade (1997) propose a third 
obligatory element: 

• Substantiating behavior – An elabora-
tion of the deviant behavior that can ei-
ther be used as a motivation for the nega-
tive evaluation, or as a way to introduce 
gossip in the conversation. Eder and 

Enke (1991) use a different model, but 
the substantiating behavior component 
corresponds roughly to their optional 
Explanation act.  

There seems to be a consensus that gossip 
conversations have third person focus. The 
question is whether a gossip conversation nec-
essarily has both a substantiating behavior 
component as well as a pejorative evaluation 
component, and if they do, can they be identi-
fied? In the experiments presented later in this 
paper, we hope to shed light on whether these 
components are necessary or not. 

3 Method  

During the fall 2009, we conducted two ex-
periments about gossip conversations. The aim 
of the experiments was to verify to what extent 
the definition of gossip accords with intuitive 
recognition of gossip episodes, and secondly 
whether people could reliably identify constitu-
ent elements. 

The data was collected using online ques-
tionnaires1 that were distributed through differ-
ent email-lists mainly targeting researchers and 
students within game design, language technol-
ogy, and related fields, located primarily in 
North America and Europe. The questionnaires 
had the following structure: The first page con-
sisted of an introduction, including instructions, 
and each page thereafter had a dialogue excerpt 
retrieved from a screenplay followed by the 
question and/or task.  

3.1 Hypotheses  

Based on the previous studies presented earlier 
(in particular Bergmann, 1993; Eder and Enke, 
1991; and Eggins and Slade, 1997) we had the 
following hypotheses: 

• The more gossip elements present in the 
text, the more likely the conversation 
will be considered gossip. 

• Third person focus is a necessary (but 
not sufficient) element of gossip.  

• Conversations in which the participants 
(including the target) are intimately re-
lated will be rated lower than those in 
which all participants are emotionally 
separated. 

                                                 
1 Created using http://www.surveygizmo.com/ 
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4 Experiment I: Identifying gossip text 

The aim of the first experiment was to investi-
gate how people intuitively understand and in-
terpret gossip conversations.   

4.1 Material and procedure  

The questionnaire contained 16 different dia-
logue excerpts retrieved from transcripts of the 
famous sitcoms Desperate Housewives 2  and 
Seinfeld3. The excerpts were selected to cover 
different combinations of the elements pre-
sented in the previous section (third person fo-
cus, an evaluation, and a motivation for the 
evaluation), as in the following dialogue4: 

B:  Tisha. Tisha. Oh, I can tell by that look 
on your face you’ve got something good. 
Now, come on, don’t be selfish.  

T:  Well, first off, you’re not friends with 
Maisy Gibbons, are you? 

B:  No. 
T:  Thank god, because this is too good. 

Maisy was arrested. While Harold was at 
work, she was having sex with men in her 
house for money. Can you imagine?  

B:  No, I can’t. 
T:  And that’s not even the best part. Word 

is, she had a little black book with all her 
clients’ names.  

R:  So, uh … you think that’ll get out? 
T:  Of course. These things always do. 

Nancy, wait up. I can’t wait to tell you 
this. Wait, wait. 

A preliminary analysis to determine whether 
the elements were present or not, was made by 
the first author. The instructions contained no 
information about the elements and no defini-
tion was given. To each excerpt we provided 
some contextual information, such as the inter-
personal relationship between the speakers and 
other people mentioned in the dialogue, e.g.: 

The married couple, Bree (B) and Rex (R) 
Van de Kamp, is having lunch at the club. 
Some women laughing at the next table cause 
the two of them to turn and look. One of their 
acquaintances, Tisha (T), walks away from 
that table and heads to another one. Maisy 
Gibbons is another woman in their neigh-
borhood, known to be very dominant and 
judgmental towards the other women. 

 
                                                 
2 Touchstone Television (season 1 & 2) 
3 Castle Rock Entertainment 
4 From Desperate Housewives, Touchstone Television. 

The subjects were asked to read and rank the 
excerpts using the following scale: 

• Absolutely not gossip  

• Could be considered gossip in some contexts 

• Would be considered gossip in most contexts 

• Absolutely gossip 

For the purpose of analysis we converted the 
above responses to integers from 0 to 3. 

4.2 Results  

A total of 52 participants completed the ex-
periment. The following table shows the distri-
bution of ratings for each of the 16 excerpts 
(the table is sorted by the mean rating). 

 
Rating distribution ID5 0 1 2 3 

Mean 
rating 

11 50 1 1 0 0.058 
6 46 5 0 1 0.154 

15 33 15 4 0 0.442 
2 28 20 4 0 0.538 
5 30 15 6 1 0.577 

10 17 24 10 1 0.904 
9 10 26 13 3 1.173 

16 11 17 16 8 1.404 
4 8 18 18 8 1.500 

14 11 13 11 17 1.654 
3 6 20 11 15 1.673 
1 1 17 25 9 1.808 

13 3 18 17 14 1.808 
12 5 9 15 23 2.077 

8 3 0 11 38 2.615 
7 1 2 4 45 2.788 

 
Table 1: Gossip ratings of all 16 questions 

sorted by their mean value.  
 

It is apparent from the table that a few ex-
cerpts are clearly gossip or clearly not gossip, 
but there is much disagreement on other ex-
cerpts. Inter-rater reliability is α = 0.437: well 
above chance, but not particularly high6.  Only 
7 of the 16 excerpts (ID #2, 5, 6, 7, 8, 11, 15) 
were clearly rated as gossip or not gossip by 
more than half of the subjects, and only 5 of 
those have a mean rating below 0.5 or above 
2.5.  

                                                 
5 Presentation was ordered by ID, same for all subjects. 
6 The reported value is Krippendorff’s α with the interval 
distance metric (Krippendorff 1980). Interval α is defined 
as 1 – Do/De, where Do (observed disagreement) is twice 
the mean variance of the individual item ratings, and De 
(expected disagreement) is twice the variance of all the 
ratings. For the above table, Do = 1.327 and De = 2.585. 

195



Despite the apparently low agreement, the 
results correspond fairly well with our expecta-
tions. The 3 excerpts with a mean value below 
0.5 had no gossip elements at all and the other 
two excerpts with a median value of 0 had only 
one gossip element. Similarly, the two excerpts 
rated highest clearly had all gossip elements. 
The rest of the excerpts, however, either lacked 
one element or had one element that was un-
clear in some regard (see discussion, below). 
Conversations between family members or 
partners also caused higher disagreements, 
which seem to support Bergmann’s (1993) re-
mark: “[…] we can ask whether we should call 
gossip the conversations between spouses […] 
alone. This surely is a borderline case for which 
there is no single answer” (p. 68).  

4.3 Discussion  

Among the nine excerpts with a mean value 
approximately between 1 and 2 (ID #1, 3, 4, 9, 
10, 12, 13, 14, and 16), we made the following 
observations: 3 excerpts lacked one element; in 
2 of them, the gossipers were family members 
or partners; 3 excerpts had an ambiguous focus, 
among which one also possibly was perceived 
as a warning.  

By “ambiguous focus” we mean that it is un-
clear whether the person in focus is the speaker, 
the addressee or the absent third person. In-
stead, the absent third person seems to play a 
sub-ordinate role rather than focused role, for 
instance as part of a self-disclosure or a con-
frontation. If the conversation is the least bit 
confrontational, the addressee tends to go into 
defense rather than choosing a more typical 
gossip response, such as support, expansion, or 
challenge (Eder and Enke, 1991) in order to 
protect the face. Hence, no “gossip fuel” is 
added to the conversation.  

The result of the remaining excerpt7 is how-
ever more difficult to explain. One possible 
explanation is that the initiator was unac-
quainted with the target, but perhaps more 
likely is that some of the subjects interpreted 
the conversation as mocking rather than gossip:  

E: Who’s that? 
D:  That’s Sam, the new girl in accounting. 
W: What’s with her arms? They just hang 

like salamis. 
D:  She walks like orangutan. 
E:  Better call the zoo. 

                                                 
7 ID #14. From Seinfeld, Castle Rock Entertainment. 

5 Experiment II: Identifying gossip 
elements in a text 

The aim of the second experiment was to inves-
tigate whether the subjects could accept and 
apply a given definition by identifying the three 
obligatory elements of gossip according to 
Eggins and Slade (1997) (see section 2); third 
person focus, pejorative evaluation, and sub-
stantiating behavior. In addition to the ele-
ments, we provided the more general definition 
presented in section 1 (“evaluative talk about 
an absent third person”). 

The results from the first experiment indi-
cated that conversations that seemingly had all 
the elements but in which the person in focus 
was ambiguous, received a lower gossip rating 
than those having an unambiguous third person 
focus. So an additional goal was to investigate 
whether changing the relationship between the 
participants would affect the gossip rating.  

5.1 Material  

We used excerpts from Seinfeld8, Desperate 
Housewives 9 , Legally blonde 10 , and Mean 
girls11. In total we selected 21 excerpts, of 
which 8 also occurred in the first experiment. 
Two of the recurring excerpts were used both 
in their original versions as well as in modified 
versions, in which we had removed the emo-
tional connections between the participants. 
The purpose of this was to find out whether 
changing the interpersonal relationship would 
change the gossip rating.  

5.2 Procedure 

The subjects were instructed to read the ex-
cerpts and then identify the gossip elements 
according to the following description: 

• The person being talked about (third per-
son focus) – the “target”, e.g. “Maisy 
Gibbons was arrested”  

• Pejorative evaluation. A judgment of the 
target him-/herself or of the target’s be-
havior. This evaluation is in most cases 
negative, e.g. “She’s a slut”, “He’s 
weird” 

                                                 
8 Touchstone Television. 
9 Castle Rock Entertainment. 
10 Directed by Robert Luketic. Metro Goldwyn Mayer 
(2001). 
11 Directed by Mark Waters. Paramount Pictures (2004). 
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• The deviant behavior that motivates the 
gossip and provides evidence for the 
judgment (also called the substantiating 
behavior stage), e.g. “Maisy Gibbons 
was arrested” 

For each element they found, they were 
asked to specify the corresponding line refer-
ence as given in the text. They were also in-
structed to say whether they considered the 
conversation to be gossip or not gossip. If their 
rating disagreed with the definition, i.e. if they 
had found all the elements but still rated the 
conversation as not gossip, or if one or more 
elements were lacking but the conversation was 
considered gossip anyway, they were asked to 
specify why.  

5.3 Results 

We analyzed the results from the 19 subjects 
who completed ratings for all 21 excerpts. This 
gave a total of 399 yes/no judgments on 4 at-
tributes. Inter-coder reliability 12  is shown in 
Table 2.  The easiest attribute to interpret is 
third person focus. All but three of the subjects 
marked either 4 or 5 excerpts as not having 
third person focus, with the remaining subjects 
not deviating by much (marking 3, 6, and 7 
excerpts). Moreover, the subjects agree on 
which excerpts have third person focus: only 
one excerpt gets a substantial number of con-
flicting ratings (see the analysis given below in 
section 5.4), while the remaining 20 excerpts 
get consistent ratings from all subjects with 
only occasional deviation by one or two of the 
deviant subjects. This accounts for the high 
observed agreement on this feature (94.9%). 
Expected agreement is high because the corpus 
is not balanced (16 of 21 excerpts display third 
person focus), but even so, chance-corrected 
agreement is high (85.1%), showing that third 
person focus is an attribute that participants can 
readily and reliably identify. 

The remaining attributes, including gossip, 
are less clear. Agreement on all of them is 
clearly above chance, but is not particularly 
high, showing that these notions are either not 
fully defined, or that the excerpts are ambigu-
ous. Gossip itself is identified somewhat more 
reliably than either substantiating behavior or 
pejorative evaluation; this casts doubt about the 
ability to use the latter two as defining features 
                                                 
12 We used Krippendorff's alpha with the nominal dis-
tance metric. Observed agreement is defined as Ao = 1 – 
Do, while expected agreement is: Ae = 1 – De. 

of gossip, given that they are more difficult to 
identify. 
 
 Alpha Observed 

agreement 
Expected 
agreement 

Gossip 0.466 0.744 0.520 

Third person 
focus 0.851 0.949 0.661 

Substantiat-
ing behavior 0.376 0.709 0.533 

Pejorative 
evaluation 0.384 0.733 0.567 

 
Table 2: Inter-coder reliability. 

 
To test the relationship between the various 

features, we looked for co-occurrences among 
the individual judgments. We have a total of 
399 ratings (21 excerpts times 19 judges), each 
with 4 attributes; these are distributed as shown 
in Table 313. We can see that third person focus 
is an almost necessary condition for classifying 
a screenplay conversation as gossip, though it 
is by no means sufficient. Tables 4–6 show the 
co-occurrences of individual features to gossip; 
the association is strongest between gossip and 
third person focus and weakest between gossip 
and pejorative evaluation. 

 
  3rd person 3rd person 
   Subst Subst Subst Subst 

Pejor 168 24  2 Gossip Pejor 33 14   
Pejor 25 20 17 17 Gossip Pejor 6 23 3 47 

 
Table 3: Relationship between the different 

elements and gossip. 
 
 3rd person 3rd person 
Gossip 239 2 
Gossip 74 84 

 
Table 4: Gossip – third person focus. 

 
 Substantiating 

behavior 
Substantiating 
behavior 

Gossip 201 40 
Gossip 51 107 

 
Table 5: Gossip – substantiating behavior 

 

                                                 
13 Strike-through marks the absence of a feature. 

197



 Pejorative Pejorative 
Gossip 194 47 
Gossip 79 79 
 

Table 6: Gossip – pejorative evaluation  
 
In addition to the co-occurrences of features 

on the individual judgments, we can look at 
these co-occurrences grouped by screenplay. 
Table 7 shows, for each of the 21 excerpts, how 
many subjects identified each of the four fea-
tures (the table is sorted by the gossip score). It 
is apparent from the table that all the features 
are correlated to some extent.  

 

ID14 Gossip Third 
person 

Subst.  
behavior 

Pejorative 
evaluation 

  2   0   0   1   3 
11   0   0   9   9 
19   0   1   6   8 
14   1   0   2 12 
  5   7 19   5   1 
15   7 19 18 17 
21   8 17   6 16 
12   9 17 10 14 
20 13 13 10 10 
16 14 18 14   7 
  8 14 19   7 19 
  7 14 19   9   9 
17 14 19 17 18 
18 15 19 19 19 
  4 17 19 12   9 
10 17 19 16 19 
  6 17 19 19 19 
  9 18 19 17   8 
  1 18 19 19 19 
  3 19 19 18 18 
13 19 19 18 19 

 
Table 7: Co-occurrences grouped by excerpts. 

 
Table 8 shows the correlation between gos-

sip and each of the other three features. The 
first column calculates correlation based on the 
individual judgments (399 items, each score is 
either 0 or 1); the second column calculates 
correlation based on the rated excerpts (21 
items, each score is an integer between 0 and 
19, as in table 7); and the third column groups 
the judgments by subject (19 items, each score 
is an integer between 0 and 21, indicating the 
number of dialogues in which the subject iden-
tified the particular feature; the full data are not 
shown). 

                                                 
14 Presentation was ordered by ID, same for all subjects. 

Pearson’s r Correlation 
with gossip Individual Excerpt Subject 
Third person 0.622*** 0.849*** 0.503* 
Substantiating 0.518*** 0.765*** 0.625** 
Pejorative 0.321*** 0.518* 0.459* 
* p < 0.05 ** p < 0.01 *** p < 0.001 

 
Table 8: Correlation between gossip and each 

of the three features. 
 

All the correlations are significantly different 
from 0 at the p ≤ 0.05 level or greater. The dif-
ferences between the columns are not signifi-
cant, except for the difference between the third 
person correlation by individuals and that by 
excerpt, which is significant at p ≤ 0.05. The 
correlations between the features on the indi-
vidual judgments show that subjects tend to 
identify the different features together; this may 
be partly a reflection of awareness on their part 
that the features are expected to go together, 
given the task definition. The correlations be-
tween the excerpt scores show that the excerpts 
themselves differ along the four dimensions, 
and these differences go hand in hand. Finally, 
we see that the subjects themselves differ in 
how often they identify the different features, 
though the correlations are likely to be just a 
reflection of the first tendency identified above, 
to mark the features together. 

5.4 Discussion 

We wanted to find out whether the subjects 
would accept, understand and be able to apply a 
given definition. The results from the experi-
ment showed that the subjects accepted the 
given definition to some extent and managed to 
apply it. When the subjects disagreed they were 
asked to say why. One of the subjects, for ex-
ample, explicitly disagreed with the definition 
given in the introduction and provided a 
counter definition: “Gossip is idle talk or ru-
mor, especially about the personal or private 
affairs of others”. Yet another subject was un-
certain about which definition to use: “Depends 
what you mean by gossip. It can either mean 
malicious, behind the back talk of other people 
or idle chat.  If you mean ‘idle chat’ with gos-
sip then this is also gossip”. A possible expla-
nation could be that the subjects refer to differ-
ent forms of gossip (see e.g. Gilmore, 1978) 
and therefore apply different definitions (such 
as the lexical definition presented earlier) than 
the one that was given in the experiment.  
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Several subjects stated that they judged the 
conversation as gossip even if they did not 
identify any pejorative evaluation, and they 
also questioned whether the evaluation had to 
be negative or even present at all, or as one of 
the subjects put it: “Although there is no pejo-
rative evaluation (at least not clearly) I believe 
this is gossip”. These subjects thus explicitly 
reject Eggins and Slade’s (1997) requirement 
that the evaluation has to be pejorative.  

The examples above show that people have 
variable intuitions of gossip and consequently 
the concept of gossip is somewhat vague. Even 
so, the experiment also showed that people to a 
large degree are in agreement when the exam-
ples according to the given definition clearly 
are gossip or not gossip. Meaning that even 
though the definition does not capture all types 
of (potential) gossip conversations, it captures 
those episodes that most people agree to be 
gossip, which for our purpose is sufficient.  

5.5 Effect of interpersonal relations 

In some particular cases, the subjects did not 
choose gossip even if all elements had been 
found. The results from the first experiment 
indicated that this deviation either was related 
to the interpersonal relationship between the 
gossip participants or that the focus was am-
biguous. In order to test whether changing the 
inter-personal relationship between the partici-
pants would change the gossip rating, we com-
pared the results from the conversations we had 
modified with their original counterparts. In 
one of the original excerpts, the addressee was 
romantically involved with the man that the 
speaker was talking about. The speaker formu-
lated the negative assessment and deviant be-
havior in a way that for most people would be 
interpreted as a warning, which probably ex-
plains why only 7 of the 19 subjects rated the 
original conversation as gossip. The modified 
version on the other hand, was rated as gossip 
by all subjects.   

In the second dialogue, the speaker questions 
the addressee’s choice of person to date, and 
does this by both evaluating the person nega-
tively as well as providing evidence for the 
evaluation. It turns out, however, that the ad-
dressee thinks she is going out for a date with 
someone else, so a large part of the conversa-
tion deals with trying to identify the target. 15 
of 19 subjects rated the original conversation as 
gossip, while all subjects rated it as gossip in 
the modified version. These comparisons indi-

cate that the status of the relationship between 
the gossipers and the gossip target affects 
whether the dialogue is considered gossip or 
not. In the original version of both these exam-
ples, the focus was ambiguous, i.e. the focus 
was as much on the addressee as on the absent 
third person. 

We have shown that third person focus is a 
key element of gossip. The correlation was fur-
thermore confirmed by the subjects themselves 
in their comments, where the lack of third per-
son often was listed as a reason for not choos-
ing gossip. In one example, the respondent re-
garded the conversation as gossip even if it 
really was an insult directed towards the ad-
dressee, but explained it as its “…almost like 
he’s forgotten he’s talking to the person he’s 
giving this opinion/gossip about”. 

The highest disagreement concerning third 
person focus was found in the following ex-
cerpt15: 

Karen: Okay, what is it? 
Gretchen: Regina says everyone hates you 

because you’re such a slut. 
Karen: She said that? 
Gretchen: You didn’t hear it from me. 

The dialogue contains an ambiguous focus in 
that it both includes a quote as well as a con-
frontational insult. By using the third person 
reference, Gretchen avoids taking responsibility 
for the insult. In some sense both Karen and 
Regina are in focus, where Karen is the target 
of the pejorative evaluation and Regina can be 
interpreted as being the focus of the substantiat-
ing behavior component. How Regina’s role is 
interpreted is determined by the respondents’ 
personal attitude towards gossiping in general 
(i.e. whether they interpret Gretchen’s utterance 
as containing an implicit evaluation of Regina’s 
behavior or not), and how they perceive the 
interpersonal relationship between Karen and 
Gretchen. Gossip has an inherent contradiction 
in that it both has a function of negotiating the 
accepted way to behave while it at the same 
time often is considered an inappropriate activ-
ity that can have serious negative consequences 
for both the gossipers as well as the gossip tar-
get (see e.g. Gilmore, 1978; Bergmann, 1993; 
Eggins and Slade, 1997; Hallett et al., 2009).  

                                                 
15 From Mean Girls, Paramount Pictures, 2004. 
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6 Final remarks and future work 

The aim of these studies has been to get a 
workable definition of gossip that people can 
agree upon and that is sufficiently precise to 
provide a basis for computational implementa-
tion.  

We conducted two experiments to investi-
gate people’s intuitive notion of gossip and the 
results show that (1) conversations in which all 
elements are present, where no intimate rela-
tionships exist between the participants, and in 
which the person in focus is unambiguous, are 
very likely to be considered gossip. (2) Conver-
sations that have at most one gossip element 
are not considered gossip. (3) Inconsistencies 
are mainly found in conversations that lack one 
or two elements or have at least one element 
that is ambiguous, or are taking place between 
gossipers that have an intimate relationship.  

We have suggested that third person focus is 
a necessary, but not sufficient, element of gos-
sip, but the other elements are less clear even if 
their co-occurrence in a conversation clearly 
affects the gossip score.  In the second experi-
ment this might be due to the instructions, but it 
does not explain the unbiased results from the 
first experiment. So on the one hand we can 
clearly see that all three elements are important 
for the understanding of gossip, but on the 
other hand, the subjects’ had trouble in identi-
fying them. This suggests that we need to fur-
ther investigate these elements to see how they 
can be specified more clearly.  

We have taken a first step toward a computa-
tional account of gossip, by empirically verify-
ing the extent to which the given definition can 
be applied and the components recognized by 
people. Some of our next steps to further this 
program include authoring content for believ-
able characters that follow this definition, as 
well as attempting to automatically recognize 
these elements. 

Among the possible applications of gossip 
we can think of game characters and virtual 
humans that are capable of engaging in gossip 
conversations to share information and create 
social bonds with a human user or its avatar. 
This involves being able to both generate gos-
sip on basis of the interpersonal relationship 
and selecting content that could be regarded as 
gossip, as well as to automatically detect gossip 
occurring in a conversation. The latter use 
could also be used for characters that actively 

want to avoid taking part in gossip conversa-
tions.  
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Abstract

Modelling dialogue as a Partially Observ-
able Markov Decision Process (POMDP)
enables a dialogue policy robust to speech
understanding errors to be learnt. How-
ever, a major challenge in POMDP pol-
icy learning is to maintain tractability, so
the use of approximation is inevitable.
We propose applying Gaussian Processes
in Reinforcement learning of optimal
POMDP dialogue policies, in order (1) to
make the learning process faster and (2) to
obtain an estimate of the uncertainty of the
approximation. We first demonstrate the
idea on a simple voice mail dialogue task
and then apply this method to a real-world
tourist information dialogue task.

1 Introduction

One of the main challenges in dialogue manage-
ment is effective handling of speech understand-
ing errors. Instead of hand-crafting the error han-
dler for each dialogue step, statistical approaches
allow the optimal dialogue manager behaviour
to be learnt automatically. Reinforcement learn-
ing (RL), in particular, enables the notion of plan-
ning to be embedded in the dialogue management
criteria. The objective of the dialogue manager is
for each dialogue state to choose such an action
that leads to the highest expected long-term re-
ward, which is defined in this framework by the Q-
function. This is in contrast to Supervised learn-
ing, which estimates a dialogue strategy in such a
way as to make it resemble the behaviour from a
given corpus, but without directly optimising over-
all dialogue success.
Modelling dialogue as a Partially Observable
Markov Decision Process (POMDP) allows action
selection to be based on the differing levels of un-
certainty in each dialogue state as well as the over-
all reward. This approach requires that a distribu-
tion of states (belief state) is maintained at each
turn. This explicit representation of uncertainty in
the POMDP gives it the potential to produce more
robust dialogue policies (Young et al., 2010).
The main challenge in the POMDP approach is

the tractability of the learning process. A dis-
crete state space POMDP can be perceived as a
continuous space MDP where the state space con-
sists of the belief states of the original POMDP.
A grid-based approach to policy optimisation as-
sumes discretisation of this space, allowing for
discrete space MDP algorithms to be used for
learning (Brafman, 1997) and thus approximating
the optimal Q-function. Such an approach takes
the order of100, 000 dialogues to train a real-
world dialogue manager. Therefore, the training
normally takes place in interaction with a simu-
lated user, rather than real users. This raises ques-
tions regarding the quality of the approximation
as well as the potential discrepancy between sim-
ulated and real user behaviour.
Gaussian Processes have been successfully used
in Reinforcement learning for continuous space
MDPs, for both model-free approaches (Engel et
al., 2005) and model-based approaches (Deisen-
roth et al., 2009). We propose using GP Rein-
forcement learning in a POMDP dialogue man-
ager to, firstly, speed up the learning process and,
secondly, obtain the uncertainty of the approxima-
tion. We opt for the model-free approach since it
has the potential to allow the policy obtained in
interaction with the simulated user to be further
refined in interaction with real users.
In the next section, the core idea of the method is
explained on a toy dialogue problem where differ-
ent aspects of GP learning are examined. Follow-
ing that, in Section 3, it is demonstrated how this
methodology can be effectively applied to a real
world dialogue. We conclude with Section 4.

2 Gaussian Process RL on a Toy Problem

2.1 Gaussian Process RL
A Gaussian Process is a generative model of
Bayesian inference that can be used for function
regression (Rasmussen and Williams, 2005). A
Gaussian Process is fully defined by a mean and a
kernel function. The kernel function defines prior
function correlations, which is crucial for obtain-
ing good posterior estimates with just a few ob-
servations. GP-Sarsa is an on-line reinforcement
learning algorithm for both continuous and dis-
crete MDPs that incorporates GP regression (En-
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gel et al., 2005). Given the observation of rewards,
it estimates the Q-function utilising its correlations
in different parts of the state and the action space
defined by the kernel function. It also gives a vari-
ance of the estimate, thus modelling the uncer-
tainty of the approximation.

2.2 Voice Mail Dialogue Task
In order to demonstrate how this methodology
can be applied to a dialogue system, we first ex-
plain the idea on the voice mail dialogue prob-
lem (Williams, 2006).
The state space of this task consists of three states:
the user asked for the message either to be saved
or deleted, or the dialogue ended. The system
can take three actions: ask the user what to do,
save or delete the message. The observation of
what the user wants is corrupted with noise, there-
fore we model this as a three-state POMDP. This
POMDP can be viewed as a continuous MDP,
where the MDP state is the POMDP belief state,
a 3-dimensional vector of probabilities. For both
learning and evaluation, a simulated user is used
which makes an error with probability0.3 and ter-
minates the dialogue after at most10 turns. In the
final state, it gives a positive reward of10 or a
penalty of−100 depending on whether the system
performed a correct action or not. Each interme-
diate state receives the penalty of−1. In order to
keep the problem simple, a model defining tran-
sition and observation probabilities is assumed so
that the belief can be easily updated, but the policy
optimisation is performed in an on-line fashion.

2.3 Kernel Choice for GP-Sarsa
The choice of kernel function is very important
since it defines the prior knowledge about the Q-
function correlations. They have to be defined on
both states and actions. In the voice mail dialogue
problem the action space is discrete, so we opt for
a simpleδ kernel over actions:

k(a, a′) = 1− δa(a
′), (1)

whereδa is the Kronecker delta function. The
state space is a 3-dimensional continuous space
and the kernel functions over the state space that
we explore are given in Table 1. Each kernel func-

kernel function expression
polynomial k(x,x′) = 〈x,x′〉

parametrised poly. k(x,x′) =
P

D

i=1

xix
′

i

r2

i

Gaussian k(x,x′) = p2 exp
− ‖x− x

′‖2

2σ2

k

scaled norm k(x,x′) = 1 −
‖x− x

′‖2

‖x‖2‖x′‖2

Table 1: Kernel functions

tion defines a different correlation. The polyno-
mial kernel views elements of the state vector as

features, the dot-product of which defines the cor-
relation. They can be given different relevanceri

in the parametrised version. The Gaussian ker-
nel accounts for smoothness,i.e., if two states are
close to each other the Q-function in these states
is correlated. The scaled norm kernel defines posi-
tive correlations in the points that are close to each
other and a negative correlation otherwise. This
is particularly useful for the voice mail problem,
where, if two belief states are very different, tak-
ing the same action in these states generates a neg-
atively correlated reward.

2.4 Optimisation of Kernel Parameters
Some kernel functions are in a parametrised
form, such as Gaussian or parametrised polyno-
mial kernel. These parameters, also calledthe
hyper-parameters, are estimated by maximising
the marginal likelihood1 on a given corpus (Ras-
mussen and Williams, 2005). We adapted the
available code (Rasmussen and Williams, 2005)
for the Reinforcement learning framework to ob-
tain the optimal hyper-parameters using a dialogue
corpus labelled with states, actions and rewards.

2.5 Grid-based RL Algorithms
To assess the performance of GP-Sarsa, it was
compared with a standard grid-based algorithm
used in (Young et al., 2010). The grid-based ap-
proach discretises the continuous space into re-
gions with their representative points. This then
allows discrete MDP algorithms to be used for pol-
icy optimisation, in this case the Monte Carlo Con-
trol (MCC) algorithm (Sutton and Barto, 1998).

2.6 Optimal POMDP Policy
The optimal POMDP policy was obtained us-
ing the POMDP solver toolkit (Cassandra, 2005),
which implements the Point Based Value Itera-
tion algorithm to solve the POMDP off-line using
the underlying transition and observation proba-
bilities. We used300 sample dialogues between
the dialogue manager governed by this policy and
the simulated user as data for optimisation of the
kernel hyper-parameters (see Section 2.4).

2.7 Training set-up and Evaluation
The dialogue manager was trained in interaction
with the simulated user and the performance was
compared between the grid-based MCC algorithm
and GP-Sarsa across different kernel functions
from Table 1.
The intention was, not only to test which algo-
rithm yields the best policy performance, but also
to examine the speed of convergence to the opti-
mal policy. All the algorithms use anǫ-greedy
approach where the exploration rateǫ was fixed
at 0.1. The learning process greatly depends on

1Also calledevidence maximisation in the literature.
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the actions that are taken during exploration. If
early on during the training, the systems discovers
a path that generates high rewards due to a lucky
choice of actions, then the convergence is faster.
To alleviate this, we adopted the following proce-
dure. For every training set-up, exactly the same
training iterations were performed using1000 dif-
ferent random generator seedings. After every20
dialogues the resulting1000 partially optimised
policies were evaluated. Each of them was tested
on 1000 dialogues. The average reward of these
1000 dialogues provides just one point in Fig. 1.
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Figure 1: Evaluation results on Voice Mail task

The grid-based MCC algorithm used a Euclid-
ian distance to generate the grid by adding every
point that was further than0.01 from other points
as a representative of a new region. As can be
seen from Fig 1, the grid-Based MCC algorithm
has a relatively slow convergence rate. GP-Sarsa
with the polynomial kernel exhibited a learning
rate similar to MCC in the first300 training di-
alogues, continuing with a more upward learning
trend. The parametrised polynomial kernel per-
forms slightly better. The Gaussian kernel, how-
ever, achieves a much faster learning rate. The
scaled norm kernel achieved close to optimal per-
formance in400 dialogues, with a much higher
convergence rate then the other methods.

3 Gaussian Process RL on a Real-world
Task

3.1 HIS Dialogue Manager on CamInfo
Domain

We investigate the use of GP-Sarsa in a real-
world task by extending the Hidden Information
State (HIS) dialogue manager (Young et al., 2010).
The application domain is tourist information for
Cambridge, whereby the user can ask for informa-
tion about a restaurant, hotel, museum or another
tourist attraction in the local area. The database

consists of more than400 entities each of which
has up to10 attributes that the user can query.
The HIS dialogue manager is a POMDP-based di-
alogue manager that can tractably maintain belief
states for large domains. The key feature of this
approach is the grouping of possible user goals
into partitions, using relationships between differ-
ent attributes from possible user goals. Partitions
are combined with possible user dialogue actions
from the N-best user input as well as with the di-
alogue history. This combination forms the state
space – the set ofhypotheses, the probability dis-
tribution over which is maintained during the di-
alogue. Since the number of states for any real-
world problem is too large, for tractable policy
learning, both the state and the action space are
mapped into smaller scale summary spaces. Once
an adequate summary action is found in the sum-
mary space, it is mapped back to form an action in
the originalmaster space.

3.2 Kernel Choice for GP-Sarsa
The summary state in the HIS system is a four-
dimensional space consisting of two elements that
are continuous (the probability of the top two hy-
potheses) and two discrete elements (one relating
the portion of the database entries that matches the
top partition and the other relating to the last user
action type). The summary action space is discrete
and consists of eleven elements.
In order to apply the GP-Sarsa algorithm, a kernel
function needs to be specified for both the sum-
mary state space and the summary action space.
The nature of this space is quite different from the
one described in the toy problem. Therefore, ap-
plying a kernel that has negative correlations, such
as the scaled norm kernel (Table 1) might give un-
expected results. More specifically, for a given
summary action, the mapping procedure finds the
most appropriate action to perform if such an ac-
tion exists. This can lead to a lower reward if
the summary action is not adequate but would
rarely lead to negatively correlated rewards. Also,
parametrised kernels could not be used for this
task, since there was no corpus available for hyper-
parameter optimisation. The polynomial kernel
(Table 1) assumes that the elements of the space
are features. Due to the way the probability is
maintained over this very large state space, the
continuous variables potentially encode more in-
formation than in the simple toy problem. There-
fore, we used the polynomial kernel for the con-
tinuous elements. For discrete elements, we utilise
theδ-kernel (Eq. 2.3).

3.3 Active Learning GP-Sarsa
The GP RL framework enables modelling the un-
certainty of the approximation. The uncertainty
estimate can be used to decide which actions
to take during the exploration (Deisenroth et al.,
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2009). In detail, instead of a random action, the
action in which the Q-function for the current state
has the highest variance is taken.

3.4 Training Set-up and Evaluation
Policy optimisation is performed by interacting
with a simulated user on the dialogue act level.
The simulated user gives a reward at the final state
of the dialogue, and that is20 if the dialogue was
successful,0 otherwise, less the number of turns
taken to fulfil the user goal. The simulated user
takes a maximum of100 turns in each dialogue,
terminating it when all the necessary information
has been obtained or if it looses patience.
A grid-based MCC algorithm provides the base-
line method. The distance metric used ensures
that the number of regions in the grid is small
enough for the learning to be tractable (Young et
al., 2010).
In order to measure how fast each algorithm
learns, a similar training set-up to the one pre-
sented in Section 2.7 was adopted and the aver-
aged results are plotted on the graph, Fig. 2.

200 400 600 800 1000 1200 1400 1600 1800 2000 2200 2400 2600 2800 3000

2

3

4

5

6

7

8

9

Training dialogues

A
ve

ra
ge

 r
ew

ar
d

←  Grid−based Monte Carlo Control

←  GP−Sarsa with polynomial kernel

←  Active learning GP−Sarsa with polynomial kernel

Figure 2: Evaluation results on CamInfo task

The results show that in the very early stage of
learning, i.e., during the first400 dialogues, the
GP-based method learns faster. Also, the learning
process can be accelerated by adopting the active
learning framework where the actions are selected
based on the estimated uncertainty.
After performing many iterations in an incremen-
tal noise learning set-up (Young et al., 2010) both
the GP-Sarsa and the grid-based MCC algorithms
converge to the same performance.

4 Conclusions

This paper has described how Gaussian Processes
in Reinforcement learning can be successfully ap-
plied to dialogue management. We implemented
a GP-Sarsa algorithm on a toy dialogue prob-
lem, showing that with an appropriate kernel func-
tion faster convergence can be achieved. We also

demonstrated how kernel parameters can be learnt
from a dialogue corpus, thus creating a bridge
between Supervised and Reinforcement learning
methods in dialogue management. We applied
GP-Sarsa to a real-world dialogue task showing
that, on average, this method can learn faster than
a grid-based algorithm. We also showed that the
variance that GP is estimating can be used in an
Active learning setting to further accelerate policy
optimisation.
Further research is needed in the area of kernel
function selection. The results here suggest that
the GP framework can facilitate faster learning,
which potentially allows the use of larger sum-
mary spaces. In addition, being able to learn ef-
ficiently from a small number of dialogues offers
the potential for learning from direct interaction
with real users.
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Abstract
This paper describes the design of a back-
channel feedback corpus and its evalua-
tion, aiming at realizing in-car spoken di-
alogue systems with high responsiveness.
We constructed our corpus by annotating
the existing in-car spoken dialogue data
with back-channel feedback timing infor-
mation in an off-line environment. Our
corpus can be practically used in devel-
oping dialogue systems which can pro-
vide verbal back-channel feedbacks. As
the results of our evaluation, we confirmed
that our proposed design enabled the con-
struction of back-channel feedback cor-
pora with high coherency and naturalness.

1 Introduction
In-car spoken dialogue processing is one of the
most prevailing applications of speech technol-
ogy. Until now, to realize the system which can
surely achieve such tasks navigation and informa-
tion retrieval, the development of speech recogni-
tion, speech understanding, dialogue control and
so on has been promoted. Now, it becomes impor-
tant to increase responsiveness of the system not
only for the efficient achievement of the task but
for increasing drivers’ comfortableness in a dia-
logue.

One way to increase responsiveness of a sys-
tem is to timely disclose system’s state of under-
standing, by making the system show some kind
of reaction during user’s utterances. In human
dialogues, such disclosure is performed by ac-
tions such as nods, facial expressions, gestures and
back-channel feedbacks. However, since drivers
do not look towards a spoken dialogue system
while driving, the system has to inevitably use
voice responses, that is, back-channel feedbacks.
Furthermore, in the response strategy for realiz-
ing in-car dialogues in which drivers feel com-

fortable, it is necessary for the system to provide
back-channel feedbacks during driver’s utterances
aggressively as well as timely.

This paper describes the design of a back-
channel feedback corpus having coherency (tag-
ging is performed by different annotators equally)
and naturalness, and its evaluation, aiming at re-
alizing in-car spoken dialogue systems with high
responsiveness. Although there have been sev-
eral researches on back-channel feedback timings
(Cathcart et al., 2003; Maynard, 1989; Takeuchi
et al., 2004; Ward and Tsukahara, 2000), in many
of them, back-channel feedback timings in human
dialogues were observed and analyzed by using
a general spoken dialogue corpus. On the other
hand, we constructed our corpus by annotating the
existing in-car spoken dialogue data with back-
channel feedback timing information in an off-line
environment. Our corpus can be practically used
in developing dialogue systems which can provide
back-channel feedbacks.

In our research, the driver utterances (11,181
turns) in the CIAIR in-car spoken dialogue corpus
(Kawaguchi et al., 2005) were used as the existing
data. We created the Web interface for the anno-
tation of back-channel feedbacks and constructed
the corpus including 5,416 back-channel feed-
backs. Experiments have shown that our proposed
corpus design enabled the construction of back-
channel feedback corpora with high coherency and
naturalness.

2 Corpus Design
A back-channel feedback is a sign to inform a
speaker that the listener received the speaker’s ut-
terances. Thus, in an in-car dialogue between a
driver and a system, it is preferable that the sys-
tem provides as many back-channel feedbacks as
possible. However, if back-channel feedbacks are
unnecessarily provided, they can not play the pri-
mary role because the driver wonders if the system
really comprehends the speech.
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For this reason, the timings at which the sys-
tem provides back-channel feedbacks become im-
portant. Several researches investigated back-
channel feedback timings in human-human dia-
logues (Cathcart et al., 2003; Maynard, 1989;
Takeuchi et al., 2004; Ward and Tsukahara, 2000).
They reported back-channel feedbacks had the fol-
lowing tendencies: “within or after a pause,” “after
a conjunction or sentence-final particle,” and “af-
ter a clause wherein the final pitch descends.”

However, it is difficult to systematize the ap-
propriate timings of back-channel feedbacks since
their detection is intertwined in a complex way
with various acoustic and linguistic factors. Al-
though machine learning using large-scale data
would be a solution to the problem, existing spo-
ken dialogue corpora are not suitable for direct
use as data, because the timings of the back-
channel feedbacks lack coherency due to the in-
fluence of factors such as the psychological state
of a speaker, the environment and so on.

In our research, to create more pragmatic data
in which the above-mentioned problem is solved,
we constructed the back-channel feedback corpus
with coherency. To this end, we established the
following policies for annotation:

• Comprehensive tagging: Back-channel
feedback tags are provided for all timings
which are not unnatural. In human-human
dialogues, there are some cases that even if a
timing is suited for providing a back-channel
feedback, no back-channel feedback is not
provided (Ward and Tsukahara, 2000). On
the other hand, in our corpus, comprehensive
tagging enables coherent tagging.

• Off-line tagging: Annotators tag all tim-
ings at which back-channel feedbacks can be
provided after listening to the target speech
one or more times. Compared with providing
back-channel feedbacks in on-line environ-
ment, the off-line annotation decreases the
chances of tagging wrong positions or failing
in tagging back-channel feedbacks, realizing
coherent tagging.

• Discretization of tagging points: Tagging
is performed for each segment into which
driver’s utterances are divided. In a nor-
mal dialogue, the listener can provide back-
channel feedbacks whenever he/she wants to,
but the inconsistency in the timings to give
such feedbacks becomes larger in exchange

0035 - 03:10:170-03:13:119 F:D:I:D:

(F と) (well…)                   &   to

服を (clothes)                  &   fuku-o

買いたいんだけど (I wan to buy, so) &   kai-tai-n-da-kedo

どっか (somewhere)           &   dok-ka

近くに<H>                  (near here)              &   chikaku-ni<H>

0036 - 03:15:132-03:16:623 F:D:I:DI:

安い (an inexpensive)     &   yasui

お店 (shop)                     &   o-mise

あるかなあ<SB>        (is there)                 &   aru-ka-na<SB>

0037 - 03:17:302-03:20:887 F:O:I:AO:

この (here)                      &   kono

近くですと (near)                      &   chikaku-desu-to

アネックスと (ANNEX)               &   anekkusu-to

名古屋パルコが (Nagoya PARCO)  &    nagoya-paruko-ga

ございますが<SB>   (there are)                &   gozai-masu-ga<SB>

Well…, I want to 

buy clothes, so, is 

there  an inexpensive 

shop somewhere 

near here?

Near here, there are 

ANNEX and 

Nagoya PARCO.

driver’s 

utterance

driver’s turn

operator’s turn

driver’s 

utterance

operator’s 

utterance

Figure 1: Sample of transcribed text

for smaller restrictions. The discretization of
tagging points enables not only coherent tag-
ging but also the reduction of tagging cost.

• Elaboration using synthesized sound: An
annotator checks the validity of the anno-
tation by listening to the sounds. In other
words, an annotator elaborates the annotation
by revising it many times by listening to the
automatically created dialogue sound which
includes not only driver’s voices but also
sounds of back-channel feedbacks generated
according to the provided timings. The back-
channel feedbacks had been synthesized by
using a speech synthesizer because our cor-
pus aims to be used for implementing the
system which can provide back-channel feed-
backs.

3 Corpus Construction
We constructed the back-channel feedback corpus
by annotating an in-car speech dialogue corpus.

3.1 CIAIR in-car spoken dialogue corpus
We used the CIAIR in-car spoken dialogue corpus
(Kawaguchi et al., 2005) as the target of annota-
tion. The corpus consists of the speech and tran-
scription data of dialogues between a driver and
an operator about shopping guides, driving direc-
tions, and so on. Figure 1 shows an example of
the transcription. We used only the utterances of
drivers in the corpus. We divided the utterances
into morphemes by using the morphological ana-
lyzer Chasen1. In addition, each morpheme was
provided start and end times estimated by using
the continuous speech recognition system Julius2.

3.2 Tagging of spoken dialogue corpus
We constructed the corpus by providing the back-
channel feedback tags at the proper timings for
the driver’s utterances, according to the design de-
scribed in Section 2.

1http://chasen-legacy.sourceforge.jp
2http://julius.sourceforge.jp
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sp [short pause]

(Fと) (Well…)

服 (clothes)

を (no translation)

sp [short pause]

買い (buy)

たい (want to)

ん (no translation)

だ (no translation)

けど (so)

どっ (somewhere)

か (no translation)

近く (near hear)

に (no translation)

sp [short pause]

pause [pause]

安い (inexpensive)

お (no translation)

店 (shop)

ある (is there)

か (no translation)

なあ (no translation)
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5.982

0.030

0.090

0.340

0.520

0.610

0.850

1.080

1.150

1.240

1.420

1.670

1.850

2.190

2.880

3.080

4.992

5.362

5.422

5.652

5.832

5.982

6.272

content start time end time

Figure 2: Sample of division of a dialogue turn
into basic segments

For “comprehensive tagging,” an annotator lis-
tens to each dialogue turn3 from the start and tags
a position where a back-channel feedback can be
provided when the timing is found. Here, the tim-
ing of the last back-channel feedback is also used
for judging whether or not the timing is unnatural.

For “off-line tagging,” an annotator tags the
transcribed text of each dialogue turn of drivers.

To perform “discretization of tagging points,” a
dialogue turn is assumed to be a sequence of mor-
phemes or pauses (hereafter, we call them basic
segments), which are continuously arranged on
the time axis, and it is judged whether or not a
back-channel feedback should be provided at each
basic segment. Here, in consideration of the un-
equal pause durations, if the length of a pause is
over 200ms, the pause is divided into the initial
200ms pause and the subsequent pause, each of
which is considered as a basic segment. Figure 2
shows an example of a dialogue turn divided into
basic segments.

Furthermore, for “elaboration using synthesized
sound,” we prepared the annotation environment
where the dialogue sound including not only
driver’s voice but also back-channel feedbacks
generated according to the provided timings is au-
tomatically created in real time for annotators to
listen to. There are several types of back-channel
feedbacks and in normal conversations, we choose
and use appropriate back-channel feedbacks from
among them according to the scene. In our study,

3A dialogue turn is defined as the interval between the
time at which the driver starts to utter just after the opera-
tor finishes uttering and the time at which the driver finishes
uttering just before the operator starts to utter.

play button

turn ID

driver ID

update button

list of turn IDs

Figure 3: Web interface for tagging

Table 1: Size of back-channel feedback corpus
drivers 346
dialogue turns 11,181
clauses 16,896
bunsetsus4 12,689
morpheme segments 94,030
pause segments 19,142
back-channel feedbacks 5,416

we used the most general form ”はい hai (yes)”
for the synthesized speech since our focus was
on the timing of back-channel feedbacks. The
back-channel feedbacks had been created by us-
ing Hitachi’s speech synthesizer “HitVoice,” and
one feedback was placed 50 milli-seconds after the
start time of a tagged basic segment.

We developed a Web interface for tagging back-
channel feedbacks. Figure 3 shows the Web inter-
face. The interface displays a sequence of basic
segments in a dialogue turn in table format. Anno-
tators perform tagging by checking basic segments
where a back-channel feedback can be provided.

3.3 Size of back-channel feedback corpus
Table 1 shows the size of our corpus constructed
by two trained annotators. The corpus includes
5,416 back-channel feedbacks. This means that a
back-channel feedback is generated at intervals of
about 21 basic segments.

4 Corpus Evaluation
We conducted experiments for evaluating the tag-
ging in the constructed corpus.

4Bunsetsu is a linguistic unit in Japanese that roughly cor-
responds to a basic phrase in English. A bunsetsu consists of
one independent word and zero or more ancillary words.
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Table 2: Kappa values of the existing corpus
a,c a,d a,b c,d b,c b,d

κ 0.536 0.438 0.322 0.311 0.310 0.167

4.1 Coherency of corpus tagging
We conducted an evaluation experiment to con-
firm that the tagging is coherently performed in
the corpus. In the experiment, two different an-
notators performed tagging on the same data, and
then we measured the degree of the agreement be-
tween them. As the indicator, we used Cohen’s
kappa value (Cohen, 1960), calculated as follows:

κ =
P (O)− P (E)

1− P (E)

where P (O) is the observed agreement between
annotators, and P (E) is the hypothetical proba-
bility of chance agreement. A subject who has
a certain level of knowledge annotated 673 dia-
logue turns. The kappa value was 0.731 (P (O) =
0.975, P (E) = 0.907), and thus we can see the
substantial agreement between annotators.

As the target for comparison, we used the kappa
value in the existing back-channel feedback cor-
pus (Kamiya et al., 2010). The corpus had been
constructed by the way that the recorded driver’s
voice was replayed and 4 subjects independently
produced back-channel feedbacks for the same
sound. This means that the policies for tagging
the existing corpus differ from those of our corpus,
and are “on-line tagging,” “tagging on the time
axis” and “tagging without elaborating.” In the
exisiting corpus, 297 dialogue turns were used as
driver’s sound. Table 2 shows the kappa value be-
tween two among the 4 subjects. The kappa value
of our corpus was higher than that between any
subjects of the existing corpus, substantiating the
high coherency of our corpus.

4.2 Validity of corpus tagging
In our corpus, we discretized the tagging points
to enhance the coherency of tagging. However,
such constraint restricts the points available for
tagging and may make annotators provide tags at
the unnatural timings. Therefore, we conducted
a subjective experiment to evaluate the natural-
ness of the back-channel feedback timings. In
the experiment, one subject listened to the replay
of our back-channel feedback corpus and subjec-
tively judged the naturalness of each timing. The
back-channel feedback sound was generated in the
same way described in Section 3.2.

In the experiment, we used 345 dialogue turns
including 131 back-channel feedbacks. 98.47%
of all the back-channel feedbacks were judged to
be natural. Only 2 back-channel feedbacks were
judged to be unnatural because the intervals be-
tween them and the back-channel feedbacks pro-
vided immediately before them were felt too short.
This showed the validity of our discretization of
tagging points.

5 Conclusion
This paper described the design, construction and
evaluation of the back-channel feedback corpus
which had the coherency of tagged back-channel
feedback timings. We constructed the spoken di-
alogue corpus including 5,416 back-channel feed-
backs in 11,181 dialogue turns. The results of our
evaluation confirmed high coherency and enough
naturalness of our corpus.

In the future, we will use our corpus to see
to what extent the timings of back-channel feed-
backs that have been annotated correlate with the
cues provided by earlier researchers. Then we will
develop a system which can detect back-channel
feedback timings comprehensively.
Acknowledgments: This research was supported
in part by the Grant-in-Aid for Challenging Ex-
ploratory Research (No.21650028) of JSPS.
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Abstract

We point out several problems in scaling-
up statistical approaches to spoken dia-
logue systems to enable them to deal with
complex but natural user goals, such as
disjunctive and negated goals and prefer-
ences. In particular, we explore restric-
tions imposed by current independence as-
sumptions in POMDP dialogue models.
This position paper proposes the use of
Automatic Belief Compression methods to
remedy these problems.

1 Introduction

One of the main problems for a spoken dia-
logue system is to determine the user’s goal (e.g.
plan suitable meeting times or find a good Indian
restaurant nearby) under uncertainty, and thereby
to compute the optimal next system dialogue ac-
tion (e.g. offer a restaurant, ask for clarification).
Recent research in statistical spoken dialogue sys-
tems (SSDS) has successfully addressed aspects of
these problems through the application of Partially
Observable Markov Decision Process (POMDP)
approaches (Thomson and Young, 2010; Young et
al., 2010). However POMDP SSDS are currently
limited by an impoverished representation of user
goals adopted to enable tractable learning.

Current POMDP SSDS state approximations
make it impossible to represent some plausible
user goals, e.g. someone who wants to know about
nearby cheap restaurants and high-quality ones
further away, or wants to schedule a meeting any-
time this week except monday afternoon (also see
Examples in Tables 1–3). This renders dialogue
management sub-optimal and makes it impossi-
ble to deal adequately with the following types of
user utterance: “I’m looking for French or Ital-
ian food”, or “Not Italian, unless it’s expensive”.
User utterances with negations and disjunctions of

various sorts are very natural, and exploit the full
power of natural language input. Moreover, work
in dialogue system evaluation, e.g. (Walker et al.,
2004; Lemon et al., 2006), shows that real user
goals are generally sets of items with different fea-
tures, rather than a single item. People like to ex-
plore possible trade offs between features of items.

A central challenge for the field of spoken di-
alogue systems is therefore to: develop realistic
large-scale statistical approaches with an accurate,
extended representation of user goals.

In this paper we propose that the independence
assumptions that have guided POMDP SSDS de-
sign to date should be relaxed, user goal sets
should be introduced and that the subsequent ex-
plosion in the size of the state space should be
dealt with by employing Automatic Belief Com-
pression (ABC) techniques.

2 POMDP SSDS

Partially Observable Markov Decision Processes
(POMDPs) are Markov Decision Processes where
the system’s state is only partially observable, i.e.
there is uncertainty as to what the true state is.
The ability to account for uncertainty is crucial for
spoken dialogue systems because their knowledge
about the state is uncertain due to speech recogni-
tion errors and the fact that the user’s goals are not
directly observable. In POMDP models of spo-
ken dialogue (Williams and Young, 2005; Thom-
son and Young, 2010; Young et al., 2010) the dia-
logue policy (what the system should say next) is
based not on a single view of the current state of
the conversation, but on a probability distribution
over all possible states of the conversation. The
optimal POMDP SSDS dialogue act thus automat-
ically takes account of the uncertainty about the
user’s utterances and goals.

All work to date on POMDP SSDS has assumed
(i) that a user has a singular, fully constrained,
fixed goal and (ii) that there is one source of un-
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User goal: good Italian but not Thai food User Goal: good Italian but not Thai food
POMDP SSDS (Example 1) ABC-SSDS (Example 2)
U1: What restaurants are nearby? U’1: What restaurants are nearby?
S1: There are 3 nearby. What type of food do you
want?

S’1: There are 3 nearby. What type of food do
you want?

U2: Not Italian, unless it’s really good U’2: Not Italian, unless it’s really good
S2: There are 2 Thai restaurants. S’2: Ok. Al Capone’s is highly rated. There are
〈The compressed state (i.e. marginal likelihoods in Figure 1)

indicates that Italian food is dis-preferred.〉
also 2 Thai restaurants nearby.

U3: No Thanks. Bye. U’3: Great. I’ll try Al Capone’s.

Table 1: State-of-the-art POMDP SSDS vs ABC-SSDS: Example dialogues 1 and 2. U=User, S=System

certainty; errors in speech recognition. The tradi-
tional role of the Dialogue Manager (DM) is there-
fore one of reducing uncertainty until its belief is
strongly focused on a single goal which strictly fits
the user’s stated constraints. Both the policies that
DMs currently follow and the design decisions im-
plemented to make SDSS tasks learnable use these
assumptions (Thomson and Young, 2010; Young
et al., 2010). The resulting systems force users
into selecting a single domain object as their goal
in order to progress the dialogue. The example
POMDP SSDS dialogues, Examples 1 and 3 (Ta-
bles 1 and 2), show the problems inherent in this
approach.

User goal: good Italian or good French food
S1: How can I help you?
U1: What restaurants are nearby?
S2: There are 6, what type of food do you
want?
U2: Err... Italian or French
S3: Do you want Italian or French food?
U3: Uh. either.
S4: Do you want Italian or French food?
U4: Ok , how about French then.
S5: There are 2 good French restaurants
nearby. What price range do you want?
U5: What about Italian?
S6: Did you say Italian?
U6: QUIT

Table 2: POMDP SSDS: Example 3

3 Independence Assumptions
Even considering limited domains, POMDP state
spaces grow very quickly. For example, consider
finding a user’s restaurant preference, which in-
volves getting 4 pieces of information, i.e. food-
type, city-area, price range, quality rating. Given 8
food types, 8 city areas, 3 price ranges and 3 qual-

ity ratings, coupled with 7 user actions and a 34 di-
alogue progress indicator1 then the dialogue state
space contains 8× 8× 3× 3× 7× 34 = 326, 592
states. A POMDP belief space is a probability
distribution over all these dialogue states, i.e. a
326, 592 dimensional real valued (R) space.

In order to render such large belief spaces
tractable, the current state of the art in POMDP
SSDS uses a variety of handcrafted compression
techniques, such as making several types of in-
dependence assumption. For example, by assum-
ing that users are only ever interested in one type
of food or one location, and that their interests
in food type, price range, quality, etc. are inde-
pendent, the 326, 592 real valued state space can
be reduced to a much smaller “summary space”
(Williams and Young, 2005) consisting of, say,
4 × R values2. See Figure 1 for a graphical de-
piction of such assumptions3.

As illustrated by Figure 1 the information lost
due to the independence assumptions mean that
these approaches are unable to support conversa-
tions such as that shown in Example 2 (Table 1).

4 Sets of User Goals
Getting rid of independence assumptions allows
the DM to reason and ask questions about the
user’s requirements in a more rational way. It can,
for example distinguish between the user want-
ing “excellent Italian” or “any Thai” versus only
“excellent” restaurants – see Figure 1. However,
the resulting high dimensional real valued state
space can still only represent uncertainly over sin-
gular user goals (limited to single points in the
feature space, e.g. an excellent Italian restaurant).

1Whether each piece of information is obtained, con-
firmed or unknown.

2By considering only the maximum marginal likelihood
for each of the features.

3These apply after utterance U2/U’2 of Example 1.
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Figure 1: Assuming independence of features is
equivalent to marginalising across features. Here,
marginalisation incorrectly suppresses belief in
Italian. Thai retains a uniform belief (which ex-
ists across all restaurant types not yet mentioned).

To achieve a substantial gain in the flexibility of
SSDS we need to allow user’s goals that are sets
of points. Maintaining beliefs over “sets of goals”
allows a POMDP DM to refine its belief in the
user’s requirements (managing speech recognition
errors) without forcing the user to specify a sin-
gular tightly constrained goal. The disadvantage
of this approach is a further expansion of the state
space.

5 Automatic Belief Compression
To allow for expansion of the state space, whilst
keeping its size tractable for policy learning, we
suggest replacing handcraft approaches with Au-
tomatic Belief Compression (ABC) techniques.

We propose to use proven, principled statisti-
cal learning methods for automatically reducing
the dimensionality of belief spaces, but which pre-
serve the useful distributions within the full space.

Two complementary methods that we are cur-
rently investigating are VDC (Poupart, 2005) and
E-PCA (Roy and Gordon, 2002; Roy et al., 2005).
These methods have been applied successfully in a
real-time daily living assistant with over 106 states
(St-Aubin et al., 2000; Hoey and Poupart, 2005;
Poupart et al., 2006) and to robotic navigation by
(Roy and Gordon, 2002; Roy et al., 2005). They:

• reduce the dimensionality of state spaces that
were previously intractable for POMDP solu-
tion methods, and

• automatically compress the representation of
belief space distributions to take advantage of
sparsity between likely distributions.

The tight coupling between some dia-
logue states and actions (e.g. a user’s goal
state travel-from-London and system act

confirm-from-London) has led some researchers
to conclude that compression techniques, such as
state aggregation, are not useful in the dialogue
domain (Williams and Young, 2007). However,
such tight coupling may not exist for all states,
indeed VDC has already been applied to a small
spoken dialogue system problem (Poupart, 2005)
where it was shown that compressions could be
found without losing any information4. Further,
for POMDP approaches the state is not the
dialogue state but the belief distribution over
dialogue states. Incompressibility at the dialogue
state level does not rule out compressibility of
belief distributions. Finally, our introduction
of sets for user goals should provide additional
possibilities for compression.

Our aim in applying ABC methods is to allow
POMDP SSDS to handle the much larger state
spaces that are required to achieve the expressive-
ness which we believe will be a real benefit to
users. We plan to do this for real world tasks, e.g. a
city search over 1000s of entities with an uncom-
pressed belief space of the order of 108 × R.

6 Target Dialogues

In general, when a user starts a dialogue they
rarely have a singular goal in mind (Walker et al.,
2004; Lemon et al., 2006). Their goal is not a fixed
point in the domain but instead can be thought
of as a (possibly disconnected) set of points, for
example either a nearby cheap restaurant or high-
quality one further away. The set represents trade
offs that the particular user is interested in. People
rarely communicate their goals in terms of such
distributions or trade offs, preferring to provide in-
formation in a piecemeal manner and thus incre-
mentally explore the domain.

In Examples 1–4 (Tables 1–3) we contrast the
operation of a current state-of-the-art POMDP
SSDS with our proposed ABC-SSDS system. The
user’s goal in Examples 3 and 4 (Tables 2 and 3)
is to explore what restaurants are nearby, with a
preference for French or Italian. Current POMDP
SSDS approaches assume that any spread of prob-
ability mass in the belief space represents uncer-
tainty which needs to be resolved. This gener-
ates problems for the POMDP SSDS in Example 3
since the user is forced into specifying one food
type at a time, resulting in an unwieldy confirma-

4Compressing a test problem of 433 states to 31 basis
functions, i.e. a summary space of 31 states.
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User goal: good Italian or good French food
S’1: How can I help you?
U’1: What restaurants are nearby?
S’2: There are 6, what type of food do you
want?
U2’: Err... Italian or French
S’3: Ok, there are 2 good French restaurants
nearby, and one good Italian.
U’4: OK. Which is best quality?
S’3: Mamma Mia’s has the best rating.
U’5: Great. I’ll go there!

Table 3: Proposed ABC-SSDS: Example 4

tion step (S6 of Example 3) where the user is as-
sumed to have changed their mind. In contrast, the
proposed ABC-SSDS system can believe that the
user has requested information on the combined
set of French and Italian restaurants.

In Examples 1 and 2 (both shown in Table 1)
the user’s goal is to explore restaurants nearby, in-
cluding only well-rated Italians. Here the standard
POMDP SSDS is forced by its “summary space”
(see marginals in Figure 1) to incorrectly represent
the user’s goal after U2 “Not Italian, unless it’s
really good” by ruling out all Italian restaurants5.
The ABC-SSDS user is able to find the restaurant
of their choice, whereas the POMDP SSDS user’s
choice is artificially restricted, and they quit hav-
ing failed to find a suitable item.

The ABC-SSDS style of dialogue is clearly more
efficient than that of current POMDP SSDS. It
seems likely that users of such a system may also
find the style of the conversation more natural, and
may be more confident that their eventual choices
really meet their goals (Walker et al., 2004).

All of these hypotheses remain to be explored
in our future empirical work.

7 Conclusion
We present several problems for current POMDP
approaches to spoken dialogue systems, concern-
ing the representation of complex, but natural, user
goals. We propose the development of princi-
pled automatic methods for dimensionality reduc-
tion, in place of the ad-hoc assumptions and hand-
crafted compressions currently used.

In parallel we are also exploring: (i) what ap-
proaches are required for updating beliefs over
sets in real time – in principle a method similar

5There are several ways to try to remedy this, but all have
problems.

to user goal state partitioning (Young et al., 2010)
would appear to be sufficient, (ii) what exploitable
bounds exist on the sets of goals that are commu-
nicable and (iii) to what extent the complexity of
user goal sets can be traded off against the overall
user experience.
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Abstract

We investigate the clarification strategies
exhibited by a hybrid POMDP dialog
manager based on data obtained from a
phone-based user study. The dialog man-
ager combines task structures with a num-
ber of POMDP policies each optimized for
obtaining an individual concept. We in-
vestigate the relationship between dialog
length and task completion. In order to
measure the effectiveness of the clarifica-
tion strategies, we compute concept pre-
cisions for two different mentions of the
concept in the dialog: first mentions and
final values after clarifications and simi-
lar strategies, and compare this to a rule-
based system on the same task. We ob-
serve an improvement in concept precision
of 12.1% for the hybrid POMDP com-
pared to 5.2% for the rule-based system.

1 Introduction

In recent years, probabilistic models of dialog
have been introduced into dialog management, the
part of the spoken dialog system that takes the ac-
tion decision. A major motivation is to improve
robustness in the face of uncertainty, in particu-
lar due to speech recognition errors. The inter-
action is characterized as a dynamic system that
manipulates its environment by performing dialog
actions and perceives feedback from the environ-
ment through its sensors. The original sensory in-
formation is obtained from the speech recognition
(ASR) results which are typically processed by a
spoken language understanding module (SLU) be-
fore being passed on to the dialog manager (DM).

The seminal work of (Levin et al., 2000) mod-
eled dialog management as a Markov Decision
Process (MDP). Using reinforcement learning as

the general learning paradigm, an MDP-based di-
alog manager incrementally acquires a policy by
obtaining rewards about actions it performed in
specific dialog states. As we found in earlier ex-
periments, an MDP can learn to gradually drop the
use of clarification questions if there is no noise.
This is due to the fact that clarifications do not
improve the outcome of the dialog, i.e. the re-
ward. However, with extremely high levels of
noise, the learner prefers to end the dialog imme-
diately (Varges et al., 2009). In contrast to deliber-
ate decision making in the pragmatist tradition of
dialog processing, reinforcement learning can be
regarded as low-level decision making.

MDPs do not account for the observational un-
certainty of the speech recognition results, a key
challenge in spoken dialog systems. Partially Ob-
servable Markov Decision Process (POMDPs) ad-
dress this issue by explicitly modeling how the dis-
tribution of observations is governed by states and
actions.

In this work, we describe the evaluation of a
divide-and-conquer approach to dialog manage-
ment with POMDPs that optimizes policies for
acquiring individual concepts separately. This
makes optimization much easier and allows us to
model the confusability of concrete concept values
explicitly. This also means that different clarifica-
tion strategies are learned for individual concepts
and even individual concept values. The use of the
POMDP policies is orchestrated by an explicit task
structure, resulting in a hybrid approach to dialog
management. The evaluation involved a user study
of 20 subjects in a tourist information domain. The
system is compared against a rule-based baseline
system in the same domain that was also evaluated
with 20 subjects.

2 Hybrid POMDP dialog management

In this section we introduce the hybrid POMDP di-
alog manager that was used in the data collection.
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2.1 Concept-level POMDPs

The domain is a tourist information system that
uses 5 different policies that can be used in 8
different task roles (see below). For each con-
cept we optimized an individual policy. The
number of states of the POMDP can be lim-
ited to the concept values, for example a loca-
tion name such as trento. The set of ac-
tions consists of a question to obtain the concept
(e.g. question-location), a set of clari-
fication actions (e.g. verify-trento) and a
set of submit actions (e.g. submit-trento).
POMDP modeling including a heuristically set re-
ward structure follows the (simpler) ‘tiger prob-
lem’ that is well-known in the AI community
(Kaelbling et al., 1998): the system has a num-
ber of actions to obtain further information which
it can try and repeat in any order until it is ready
to commit to a concept value. For optimization we
used the APPL solver (Kurniawati et al., 2008).

2.2 Task structure and dialog management

The use of individual policies is orchestrated by
an explicit task structure that activates and de-
activates them. The task structure is essentially
a directed AND-OR graph with a common root
node. The dialog manager maintains a separate be-
lief distribution for each concept. Figure 1 shows
the general system architecture with a schematic
view of the task structure, and additionally a more
detailed view of an active location node. In the
example, the root node has already finished and
the system is currently obtaining the location for a
lodging task. The term ‘role’ refers to a concept’s
part in the task, for example a month may be the
check-in or check-out month for accommodation
booking.

At the beginning of a dialog, the task structure is
initialized by activating the root node. A top level
function activates nodes of the task structure and
passes control to that node. Each node maintains
a belief bc for a concept c, which is used to rank
the available actions by computing the inner prod-
uct of policy vectors and belief. The top-ranked
action am is selected by the system, i.e. it is ex-
ploiting the policy, and passed to the natural lan-
guage generator (NLG). Next, the top-ranked SLU
results for the active node and concept are used as
observation zu,c to update the belief to b′c, which
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Figure 1: System architecture with Task Structure
(task node example in detailed view)

follows the standard method for POMDPs:

b′c(s
′) =

∑
s∈S

bc(s) T (s, am, s′) O(a, s′, zu,c)/pzu,c

(1)
where probability b′c(s

′) is the updated belief of
being in state s′, which is computed as the sum of
the probabilities of transitioning from all previous
belief points s to s′ by taking machine action am

with probability T (s, am, s′) and observing zu,c

with (smoothed) probability O(am, s′, zu,c). Nor-
malization to obtain a valid probability distribu-
tion is performed by dividing by the probability of
the observation pzu,c .

A concept remains active until a submit action
is selected. At that point, the next active node is
retrieved from the task structure and immediately
used for action selection with an initially uniform
belief. Submit actions are not communicated to
the user but collected and used for the database
query at the end of the dialog.

Overanswering, i.e. the user providing more in-
formation than directly asked for, is handled by de-
layed belief updating: the SLU results are stored
until the first concept of a matching type becomes
active. This is a heuristic rule designed to ensure
that a concept is interpreted in its correct role. Op-
erationally, unused SLU results zu,d (where con-
cept d 6= c) are passed on to the next activated
task node (see also figure 1).

3 Experiments and data analysis

We conducted user studies with two systems in-
volving 20 subjects and 8 tasks in each study.
The systems use a Voice XML platform to drive
ASR and TTS components. Speech recognition is
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Lodging Task Event Enquiry
TCR #turns TCR #turns

Rule-based DM 75.5% 13.7 66.7% 8.7
(40/53) (σ=4.8) (28/42) (σ=3.3)

POMDP-DM 78.1% 23.0 84.3% 14.4
(50/64) (σ=8.8) (27/32) (σ=4.5)

Table 1: Task completion and length metrics

based on statistical language models for the open-
ing prompt, and is grammar-based otherwise. One
system used the hybrid POMDP-DM, the other
is a rule-based dialog manager that uses explicit,
heuristically set confidence thresholds to trigger
the use of clarification questions (Varges et al.,
2008).
Dialog length and task completion Table 1
shows task completion rates (‘TCR’) and dura-
tions (‘#turns’) for the POMDP and rule-based
systems. Task completion in this metric is defined
as the number of tasks of a certain type that were
successfully concluded. Duration is measured in
the number of turn pairs consisting of a system
action followed by a user action. We combine
the counts for two closely related lodging tasks.
The number of tasks is shown in brackets. Table
1 shows that the POMDP-DM successfully con-
cludes more and longer lodging tasks and almost
as many event tasks. In general, the POMDP poli-
cies can be described as more cautious although
obviously the dialog length of the rule system de-
pends on the chosen thresholds.
Concept precision at the value level In order
to measure the effect of the clarification strategies
in both systems, we computed concept precisions
for two different mentions of a concept in a dialog
(table 2): first mentions and final values after clar-
ifications and similar strategies. The rationale for
this metric is that the last mentioned concept value
is the value that the system ultimately obtains from
the user, which is used in the database query:

• if the system decides not to use clarifications,
the only mentioned value is the accepted one,

• if the system verifies and obtains a positive
answer, the last mentioned value is the ac-
cepted one,

• if the system verifies and obtains a negative
answer, the user will mention a new value
(which may or may not be accepted).

Thus, this metric is a uniform way of capturing
the obtained values from systems that internally

Rule-based DM POMDP-DM
first final ∆% first final ∆%

a) activity 0.78 0.74 -4.1 0.83 0.88 5.0
b) location 0.64 0.74 15.8 0.69 0.73 6.3
c) starrating 0.67 0.70 3.4 0.90 0.97 7.7
d) month 0.85 0.89 4.3 0.76 0.86 12.7
e) day 0.70 0.76 8.3 0.61 0.76 25.3
ALL (a-e) 0.74 0.78 5.2 0.74 0.83 12.1
Clarifications 0.84 0.85 1.5 0.96 0.87 -8.8

Table 2: Concept precision of first vs final value

use very different dialog managers and representa-
tions. The actual precision of a concept C is calcu-
lated by comparing SLU results to annotations and
counting true positives (matches M ) and false pos-
itives (separated into mismatches N and entirely
un-annotated concepts U ): Prec(C) = M

M+N+U .
Unrecognized concepts, on the other hand, are re-
call related and not counted since they cannot be
part of any system belief.

As table 2 clearly shows, the use of clarification
strategies has a positive effect on concept preci-
sion in both systems. The exception is the preci-
sion of concept activity in the rule-based system
for which the system reprompted rather than ver-
ified.1 In table 2, row ‘All’ refers to the average
weighted precision of the five concepts. Both sys-
tems start from a similar level of overall precision.
The relative improvement of the POMDP-DM for
all concepts is 12.1%, compared to 5.2% of the
rule-based DM.

We conducted a statistical significance test by
computing the delta in the form of three values for
individual data points, i.e. dialogs, and assigned
+1 for all changes from non-match to match, -1
for a change in the opposite direction and 0 for ev-
erything else (e.g. from mismatch to mismatch).
We found that, although there is a tendency for
the POMDP-DM to perform better, the difference
is not statistically significant at p=0.05 (a possi-
ble explanation is the data size since we are using
human subjects).

We furthermore measured the precision of rec-
ognizing ’yes/no’ answers to clarification ques-
tions. In contrast to actual concepts, there is no be-
lief distribution for these in the DM since clarifica-
tion actions are part of the concept POMDP mod-
els. We are thus dealing with individual one-off
recognition results that should be entirely indepen-
dent of each other. However, as table 2 (bottom)

1The second value obtained may be incorrect but above
the confidence threshold; note that the rule system does not
maintain a belief distribution over values.
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shows, the precision of verifications decreases for
the hybrid POMDP system. A plausible expla-
nation for this is the increasing impatience of the
users due to the longer dialog duration.

Characterization of dialog strategies For
some concepts, the best policy is to ask the
concept question once and then verify once before
committing to the value (assuming the answer is
positive). Other policies verify the same value
twice. Another learned strategy is to ask the orig-
inal concept question twice and then only verify
the value once (assuming that the understood
value was the same in both concept questions). In
other words, the individual concept policies show
different types of strategies regarding uncertainty
handling. This is in marked contrast to the
manually programmed DM that always asks the
concept question once and verifies it if needed
(concept activity being the exception).

HCI and language generation The domain is
sufficiently simple to use template-based genera-
tion techniques to produce the surface forms of
the responses. However, the experiments with the
POMDP-DM highlight some new challenges re-
garding HCI aspects of spoken dialog systems: the
choice of actions may not be ‘natural’ from the
user’s perspective, for example if the system asks
for a concept twice. However, it should be possi-
ble to better communicate the (change in the) be-
lief to the user.

4 Related work

The pragmatist tradition of dialog processing uses
explicit representations of dialog structure to take
decisions about clarification actions. These mod-
els are more fine-grained and often deal with writ-
ten text, e.g. (Purver, 2006), whereas in spo-
ken dialog systems a major challenge is managing
the uncertainty of the recognition. Reinforcement
learning approaches to dialog management learn
decisions from (often simulated) dialog data in a
less deliberative way. For example, the Hidden In-
formation State model (Young et al., 2010) uses a
reduced summary space that abstracts away many
of the details of observations and dialog state, and
mainly looks at the confidence scores of the hy-
potheses. This seems to imply that clarification
strategies are not tailored toward individual con-
cepts and their values. (Bui et al., 2009) uses fac-
tored POMDP representations that seem closest to

our approach. However, the effect of clarifications
does not seem to have been investigated.

5 Conclusions
We presented evaluation results for a hybrid
POMDP system and compared it to a rule-based
one. The POMDP system achieves higher con-
cept precision albeit at the cost of longer dialogs,
i.e. there is an empirically measurable trade-off
between concept precision and dialog length.
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Abstract

Statistical user simulation is a promis-
ing methodology to train and evaluate the
performance of (spoken) dialog systems.
We work with a modular architecture for
data-driven simulation where the “inten-
tional” component of user simulation in-
cludes a User Model representing user-
specific features. We train a dialog sim-
ulator that combines traits of human be-
havior such as cooperativeness and con-
text with domain-related aspects via the
Expectation-Maximization algorithm. We
show that cooperativeness provides a finer
representation of the dialog context which
directly affects task completion rate.

1 Introduction

Data-driven techniques are a promising approach
to the development of robust (spoken) dialog sys-
tems, particularly when training statistical dialog
managers (Varges et al., 2009). User simulators
have been introduced to cope with the scarcity of
real user conversations and optimize a number of
SDS components (Schatzmann et al., 2006).

In this work, we investigate the combination of
aspects of human behavior with contextual aspects
of conversation in a joint yet modular data-driven
simulation model. For this, we integrate conversa-
tional context representation, centered on a Dialog
Act and a Concept Model, with a User Model rep-
resenting persistent individual features. Our aim
is to evaluate different simulation regimes against
real dialogs to identify any impact of user-specific
features on dialog performance.

In this paper, Section 2 presents our simulator
architecture and Section 3 focuses on our model of
cooperativeness. Our experiments are illustrated

Work partly funded by EU project ADAMACH (022593)
and Spanish project OPENMT-2 (TIN2009-14675-C03).

in Section 4 and conclusions are summarized in
Section 5.

2 Simulator Architecture

Data-driven simulation takes place within the rule-
based version of the ADASearch system (Varges
et al., 2009), which uses a taxonomy of 16 dialog
acts and a dozen concepts to deal with three tasks
related to tourism in Trentino (Italy): Lodging En-
quiry, Lodging Reservation and Event Enquiry.

Simulation in our framework occurs at the in-
tention level, where the simulator and the Dia-
log Manager (DM) exchange actions, i.e. or-
dered sequences of dialog acts and a number of
concept-value pairs. In other words, we repre-
sent the DM action as as = {da0, .., dan}, (s
is for “System”) where daj is short for a dialog
act defined over zero or more concept-value pairs,
daj(c0(v0), .., cm(vm)).

In response to the DM action as, the different
modules that compose the User Simulator gener-
ate an N -best list of simulated actions Au(as) =
{a0

u, .., a
N
u }. The probability of each possible ac-

tion being generated after the DM action as is es-
timated based on the conversation context. Such a
context is represented by a User Model, a Dialog
Act Model, a Concept Model and an Error Model
(Quarteroni et al., 2010). The User Model simu-
lates the behavior of an individual user in terms of
goals and other behavioral features such as coop-
erativeness and tendency to hang up. The Dialog
Act Model generates a distribution of M actions
Au = {a0

u, .., a
M
u }. Then, one action âu is chosen

out of Au. In order to vary the simulation behav-
ior, the choice of the user action âu is a random
sampling according to the distribution of proba-
bilities therein; making the simulation more realis-
tic. Finally, the Concept Model generates concept
values for âu; and the Error Model simulates the
noisy ASR-SLU channel by “distorting” âu.

These models are derived from the ADASearch
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dataset, containing 74 spoken human-computer
conversations.

2.1 User Model
The User Model represents user-specific fea-
tures, both transient and persistent. The
transient feature we focus on in this work is
the user’s goal in the dialog (UG), represented
as a task name and the list of concepts and
values required to fulfill it: an example of
UG is {Activity(EventEnquiry), Time day(2),
Time month(may), Event type(fair), Loca-
tion name(Povo)}.

Persistent features included in our model so far
are: patience, silence (no input) and cooperative-
ness. Patience pat is defined as the tendency
to abandon the conversation (hang up event), i.e.
pat = P (HangUp|as). Similarly, NoInput prob-
ability noi is used to account for user behavior in
noisy environments: noi = P (NoInput|as). Fi-
nally, cooperativeness coop is a real value repre-
senting the ratio of concepts mentioned in as that
also appear in âu (see Section 3).

2.2 Dialog Act Model
We define three Dialog Act (DA) Models: Obedi-
ent (OB), Bigram (BI) and Task-based (TB).

In the Obedient model, total patience and coop-
erativeness are assumed of the user, who will al-
ways respond to each query requiring values for a
set of concepts with an answer concerning exactly
such concepts. Formally, the model responds to a
DM action as with a single user action âu obtained
by consulting a rule table, having probability 1. In
case a request for clarification is issued by the DM,
this model returns a clarifying answer. Any offer
from the DM to continue the conversation will be
either readily met with a new task request or de-
nied at a fixed probability: Au(as) = {(âu, 1)}.

In the Bigram model, first defined in (Eckert et
al., 1997), a transition matrix records the frequen-
cies of transition from DM actions to user actions,
including hang up and no input/no match. Given
a DM action as, the model responds with a list of
M user actions and their probabilities estimated
according to action distribution in the real data:
Au(as) = {(a0

u, P (a0
u|as)), .., (aMu , P (aMu |as))}.

The Task-based model, similarly to the “goal”
model in (Pietquin, 2004), produces an action dis-
tribution containing only the actions observed in
the dataset of dialogs in the context of a spe-
cific task Tk. The TB model divides the dataset

into one partition for each Tk, then creates a
task-specific bigram model, by computing ∀ k:
Au(as) = {(a0

u, P (a0
u|as, Tk)), .., (aMu , P (aMu |as, Tk))}.

As the partition of the dataset reduces the number
of observations, the TB model includes a mech-
anism to back off to the simpler bigram and uni-
gram models.

2.3 Concept & Error Model

The Concept Model takes the action âu selected
by the DA Model and attaches values and sam-
pled interpretation confidences to its concepts. In
this work, we adopt a Concept Model which as-
signs the corresponding User Goal values for the
required concepts, which makes the user simulated
responses consistent with the user goal.

The Error Model is responsible of simulating
the noisy communication channel between user
and system; as we simulate the error at SLU level,
errors consist of incorrect concept values. We ex-
periment with a data-driven model where the pre-
cision Prc obtained by a concept c in the refer-
ence dataset is used to estimate the frequency with
which an error in the true value ṽ of c will be in-
troduced: P (c(v)|c(ṽ)) = 1− Prc (Quarteroni et
al., 2010).

3 Modelling Cooperativeness

As in e.g. (Jung et al., 2009), we define coop-
erativeness at the turn level (coopt) as a function
of the number of dialog acts in the DM action as
sharing concepts with the dialog acts in the user
action au; at the dialog level, coop is the average
of turn-level cooperativeness.

We discretize coop into a binary variable reflect-
ing high vs low cooperativeness based on whether
or not the dialog cooperativeness exceeds the me-
dian value of coop found in a reference corpus; in
our ADASearch dataset, the median value found
for coop is 0.28; hence, we annotate dialogs as co-
operative if they exceed such a threshold, and as
uncooperative otherwise. Using a corpus thresh-
old allows domain- and population-driven tuning
of cooperativeness rather than a “hard” definition
(as in (Jung et al., 2009)).

We then model cooperativeness as two bigram
models, reflecting the high vs low value of coop.
In practice, given a DM action as and the coop
value (κ = high/low) we obtain a list of user ac-
tions and their probabilities:
Au(as, κ) = {(a0

u, P (a0
u|as, κ)), .., (aMu , P (aMu |as, κ))}.
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3.1 Combining cooperativeness and context
At this point, the distribution Au(as, κ) is lin-
early interpolated with the distribution of actions
Au(as, ψ) obtained using the DA model ψ (in the
Task-based DA model; ψ can have three values,
one for each task as explained in Section 2.2):

Au(as) = λκ ·Au(as, κ) + λψ ·Au(as, ψ),

where λκ and λψ are the weights of each fea-
ture/model and λψ + λκ = 1.

For each user action aiu, λκ and λψ are
estimated using the Baum-Welch Expectation-
Maximization algorithm as proposed by (Jelinek
and Mercer, 1980). We use the distributions of ac-
tions obtained from our dataset and we align the
set of actions of the two models. Since we only
have two models, we only need to calculate ex-
pectation for one of the distributions:

P (κ|as, aiu) =
P (aiu|as, κ)

P (aiu|as, κ) + P (aiu|as, ψ)
∀Mi=0a

i
u

where M is the number of actions. Then, the
weights λκ and λψ that maximize the data like-
lihood are calculated as follows:

λκ =

∑M

j=0
P (κ|as, aju)
M

;λψ = 1− λκ.

The resulting combined distribution Au(as) is
obtained by factoring the probabilities of each ac-
tion with the weight estimated for the particular
distribution:

Au(as) = {(a0
u, λκ·P (a0

u|as, κ)), .., (aMu , λκ·P (aMu |as, κ)),

(a0
u, λψ · P (a0

u|as, ψ)), .., (aMu , λψ · P (aMu |as, ψ))}

3.2 Effects of cooperativeness
To assess the effect of the cooperativeness feature
in the final distribution of actions, we set a 5-fold
cross-validation experiment with the ADASearch
dataset where we average the λκ estimated at each
turn of the dialog. We investigated in which con-
text cooperativeness provides more contribution
by comparing the λκ weights attributed by high
vs. low coop models to user action distributions in
response to Dialog Manager actions.

Figure 1 shows the values achieved by λκ for
several DM actions for high vs low coop regimes.
We can see that λκ achieves high values in case
of uncooperative users in response to DM dialog
acts as [ClarificationRequest] and [Info-request].
In contrast, forward-looking actions, such as the
ones including [Offer], seem to discard the con-
tribution of the low coop model, but to favor the
contribution provided by high coop.
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Figure 1: Estimated λκ weights in response to se-
lected DM actions in case of high/low coop

4 Experiments

We evaluate our simulator models using two meth-
ods: first, “offline” statistics are used to assess
how realistic the action estimations by DA Models
are with respect to a dataset of real conversations
(Sec. 4.1); then, “online” statistics (Sec. 4.2) eval-
uate end-to-end simulator performance in terms of
dialog act distributions, error robustness and task
duration and completion rates by comparing real
dialogs with fresh simulated dialogs using action
sampling in the different simulation models.

4.1 “Offline” statistics
In order to compare simulated and real user ac-
tions, we evaluate dialog act Precision (PDA)
and Recall (RDA) following the methodology in
(Schatzmann et al., 2005).

For each DM action as the simulator picks a
user action âu from Au(as) and we compare it
with the real user choice ãu. A simulated dialog
act is correct when it appears in the real action
ãu. The measurements were obtained using 5-fold
cross-validation on the ADASearch dataset.

Table 1: Dialog Act Precision and Recall

Simulation (a∗u) Most frequent (a∗u)
DA Model PDA RDA PDA RDA

OB 33.8 33.4 33.9 33.5
BI (+coop) 35.6 (35.7) 35.5 (35.8) 49.3 (47.9) 48.8 (47.4)
TB (+coop) 38.2 (39.7) 38.1 (39.4) 51.1 (50.6) 50.6 (50.2)

Table 1 shows PDA/RDA obtained for the OB,
BI and TB models alone and with cooperative-
ness models (+coop). First, we see that TB is
much better than BI and OB at reproducing real
action selection. This is also visible in both PDA
and RDA obtained by selecting a∗u, the most fre-
quent user action from the As generated by each
model. By definition, a∗u maximizes the expected
PDA and RDA, providing an upper bound for our
models; however, to reproduce any possible user
behavior, we need to sample au rather than choos-
ing it by frequency. By now inspecting (+coop)
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values in Table 1, we see that explicit cooperative-
ness models match real dialogs more closely. It
points out that partitioning the reference dataset in
high vs low coop sets allows better data represen-
tation. There is however no improvement in the
a∗u case: we explain this by the fact that by “slic-
ing” the reference dataset, the cooperative model
augments data sparsity, affecting robustness.

4.2 “Online” statistics

We now discuss online deployment of our sim-
ulation models with different user behaviors and
“fresh” user goals and data. To align with the
ADASearch dataset, we ran 60 simulated dialogs
between the ADASearch DM and each combina-
tion of the Task-based and Bigram models and
high and low values of coop. For each set of simu-
lated dialogs, we measured task duration, defined
as the average number of turns needed to complete
each task, and task completion rate, defined as:
TCR = number of times a task has been completed

total number of task requests .
Table 2 reports such figures in comparison

to the ones obtained for real dialogs from the
ADASearch dataset. In general, we see that task
duration is closer to real dialogs in the Bigram and
Task-based models when compared to the Obedi-
ent model. Moreover, it can easily be observed
in both BI and TB models that under high-coop
regime (in boldface), the number of turns taken
to complete tasks is lower than under low-coop.
Furthermore, in both TB and BI models, TCR
is higher when cooperativeness is higher, indicat-
ing that cooperative users make dialogs not only
shorter but also more efficient.

Table 2: Task duration and TCR in simulated di-
alogs with different regimes vs real dialogs.

Lodging Enquiry Lodging Reserv Event Enquiry All
Model #turns TCR #turns TCR #turns TCR TCR
OB 9.2±0.0 78.1 9.7±1.4 82.4 8.1±2.9 66.7 76.6
BI+low 15.1±4.1 71.4 14.2±3.9 69.4 9.3±1.8 52.2 66.7
BI+high 12.1±2.5 74.6 12.9±3.1 82.9 7.8±1.8 75.0 77.4
TB+low 13.6±4.1 75.8 13.4±3.7 83.3 8.4±3.3 64.7 77.2
TB+high 11.6±2.8 80.0 12.6±3.6 83.7 6.5±1.9 57.1 78.4
Real dialogs 11.1±3.0 71.4 12.7±4.7 69.6 9.3±4.0 85.0 73.4

5 Conclusion

In this work, we address data-driven dialog sim-
ulation for the training of statistical dialog man-
agers. Our simulator supports a modular combina-
tion of user-specific features with different models

of dialog act and concept-value estimation, in ad-
dition to ASR/SLU error simulation.

We investigate the effect of joining a model of
user intentions (Dialog Act Model) with a model
of individual user traits (User Model). In partic-
ular, we represent the user’s cooperativeness as
a real-valued feature of the User Model and cre-
ate two separate simulator behaviors, reproducing
high and low cooperativeness. We explore the im-
pact of combining our cooperativeness model with
the Dialog Act model in terms of dialog act accu-
racy and task success.

We find that 1) an explicit modelling of user
cooperativeness contributes to an improved accu-
racy of dialog act estimation when compared to
real conversations; 2) simulated dialogs with high
cooperativeness result in higher task completion
rates than low-cooperativeness dialogs. In future
work, we will study yet more fine-grained and re-
alistic User Model features.
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Abstract

This paper presents a spoken dialogue frame-
work that helps users in making decisions.
Users often do not have a definite goal or cri-
teria for selecting from a list of alternatives.
Thus the system has to bridge this knowledge
gap and also provide the users with an appro-
priate alternative together with the reason for
this recommendation through dialogue. We
present a dialogue state model for such deci-
sion making dialogue. To evaluate this model,
we implement a trial sightseeing guidance sys-
tem and collect dialogue data. Then, we opti-
mize the dialogue strategy based on the state
model through reinforcement learning with a
natural policy gradient approach using a user
simulator trained on the collected dialogue
corpus.

1 Introduction
In many situations where spoken dialogue interfaces
are used, information access by the user is not a goal in
itself, but a means for decision making (Polifroni and
Walker, 2008). For example, in a restaurant retrieval
system, the user’s goal may not be the extraction of
price information but to make a decision on candidate
restaurants based on the retrieved information.

This work focuses on how to assist a user who is
using the system for his/her decision making, when
he/she does not have enough knowledge about the tar-
get domain. In such a situation, users are often un-
aware of not only what kind of information the sys-
tem can provide but also their own preference or fac-
tors that they should emphasize. The system, too, has
little knowledge about the user, or where his/her inter-
ests lie. Thus, the system has to bridge such gaps by
sensing (potential) preferences of the user and recom-
mend information that the user would be interested in,
considering a trade-off with the length of the dialogue.

We propose a model of dialogue state that consid-
ers the user’s preferences as well as his/her knowledge
about the domain changing through a decision making
dialogue. A user simulator is trained on data collected
with a trial sightseeing system. Next, we optimize
the dialogue strategy of the system via reinforcement
learning (RL) with a natural policy gradient approach.

2 Spoken decision making dialogue

We assume a situation where a user selects from a given
set of alternatives. This is highly likely in real world
situations; for example, the situation wherein a user se-
lects one restaurant from a list of candidates presented

Choose the optimal spot
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・・・・・
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Figure 1: Hierarchy structure for sightseeing guidance
dialogue

by a car navigation system. In this work, we deal with
a sightseeing planning task where the user determines
the sightseeing spot to visit, with little prior knowledge
about the target domain. The study of (Ohtake et al.,
2009), which investigated human-human dialogue in
such a task, reported that such consulting usually con-
sists of a sequence of information requests from the
user, presentation and elaboration of information about
certain spots by the guide followed by the user’s evalu-
ation. We thus focus on these interactions.

Several studies have featured decision support sys-
tems in the operations research field, and the typical
method that has been employed is the Analytic Hierar-
chy Process (Saaty, 1980) (AHP). In AHP, the problem
is modeled as a hierarchy that consists of the decision
goal, the alternatives for achieving it, and the criteria
for evaluating these alternatives. An example hierarchy
using these criteria is shown in Figure 1.

For the user, the problem of making an optimal de-
cision can be solved by fixing a weight vector Puser =
(p1, p2, . . . , pM ) for criteria and local weight matrix
Vuser = (v11, v12, . . . , v1M , . . . , vNM ) for alterna-
tives in terms of the criteria. The optimal alternative
is then identified by selecting the spot k with the maxi-
mum priority of

∑M
m=1 pmvkm. In typical AHP meth-

ods, the procedure of fixing these weights is often con-
ducted through pairwise comparisons for all the possi-
ble combinations of criteria and spots in terms of the
criteria, followed by weight tuning based on the re-
sults of these comparisons (Saaty, 1980). However, this
methodology cannot be directly applied to spoken dia-
logue systems. The information about the spot in terms
of the criteria is not known to the users, but is obtained
only via navigating through the system’s information.
In addition, spoken dialogue systems usually handle
several candidates and criteria, making pairwise com-
parison a costly affair.

We thus consider a spoken dialogue framework that
estimates the weights for the user’s preference (po-
tential preferences) as well as the user’s knowledge
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about the domain through interactions of information
retrieval and navigation.

3 Decision support system with spoken
dialogue interface

The dialogue system we built has two functions: an-
swering users’ information requests and recommend-
ing information to them. When the system is requested
to explain about the spots or their determinants, it ex-
plains the sightseeing spots in terms of the requested
determinant. After satisfying the user’s request, the
system then provides information that would be helpful
in making a decision (e.g., instructing what the system
can explain, recommending detailed information of the
current topic that the user might be interested in, etc.).
Note that the latter is optimized via RL (see Section 4).

3.1 Knowledge base

Our back-end DB consists of 15 sightseeing spots as al-
ternatives and 10 determinants described for each spot.
We select determinants that frequently appear in the di-
alogue corpus of (Ohtake et al., 2009) (e.g. cherry blos-
soms, fall foliage). The spots are annotated in terms of
these determinants if they apply to them. The value of
the evaluation enm is “1” when the spot n applies to the
determinant m and “0” when it does not.

3.2 System initiative recommendation

The content of the recommendation is determined
based on one of the following six methods:
1. Recommendation of determinants based on the

currently focused spot (Method 1)
This method is structured on the basis of the user’s
current focus on a particular spot. Specifically, the
system selects several determinants related to the
current spot whose evaluation is “1” and presents
them to the user.

2. Recommendation of spots based on the cur-
rently focused determinant (Method 2)
This method functions on the basis of the focus on
a certain specific determinant.

3. Open prompt (Method 3)
The system does not make a recommendation, and
presents an open prompt.

4. Listing of determinants 1 (Method 4)
This method lists several determinants to the user in
ascending order from the low level user knowledge
Ksys (that the system estimates). (Ksys, Psys, pm

and Pr(pm = 1) are defined and explained in Sec-
tion 4.2.)

5. Listing of determinants 2 (Method 5)
This method also lists the determinants, but the or-
der is based on the user’s high preference Psys (that
the system estimates).

6. Recommendation of user’s possibly preferred
spot (Method 6)
The system recommends a spot as well as the de-
terminants that the users would be interested in
based on the estimated preference Psys. The sys-
tem selects one spot k with a maximum value of∑M

m=1 Pr(pm = 1) · ek,m. This idea is based
on collaborative filtering which is often used for
recommender systems (Breese et al., 1998). This
method will be helpful to users if the system suc-
cessfully estimates the user’s preference; however,
it will be irrelevant if the system does not.

We will represent these recommendations
through a dialogue act expression, (casys{scsys}),
which consists of a communicative act casys

and the semantic content scsys. (For exam-
ple Method1{(Spot5), (Det3,Det4,Det5)},
Method3{NULL,NULL}, etc.)

4 Optimization of dialogue strategy
4.1 Models for simulating a user
We introduce a user model that consists of a tuple of
knowledge vector Kuser, preference vector Puser, and
local weight matrix Vuser. In this paper, for simplic-
ity, a user’s preference vector or weight for determi-
nants Puser = (p1, p2, . . . , pM ) is assumed to con-
sist of binary parameters. That is, if the user is in-
terested in (or potentially interested in) the determi-
nant m and emphasizes it when making a decision,
the preference pm is set to “1”. Otherwise, it is set
to “0”. In order to represent a state that the user has
potential preference, we introduce a knowledge param-
eter Kuser = (k1, k2, . . . , kM ) that shows if the user
has the perception that the system is able to handle or
he/she is interested in the determinants. km is set to
“1” if the user knows (or is listed by system’s recom-
mendations) that the system can handle determinant m
and “0” when he/she does not. For example, the state
that the determinant m is the potential preference of a
user (but he/she is unaware of that) is represented by
(km = 0, pm = 1). This idea is in contrast to previous
research which assumes some fixed goal observable by
the user from the beginning of the dialogue (Schatz-
mann et al., 2007). A user’s local weight vnm for spot
n in terms of determinant m is set to “1”, when the
system lets the user know that the evaluation of spots is
“1” through recommendation Methods 1, 2 and 6.

We constructed a user simulator that is based on
the statistics calculated through an experiment with the
trial system (Misu et al., 2010) as well as the knowl-
edge and preference of the user. That is, the user’s com-
municative act cat

user and the semantic content sct
user

for the system’s recommendation at
sys are generated

based on the following equation:

Pr(cat
user, sc

t
user|cat

sys, sc
t
sys,Kuser,Puser)

= Pr(cat
user|cat

sys)

·Pr(sct
user|Kuser,Puser, ca

t
user, ca

t
sys, sc

t
sys)

This means that the user’s communicative act causer

is sampled based on the conditional probability of
Pr(cat

user|cat
sys) in (Misu et al., 2010). The seman-

tic content scuser is selected based on the user’s pref-
erence Puser under current knowledge about the de-
terminants Kuser. That is, the sc is sampled from the
determinants within the user’s knowledge (km = 1)
based on the probability that the user requests the de-
terminant of his/her preference/non-preference, which
is also calculated from the dialogue data of the trial sys-
tem.

4.2 Dialogue state expression
We defined the state expression of the user in the pre-
vious section. However the problem is that for the
system, the state (Puser,Kuser,Vuser) is not observ-
able, but is only estimated from the interactions with
the user. Thus, this model is a partially observable
Markov decision process (POMDP) problem. In or-
der to estimate unobservable properties of a POMDP
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� �
Priors of the estimated state:
- Knowledge: Ksys = (0.22, 0.01, 0.02, 0.18, . . . )
- Preference: Psys = (0.37, 0.19, 0.48, 0.38, . . . )

Interactions (observation):
- System recommendation:
asys = Method1{(Spot5), (Det1, Det3, Det4)}
- User query:
auser = Accept{(Spot5), (Det3)}

Posterior of the estimated state:
- Knowledge: Ksys = (1.00, 0.01, 1.00, 1.00, . . . )
- Preference: Psys = (0.26, 0.19, 0.65, 0.22, . . . )

User’s knowledge acquisition:
- Knowledge: Kuser ← {k1 = 1, k3 = 1, k4 = 1}
- Local weight: Vuser ← {v51 = 1, v53 = 1, v54 =

1}� �
Figure 2: Example of state update

and handle the problem as an MDP, we introduce
the system’s inferential user knowledge vector Ksys

or probability distribution (estimate value) Ksys =
(Pr(k1 = 1), P r(k2 = 1), . . . , P r(kM = 1)) and
that of preference Psys = (Pr(p1 = 1), P r(p2 =
1), . . . , P r(pM = 1)).

The dialogue state DSt+1 or estimated user’s dia-
logue state of the step t+1 is assumed to be dependent
only on the previous state DSt, as well as the interac-
tions It = (at

sys, a
t
user).

The estimated user’s state is represented as a prob-
ability distribution and is updated by each interac-
tion. This corresponds to representing the user types
as a probability distribution, whereas the work of (Ko-
matani et al., 2005) classifies users to several discrete
user types. The estimated user’s preference Psys is up-
dated when the system observes the interaction It. The
update is conducted based on the following Bayes’ the-
orem using the previous state DSt as a prior.

Pr(pm = 1|It) =

Pr(It|pm=1)Pr(pm=1)
Pr(It|pm=1)Pr(pm=1)+Pr(It|(pm=0))Pr(1−Pr(pm=1))

Here, Pr(It|pm = 1), P r(It|(pm = 0) to the right
side was obtained from the dialogue corpus of (Misu et
al., 2010). This posterior is then used as a prior in the
next state update using interaction It+1. An example
of this update is illustrated in Figure 2.

4.3 Reward function

The reward function that we use is based on the num-
ber of agreed attributes between the user preference
and the decided spot. Users are assumed to determine
the spot based on their preference Puser under their
knowledge Kuser (and local weight for spots Vuser)
at that time, and select the spot k with the maximum
priority of

∑
m kk · pk · vkm. The reward R is then

calculated based on the improvement in the number of
agreed attributes between the user’s actual (potential)
preferences and the decided spot k over the expected
agreement by random spot selection.

R =
M∑

m=1

pm · ek,m − 1
N

N∑

n=1

M∑

m=1

pm · en,m

For example, if the decided spot satisfies three prefer-
ences and the average agreement of the agreement by
random selection is 1.3, then the reward is 1.7.

4.4 Optimization by reinforcement learning
The problem of system recommendation generation is
optimized through RL. The MDP (S, A, R) is defined
as follows. The state parameter S = (s1, s2, . . . , sI) is
generated by extracting the features of the current dia-
logue state DSt. We use the following 29 features 1.
1. Parameters that indicate the # of interactions from
the beginning of the dialogue. This is approximated by
five parameters using triangular functions. 2. User’s
previous communicative act (1 if at−1

user = xi, other-
wise 0). 3. System’s previous communicative act (1 if
at−1

sys = yj , otherwise 0). 4. Sum of the estimated user

knowledge about determinants (
∑N

n=1 Pr(kn = 1)).
5. Number of presented spot information. 6. Expecta-
tion of the probability that the user emphasizes the de-
terminant in the current state (Pr(kn = 1)× Pr(pn =
1)) (10 parameters). The action set A consists of the
six recommendation methods shown in subsection 3.2.
Reward R is given by the reward function of subsection
4.3.

A system action asys (casys) is sampled based on the
following soft-max (Boltzmann) policy.

π(asys = k|S) = Pr(asys = k|S,Θ)

=
exp(

∑I
i=1 si · θki)∑J

j=1 exp(
∑I

i=1 si · θji)

Here, Θ = (θ11, θ12, . . . θ1I , . . . , θJI ) consists of J (#
actions) × I (# features) parameters. The parameter
θji works as a weight for the i-th feature of the ac-
tion j and determines the likelihood that the action j
is selected. This Θ is the target of optimization by RL.
We adopt the Natural Actor Critic (NAC) (Peters and
Schaal, 2008), which adopts a natural policy gradient
method as the policy optimization method.

4.5 Experiment by dialogue simulation
For each simulated dialogue session, a simulated user
(Puser,Kuser,Vuser) is sampled. A preference vector
Puser of the user is generated so that he/she has four
preferences. As a result, four parameters in Puser are
“1” and the others are “0”. This vector is fixed through-
out the dialogue episode. This sampling is conducted
based on the rate proportional to the percentage of users
who emphasize it for making decisions (Misu et al.,
2010). The user’s knowledge Kuser is also set based
on the statistics of the “percentage of users who stated
the determinants before system recommendation”. For
each determinant, we sample a random valuable r that
ranges from “0” to “1”, and km is set to “1” if r is
smaller than the percentage. All the parameters of
local weights Vuser are initialized to “0”, assuming
that users have no prior knowledge about the candi-
date spots. As for system parameters, the estimated
user’s preference Psys and knowledge Ksys are ini-
tialized based on the statistics of our trial system (Misu
et al., 2010).

We assumed that the system does not misunderstand
the user’s action. Users are assumed to continue a di-
alogue session for 20 turns2, and episodes are sampled
using the policy π at that time and the user simulator

1Note that about half of them are continuous variables and
that the value function cannot be denoted by a lookup table.

2In practice, users may make a decision at any point once
they are satisfied collecting information. And this is the rea-
son why we list the rewards in the early dialogue stage in
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Table 1: Comparison of reward with baseline methods
Reward (±std)

Policy T = 5 T = 10 T = 15 T = 20
NAC 0.96 (0.53) 1.04 (0.51) 1.12 (0.50) 1.19 (0.48)
B1 0.02 (0.42) 0.13 (0.54) 0.29 (0.59) 0.34 (0.59)
B2 0.46 (0.67) 0.68 (0.65) 0.80 (0.61) 0.92 (0.56)

Table 2: Comparison of reward with discrete dialogue
state expression

Reward (±std)
State T = 5 T = 10 T = 15 T = 20
PDs 0.96 (0.53) 1.04 (0.51) 1.12 (0.50) 1.19 (0.48)
Discrete 0.89 (0.60) 0.97 (0.56) 1.03 (0.54) 1.10 (0.52)

Table 3: Effect of estimated preference and knowledge
Reward (±std)

Policy T = 5 T = 10 T = 15 T = 20
Pref+Know0.96 (0.53) 1.04 (0.51) 1.12 (0.50) 1.19 (0.48)
Pref only 0.94 (0.57) 0.96 (0.55) 1.02 (0.55) 1.09 (0.53)
Know only 0.96 (0.59) 1.00 (0.56) 1.08 (0.53) 1.15 (0.51)
No Pref or
Know

0.93 (0.57) 0.96 (0.55) 1.02 (0.53) 1.08 (0.52)

of subsection 4.1. In each turn, the system is rewarded
using the reward function of subsection 4.3. The pol-
icy (parameter Θ) is updated using NAC in every 2,000
dialogues.

4.6 Experimental result
The policy was fixed at about 30,000 dialogue
episodes. We analyzed the learned dialogue policy by
examining the value of weight parameter Θ. We com-
pared the parameters of the trained policy between ac-
tions3. The weight of the parameters that represent the
early stage of the dialogue was large in Methods 4 and
5. On the other hand, the weight of the parameters that
represent the latter stage of the dialogue was large in
Methods 2 and 6. This suggests that in the trained pol-
icy, the system first bridges the knowledge gap between
the user, estimates the user’s preference, and then, rec-
ommends specific information that would be useful to
the user.

Next, we compared the trained policy with the fol-
lowing baseline methods.

1. No recommendation (B1)
The system only provides the requested informa-
tion and does not generate any recommendations.

2. Random recommendation (B2)
The system randomly chooses a recommendation
from six methods.

The comparison of the average reward between the
baseline methods is listed in Table 1. Note that the ora-
cle average reward that can be obtained only when the
user knows all knowledge about the knowledge base
(it requires at least 50 turns) was 1.45. The reward by
the strategy optimized by NAC was significantly better
than that of baseline methods (n = 500, p < .01).

We then compared the proposed method with the
case where estimated user’s knowledge and preference
are represented as discrete binary parameters instead of
probability distributions (PDs). That is, the estimated
user’s preference pm of determinant m is set to “1”
when the user requested the determinant, otherwise it
is “0”. The estimated user’s knowledge km is set to

the following subsections. In our trial system, the dialogue
length was 16.3 turns with a standard deviation of 7.0 turns.

3The parameters can be interpreted as the size of the con-
tribution for selecting the action.

“1” when the system lets the user know the determi-
nant, otherwise it is “0”. Another dialogue strategy was
trained using this dialogue state expression. This result
is shown in Table 2. The proposed method that rep-
resents the dialogue state as a probability distribution
outperformed (p < .01 (T=15,20)) the method using a
discrete state expression.

We also compared the proposed method with the
case where either one of estimated preference or
knowledge was used as a feature for dialogue state in
order to carefully investigate the effect of these factors.
In the proposed method, expectation of the probabil-
ity that the user emphasizes the determinant (Pr(kn =
1) × Pr(pn = 1)) was used as a feature of dialogue
state. We evaluated the performance of the cases where
the estimated knowledge Pr(kn = 1) or estimated
preference Pr(pn = 1) was used instead of the expec-
tation of the probability that the user emphasizes the
determinant. We also compared with the case where
no preference/knowledge feature was used. This result
is shown in Table 3. We confirmed that significant im-
provement (p < .01 (T=15,20)) was obtained by taking
into account the estimated knowledge of the user.

5 Conclusion
In this paper, we presented a spoken dialogue frame-
work that helps users select an alternative from a list of
alternatives. We proposed a model of dialogue state for
spoken decision making dialogue that considers knowl-
edge as well as preference of the user and the system,
and its dialogue strategy was trained by RL. We con-
firmed that the learned policy achieved a better recom-
mendation strategy over several baseline methods.

Although we dealt with a simple recommendation
strategy with a fixed number of recommendation com-
ponents, there are many possible extensions to this
model. The system is expected to handle a more com-
plex planning of natural language generation. We also
need to consider errors in speech recognition and un-
derstanding when simulating dialogue.
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Abstract 

The present study explores the vocal intensity 
of turn-initial cue phrases in a corpus of dia-
logues in Swedish. Cue phrases convey rela-
tively little propositional content, but have 
several important pragmatic functions. The 
majority of these entities are frequently occur-
ring monosyllabic words such as “eh”, “mm”, 
“ja”. Prosodic analysis shows that these words 
are produced with higher intensity than other 
turn-initial words are. In light of these results, 
it is suggested that speakers produce these ex-
pressions with high intensity in order to claim 
the floor. It is further shown that the difference 
in intensity can be measured as a dynamic in-
ter-speaker relation over the course of a dia-
logue using the end of the interlocutor’s previ-
ous turn as a reference point. 

1 Introduction 

In dialogue, interlocutors produce speech incre-
mentally and on-line as the dialogue progresses. 
Articulation can be initiated before the speaker 
has a complete plan of what to say (Pechmann, 
1989). When speaking, processes at all levels 
(e.g. semantic, syntactic, phonologic and articu-
latory) work in parallel to render the utterance. 
This processing strategy is efficient, since the 
speaker may employ the time devoted to articu-
lating an early part of an utterance to plan the 
rest. 

Speakers often initiate new turns with cue 
phrases – standardized lexical or non-lexical ex-
pressions such as “ehm” “okay”, “yeah”, and 
“but” (c.f. Gravano, 2009). Cue phrases (or dis-
course markers) are linguistic devices used to 
signal relations between different segments of 
speech (for an overview see Fraser, 1996). These 
devices convey relatively little propositional con-
tent, but have several important pragmatic func-
tions. For example, these words provide feed-

back and signal how the upcoming utterance re-
lates to previous context. Another important 
function is to claim the conversational floor (c.f. 
Levinson, 1983). 

With these fundamental properties of language 
production in mind, it is proposed that turn-initial 
cue phrases can be used in spoken dialogue sys-
tems to initiate new turns, allowing the system 
additional time to generate a complete response. 
This approach was recently explored in a user 
study with a dialogue system that generates turn-
initial cue phrases incrementally (Skantze & 
Hjalmarsson, in press). Results from this experi-
ment show that an incremental version that used 
turn-initial cue phrases had shorter response 
times and was rated as more efficient, more po-
lite and better at indicating when to speak than a 
non-incremental implementation of the same sys-
tem. The present study carries on this research, 
investigating acoustic parameters of turn-initial 
cue phrases in order to build a dialogue system 
that sounds convincing intonation wise. 

Another aim of this study was to explore if the 
vocal intensity of the other speaker’s immedi-
ately preceding speech can be used as a reference 
point in order to measure intensity as an inter-
speaker relation over the course of a dialogue. 
Thus, in addition to measuring overall differ-
ences in intensity, the relative difference between 
the first token of a new turn and the last token of 
the immediately preceding turn was measured. 
This dynamic approach, if proven feasible, al-
lows spoken dialogue system designers to adjust 
the system’s vocal intensity on-line in order to 
accommodate variations in the surrounding 
acoustic environment.  

2 Related work 

There are a few examples of research that have 
manipulated intensity to signal pragmatic func-
tions. For example, Ström & Seneff (2000) in-
creases intensity in order to signal that user 
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barge-ins are disallowed in particular dialogue 
states. Theoretical support for such manipula-
tions is provided by an early line of research on 
interruptions in dialogue (Meltzer et al., 1971). 
Meltzer et al. (1971) propose that the outcome of 
speech overlaps is affected by prosodic charac-
teristics and show that the greater the increase in 
amplitude, the greater the likelihood of “interrup-
tion success”. Moreover, it is show that the suc-
cess of interruptions, that is who retains the floor, 
is based on how much higher the intensity of the 
interruption is compared to the previous 
speaker’s intensity or compared  to the speaker’s 
own intensity at the end of that speaker’s previ-
ous speaker turn.  

Measuring inter-speaker relative intensity is 
further motivated by research that suggests that 
speakers adjust their vocal intensity online over 
the course of a dialogue in order to accommodate 
the surrounding acoustic context. For example, 
speakers tend to raise their voice unintentionally 
when background noise increases to enhance 
their audibility; this is the so-called Lombard 
effect (Pick et al., 1989). Moreover, speakers 
adjust intensity based on their conversational 
partners (Natale, 1975) and the distance to their 
listeners (Healey et al., 1997).  

3 Method 

3.1 Data: The DEAL corpus 

DEAL is a dialogue system that is currently be-
ing developed at the department of Speech, Mu-
sic and Hearing, KTH (Wik & Hjalmarsson, 
2009). The aim of the DEAL dialogue system is 
to provide conversation training for second lan-
guage learners of Swedish. The scene of DEAL 
is set at a flea market where a talking animated 
persona is the owner of a shop selling used 
goods. 

The dialogue data used as a basis for the data 
analyzes presented in this paper were human-
human dialogues, collected in a recording envi-
ronment set up to mimic the interaction in the 
DEAL domain. The dialogue collected were in-
formal, human-human, face-to-face conversation 
in Swedish. The recordings were made with 
close talk microphones with six subjects (four 
male and two female). In total, eight dialogues 
were collected. Each dialogue was about 15 min-
utes, making for about two hours of speech in 
total in the corpus. The dialogues were tran-
scribed orthographically and annotated for enti-
ties such as laughter, lip-smacks, breathing and 
hemming. The transcripts from the dialogues 

were time-aligned with the speech signal. This 
was done using forced alignment with subse-
quent manual verification of the timings. The 
dialogues were also segmented into speaker 
turns. A speaker turn here is a segment of speech 
of arbitrary length surrounded by another 
speaker’s vocalization. All together, the dia-
logues contained 2036 speaker turns. 

The corpus was also annotated for cue phrases 
using 11 functional categories. The definition of 
cue phrases used for annotation of the DEAL 
corpus was broad and all types of vocalizations 
that the speakers use to hold the dialogue to-
gether at different communicative levels were 
included. Cue phrase annotation was designed as 
a two-fold task: (i) to decide if a word was a cue 
phrase or not – a binary task, and (ii) to select its 
functional class according to the annotation 
scheme. The annotators could see the transcrip-
tions and listen to the recordings while labelling. 
The kappa coefficient for task (i) was 0.87 
(p<.05). The kappa coefficient for (ii) was 0.82 
(p<.05). For a detailed description of the cue 
phrase categories and their annotation, see 
(Hjalmarsson, 2008).  

3.2 Data analysis 

The first word in each turn was extracted and 
analyzed. Here, a word is all annotated tokens in 
the corpus except breathing, lip-smacks, and 
laughter, which are all relevant, but outside the 
scope of this study. 1137 (57%) words were an-
notated as some type of cue phrase, and 903 (43 
%) were other words. The turn-initial cue phrases 
were annotated with different cue phrase catego-
ries. 587 (28%) turn-initial words were annotated 
as either RESPONSIVE, RESPONSIVE DISPREFER-

ENCE or RESPONSIVE NEW INFORMATION. The 
annotation of these was based on the interpreta-
tion of the speakers’ attitudes, expressing either 
neutral feedback (RESPONSIVE), non-agreement 
(RESPONSIVE DISPREFERENCE) or surprise (RE-

SPONSIVE NEW INFORMATION). The RESPON-

SIVES were most frequently realized as either 
“ja”, “a”, and “mm” (Eng: “yeah”, “mm”).  

Furthermore, 189 (9%) of all turn-initial words 
were annotated as CONNECTIVES. The connective 
cue phrase categories indicate how the new ut-
terance relates to previous context. For example, 
these signal whether the upcoming speaker turn 
is additive, contrastive or alternative to previous 
context. Examples of these categories are “och” 
(Eng: “and”), “men” (Eng: “but”) and “eller” 
(Eng: “or”), respectively. 
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A third category of cue phrases in a turn-initial 
position was filled pauses (57, 3%). Whereas 
filled pause may not typically be considered as 
cue phrases, these elements have similar charac-
teristics. For example, fillers provide important 
pragmatic information that listeners attend and 
adjust their behaviour according to. For example, 
a corpus study of Dutch fillers showed that these 
tokens highlight discourse structure (Swertz, 
1998). Frequently occurring filler words in the 
corpus were “eh” and “ehm”. 

The majority of the turn-initial cue phrases 
were high frequency monosyllabic words, which 
are typically not associated with stress, although 
on listening, they give the impression of being 
louder than other turn-initial vocalizations. To 
verify this observation, the intensity in decibel of 
the first word of each turn was extracted using 
Snack (www.speech.kth.se/snack). In order to 
explore the vocal intensity as an inter-speaker 
relation over the course of the dialogue, the aver-
age intensity of the last word of all turns was 
extracted. The motivation of this approach is to 
use the previous speaker’s voice intensity as a 
reference point. Thus, in order to avoid the need 
for global analysis over speakers and dialogues, 
only the (un-normalized) difference in intensity 
between the last word of the immediately preced-
ing turn and the first word of a new turn was cal-
culated.  

All turns following a one word only turn from 
the other speaker were excluded as an approxi-
mation to avoid speech following backchannel 
responses. 300 (33%) of the speaker changes 
contained overlapping speech. These overlaps  
were excluded from the data analysis since the 
recordings were not completely channel-
separated and crosstalk could conceivably inter-
fere with the results.  

Since the distance between the lips and the 
microphone was not controlled for during the 
recordings, the values were first normalized per 
speaker and dialogue (each value was shifted by 
the mean value per speaker and dialogue). 

4 Results 

Figure 1 presents the average normalized inten-
sity for turns initiated with cue phrases and other 
words.  

An independent samples t-test was conducted 
between the intensity of turns initiated with cue 
phrases and other turn-initial words. There was a 
significant difference in intensity between turns 
initiated with cue phrases (M=3.20 dB, SD=6.99) 

and turns initiated with other words (M=-4.20 
dB, SD=9.98), t(597)=10.55, p<.000. This shows 
that, on average, turns initiated with cue phrases 
were significantly louder (on average 6 dB) than 
turns initiated with other words. 
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Figure 1 : Average normalized vocal intensity in dB 

for turn-initial words. Error bars represents the 
standard error. 

In order to explore the vocal intensity as an in-
ter-speaker relation the difference in voice inten-
sity between a new turn and the end of the im-
mediately preceding turn was extracted. The in-
ter-speaker differences in intensity for turn-initial 
cue phrases and other words are presented in 
Figure 2.  
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Figure 2 Average difference in intensity (in dB) for 

turn-initial words. Error bars represents the stan-
dard error. 

An independent samples t-test was conducted to 
explore the difference in voice intensity as an 
inter-speaker relation. There was a significant 
difference in intensity between turns initiated 
with cue phrases (M=6.14 dB, SD=11.86) and 
turns initiated with other words (M=-1.52 dB, 
SD=13.07); t(595)=7.48, p<.000. This shows that 
the increase in intensity was significantly larger 
for turns initiated with cue phrases (about 7 dB) 
than for turns initiated with other words. 

5 Discussion 

This paper presents analyses of the intensity of 
turn-initial words. It shown that turns are fre-
quently initiated with cue phrases (about 55% of 
the turns in the DEAL corpus). The majority of 
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these consist of high frequency monosyllabic 
words such as “yes”, “mm” and “okay”. The 
most frequent turn-initial words that were not 
annotated as cue phrases were “den” (Eng: “it”), 
“vad” (Eng: “what”), and “jag” (Eng: “I”). Thus, 
similar to turn-initial cue phrases, this category 
contains high-frequency monosyllabic words, 
items that are not typically associated with pro-
sodic stress. Yet, the results show that turn-initial 
cue phrases are produced with higher intensity 
than other turn-initial words are. In the light of 
previous research, which suggests that increased 
intensity have turn-claiming functions, one can 
speculate that speakers produce talkspurt-initial 
cue phrases with increased intensity in order to 
claim the floor convincingly before having for-
mulated a complete utterance. 

It is further argued that turn-initial cue phrases 
can be used in dialogue systems capable of in-
cremental speech production. Such words can be 
used to initiate turns once the user has stopped 
speaking, allowing the system more time to 
process input without response delays.  

Finally, it is suggested that intensity may be 
better modelled relative to the intensity of the 
immediately preceding speech rather than in ab-
solute of speaker-normalized terms. Speakers 
adjust their intensity to the current acoustical 
environment, and such a dynamic inter-speaker 
relative model may accommodate the current 
acoustic context over the course of a dialogue. In 
support of this approach, the present study shows 
that the increase in intensity can be calculated 
dynamically over the dialogue using the end of 
the previous speaker’s turn as a reference point. 
Inter-speaker relative measures are also moti-
vated practically. Extracting objective measures 
of intensity is problematic since contextual fac-
tors such as the distance between the microphone 
and the lips are difficult to control between dia-
logues and speakers, but the effects are mitigated 
by dynamic and relative measures. This is not to 
say that measuring intensity over the course of a 
single dialogue is trivial. Variation due to for 
example unforeseen alterations of the distance 
between the lips and the microphone during the 
dialogue are still problematic, but it is less of a 
problem within a session than between different 
sessions. 
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Abstract

Dialog modeling in robotics suffers from
lack of generalizability, due to the fact
that the dialog is heavily influenced by
the tasks the robot is able to perform.
We introduce interleaving interaction pat-
terns together with a general protocol for
task communication which enables us to
systematically specify the relationship be-
tween dialog structure and task structure.
We argue that this approach meets the re-
quirements of advanced dialog modeling
on robots and at the same time exhibits a
better scalability than existing concepts.

1 Introduction

The need for interaction modeling on robots is
widely acknowledged, not only for instructing
them but also for enabling them to learn from hu-
mans within interaction. Yet, today’s robotic sys-
tems often do not have a dedicated dialog system
but employ simple command-matching techniques
(e.g. (Böhme et al., 2003)). Other systems rely
on finite-state based dialog managers (e.g. (Bauer
et al., 2009)) that couple dialog and task man-
agement which hampers maintainability and reuse
and does not scale well for more complex interac-
tion scenarios.

On the other hand, concepts for reusable dialog
frameworks have been established within the spo-
ken dialog community for traditional information-
seeking domains where the system first collects
the required parameters, then presents the desired
information to the user, e.g. an accommodation
or travel information (e.g. (Bohus and Rudnicky,
2009)). However, these concepts are not directly
transferable to robotics, due to the situated nature
of human-robot interaction. A robot perceives the
world and acts on it – and it is supposed to com-
municate about that. For instance, a robot manip-

Figure 1: The Curious Robot set-up.

ulating objects needs to be able to verbalize its in-
tended actions and give feedback about its internal
state, but it also needs to react on feedback com-
ments or corrections uttered by the human tutor. In
order to equip a robot with such fine-grained com-
munication skills, tight integration of action exe-
cution into interaction is required. In simple terms,
while the dialog frameworks mentioned can be re-
ferred to as information-oriented, we need rather
action-oriented approaches for robotics.

R: What is that? 〈points〉
H: This is a lemon.
R: A melon. OK.
H: No, I said ’lemon’!
R: A lemon. OK.
R: How should I grasp the lemon?
H: That way. 〈demonstrates grip〉
R: Alright, with the power grasp.
R: I am going to grasp it 〈starts grasping〉
R: I start grasping now.
H: Robot, what objects do you know?
R: Lemon.
R: OK, I finished grasping. 〈stops grasping〉

Table 1: A typical interaction with the Curious Robot.

2 The Pamini framework

This paper presents the Pamini (Pattern-based
mixed-initiative) human-robot interaction frame-
work. Pamini proposes a new approach for dialog
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modeling on robots that includes (1) a task-state
protocol providing a fine-grained interface to the
complex domain processing of the robotic system
and (2) the concept of generic interaction patterns
that support rapid prototyping of human-robot in-
teractions and can be combined in a flexible way.

Previous versions of the Pamini framework
have been applied in several mixed-initiative
learning scenarios. For example, in the Home-
Tour scenario a mobile robot builds up a spatial
model of its environment and gradually improves
its model by attempting to obtain information from
the human (Peltason et al., 2009). In the Curious
Robot scenario shown in figure 1, an anthropomor-
phic robot learns to label and grasp objects, apply-
ing a proactive dialog strategy that provides guid-
ance for untrained users (Lütkebohle et al., 2009).
A dialog excerpt is shown in table 1.

2.1 The task state protocol

A dialog system for robotics needs to coordinate
with a number of components, e.g. for perceptual
analysis, motor control or components generating
nonverbal feedback. To realize this, we use the
concept of tasks that can be performed by com-
ponents. Tasks are described by an execution state
and a task specification containing the information
required for execution. A protocol specifies task
states relevant for coordination and possible tran-
sitions between them as shown in figure 2. Task
updates, i.e. updates of the task state and possi-
bly the task specification, cause event notifications
which are delivered to the participating compo-
nents whereupon they take an appropriate action.

update 
requested

running

cancel 
requested

initiated

CANCELLED

DONE

failed

accepted

result_available
rejected

cancel_failedcancel

accept, rejectupdate

Figure 2: The task life-cycle. A task gets initiated, ac-
cepted, may be cancelled or updated, may deliver intermedi-
ate results and finally is completed. Alternatively, it can be
rejected by the handling component or execution may fail.

Tight integration with action execution A
robot performing e.g. a grasp action supervised
by the human requires multi-step communication
between the dialog system and the arm control as
illustrated in figure 3. Generally, with the accepted

state, the proposed protocol enables the dialog sys-
tem to provide feedback during slow-going actions
indicating the internal system state. Further, with
the update and result available states, it supports
the modification of the task specification during
execution and thus gives the robot the ability to
react to comments, corrections and commands on-
the-fly.

Arm ControlSpeech 
recognition

Text-to-
Speech

Dialog

accept Grasp3: 

cancel_failed7: 

complete Grasp9: 

receive 
(Grasp the apple)

1: 

receive 
(Stop)

5: 

initiate Grasp2: 

say
(I am going
 to grasp the apple.)

4: 

cancel Grasp6: 

say
(I can not stop)

8: 

say
(I finished)

10: 

Figure 3: The component communication for a grasp ac-
tion requested by the human. As the dialog manager (DLG)
receives the grasp command, it initiates a grasp task which
is accepted by the arm control. The DLG is notified about
the task state update and acknowledges task execution. As
the human commands cancelling, the DLG sets the task state
cancel. Since the arm control fails to cancel the task, it sets
the task state cancel failed which the DLG reacts on by ex-
pressing an excuse. Finally the task is completed, and the
DLG acknowledges successful task execution.

Mixed-initiative interaction The Pamini dialog
manager offers dialog tasks for other components,
e.g. greeting the human, informing the human
about anything or conversely requesting informa-
tion from the human. While human initiative is re-
alized whenever input from a speech understand-
ing component is received, robot initiative occurs
when a system component requests a dialog task to
be executed. Situation permitting, the dialog man-
ager will accept the dialog task, go into interaction
with the human, and finally complete the dialog
task. Thus, it can react to the system’s and the hu-
man’s initiative using the same task-state protocol

Learning within interaction The task state pro-
tocol supports robotic learning within interaction
by establishing mechanisms for information trans-
fer from the dialog system to the robotic sub-
system. Once information is available from the
human, Pamini augments the task specification
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with the new information and sets the task state
result available. Since this transition may be
taken multiple times, given information can be
corrected. Also, mixed-initiative enables active
learning, where the learner provokes a situation
providing new information instead of waiting un-
til such situation eventually presents itself.

2.2 Interaction patterns

In an interaction, dialog acts are not unrelated
events, but form coherent sequences. For exam-
ple, a question is usually followed by an answer,
and a request is typically either accepted or re-
jected. Influenced by the concepts of adjacency
pairs (Schegloff and Sacks, 1973), conversation
policies (Winograd, 1986) and software design
patterns, we propose the concept of interaction
patterns that describe recurring dialog structures
on a high level. Interaction patterns can be formal-
ized as transducer augmented with internal state
actions, consisting of
• a set of human dialog acts H and a set of robot dialog

acts R, e.g. H.request or R.assert;
• a set of incoming task events T , e.g. accepted or failed;
• a set of states S representing the interaction state;
• a set of actions A the dialog manager performs, e.g.

initiating or updating a task or reset interaction;
• an input alphabet Σ ⊂ (H ∪ T );
• an output alphabet Λ ⊂ R;
• a transition function T : S × Σ∗ −→ S ×A∗ × Λ∗.

By admitting task events as input and internal
actions that perform task initiation and update,
the dialog level is linked with the domain level.
The patterns have been implemented as statecharts
(Harel, 1987), an extended form of finite state ma-
chines, which provides both an executable model
and an understandable graphical representation as
shown in figure 5. For instance, the cancellable

state name

action, when entered
H.dialog-act /

state name
H.dialog-act / R.dialog-act

state name
task event / R.dialog-act

/

/

Figure 5: Interaction patterns are represented as transducer
that takes as input human dialog acts and task events and pro-
duces robot dialog acts as output.

action request pattern shown in figure 4 describes
an action request initiated by the human that can
be cancelled during execution. The normal course
of events is that the human requests the action to
be executed, the dialog manager initiates the do-
main task, the responsible system component ac-
cepts execution so that the dialog manager will
assert execution. Finally, the task is completed

and the robot acknowledges. In contrast, the cor-
rectable information request pattern is initiated by
the human. Here, on receiving the respective di-
alog task request, the dialog manager will ask for
the desired information and accept the dialog task.
Once the human provides the answer, the robot
will repeat it as implicit confirmation that can be
corrected if necessary. Table 2 lists all patterns that
have been identified so far.

Initiated by user Initiated by robot
Cancellable action request Self-initiated cancellable action
Simple action request Self-initiated simple action
Information request Correctable information request
Interaction opening Simple information request
Interaction closing Clarification
Interaction restart
System reset

Table 2: Available interaction patterns.

Pattern configuration The patterns themselves
do not determine what kind of task is to be ex-
ecuted or what kind of information to obtain ex-
actly. These specifics are defined by the configu-
ration associated with each pattern, and a concrete
scenario is realized by configuring a set of patterns
using a domain-specific language and registering
them with the dialog manager.

In detail, it needs to be specified for the human’s
dialog acts what kind of (possibly multimodal) in-
put is interpreted as a given dialog act which is
done by formulating conditions over the input. For
the robot’s dialog acts, their surface form needs to
be specified. Up to now, speech output and point-
ing gestures are implemented as output modalities
and can be combined. Moreover, also the task
communication needs to be configured, i.e. the
task specification itself as well as possible task
specification updates. In addition, the developer
can define context variables and use them to pa-
rameterize the robot’s dialog acts and in task spec-
ification updates. This is how e.g. for the robot’s
information request the answer is transferred from
the human to the responsible system component.

Interleaving patterns during interaction Dur-
ing interaction, the registered patterns are em-
ployed in a flexible way by admitting patterns to
be interrupted by other patterns and possibly re-
sumed later which leads to interleaving patterns.
By default, simpler patterns are permitted to be
nested within temporally extended patterns. For
example, it seems reasonable to permit monitoring
questions uttered by the human to be embedded in
the robot’s slow-going grasp execution as shown
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initiate

initiate-system-task(ShortTerm)
H.request / asserted

 
system_task_accepted / R.assert

refused

 

system_task_rejected / R.refuse

cancel_requested

update-system-task-state(abort)

H.cancel / 

failed

 

system_task_failed / R.apologize

terminated

 
system_task_completed / R.acknowledge

H.cancel / 

 / 

 / 

 / 

system_task_cancel_failed / R.refuse
system_task_canceled / R.acknowledge

asked

update-dialog-task-state(accepted)
/ R.question

answered
H.answer / 

repeated

apply-dialog-task-spec-update

update-dialog-task-state(result_available)

/ R.repeat

H.correct / 

confirmed

update-dialog-task-state(completed)
* / 

disconfirmed

H.negate / 

/ 

/ R.const-question

Figure 4: Two example interaction patterns. Cancellable action request: an action request which is initiated by the human
and can be cancelled during execution. Correctable information request: an information request with implicit confirmation
initiated by the robot where information can be corrected later if necessary.

in table 1 which equips the robot with multitasking
capabilities. Interleaving is realized by organizing
active patterns on a stack. Whenever an input is
received, the dialog manager attempts to interpret
it in the context provided by the topmost pattern.
If it fails, the lower and inactive patterns are tried.

3 Discussion and Conclusion

The presented approach to dialog modeling on
robots relies on the concept of interaction patterns
that constitute configurable (and thus reusable)
building blocks of interaction. A fine-grained task
state protocol links dialog and domain level. With
interleaving patterns, flexible dialog modeling is
achieved that goes beyond current state-of-the-art
dialog modeling on robots. Further, by encapsulat-
ing both the subtleties of dialog management and
the complexity of component integration, the pro-
posed interaction patterns support rapid prototyp-
ing of human-robot interaction scenarios.

The evaluation of the approach needs to exam-
ine framework usability, framework functionality
and usability of the resulting dialogs. With respect
to framework usability, we already showed that
developers unfamiliar with the framework were
able to build a simple interaction scenario within
one hour (Peltason and Wrede, 2010). With re-
spect to framework functionality, we demonstrated
that the robot’s mixed-initiative interaction capa-
bilities enable human and robot in the Home-Tour
scenario to jointly build up a common represen-
tation of their environment and even compensate
for classification errors (Peltason et al., 2009).
As to dialog usability, a video study indicates
that the Curious Robot’s proactive dialog strat-
egy guides unexperienced users (Lütkebohle et al.,
2009). Further, given a dialog system architecture
that supports rapid prototyping, comparative stud-

ies become possible. Therefore, we currently pre-
pare a study to compare the curiosity strategy with
a user-directed strategy that provides more free-
dom but also more uncertainty to the user. Last
but not least, we will evaluate the patterns them-
selves and pattern interleavability. Are users likely
to interrupt a robot’s action by asking questions or
even giving new commands? Also, are there other
kinds of interaction patterns that occur in a real in-
teraction but are not captured yet?

References
A. Bauer, D. Wollherr, and M. Buss. 2009. Information re-

trieval system for human-robot communication asking for
directions. In International Conference on Robotics and
Automation.
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Abstract
When dialogue systems, through the
use of incremental processing, are
not bounded anymore by strict, non-
overlapping turn-taking, a whole range of
additional interactional devices becomes
available. We explore the use of one such
device, trial intonation. We elaborate
our approach to dialogue management
in incremental systems, based on the
Information-State-Update approach, and
discuss an implementation in a micro-
domain that lends itself to the use of
immediate feedback, trial intonations and
expansions. In an overhearer evaluation,
the incremental system was judged as sig-
nificantly more human-like and reactive
than a non-incremental version.

1 Introduction
In human–human dialogue, most utterances have
only one speaker.1 However, the shape that an
utterance ultimately takes on is often determined
not just by the one speaker, but also by her ad-
dressees. A speaker intending to refer to some-
thing may start with a description, monitor while
they go on whether the description appears to be
understood sufficiently well, and if not, possibly
extend it, rather than finishing the utterance in the
form that was initially planned. This monitoring
within the utterance is sometimes even made very
explicit, as in the following example from (Clark,
1996):

(1) A: A man called Annegra? -
B: yeah, Allegra
A: Allegra, uh, replied and, uh, . . .

In this example, A makes use of what Sacks and
Schegloff (1979) called a try marker, a “question-
ing upward intonational contour, followed by a

1Though by far not all; see (Clark, 1996; Purver et al.,
2009; Poesio and Rieser, 2010).

brief pause”. As discussed by Clark (1996), this
device is an efficient solution to the problem posed
by uncertainty on the side of the speaker whether
a reference is going to be understood, as it checks
for understanding in situ, and lets the conversation
partners collaborate on the utterance that is in pro-
duction.

Spoken dialogue systems (SDS) typically can-
not achieve the close coupling between produc-
tion and interpretation that is needed for this to
work, as normally the smallest unit on which they
operate is the full utterance (or, more precisely,
the turn). (For a discussion see e.g. (Skantze and
Schlangen, 2009).) We present here an approach
to managing dialogue in an incremental SDS that
can handle this phenomenon, explaining how it is
implemented in system (Section 4) that works in
a micro-domain (which is described in Section 3).
As we will discuss in the next section, this goes be-
yond earlier work on incremental SDS, combining
the production of multimodal feedback (as in (Aist
et al., 2007)) with fast interaction in a semantically
more complex domain (compared to (Skantze and
Schlangen, 2009)).

2 Related Work
Collaboration on utterances has not often been
modelled in SDS, as it presupposes fully incre-
mental processing, which itself is still something
of a rarity in such systems. (There is work on
collaborative reference (DeVault et al., 2005; Hee-
man and Hirst, 1995), but that focuses on written
input, and on collaboration over several utterances
and not within utterances.) There are two systems
that are directly relevant here.

The system described in (Aist et al., 2007) is
able to produce some of the phenomena that we
are interested in here. The set-up is a simple
reference game (as we will see, the domain we
have chosen is very similar), where users can re-
fer to objects shown on the screen, and the SDS
gives continuous feedback about its understand-
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ing by performing on-screen actions. While we
do produce similar non-linguistic behaviour in our
system, we also go beyond this by producing
verbal feedback that responds to the certainty of
the speaker (expressed by the use of trial intona-
tion). Unfortunately, very little technical details
are given in that paper, so that we cannot compare
the approaches more fully.

Even more closely related is some of our own
previous work, (Skantze and Schlangen, 2009),
where we modeled fast system reactions to deliv-
ery of information in installments in a number se-
quence dictation domain. In a small corpus study,
we found a very pronounced use of trial or in-
stallment intonations, with the first installments of
numbers being bounded by rising intonation, and
the final installment of a sequence by falling into-
nation. We made use of this fact by letting the sys-
tem distinguish these situations based on prosody,
and giving it different reaction possibilities (back-
channel feedback vs. explicit confirmation).

The work reported here is a direct scaling up of
that work. For number sequences, the notion of
utterance is somewhat vague, as there are no syn-
tactic constraints that help demarcate its bound-
aries. Moreover, there is no semantics (beyond
the individual number) that could pose problems
– the main problem for the speaker in that do-
main is ensuring that the signal is correctly identi-
fied (as in, the string could be written down), and
the trial intonation is meant to provide opportuni-
ties for grounding whether that is the fact. Here,
we want to go beyond that and look at utterances
where it is the intended meaning whose recogni-
tion the speaker is unsure about (grounding at level
3 rather than (just) at level 2 in terms of (Clark,
1996).) This difference leads to differences in the
follow up potential: where in the numbers domain,
typical repair follow-ups were repetitions, in se-
mantically more complex domains we can expect
expansions or reformulations.

3 The Puzzle Micro-Domain
To investigate these issues in a controlled set-
ting, we chose a domain that makes complex and
possibly underspecified references likely, and that
also allows a combination of linguistic and non-
linguistic feedback. In this domain, the user’s goal
is to instruct the system to pick up and manipu-
late Tetris-like puzzle pieces, which are shown on
the screen. We recorded human–human as well
as human–(simulated) machine interactions in this

domain, and indeed found frequent use of “pack-
aging” of instructions, and immediate feedback, as
in (2) (arrow indicating intonation).

(2) IG-1: The cross in the corner↗ ...

IF-2: erm

IG-3: the red one .. yeah

IF-4: [moves cursor]

IG-5: take that.

We chose these as our target phenomena for the
implementation: intra-utterance hesitations, possi-
bly with trial intonation (as in line 2);2 immediate
execution of actions (line 4), and their grounding
role as display of understanding (“yeah” in line 3).
The system controls the mouse cursor, e.g. moving
it over pieces once it has a good hypothesis about
a reference; other actions are visualised similarly.

4 Implementation
4.1 Overview

Our system is realised as a collection of incre-
mental processing modules in the InproToolKit
(Schlangen et al., 2010), a middle-ware pack-
age that implements some of the features of the
model of incremental processing of (Schlangen
and Skantze, 2009). The modules used in the im-
plementation will be described briefly below.

4.2 ASR, Prosody, Floor Tracker & NLU

For speech recognition, we use Sphinx-4 (Walker
et al., 2004), with our own extensions for incre-
mental speech recognition (Baumann et al., 2009),
and our own domain-specific acoustic model. For
the experiments described here, we used a recog-
nition grammar.

Another module performs online prosodic anal-
ysis, based on pitch change, which is measured in
semi-tone per second over the turn-final word, us-
ing a modified YIN (de Cheveigné and Kawahara,
2002). Based on the slope of the f0 curve, we clas-
sify pitch as rising or falling.

This information is used by the floor track-
ing module, which notifies the dialogue manager
(DM) about changes in floor status. These sta-
tus changes are classified by simple rules: silence
following rising pitch leads to a timeout signal

2Although we chose to label this “intra-utterance” here,
it doesn’t matter much for our approach whether one consid-
ers this example to consist of one or several utterances; what
matters is that differences in intonation and pragmatic com-
pleteness have an effect.
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{< a ( 1 action=A=take; 2 prepare(A) ; 3 U),
( 4 tile=T ; 5 highlight(T) ; 6 U),
( 7 ; 8 execute(A,T) ; 9 U) >

< b (10 action=A=del ;11 prepare(A) ;12 U),
(13 tile=T ;14 highlight(T) ;15 U),
(16 ;17 execute(A,T) ;18 U) >}

Figure 1: Example iQUD

sent to the DM faster (200ms) than silence after
falling pitch (500ms). (Comparable to the rules in
(Skantze and Schlangen, 2009).)

Natural language understanding finally is per-
formed by a unification-based semantic composer,
which builds simple semantic representations out
of the lexical entries for the recognised words; and
a resolver, which matches these representations
against knowledge of the objects in the domain.

4.3 Dialogue Manager and Action Manager
The DM reacts to input from three sides: semantic
material coming from the NLU, floor state signals
from the floor tracker, and notifications about exe-
cution of actions from the action manager.

The central element of the information state
used in the dialogue manager is what we call the
iQUD (for incremental Question under Discus-
sion, as it’s a variant of the QUD of (Ginzburg,
1996)). Figure 1 gives an example. The iQUD
collects all relevant sub-questions into one struc-
ture, which also records what the relevant non-
linguistic actions are (RNLAs; more on this in a
second, but see also (Buß and Schlangen, 2010),
where we’ve sketched this approach before), and
what the grounding status is of that sub-question.

Let’s go through example (2). The iQUD in
Figure 1 represents the state after the system has
asked “what shall I do now?”. The system an-
ticipates two alternative replies, a take request, or
a delete request; this is what the specification of
the slot value in 1 and 10 in the iQUD indicates.
Now the user starts to speak and produces what is
shown in line 1 in the example. The floor tracker
reacts to the rising pitch and to the silence of ap-
propriate length, and notifies the dialogue man-
ager. In the meantime, the DM has received up-
dates from the NLU module, has checked for each
update whether it is relevant to a sub-question on
the iQUD, and if so, whether it resolves it. In this
situation, the material was relevant to both 4 and
13, but did not resolve it. This is a precondition for
the continuer-questioning rule, which is triggered
by the signal from the floor tracker. The system

then back-channels as in the example, indicating
acoustic understanding (Clark’s level 2), but fail-
ure to operate on the understanding (level 3). (As
an aside, we found that it is far from trivial to find
the right wording for this prompt. We settled on
an “erm” with level pitch.)

The user then indeed produces more material,
which together with the previously given informa-
tion resolves the question. This is where the RN-
LAs come in: when a sub-question is resolved, the
DM looks into the field for RNLAs, and if there
are any, puts them up for execution to the action
manager. In our case, slots 4 and 13 are both
applicable, but as they have compatible RNLAs,
this does not cause a conflict. When the action
has been performed, a new question is accommo-
dated (not shown here), which can be paraphrased
as “was the understanding displayed through this
action correct?”. This is what allows the user reply
in line 3 to be integrated, which otherwise would
need to be ignored, or even worse, would confuse
a dialogue system. A relevant continuation, on the
other hand, would also have resolved the question.
We consider this modelling of grounding effects
of actions an important feature of our approach.

Similar rules handle other floor tracker events;
not elaborated here for reasons of space. In
our current prototype the rules are hard-coded,
but we are preparing a version where rules and
information-states can be specified externally and
are read in by a rule-engine.

4.4 Overhearer Evaluation

Evaluating the contribution of one of the many
modules in an SDS is notoriously difficult (Walker
et al., 1998). To be able to focus on evaluation of
the incremental dialogue strategies and avoid in-
terference from ASR problems (and more techni-
cal problems; our system is still somewhat frag-
ile), we opted for an overhearer evaluation. (Such
a setting was also used for the test of the incremen-
tal system of (Aist et al., 2007).)

We implemented a non-incremental version of
the system that does not give non-linguistic feed-
back during user utterances and has only one,
fixed, timeout of 800ms (comparable to typical
settings in commercial dialogue systems). Two
of the authors then recorded 30 minutes of inter-
actions with the two versions of the system.We
then identified and discarded “outlier” interac-
tions, i.e. those with technical problems, or where
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recognition problems were so severe that a non-
understanding state was entered repeatedly. These
criteria were meant to be fair to both versions
of the system, and indeed we excluded similar
numbers of failed interactions from both versions
(around 10 % of interactions in total).

We measured the length of interactions in the
two sets, and found that the interactions in the in-
cremental setting were significantly shorter (t-test,
p < 0.005). This was to be expected, of course,
as the incremental strategies allow faster reactions
(execution time can be folded into the user utter-
ance); other outcomes would have been possible,
though, if the incremental version had systemati-
cally more understanding problems.

We then had 8 subjects (university students,
not involved in the research) watch and directly
judge (questionnaire, Likert-scale replies to ques-
tions about human-likeness, helpfulness, and re-
activity) 34 randomly selected interactions from
either condition. Human-likeness and reactivity
were judged significantly higher for the incremen-
tal version (Wilcoxon rank-sum test; p < 0.05 and
p < 0.005, respectively), while there was no effect
for helpfulness (p = 0.06).

5 Conclusions

We described our incremental micro-domain dia-
logue system, which is capable of reacting to sub-
tle signals from the user about expected feedback,
and is able to produce overlapping non-linguistic
actions, modelling their effect as displays of un-
derstanding. Interactions with the system were
judged by overhearers to be more human-like and
reactive than with a non-incremental variant. We
are currently working on extending and generalis-
ing our approach to incremental dialogue manage-
ment, porting it to other domains.
Acknowledgments Funded by an ENP grant from DFG.
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Abstract

We build a model for speech disfluency
detection based on conditional random
fields (CRFs) using the Switchboard cor-
pus. This model is then applied to a
new domain without any adaptation. We
show that a technique for detecting speech
disfluencies based on Integer Linear Pro-
gramming (ILP) (Georgila, 2009) signifi-
cantly outperforms CRFs. In particular, in
terms of F-score and NIST Error Rate the
absolute improvement of ILP over CRFs
exceeds 20% and 25% respectively. We
conclude that ILP is an approach with
great potential for speech disfluency detec-
tion when there is a lack or shortage of in-
domain data for training.

1 Introduction

Speech disfluencies (also known as speech re-
pairs) occur frequently in spontaneous speech and
can pose difficulties to natural language process-
ing (NLP) since most NLP tools (e.g. parsers and
part-of-speech taggers) are traditionally trained on
written language. However, speech disfluencies
are not noise. They are an integral part of how
humans speak, may provide valuable information
about the speaker’s cognitive state, and can be crit-
ical for successful turn-taking (Shriberg, 2005).
Speech disfluencies have been the subject of much
research in the field of spoken language process-
ing, e.g. (Ginzburg et al., 2007).

Speech disfluencies can be divided into three
intervals, the reparandum, the editing term, and
the correction (Heeman and Allen, 1999; Liu et
al., 2006). In the example below, “it left” is the
reparandum (the part that will be repaired), “I
mean” is the editing term, and “it came” is the cor-
rection:

(it left) * (I mean) it came

The asterisk marks the interruption point at
which the speaker halts the original utterance in
order to start the repair. The editing term is op-
tional and consists of one or more filled pauses
(e.g. uh, um) or discourse markers (e.g. you know,
well). Our goal here is to automatically detect rep-
etitions (the speaker repeats some part of the ut-
terance), revisions (the speaker modifies the orig-
inal utterance), or restarts (the speaker abandons
an utterance and starts over). We also deal with
complex disfluencies, i.e. a series of disfluencies
in succession (“it it was it is sounds great”).

In previous work many different approaches to
detecting speech disfluencies have been proposed.
Different types of features have been used, e.g.
lexical features only, acoustic and prosodic fea-
tures only, or a combination of both (Liu et al.,
2006). Furthermore, a number of studies have
been conducted on human transcriptions while
other efforts have focused on detecting disfluen-
cies from the speech recognition output.

In our previous work (Georgila, 2009), we pro-
posed a novel two-stage technique for speech dis-
fluency detection based on Integer Linear Pro-
gramming (ILP). ILP has been applied success-
fully to several NLP problems, e.g. (Clarke
and Lapata, 2008). In the first stage of our
method, we trained state-of-the-art classifiers for
speech disfluency detection, in particular, Hidden-
Event Language Models (HELMs) (Stolcke and
Shriberg, 1996), Maximum Entropy (ME) mod-
els (Ratnaparkhi, 1998), and Conditional Random
Fields (CRFs) (Lafferty et al., 2001). Then in
the second stage and during testing, each classifier
proposed possible labels which were then assessed
in the presence of local and global constraints us-
ing ILP. These constraints are hand-crafted and en-
code common disfluency patterns. ILP makes the
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final decision taking into account both the output
of the classifier and the constraints. Our approach
is similar to the work of (Germesin et al., 2008) in
the sense that they also combine machine learning
with hand-crafted rules. However, we use differ-
ent machine learning techniques and ILP.

When we evaluated this approach on the
Switchboard corpus (available from LDC and
manually annotated with disfluencies) using lex-
ical features, we found that ILP significantly im-
proves the performance of HELMs and ME mod-
els with negligible cost in processing time. How-
ever, the improvement of ILP over CRFs was only
marginal. These results were achieved when each
classifier was trained on approx. 35,000 occur-
rences of disfluencies. Then we experimented
with varying training set sizes in Switchboard. As
soon as we started reducing the amount of data for
training the classifiers, the improvement of ILP
over CRFs rose and became very significant, ap-
prox. 4% absolute reduction of error rate with 25%
of the training set (approx. 9,000 occurrences of
disfluencies) (Georgila, 2009). This result showed
that ILP is particularly helpful when there is no
much training data available.

However, Switchboard is a unique corpus be-
cause the amount of disfluencies that it contains
is very large. Thus even 25% of our training set
contains more disfluencies than a typical corpus
of human-human or human-machine interactions.
In this paper, we investigate what happens when
we move to a new domain when there is no in-
domain data annotated with disfluencies to be used
for training. This is usually the case when we start
developing a dialogue system in a new domain,
when the system has not been fully implemented
yet, and thus no data from users interacting with
the system has been collected. Since the improve-
ment of ILP over HELMs and ME models was
very large even when the models were both trained
and tested on Switchboard (approx. 15% and 20%
absolute reduction of error rate when 100% and
25% of the training set was used for training the
classifiers respectively (Georgila, 2009)), in this
paper we focus only on comparing CRFs versus
CRFs+ILP. Our goal is to evaluate if and how
much ILP improves CRFs in the case that no train-
ing data is available at all.

The structure of the paper is as follows: In sec-
tion 2 we describe our data sets. In section 3 we
concisely describe our approach. Then in section 4
we present our experiments. Finally in section 5
we present our conclusion.

2 Data Sets

To train our classifiers we use Switchboard (avail-
able from LDC), which is manually annotated
with disfluencies, and is traditionally used for
speech disfluency experiments. We transformed
the Switchboard annotations into the following
format:
it BE was IE a IP it was good

BE (beginning of edit) is the point where the
reparandum starts and IP is the interruption point
(the point before the repair starts). In the above
example the beginning of the reparandum is the
first occurrence of “it”, the interruption point ap-
pears after “a”, and every word between BE and
IP is tagged as IE (inside edit). Sometimes BE
and IP occur at the same point, e.g. “it BE-IP it
was”. In (Georgila, 2009) we divided Switchboard
into training, development, and test sets. Here we
use the same training and development sets as in
(Georgila, 2009) containing 34,387 occurrences of
BE labels and 39,031 occurrences of IP labels, and
3,146 occurrences of BE labels and 3,499 occur-
rences of IP labels, respectively.

We test our approach on a smaller corpus col-
lected in the framework of the Rapport project
(Gratch et al., 2007). The goal of the Rap-
port project is to study how rapport is achieved
in human-human and human-machine interaction.
By rapport we mean the harmony, fluidity, syn-
chrony and flow that someone feels when they are
engaged in a good conversation.

The Rapport agent is a virtual human designed
to elicit rapport from human participants within
the confines of a dyadic narrative task (Gratch et
al., 2007). In this setting, a speaker narrates some
previously observed series of events, i.e. the events
in a sexual harassment awareness and prevention
video, and the events in a video of the Tweety
cartoon. The central challenge for the Rapport
agent is to provide the non-verbal listening feed-
back associated with rapportful interaction (e.g.
head nods, postural mirroring, gaze shifts, etc.).
Our ultimate goal is to investigate possible cor-
relations between disfluencies and these types of
feedback.

We manually annotated 70 sessions of the Rap-
port corpus with disfluencies using the labels de-
scribed above (BE, IP, IE and BE-IP). In each ses-
sion the speaker narrates the events of one video.
These annotated sessions served as our reference
data set (gold-standard), which contained 738 and
865 occurrences of BE and IP labels respectively.
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3 Methodology

In the first stage we train our classifier. Any clas-
sifier can be used as long as it provides more than
one possible answer (i.e. tag) for each word in the
utterance. Valid tags are BE, BE-IP, IP, IE or O.
The O tag indicates that the word is outside the
disfluent part of the utterance. ILP will be applied
to the output of the classifier during testing.

Let N be the number of words of each utter-
ance and i the location of the word in the utterance
(i=1,...,N ). Also, let CBE(i) be a binary variable
(1 or 0) for the BE tag. Its value will be determined
by ILP. If it is 1 then the word will be tagged as
BE. In the same way, we use CBE−IP (i), CIP (i),
CIE(i), CO(i) for tags BE-IP, IP, IE and O re-
spectively. Let PBE(i) be the probability given by
the classifier that the word is tagged as BE. In the
same way, let PBE−IP (i), PIP (i), PIE(i), PO(i)
be the probabilities for tags BE-IP, IP, IE and O
respectively. Given the above definitions, the ILP
problem formulation can be as follows:

max[
∑N

i=1
[PBE(i)CBE(i) + PBE−IP (i)CBE−IP (i)

+PIP (i)CIP (i) + PIE(i)CIE(i) + PO(i)CO(i)]]

(1)
subject to constraints, e.g.:

CBE(i) + CBE−IP (i) + CIP (i) + CIE(i)
+CO(i) = 1 ∀i ∈ (1, ..., N) (2)

Equation 1 is the linear objective function that
we want to maximize, i.e. the overall probability
of the utterance. Equation 2 says that each word
can have one tag only. In the same way, we can
define constraints on which labels are allowed at
the start and end of an utterance. There are also
some constraints that define the transitions that are
allowed between tags. For example, IP cannot
follow an O directly, which means that we can-
not start a disfluency with an IP. There has to be
a BE after O and before IP. Details are given in
(Georgila, 2009).

We also formulate some additional rules that
encode common disfluency patterns. The idea
here is to generalize from these patterns. Be-
low is an example of a long-context rule. If we
have the sequence of words “she was trying to
well um she was talking to a coworker”, we ex-
pect this to be tagged as “she BE was IE try-
ing IE to IP well O um O she O was O talk-
ing O to O a O coworker O”, if we do not take
into account the context in which this pattern oc-
curs. Basically the pattern here is that two se-
quences of four words separated by a discourse
marker (“well”) and a filled pause (“um”) differ

only in their third word. That is, “trying” and
“talking” are different words but have the same
part-of-speech tag (gerund). We incorporate this
rule into our ILP problem formulation as follows:
Let (w1,...,wN ) be a sequence of N words where
both w3 and wN−3 are verbs (gerund), the word
sequence w1,w2,w4 is the same as the sequence
wN−5,wN−4,wN−2, and all the words in between
(w5,...,wN−6) are filled pauses or discourse mark-
ers. Then the probabilities given by the classi-
fier are modified as follows: PBE(1)=PBE(1)+b1,
PIE(2)=PIE(2)+b2, PIE(3)=PIE(3)+b3, and
PIP (4)=PIP (4)+b4, where b1, b2, b3 and b4 are
empirically set boosting paremeters with values
between 0.5 and 1 computed using our Switch-
board development set. We use more complex
rules to cover cases such as “she makes he doesn’t
make”, and boost the probabilities that this is
tagged as “she BE makes IP he O doesn’t O make
O”.

In total we apply 17 rules and each rule can have
up to 5 more specific sub-rules. The largest con-
text that we take into account is 10 words, not in-
cluding filled pauses and discourse markers.

4 Experiments

For building the CRF model we use the CRF++
toolkit (available from sourceforge). We
used only lexical features, i.e. words and part-of-
speech (POS) tags. Switchboard includes POS
information but to annotate the Rapport corpus
with POS labels we used the Stanford POS tag-
ger (Toutanova and Manning, 2000). We ex-
perimented with different sets of features and
we achieved the best results with the follow-
ing setup (i is the location of the word or POS
in the sentence): Our word features are 〈wi〉,
〈wi+1〉, 〈wi−1, wi〉, 〈wi, wi+1〉, 〈wi−2, wi−1, wi〉,
〈wi, wi+1, wi+2〉. Our POS features have the
same structure as the word features. For ILP we
use the lp solve software also available from
sourceforge. We train on Switchboard and
test on the Rapport corpus.

For evaluating the performance of our models
we use standard metrics proposed in the litera-
ture, i.e. Precision, Recall, F-score, and NIST Er-
ror Rate. We report results for BE and IP. F-score
is the harmonic mean of Precision and Recall (we
equally weight Precision and Recall). Precision is
the ratio of the correctly identified tags X to all the
tags X detected by the model (where X is BE or
IP). Recall is the ratio of the correctly identified
tags X to all the tags X that appear in the reference
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BE
Prec Rec F-score Error

CRF 74.52 36.45 48.95 73.44
CRF+ILP 77.44 64.63 70.46 47.56

IP
Prec Rec F-score Error

CRF 86.36 41.73 56.27 64.62
CRF+ILP 88.75 72.95 80.08 35.61

Table 1: Comparative results between our models.

utterance. The NIST Error Rate is the sum of in-
sertions, deletions and substitutions divided by the
total number of reference tags (Liu et al., 2006).

Table 1 presents comparative results between
our models. As we can see, now the improve-
ment of ILP over CRFs is not marginal as in
Switchboard. In fact, in terms of F-score and
NIST Error Rate the absolute improvement of ILP
over CRFs exceeds 20% and 25% respectively.
The results are statistically significant (p<10−8,
Wilcoxon signed-rank test). The main gain of ILP
comes from the large improvement in Recall. This
result shows that using ILP has great potential for
speech disfluency detection when there is a lack of
in-domain data for training, and when we use lex-
ical features and human transcriptions. Further-
more, the cost of applying ILP is negligible since
the process is fast and applied during testing.

Note that the improvement of ILP over CRFs is
significant even though the two corpora, Switch-
board and Rapport, differ in genre (conversation
versus narrative).

The reason for the large improvement of ILP
over CRFs is the fact that as explained above
ILP takes into account common disfluency pat-
terns and generalizes from them. CRFs can po-
tentially learn similar patterns from the data but
do not generalize that well. For example, if the
CRF model learns that “she she” is a repetition it
will not necessarily infer that any sequence of the
same two words is a repetition (e.g. “and and”).
Of course here, since we deal with human tran-
scriptions we do not worry about speech recogni-
tion errors. Preliminary results with speech recog-
nition output showed that ILP retains its advan-
tages but more modestly. In this case, when decid-
ing which boosting rules to apply, it makes sense
to consider speech recognition confidence scores
per word. For example, a possible repetition “to
to” could be the result of a misrecognition of “to
do”. But these types of problems also affect plain
CRFs, so in the end ILP is expected to continue
outperforming CRFs. This is one of the issues for
future work together with using prosodic features.

5 Conclusion

We built a model for speech disfluency detec-
tion based on CRFs using the Switchboard cor-
pus. This model was then applied to a new do-
main without any adaptation. We showed that a
technique for detecting speech disfluencies based
on ILP significantly outperforms CRFs. In partic-
ular, in terms of F-score and NIST Error Rate the
absolute improvement of ILP over CRFs exceeds
20% and 25% respectively. We conclude that ILP
is an approach with great potential for speech dis-
fluency detection when there is a lack or shortage
of in-domain data for training.
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Abstract 

 

In this paper we present experiments related to 

the validation of spoken language understand-

ing capabilities in a language and culture train-

ing system.  In this application, word-level 

recognition rates are insufficient to character-

ize how well the system serves its users.  We 

present the results of an annotation exercise 

that distinguishes instances of non-recognition 

due to learner error from instances due to poor 

system coverage.  These statistics give a more 

accurate and interesting description of system 

performance, showing how the system could 

be improved without sacrificing the instruc-

tional value of rejecting learner utterances 

when they are poorly formed. 

1 Introduction 

Conversational practice in real-time dialogs with 

virtual humans is a compelling element of train-

ing systems for communicative competency, 

helping learners acquire procedural skills in addi-

tion to declarative knowledge (Johnson, Rickel et 

al. 2000).  Alelo's language and culture training 

systems allow language learners to engage in 

such dialogs in a serious game environment, 

where they practice task-based missions in new 

linguistic and cultural settings (Barrett and 

Johnson 2010).  To support this capability, Alelo 

products apply a variety of spoken dialog tech-

nologies, including automatic speech recognition 

(ASR) and agent-based models of dialog that 

capture theories of politeness (Wang and 

Johnson 2008), and cultural expectations (John-

son, 2010; (Sagae, Wetzel et al. 2009).  

To properly assess these dialog systems, we 

must take several issues into account.  First, us-

ers who interact with these systems are language 

learners, who can be expected occasionally to 

produce invalid speech, and who may benefit 

from the corrective signal of recognizer rejec-

tion.  Second, word recognition is one step in a 

social simulation pipeline that allows virtual hu-

mans to respond to learner input (Samtani, 

Valente et al. 2008).  Consequently, the system 

goals extend beyond word-level decoding into 

meaning interpretation and response planning. 

As a result, Word Error Rate (WER) and re-

lated metrics, such as those described by Hunt 

(1990) for evaluating ASR performance, are in-

sufficient to characterize how well the speech 

understanding component of the dialog system 

performs. We need a meaningful way to account 

for the performance of the dialog system as a 

whole, which can distinguish acceptable interpre-

tation failures from unacceptable ones. 

We present a validation process for assessing 

speech understanding in dialog systems for lan-

guage training applications.  The process in-

volves annotation of historical user data acquired 

from learner interaction with the Tactical Lan-

guage and Culture Training System (Johnson and 

Valente 2009).   The results indicate that learner 

mistakes make up the majority of non-

recognitions, confirming the hypothesis that 

“recognition failures” are a complex category of 

events that are only partly explained by lack of 

coverage in speech understanding components 

such as ASR. 

2 Metrics for Dialog System Assessment  

Speech recognition errors in the dialog system 

result in at least two sub-types of error: non-

understandings, where the system cannot find an 

interpretation for user input, and misunderstand-

ings, where the system finds an interpretation 

that does not match the learner’s intent (McRoy 

and Hirst 1995). 

These classes generalize beyond speech rec-

ognition to speech understanding.  This is shown 

in Figure 1, where "act" refers to a message 
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modeled along the lines of Traum & Hinkleman 

(1992).  In the context of speech-enabled dialog 

systems, the understanding task is more critical, 

since it more closely models the overall success 

of the communication between the human user 

and the virtual human interlocutor. 

 

 
 

Figure 1.  Speech understanding pipeline. 

 

As a result, a variety of metrics have been sug-

gested that assess performance at the level of 

intent recognition, rather than word recognition.  

Examples include PARADISE (Walker, Litman 

et al. 1998) and the work of Suendermann, Lis-

combe, et al (2009). 

We propose an assessment procedure that uses 

expert annotation to compare speaker-intended 

acts to the acts recognized by the speech-

understanding component of the dialog system.  

Like the metrics mentioned above, it evaluates 

the system's ability to recognize intent as well as 

words.  However we focus our attention on adap-

tations that characterize interactions with lan-

guage learners, who are a special type of user.  

As a result, we can distinguish system non-

understandings and mis-understandings that are 

due to system error from those that are caused by 

learner mistakes. 

Our goal is to use this information to reduce 

mis-understandings due to system errors; such 

mis-understandings can yield confusing dialog 

behavior, causing learners to lose confidence in 

the accuracy of the speech recognizer. Non-

understandings may be less serious, since they 

occur in real life between learners and native 

speakers. Non-understandings due to learner er-

ror may be beneficial if the additional practice 

that results from non-understandings leads to an 

increase in language accuracy. 

3 Procedure 

To assess performance, we recruited two annota-

tors to provide judgments on historical log data 

regarding the accuracy of the system interpreta-

tions at multiple levels, including word-level 

recognition and act recognition.   

3.1 Annotation team and data collection 

The annotators are Alelo team members with 

expertise in General Linguistics, French and 

Spanish Linguistics, Translation, and Teaching 

English as a Foreign Language (TEFL).  Their 

combined experience in content authoring for 

Alelo courses covers more than 10 languages. 

The data was collected in the fall of 2009 as 

part of a field test for Alelo courses teaching Ira-

qi Arabic and Sub-Saharan French.  Naval per-

sonnel at several sites around the United States 

volunteered to complete the courses in self-

study.  The training systems generated user logs, 

capturing recordings of learner turns and system 

recognition results for each turn.  From these 

logs, samples of beginner-level and intermediate-

level dialogs were selected and anonymized for 

annotation. 

3.2 Speech understanding accuracy 

The point of this exercise is to explore how of-

ten the system fails to understand what a learner 

is trying to say during spoken dialog.  

Annotation was performed on a total of 345 

learner turns.  To determine the act-level accura-

cy of the speech understanding system, annota-

tors listened to the recording of each turn and 

selected the act they heard from a drop-down list.  

The results were compared with the system-

perceived act result recovered from the log.  

Speech understanding rejections, where the sys-

tem determined that no meaningful act could be 

perceived from the learner turn, were labeled 

with the act name "garbage".  Human annotators 

could also select the garbage act for recordings 

where no meaningful interpretation could be 

made.   

4 Results 

To analyze the results, we measure system ac-

curacy at two levels.  First, we determine accura-

cy on distinguishing meaningful utterances (ut-

terances that annotators labeled with an act) from 

non-meaningful speech attempts (labeled as gar-

bage by annotators).  The results are shown in 

Table 1.  Inter-annotator agreement as measured 

by Cohen's Kappa on the first task is 0.8, indicat-

ing good agreement between our two experts.  

Next, we examine the utterances classified as 

meaningful by both the system and the annota-
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tors, to assess correctness at a finer level of gra-

nularity: given that the system identified the ut-

terance as meaningful, did the meaning that it 

assigned match our annotators’ judgments?  If 

not, mis-understandings occur.  These results are 

shown in Table 2.  System mis-understandings 

over all meaningful utterances.  Inter-annotator 

agreement on the non-understanding classifica-

tion task was 0.73, suggesting that there is sub-

stantial agreement between our raters. 

4.1 Correct interpretations 

Numbers in the bottom-right cells of Table 1 

and the first row of Table 2 represent correct sys-

tem interpretations, according to an annotator.  In 

these instances, the annotator assigned an act to 

the turn that matched the system interpretation 

for that turn (in Table 2), or both the annotator 

and the system assigned the label "garbage" (in 

Table 1).  On average these examples account for 

62% of the total turns. 

An important result from this procedure is that 

it reveals the class of appropriate rejections by 

the speech understanding component.  These 

"garbage-in, garbage-out" instances are instruc-

tive cases where the system indicates to the 

learner that he or she should re-try the utterance.  

4.2 Mis-understandings 

In Table 2, the row labeled "Incorrect" con-

tains mis-understandings, where the system made 

an interpretation but failed to match the expert 

annotation. Mis-understandings account for 

around 3.5% of the turns in our data set, on aver-

age.   The low rate of mis-understandings is an 

encouraging result for the overall quality of the 

understanding component. Prior to the introduc-

tion of the garbage model into the speech recog-

nizer the mis-understanding rate had been rela-

tively high, and these results indicate a signifi-

cant improvement. 

  Annotator 1 

  Act Garbage 

System Act 175 3 

Garbage 94 73 

   

  Annotator 2 

  Act Garbage 

System Act 176 2 

Garbage 134 33 

Table 1. Distinguishing meaningful utterances 

(corresponding to an Act) from non-meaningful 

attempts (Garbage). 

System Annotator 1 Annotator 2 

Correct 167 160 

Incorrect 8 16 
Table 2.  System mis-understandings over all mea-

ningful utterances. 

4.3 Non-understandings 

Instances from the data set where the annota-

tor was able to interpret an act, but the system 

returned "garbage," are shown in the lower-left 

cells of Table 1. These are system non-

understandings, since the speech understanding 

component was not able to map the learner input 

to a meaningful act, even though the annotators 

were.   Non-understandings account for 33% of 

turns in our data set, on average.   

To understand the impact of these non-

understandings on dialog system quality, we 

must consider the specialized case of language 

learners.  Several components of the speech un-

derstanding pipeline are tuned with language 

learners in mind.  For example, acoustic models 

used in the automatic speech recognizer are 

trained on a mixture of native and non-native 

data.  The goal is for the system to be as tolerant 

as possible of pronunciation variability, while 

still catching learner mistakes.   

  We expect learner speech attempts to occur 

on a continuum, ranging from fully correct to 

minor mistakes to unrecoverable errors.  In the 

first procedure, the annotators were instructed to 

label a recording with a meaningful act in all 

cases where they could do so, using garbage only 

for unintelligible attempts.  As a result, we con-

sciously placed the annotator tolerance at the far 

end of this spectrum.   

Since the system is less forgiving, we hypo-

thesize that the non-understandings we found 

mask two different sub-classes: instances where 

the system truly failed to interpret a well-formed 

utterance, and instances where the system was 

(perhaps appropriately) rejecting a learner mis-

take: an intelligible but malformed utterance.  

In a follow-up procedure, the annotators revi-

sited instances labeled as non-understandings.  In 

this second round, they distinguished instances 

where the learner successfully performed an act 

that was simply outside the coverage of the 

speech understanding system from instances 

where they perceived a learner error, either in 

pronunciation or grammar.  The results are sum-

marized in Table 3.  

We found that most of the cases of non-

recognition were actually due to learner error, 

rather than system error.  
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Annotator 1  

Error Type Count  

Learner Grammar 0  

Learner Pronunciation 58 (62%)  

System Error 36  

Total 94  

  

Annotator 2  

Error Type Count κ 

Learner Grammar 2 0 

Learner Pronunciation 85 (63%) 0.65 

System Error 47 0.65 

Total 134 0.73 
Table 3.  Classification of non-understandings.  

Inter-annotator agreement (κ) is substantial 

over all classes. 

 

5 Conclusions and Future Work 

By applying a method for assessment that goes 

beyond word recognition rate, we have produced 

an analysis of the speech understanding compo-

nents in a dialog system for language learners.  

Expert annotators found that most system-

understood speech attempts were interpreted cor-

rectly, with mis-understandings occurring only 

3% of the time.  While non-understandings oc-

curred much more frequently, a follow-up exer-

cise showed that learner pronunciation error was 

the most frequent cause; these cases are legiti-

mate candidates for system rejection, leaving 

12% of all instances as non-understandings 

where the system was at fault.   These instances 

represent the most beneficial errors to correct 

when making refinements to the speech under-

standing module.  

In this exercise, one could interpret the hu-

man-assigned acts as a model of recognition by 

an extremely sympathetic hearer.  Although this 

model may be too lenient to provide learners 

with realistic communication practice, it could be 

useful for the dialog engine to recognize some 

poorly-formed utterances, for the purpose of 

providing feedback.  For example, a learner who 

repeatedly attempts the same utterance with un-

acceptable but intelligible pronunciation could 

trigger a tutoring-style intervention (“Are you 

trying to say bonjour?  Try it more like this...”).   

The assessment methods and analysis pre-

sented in this paper are a first step toward this 

type of system improvement, one that meets the 

needs of language learners as a unique type of 

dialog-system user. 
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Abstract

We perform a study of existing dialogue
corpora to establish the theoretical max-
imum performance of the selection ap-
proach to simulating human dialogue be-
havior in unseen dialogues. This maxi-
mum is the proportion of test utterances
for which an exact or approximate match
exists in the corresponding training cor-
pus. The results indicate that some do-
mains seem quite suitable for a corpus-
based selection approach, with over half of
the test utterances having been seen before
in the corpus, while other domains show
much more novelty compared to previous
dialogues.

1 Introduction

There are two main approaches toward automat-
ically producing dialogue utterances. One is the
selection approach, in which the task is to pick
the appropriate output from a corpus of possible
outputs. The other is the generation approach, in
which the output is dynamically assembled using
some composition procedure, e.g. grammar rules
used to convert information from semantic repre-
sentations and/or context to text.

The generation approach has the advantage of
a more compact representation for a given gener-
ative capacity. But for any finite set of sentences
produced, the selection approach could perfectly
simulate the generation approach. The generation
approach generally requires more analytical effort
to devise a good set of grammar rules that cover
the range of desired sentences but do not admit un-
desirable or unnatural sentences. Whereas, in the
selection approach, outputs can be limited to those
that have been observed in human speech. This
affords complex and human-like sentences with-
out much detailed analysis. Moreover, when the

output is not just text but presented as speech, the
system may easily use recorded audio clips rather
than speech synthesis. This argument also extends
to multi-modal performances, e.g. using artist an-
imation motion capture or recorded video for an-
imating virtual human dialogue characters. Often
one is willing to sacrifice some generality in or-
der to achieve more human-like behavior than is
currently possible from generation approaches.

The selection approach has been used for a
number of dialogue agents, including question-
answering characters at ICT (Leuski et al., 2006;
Artstein et al., 2009; Kenny et al., 2007), FAQ
bots (Zukerman and Marom, 2006; Sellberg and
Jönsson, 2008) and web-site information charac-
ters. It is also possible to use the selection ap-
proach as a part of the process, e.g. from words to
a semantic representation or from a semantic rep-
resentation to words, while using other approaches
for other parts of dialogue processing.

The selection approach presents two challenges
for finding an appropriate utterance:
◦ Is there a good enough utterance to select?
◦ How good is the selection algorithm at find-

ing this utterance?
We have previously attempted to address the sec-
ond question, by proposing the information or-
dering task for evaluating dialogue coherence
(Gandhe and Traum, 2008). Here we try to ad-
dress the first question, which would provide a
theoretical upper bound in quality for any selec-
tion approach. We examine a number of different
dialogue corpora as to their suitability for the se-
lection approach.

We make the following assumptions to allow
automatic evaluation across a range of corpora.
Actual human dialogues represent a gold-standard
for computer systems to emulate; i.e. choosing an
actual utterance in the correct place is the best pos-
sible result. Other utterances can be evaluated as
to how close they come to the original utterance,
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using a similarity metric.
Our methodology is to examine a test corpus of

human dialogue utterances to see how well a se-
lection approach could approximate these, given a
training corpus of utterances in that domain. We
look at exact matches as well as utterances having
their similarity score above a threshold. We in-
vestigate the effect of the size of training corpora,
which lets us know how much data we might need
to achieve a certain level of performance. We also
investigate the effect of domain of training cor-
pora.

2 Dialogue Corpora

We examine human dialogue utterances from a va-
riety of domains. Our initial set contains six dia-
logue corpora from ICT as well as three other pub-
licly available corpora.

SGT Blackwell is a question-answering char-
acter who answers questions about the U.S. Army,
himself, and his technology. The corpus con-
sists of visitors interacting with SGT Blackwell at
an exhibition booth at a museum. SGT Star is
a question-answering character, like SGT Black-
well, who talks about careers in the U.S. Army.
The corpus consists of trained handlers present-
ing the system. Amani is a bargaining character
used as a prototype for training soldiers to perform
tactical questioning. The SASO system is a ne-
gotiation training prototype in which two virtual
characters negotiate with a human “trainee” about
moving a medical clinic. The Radiobots system is
a training prototype that responds to military calls
for artillery fire. IOTA is an extension of the Ra-
diobots system. The corpus consists of training
sessions between a human trainee and a human in-
structor on a variety of missions. Yao et al. (2010)
provides details about the ICT corpora.

Other corpora involved dialogues between
two people playing specific roles in planning,
scheduling problem for railroad transportation,
the Trains-93 corpus (Heeman and Allen, 1994)
and for emergency services, the Monroe corpus
(Stent, 2000). The Switchboard corpus (Godfrey
et al., 1992) consists of telephone conversations
between two people, based on provided topics.

We divided the data from each corpus into a
training set and a test set, as shown in Table 1. The
data consists of utterances from one or more hu-
man speakers who engage in dialogue with either
virtual characters (Radiobots, Blackwell, Amani,

Star, SASO) or other humans (Switchboard, Mon-
roe, IOTA, Trains-93). These corpora differ along
a number of dimensions such as the size of the
corpus, dialogue genre (question-answering, task-
oriented or conversational), types of tasks (ar-
tillery calls, moving and scheduling resources, in-
formation seeking) and motivation of the partici-
pants (exploring a new technology – SGT Black-
well , presenting a demo – SGT Star, undergo-
ing training – Amani, IOTA or simply for collect-
ing the corpus – Switchboard, Trains-93, Monroe).
While the set of corpora we include does not cover
all points in these dimensions, it does present an
interesting range.

3 Dialogue Utterance Similarity Metrics

To answer the question of whether an adequate
utterance exists in our training corpus that could
be selected and used, we need an appropriate-
ness measure. We assume that an utterance pro-
duced by a human in a dialogue is appropriate,
and thus the problem becomes one of construct-
ing an appropriate similarity function to compare
the human-produced utterance with the utterances
available from the training corpus. Given a train-
ing corpus Utrain and a similarity function f ,
we calculate the score for a test utterance ut as,
maxsimf (ut) = maxi f(ut, ui); ui ∈ Utrain

There are several choices for the utterance simi-
larity function f . Ideally such a function would
take meaning and context into account rather than
just surface similarity, but these aspects are harder
to automate, so for our initial experiments we look
at several surface metrics, as described below.

Exact measure returns 1 if the utterances are ex-
actly same and 0 otherwise. 1-WER, a similar-
ity measure related to word error rate, is defined
as min (0, 1− levenshtein(ut, ui)/length(ut)).
METEOR (Lavie and Denkowski, 2009), one of
the automatic evaluation metrics used in machine
translation is a good candidate for f . METEOR

finds optimal word-to-word alignment between
test and reference strings based on several modules
that match exact words, stemmed words and syn-
onyms. METEOR is a tunable metric and for our
analysis we used the default parameters tuned for
the Adequacy & Fluency task. All previous mea-
sures take into account the word ordering of test
and reference strings. In contrast, document simi-
larity measures used in information retrieval gen-
erally follow the bag of words assumption, where a
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Domain Train Test mean(maxsimf ) % of utterances
MET - METEOR

# utt words # utt words EOR 1-WER Dice Cosine Exact ≥ 0.9 ≥ 0.8

Blackwell 17755 84.7k 2500 12.0k 0.913 0.878 0.917 0.921 69.6 75.8 82.1
Radiobots 995 6.8k 155 1.2k 0.905 0.864 0.920 0.924 53.6 67.7 83.2
SGT Star 2974 16.6k 400 2.2k 0.897 0.860 0.906 0.911 65.0 70.5 78.0
SASO 3602 23.3k 510 3.6k 0.821 0.742 0.830 0.837 38.4 48.6 62.6
IOTA 4935 50.4k 650 5.6k 0.768 0.697 0.800 0.808 36.2 42.8 51.4
Trains 93 5554 47.2k 745 6.0k 0.729 0.633 0.758 0.769 34.5 36.9 42.8
SWBD1 19741 138.2k 3173 21.5k 0.716 0.628 0.736 0.753 35.8 37.9 44.2
Amani 1455 15.8k 182 1.9k 0.675 0.562 0.694 0.706 18.7 25.8 30.8
Monroe 5765 43.0k 917 8.8k 0.594 0.491 0.639 0.658 22.3 23.6 26.1

Table 1: Corpus details and within domain results

string is converted to a set of tokens. Here we also
considered Cosine and Dice coefficients using the
standard boolean model. In our experiments, the
surface text was normalized and all punctuation
was removed.

4 Experiments

Results Within a Domain
In our first experiment, we computed maxsimf

scores for all test corpus utterances in a given
domain using the training utterances from the
same domain. For the domains Blackwell, SGT
Star, SASO, Amani & Radiobots which are imple-
mented dialogue systems our corpus consists of
user utterances only. For Trains 93 and Monroe
corpora, we make sure to match the speaker roles
for ut and ui. For Switchboard, where speakers
do not have any special roles and for IOTA, where
the speaker information was not readily accessi-
ble, we ignore the speaker information and select
utterances from either speaker.

Table 1 reports the mean of maxsimf scores.
These can be interpreted as the expectation of
maxsimf score for a new test utterance. The
higher this expectation, the more likely it is that
an utterance similar to the new one has been
seen before and thus the domain will be more
amenable to selection approaches. This table
also shows the percentage of utterances that had
a maxsimMeteor score above a certain thresh-
old. The correlation between maxsimf for dif-
ferent choices of f (except Exact match) is very
high (Pearson’s r > 0.94). The histogram anal-
ysis shows that SGT Star, Blackwell, Radiobots

1Switchboard (SWBD) is a very large corpus and for run-
ning our experiments in a reasonable computing time we only
selected a small portion of it.

Figure 1: maxsimMeteor vs # utterances in train-
ing data for different domains

and SASO domains are better suited for selec-
tion approaches. Domains like Trains-93, Monroe,
Switchboard and Amani have a more diffuse dis-
tribution and are not best suited for selection ap-
proaches, at least with the amount of data we have
available. The IOTA domain falls somewhere in
between these two domain classes.

Effect of Training Data Size
Figure 1 shows the effect of training data size
on the maxsimMeteor score. Radiobots shows
very high scores even for small amounts of train-
ing data. SGT Star and SGT Blackwell also con-
verge fairly early. Switchboard, on the other hand,
does not achieve very high scores even with a
large number of utterances. For all domains, with
around 2500 training utterances maxsimMeteor

reaches 90% of its maximum possible value for
the training set.

Comparing Different Domains
In order to understand the similarities be-
tween different dialogue domains, we computed
maxsimMeteor for a test domain using training
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Training Domains
IOTA Radio-

bots
SGT
Star

Black-
well

Amani SASO Trains-
93

Monroe SWBD
Te

st
in

g
D

om
ai

ns
IOTA 0.768 0.440 0.247 0.334 0.196 0.242 0.255 0.297 0.334
Radiobots 0.842 0.905 0.216 0.259 0.161 0.183 0.222 0.270 0.284
SGT Star 0.324 0.136 0.897 0.622 0.372 0.438 0.339 0.417 0.527
Blackwell 0.443 0.124 0.671 0.913 0.507 0.614 0.424 0.534 0.696
Amani 0.393 0.134 0.390 0.561 0.675 0.478 0.389 0.420 0.509
SASO 0.390 0.125 0.341 0.516 0.459 0.821 0.443 0.454 0.541
Trains 93 0.434 0.112 0.214 0.468 0.272 0.429 0.753 0.627 0.557
Monroe 0.409 0.119 0.217 0.428 0.276 0.404 0.534 0.630 0.557
SWBD 0.368 0.110 0.280 0.490 0.362 0.383 0.562 0.599 0.716

Table 2: Mean of maxsimMeteor for comparing different dialogue domains. The bold-faced values are
the highest in the corresponding row.

sets from other domains. In this exercise, we ig-
nored the speaker information. Table 2 reports
the mean values of maxsimMeteor for different
training domains. For all the testing domains,
using the training corpus from the same domain
produces the best results. Notice that Radiobots
also has good performance with the IOTA train-
ing data. This is as expected since IOTA is an
extension of Radiobots and should cover a lot of
utterances from the Radiobots domain. Switch-
board and Blackwell training corpora have a over-
all higher score for all testing domains. This may
be due to the breadth and size of these corpora. On
the other extreme, the Radiobots training domain
performs very poorly on all testing domains other
than itself.

5 Discussion

We have examined how well suited a corpus-
based selection approach to dialogue can succeed
at mimicking human dialogue performance across
a range of domains. The results show that such an
approach has the potential of doing quite well for
some domains, but much less well for others. Re-
sults also show that for some domains, quite mod-
est amounts of training data are needed for this
operation. Applying this method across corpora
from different domains can also give us a simi-
larity metric for dialogue domains. Our hope is
that this kind of analysis can help inform the de-
cision of what kind of language processing meth-
ods and dialogue architectures are most appropri-
ate for building a dialogue system for a new do-
main, particularly one in which the system is to
act like a human.
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Abstract

Little research has been done to explore
differences in the interactional aspects of
dialogue between children with Autis-
tic Spectrum Disorder (ASD) and those
with typical development (TD). Quantify-
ing the differences could aid in diagnosing
ASD, understanding its nature, and better
understanding the mechanisms of dialogue
processing. In this paper, we report on a
study of dialogues with children with ASD
and TD. We find that the two groups differ
substantially in how long they pause be-
fore speaking, and their use of fillers, ac-
knowledgments, and discourse markers.

1 Introduction

Autism Spectrum Disorders (ASD) form a group
of severe neuropsychiatric conditions whose fea-
tures can include impairments in reciprocal social
interaction and in communication (APA, 2000).
These impairments may take different forms,
ranging from individuals with little or no com-
munication to fully verbal individuals with fluent,
grammatically correct speech. In this latter verbal
group, shortcomings in communication have been
noted, including using and processing social cues
during conversations. This is no surprise, since
negotiating a conversation requires many abilities,
several of which are generally impaired in ASD,
such as generating appropriate prosody (Kanner,
1943) and “theory of mind” (Baron-Cohen, 2000).

We make a distinction between transactional
and interactional aspects of dialogue (Brown and
Yule, 1983). The transactional aspect refers to
message content and interactional focuses on ex-
pressing social relations and personal attitudes.
In this paper, we focus on surface behaviors
that speakers use to help manage the interaction,
namely turn-taking, and the use of fillers, dis-
course markers, and acknowledgments. One ad-
vantage of these behaviors is that they do not re-
quire complete understanding of the dialogue, and
thus lend themselves to automatic analysis. In

addition, these behaviors are under the speaker’s
control and should be robust to what the other
speaker is doing. We hypothesize that just as in-
teractional aspects in general are affected in ASD,
so are these surface behaviors. However, to our
knowledge, little or no work has been done on this.

Investigating how the interactional aspects of
dialogue are affected in ASD serves several pur-
poses. First, it can help in the diagnostic process.
Currently, diagnosing ASD is subjective. Objec-
tive measures based on dialogue interaction could
improve the reliability of the diagnostic process.
Second, it can help us refine the behavioral phe-
notypes of ASD, which is critical for progress on
the basic science front. Third, it can help us re-
fine therapy for people with ASD to address di-
alogue interaction deficits. Fourth, understand-
ing what dialogue aspects are affected in high-
functioning verbal children with ASD can help de-
termine which aspects of dialogue are primarily
social in nature. For example, do speakers use
fillers to signal that there is a communication prob-
lem, or are fillers a symptom of it (cf. Clark and
Fox Tree, 2002)?

In this paper, we report on a study of interac-
tional aspects of dialogues between clinicians and
children with ASD. The dialogues were recorded
during administration of the Autism Diagnostic
Observation Schedule (Lord et al., 2000), which
is an instrument used to assist in diagnosing ASD.
We compare the performance of these children
with a group of children with typical development
(TD).

2 Data

The data used in this paper was collected dur-
ing administration of the ADOS on 22 TD chil-
dren and 26 with ASD, ranging in age from 4 to
8 years old. The children with ASD were high-
functioning and verbal. The speech of the clini-
cian and child was transcribed into utterance-like
units, with a start and an end time. Activities were
annotated in a separate tier. The transcriptions in-
cluded the punctuation marks ‘.’, ‘!’, and ‘?’ to
mark syntactically and semantically complete sen-
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tences, and ‘>’ to mark incomplete ones. As a sin-
gle audio channel was used, the timing of overlap-
ping speech was marked as best as possible. Each
child on average said 2221 words, 574 utterances,
and 316 turns.

3 Results

Pauses between Turns: We first examine how
long children wait before starting their turn. We
hypothesized that children with ASD would wait
longer on average to respond, either because they
are less aware of (a) the turn-taking cues, (b) the
social obligation to minimize inter-turn pauses, or
(c) they have a slower processing and response
times. For this analysis, we look at all turns in
which there is no overlap between the beginning of
the child’s turn and the clinician’s speech. Data is
available on 4412 pauses for the TD children and
5676 for the children with ASD. The grand means
of the children’s pauses are shown in Table 1 along
with the standard deviations. The TD children’s
average pause length is 0.876s. For the children
with ASD, it is 1.115s, 27.3% longer. This dif-
ference is significant,a-priori independent t-test
t=2.34 (df=39), p<.02 one-tailed.

TD ASD
all 0.876 (0.24) 1.115 (0.45)
after question 0.748 (0.25) 1.005 (0.40)
after non-question1.076 (0.37) 1.329 (0.74)

Table 1: Pauses before new turns.

We also examine the pauses following ques-
tions by the clinician versus non-questions. Ques-
tions are interesting as they impose a social obli-
gation for the child to respond, and they have
strong prosodic cues at their ending. We identified
questions as utterances transcribed with a ques-
tion mark, which might include rhetorical ques-
tions. After a non-question (e.g., a statement), the
average pause is 1.076s for the TD children and
1.329s for children with ASD. This difference is
not statistically significant by independent t-test,
t<1.6, NS. After a question, the average pause
is 0.748s for the TD children and 1.005s for the
children with ASD, a significant difference bya-
priori independent t-test t=2.72 (df=42), p<.005
one-tailed. The ASD children on average take
34.4% longer to respond. Thus, after a question,
the difference between children with TD and ASD
is more pronounced.

Pauses by Activity: The ADOS includes hav-
ing the child engage in different activities. For

this research, we collapse the activities into three
types: converseis when there is no non-speech
task; describeis when the child is doing a men-
tal task, such as describing a picture; andplay is
when the child is interacting with the clinician in
a play session. To better understand the difference
between questions and non-questions, we examine
the pauses in each activity (Table 2).

TD ASD
question non-ques. question non-ques.

converse0.730 0.300.656 0.270.890 0.340.932 0.88
describe 0.853 0.440.879 0.371.056 0.511.282 1.21
play 0.720 0.341.825 0.781.289 1.511.887 1.37

Table 2: Pauses for each type of activity.

After a question, the TD children tend to re-
spond with similar pauses in each activity (the dif-
ferences in column 2 between activities are not
significant by pairwise paired t-test, all t’s<1.6,
NS). After a question, the child has a social obli-
gation to respond, and this does not seem to be
overridden by whether there is a separate task
they are involved in. Even after a non-question,
conversants have a social obligation to keep the
speaking floor occupied and so to minimize inter-
utterance pauses (Sacks et al., 1974). However, as
seen in the third column, the pauses are affected
by the type of activity, and the differences are
statistically significant by pairwise paired t-test,
(df=21), two-tailed: converse-describe t=2.24,
p<.04; describe-play t=5.68, p<.0001; converse-
play t=6.87, p<.0001. The biggest difference is
with play. Here, it seems that the conversants
physical interaction lessens the social obligation
of maintaining the speaking floor. These findings
are interesting for social-linguistics as it suggests
that the social obligations of turn-taking are al-
tered by the presence of a non-speech task.

We next compare the children with ASD to the
TD children. For theconverseactivity, we see that
the children with ASD take longer to respond, af-
ter questions and non-questions. The difference
after questions is significant by independent t-test,
t=1.74 (df=46) p<.05, one-tailed, whereas the dif-
ference after non-questions is marginal, t=1.47
(df=28) p<.08. This result could be explained by
the slower processing and response times associ-
ated with ASD.

Just as with the TD children, we see that after
a non-question, the children with ASD take longer
to respond when there is another task. The differ-
ences in pause lengths betweenconverseandplay
are significant, by paired t-test, t=2.89 (df=23)
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p<.009, two-tailed. The difference betweende-
scribeandplay is marginal, t=2.03 (df=25) p<.06,
and there was no significant difference between
converseanddescribe, t<1, NS.

After a question, the children with ASD take
longer to respond when there is another task, espe-
cially for play, although the pairwise differences in
pause length between activities are not significant.
This suggests that the children with ASD become
distracted when there is another task, and so be-
come less sensitive to either the question prosody
or the social obligation of questions.

Fillers: We next examine the rate of fillers, at
the beginning of turns, beginning of utterances,
and in the middle of utterances. We look at these
contexts individually as fillers can serve different
roles, such as turn-taking, stalling for time or as
part of a disfluency, and their role is correlated
to their position in a turn. The rates are reported
in Table 3, along with the total number of fillers
within each category. Interestingly, the rate of ‘uh’
between children with TD and ASD is similar for
all positions (independent t-test, all g’s<1, NS).

uh um
TD ASD TD ASD

turn init. 1.70% 1121.84% 1593.86% 2431.65% 146
utt. init. 1.31% 43 1.20% 33 2.29% 730.52% 10
utt. medial 0.25% 1030.31% 1371.03% 4920.21% 123

Table 3: Rate of fillers.

The more interesting finding, though, is in the
usage of ‘um’. Children with ASD use it signifi-
cantly less than the TD children in every position,
from 1/2 the rate in turn-initial position to1/5 in
utterance-medial position, independent two-tailed
t-test: turn initial t=2.74 (df=38), p<.01; utterance
initial t=2.53 (df=31), p<.02; and utterance me-
dial t=3.94 (df=24), p<.001.

TD ASD
converse 1.76% 569 0.56% 190
describe 1.15% 115 0.33% 31
play 0.96% 124 0.45% 58

Table 4: Use of ‘um’ by activity.

We also examined the overall usage of ‘um’ in
each activity (Table 4). The TD children use ‘um’
more often in each activity than the children with
ASD, and the differences are statistically signif-
icant by independent two-tailed t-test: converse
t=3.62 (df=29), p<.002; describe t=2.83 (df=27),
p<.01; play t=2.42 (df=33), p<.03. This result
supports the robustness of the findings about ‘um’.

Many researchers have speculated on the role

of ‘um’ and ‘uh’. In recent work, Clark and Fox
Tree (2002) argued that they signal a delay, and
that ‘um’ signals more delay than ‘uh’. They view
both as linguistic devices that are planned for, just
as any other word is. Our work suggests that ‘um’
and ‘uh’ arise from different cognitive processes,
and that the process that accounts for ‘uh’ is not
affected by ASD, while the process for ‘um’ is.1

Acknowledgments: We next look at the rate of
acknowledgments: single word utterances that are
used to show agreement or understanding. Thus,
the use of acknowledgments requires awareness of
the other person’s desire to ensure mutual under-
standing. As the corpus did not have these words
explicitly marked, we identify a word as an ac-
knowledgment if it meets the following criteria:
(a) it is one of the words listed in Table 5 (based
on Heeman and Allen, 1999); (b) it is first in the
speaker’s turn; and (c) it does not follow a question
by the clinician. The TD children used acknowl-
edgments in 17.42% of their turns that did not fol-
low a question, while the children with ASD did
this only 13.39% of the time (Table 5), a statis-
tically significant difference bya-priori indepen-
dent t-test t=1.78 (df=46), p<.05 one-tailed.

TD ASD
total 17.42% 568 13.39% 459
yeah 7.49% 248 5.87% 215
no 2.78% 78 2.06% 63
mm-hmm 2.06% 75 1.07% 35
mm 0.99% 29 1.35% 42
ok 1.87% 65 0.83% 27
yes 0.92% 32 0.88% 32
right 0.14% 5 0.23% 8
hm 0.73% 21 0.69% 20
uh-huh 0.44% 15 0.42% 17

Table 5: Use of acknowledgments.

Discourse Markers: We next examine dis-
course markers, which are words such as ‘well’
and ‘oh’ that express how the current utterance
relates to the discourse context (Schiffrin, 1987).
We classified a word as a discourse marker if it
was the first word in an utterance and is one of
the words in Table 6 (Heeman and Allen, 1999).
As shown in Table 6, the children with ASD use
discourse markers significantly less than the TD
children in both conditions bya-priori indepen-
dent, one-tailed t-test: turn-initial t=3.24 (df=43)
p<.002; utterance-initial t=4.01 (df=44) p<.0001.

1In Lunsford et al. (2010) we investigate the rate and
length of pauses after ‘uh’ and ‘um’. In addition, we veri-
fied the t-tests using Wilcoxon rank sum tests.
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As can be seen, most of the difference is in the use
of ‘and’. The data for the other discourse markers
was sparse, so we compared ‘and’ against all of the
others combined. The decreased usage of ‘and’
in the ASD children is statistically significant
for both conditions bya-priori independent, one-
tailed t-test: turn-initial t=4.47 (df=30), p<.0001;
utterance-initial t=3.79 (df=43), p<.0002. There
is little difference in the use of all of the other dis-
course markers combined, and the difference is not
statistically significant.

Turn Initial Utterance Initial
TD ASD TD ASD

all 19.2% 129012.8% 119628.7% 205319.4% 1330
and 10.7% 731 5.0% 47119.5% 141912.0% 844
then 0.6% 38 1.0% 89 1.5% 97 1.4% 79
but 2.1% 144 1.3% 113 3.6% 238 2.7% 194
well 2.2% 143 2.7% 271 1.1% 74 1.2% 79
oh 2.0% 135 1.8% 160 1.0% 67 1.3% 68
so 1.2% 75 0.7% 60 1.6% 129 0.7% 49
wait 0.2% 9 0.2% 21 0.2% 17 0.2% 15
actually 0.2% 15 0.1% 11 0.2% 12 0.0% 2
not and 8.5% 559 7.8% 725 9.2% 634 7.4% 486

Table 6: Use of discourse markers.

The use of ‘and’ is also lower in each activity
for the ASD children (Table 7), a significant dif-
ference bya-priori independent one-tailed t-test:
converse t=3.00 (df=41), p<.003; describe t=4.79
(df=38), p<.0001, play t=4.07 (df=30), p<.0002.

TD ASD
converse 13.36% 1139 7.95% 755
describe 21.77% 587 10.76% 339
play 12.97% 424 5.18% 221

Table 7: Use of ‘and’ in each activity.

One explanation for the decreased usage of
‘and’ and not the other discourse markers might
be that, of all the discourse markers, ‘and’ seems
to have the least meaning. It simply signifies
that there is some continuation between the new
speech and the previous context. This might make
it difficult for children with ASD to learn its use. A
second explanation is that the children with ASD
are using ‘and’ correctly, but simply do not pro-
duce as many utterances that are related to the pre-
vious context (cf. Bishop et al., 2000).

4 Conclusion

In this paper, we examined a number of interac-
tional aspects of dialogue in the speech of children
with ASD and TD. We found that children with
ASD have a lower rate of the filler ‘um’, acknowl-
edgments, and the discourse marker ‘and.’ We also
found that in certain situations, they take longer to

respond. These deficits might prove useful for im-
proved diagnosis of ASD. We also found that chil-
dren with ASD have a lower rate of ‘um’ but not
of ‘uh’, and that only the discourse marker ‘and’
seems to be affected. This might prove useful for
both better understanding the nature of ASD as
well as better understanding the role of these phe-
nomena in dialogue. Although the results reported
in this work are preliminary, they do show the po-
tential of our approach. More work is needed to
ensure that our automatic identification of turn-
taking events, discourse markers, and acknowl-
edgments is correct and to explore alternate expla-
nations for the results that we observed.
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Abstract

We use automatically extracted acoustic
features to detect speech which is gener-
ated under stress, achieving 76.24% accu-
racy with a binary logistic regression. Our
data are task-oriented human-human dia-
logues in which a time-limit is unexpect-
edly introduced partway through. Anal-
ysis suggests that we can detect approxi-
mately when this event occurs. We also
consider the importance of normalizing
the acoustic features by speaker, and de-
tecting stress in new speakers.

1 Introduction

The term stressed speech can refer to speech
generated under psychological stress (Sigmund et
al., 2007). Stress alters an individual’s mental
and physiological state, which then affects their
speech. The ability to identify stressed speech
would be very valuable to Spoken Dialogue Sys-
tems (SDSs), especially in “stressful” applications
such as search-and-rescue robots. Speech recog-
nizers are usually trained on normal speech, and
so can struggle badly on other speech. Tech-
niques exist for making ASR robust to noise/stress
(Hansen and Patil, 2007), but knowing when to ap-
ply them will in general require the ability to de-
tect stressed speech. This ability is clearly also
needed when the user’s stress level should affect
how the SDS responds. An SDS should some-
times generate stressed speech itself—for exam-
ple, to impart a sense of urgency on the user.

This paper investigates spectral-based acoustic
indicators of stress in human-human, task-oriented

∗The research reported in this paper was sponsored by the
Department of the Navy, Office of Naval Research, under
grant number N00014-017-1-1049. Any opinions, findings
and conclusions or recommendations expressed in this mate-
rial are those of the authors and do not necessarily reflect the
views of the Office of Naval Research.

dialogues in which stress is induced in the lat-
ter stages by the unexpected introduction of time-
pressure. Unlike previous studies, we detect stress
in whole utterances in the raw audio, which is
more realistic for applications. We also consider
the importance of normalizing the features, and
detection of both the introduction of the stressor,
and stress in new speakers.

2 Related work

Stressors and clip sizes: The stressors in pre-
vious studies include logical problems, images of
human bodies with skin diseases/severe accident
injuries (Tolkmitt and Scherer, 1986), loss of con-
trol of a helicopter (Protopapas and Liberman,
2001), university examinations (Sigmund et al.,
2007), and an increasingly difficult air controller
simulation and verbal quiz (Scherer et al., 2008).
Sigmund et al. (2007) detect stress in approxi-
mately 2000 voiced segments of 5 vowels. Tolk-
mitt and Scherer (1986), Protopapas and Liberman
(2001) and Scherer et al. (2008) detect stress in
whole utterances, but these are respectively, read
from a card, quiz answers, and with verbal content
removed. Studies on the Speech under Simulated
and Actual Stress (SUSAS) corpus (Hansen and
Bou-Ghazale, 1997) detect stress in words. These
include (Hansen, 1996; Zhou, 1999; Hansen and
Womack, 1996; Zhou, 2001; Casale et al., 2007).
The SUSAS corpus contains aircraft communica-
tion words from a common highly confusable vo-
cabulary set of 35, and they are divided into differ-
ent speaking styles.

Acoustic cues: The most widely investigated
acoustic cues relate to fundamental frequency (F0,
also called pitch), formant frequencies and spec-
tral composition e.g. (Tolkmitt and Scherer, 1986;
Hansen, 1996; Zhou, 1999; Protopapas and Liber-
man, 2001; Sigmund et al., 2007; Scherer et
al., 2008). Mel-Frequency Cepstral Coefficients
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Category Examples
F0-related Median, mean, minimum, time of minimum as % thr’ clip, max, time of max as % thr’ clip,

range (max-min), standard deviation, mean absolute slope,
mean slope without octave jumps, number of voiced frames.

Intensity-related Median, mean, minimum, time of minimum as % thr’ clip, max, time of max as % thr’ clip,
range (max-min), standard deviation.

Formant-related Mean, minimum, time of minimum as % through clip, max, time of max as % through clip,
(for F1-F3) range (max-min).

Spectral tilt-related Mean, minimum, maximum, range (max-min).

Table 1: The acoustic features which are extracted from the audio clips using Praat (Boersma and Weenink, 2010).

(MFCCs)1 and Teager Energy Operator (TEO)2

(Kaiser, 1990) based features have also been con-
sidered e.g. (Hansen and Womack, 1996; Zhou,
2001; Casale et al., 2007).

Features of all these types have proved useful
in detecting stressed speech. The classification
methods employed are various, including a tradi-
tional binary hypothesis detection-theory method
(Zhou, 1999) and neural networks (Hansen and
Womack, 1996; Scherer et al., 2008), while Casale
et al. (2007) used genetic algorithms for feature
selection. Of the two more recent studies which
detected stress in whole utterances, Protopapas
and Lieberman found that mean and maximum F0
within an utterance correlate highly with subject
stress ratings, and Scherer et al.’s neural network
outperformed a human baseline. Note that find-
ings/results in these and other previous studies are
not directly comparable with our own, because we
detect stress in whole utterances in raw audio.

3 Data

The original data (Eberhard et al., 2010) are 4
task-oriented dialogues between 2 native English-
speaking participants. Hence there are 8 speakers
in total (7 male, 1 female), and the dialogues con-
tain 263, 172, 228 and 210 utterances respectively.

During a dialogue, the participants (the direc-
tor and member) are on a floor with corridors and
rooms that contain various colored boxes. The di-
rector stays in one room, and gives task instruc-
tions via walkie-talkie to the member, providing
directions with a map which is partially complete
and accurate for box locations. The tasks are lo-
cating boxes which are unmarked on the map, and
transferring blocks between and retrieving speci-
fied boxes. Initial instructions do not mention a

1MFCCs model the human auditory system’s nonlinear
filtering in measuring spectral band energies.

2The TEO is a nonlinear operator which uses mechanical
and physical considerations to extract the signal energy.

time limit, but at the end of the 7th minute, the di-
rector is given a timer and told there are 3 minutes
to complete the current tasks, plus one new task.

We use the Nuance speech recognizer (V. 9.0)
to end-point each dialogue’s audio signal, and the
resulting clips are mostly 1 to 3 seconds. In
preliminary experiments (not reported), denoising
seemed to remove acoustic information which is
indicative of stress. Hence we use raw audio.

Stressed speech: For present purposes, we as-
sume that all speech after the introduction of the
time limit is stressed. Hence 448 of the 663 au-
dio clips in our experimental data are unstressed,
and 215 are stressed. In future we plan to use
the Amazon Mechanical Turk to obtain perceived
stress ratings on a scale with more gradations.

4 Experiments

Acoustic features: We use Praat (Boersma and
Weenink, 2010) to compute F0, intensity, formant
and spectral tilt-related features for each clip (Ta-
ble 1). F0 (pitch) corresponds to the rate of vocal
cord vibration in Hertz (Hz), and Intensity, to the
sound’s loudness in decibels (dB), (derived from
the amplitude or increase in air pressure). A for-
mant is a concentration of acoustic energy around
a particular frequency in the speech wave. There
are several, each corresponding to a resonance in
the vocal tract, and we consider the lowest three
(F1-F3). Spectral tilt measures the difference in
energy between the 1st and 2nd formants, and so
estimates the degree to which energy at the funda-
mental dominates in the glottal source waveform.

Comparing different normalization methods:
We evaluate binary logistic regression models with
10-fold cross-validation, and try the following 4
methods for normalizing each clip’s acoustic fea-
tures according to its speaker.

• Maximum normalization: Due to the possi-
bility of outliers, we divide each feature value
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Normalization % Accuracy US %correct S %correct MCB
Maximum normalization 74.4 (74.25) 86.67 (85.05) 48.5 (54.3) 67.8 (67.1)

Z-score 73.5 (73.78) 84.89 (84.12) 49.53 (52.7) 67.8 (67.1)
US Average 75.61 (76.24) 86.63 (86.2) 53.5 (55.9) 67.8 (67.1)
S Average 75.31 (75) 84.67 (84.375) 55.6 (55.9) 67.8 (67.1)

No normalization 68.52 (70.45) 84.34 (82.8) 37.4 (45.2) 67.8 (67.1)

Table 2: Binary logistic regression 10-fold cross validation with different feature normalization approaches: Scores within
brackets are when the female speaker data is removed; S = Stressed, US = Unstressed, MCB = Majority Class Baseline.

by the 95th percentile value for that feature,
rather than the maximum.

• Z-score: Using the mean and standard devi-
ation for each feature, the feature vector is
converted to Z-scores3.

• Unstressed (US) average: Each feature is
normalized by its mean value in the un-
stressed region.

• Stressed (S) average: Each feature is normal-
ized by its mean value in the stressed region.

Table 2 shows the results. All those gener-
ated with feature normalization are significantly
better (p < 0.005) than the majority class base-
line (MCB), (i.e. classifying all utterances as un-
stressed). Without normalization, the overall accu-
racy drops about 5—6%, and the stressed speech
class about 11—18%. Different normalization
methods do not produce very different results,
but US average gives the best overall accuracy
(75.61%). When we remove the female speaker,
this increases to 76.24%, and feature normaliza-
tion remains important.

We also tested our assumption that the speech
before and after the introduction of time-pressure
is unstressed and stressed respectively, by check-
ing that they really are different. As before, we
considered 7 minutes unstressed, and 3 stressed,
and used US average normalization. However we
now assigned different minutes to the unstressed
and stressed categories: first we swapped the 6th

and 8th, then also the 5th and 9th, and then also the
7th and 10th. As a result, classification accuracy
dropped, (to 75%, then 68.71%, then 67.66%),
which supports our assumption.

Feature contribution analysis: Table 3 shows
the US average normalized features with informa-
tion gain greater than zero. Intensity and pitch
features are ranked most predictive (i.e. maximum

3A Z-score indicates the number of standard deviations
between an observation and the mean.

and mean intensity, and mean and median pitch),
but Spectral tilt mean and a couple of formant fea-
tures are also predictive. In general, higher values
for the most predictive pitch and intensity features
(e.g. Intensity max and Pitch mean) seem to indi-
cate stress. An interaction term for Intensity max
and Pitch mean caused a significant improvement
in the fit of the model—the χ2 value (or change in
the -2 Log likelihood) was 4.952 (p < 0.05).

Feature Info. Gain
Intensity max .101

Pitch mean .099
Intensity mean .099
Pitch median .088

Pitch max .059
Intensity min .046

Spectral tilt mean .042
Pitch min .041

F1 min .038
Intensity range .034

Intensity std. dev. .033
F3 range .033

Intensity median .031

Table 3: Unstressed average normalized features ranked by
information gain.

Detecting the introduction of the stressor:
Figure 1 shows the percentage of audio clips in
each minute that were classified as stressed. As we
would hope, there is a dramatic increase from the
7th to the 8th minute (around 20% to over 50%).
Such an increase could be used to detect the intro-
duction of the stressor, time-pressure.

Detecting stress in new speakers: To detect
stressed speech in new speakers, we evaluate the
logistic regression with an 8-fold cross-validation,
in each fold training on 7 speakers, and testing on
the other. We apply US average normalization, ini-
tially with the average values for the new speaker’s
unstressed speech, and then with the average val-
ues in unstressed speech across all “seen” speakers
(speakers in the training set). Evaluation scores
(Table 4) are now lower, especially for the lat-
ter approach, but the former remains significantly
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Figure 1: The percentage of clips in each minute of the
dialogues which our classifier marks as stressed, (note that
time-pressure is introduced at the end of minute 7).

better than the MCB. Since the female speaker’s
stress class F-score is 0, we tried normalizing the
7 male speakers based on only seen male data,
and then average accuracy for a male rose from
67.09% to 68.02% (not statistically significant).

Spkr % Accuracy F-unstress F-stress
1 62.5 (62.2) .77 (.74) .07 (0.34)
2 75 (75) .84 (.84) .09 (0.44)
3 57.6 (72.9) .62 (.81) .49 (0.5)
4 71.73 (74) .84 (.83) 0 (0.43)
5 71.62 (73.0) .77 (.77) .62 (0.68)
6 77.6 (80.4) .86 (.88) .51 (0.52)
7 64.36 (65.6) .74 (.77) .4 (0.35)
8 60.97 (71.7) .67 (.8) .49 (0.46)

Av. 67.67 (71.9) .76 (.80) .33 (0.46)

Table 4: Predicting stress in new speakers: New speaker
features are normalized based on unstressed speech for all
speakers in training set (unbracketed) and on their own un-
stressed speech (bracketed). Speaker 4 is the female.

5 Conclusion

For detecting stressed speech, we demonstrated
the importance of normalizing acoustic features by
speaker, and achieved 76.24% classification accu-
racy with a binary logistic regression model. The
most indicative features were maximum and mean
intensity within an utterance, and mean and me-
dian pitch. After the introduction of time-pressure,
the percentage of clips classified as stressed in-
creased dramatically, showing that it is possible
to detect approximately when this event occurs.
We also attempted to detect stressed speech in new
speakers, and as expected, results were poorer.

In future work we plan to expand our data-set
with more dialogues, and test accuracy for detect-
ing the introduction of the stressor. We want to use

MFCCs and TEO features, and also non-acoustic
features such as disfluency features. As mentioned
previously, we also hope to move beyond binary
classification, by acquiring perceived stress ratings
on a scale with more gradations.

References
P. Boersma and D. Weenink. 2010. Praat: doing pho-

netics by computer (version 5.1.29). Available from
http://www.praat.org/. [Computer program].

S. Casale, A. Russo, and S. Serrano. 2007. Multistyle classi-
fication of speech under stress using feature subset selec-
tion based on genetic algorithms. Speech Communication,
49:801–810.

K. Eberhard, H. Nicholson, S. Kubler, S. Gundersen, and M.
Scheutz. 2010. The Indiana “Cooperative Remote Search
Task” (CReST) Corpus. In Proc. of LREC.

J.H.L. Hansen and S. Bou-Ghazale. 1997. Getting started
with SUSAS: a Speech Under Simulated and Actual Stress
database. In Eurospeech-97: International Conference on
Speech Communication and Technology.

J. Hansen and S. Patil, 2007. Speaker Classification I: Fun-
damentals, Features, and Methods, chapter Speech Under
Stress: Analysis, Modeling and Recognition, pages 108–
137. Springer-Verlag, Berlin, Heidelberg.

J. Hansen and B. Womack. 1996. Feature analysis and neural
network based classification of speech under stress. IEEE
Transactions on Speech & Audio Processing, 4(4):307–
313.

J. Hansen. 1996. Analysis and compensation of speech
under stress and noise for environmental robustness in
speech recognition. Speech Communications, Special Is-
sue on Speech Under Stress, 20(2):151–170.

J.F. Kaiser. 1990. On a simple algorithm to calculate the
energy of a signal. In Proc. of ICASSP.

A. Protopapas and P. Liberman. 2001. Fundamental fre-
quency of phonation and perceived emotional stress. Jour-
nal of the Acoustical Society of America, 101(4):2267–
2277.

S. Scherer, H. Hofmann, M. Lampmann, M. Pfeil, S. Rhinow,
F. Schwenker, and G. Palm. 2008. Emotion recognition
from speech: Stress experiment. In Proc. of LREC.

M. Sigmund, A. Prokes, and Z. Brabec. 2007. Statistical
analysis of glottal pulses in speech under psychological
stress. In Proc. of the 16th European Signal Processing
Conference.

F. J. Tolkmitt and K. R. Scherer. 1986. Effect of experi-
mentally induced stress on vocal parameters. Journal of
Experimental Psychology, 12(3):302–313.

G. Zhou. 1999. Nonlinear speech analysis and acoustic
model adaptation with applications to stress classification
and speech recognition. Ph.D. thesis, Duke University.

G. Zhou. 2001. Nonlinear feature based classification of
speech under stress. IEEE Transactions on Speech & Au-
dio Processing, 9:201–216.

256



Proceedings of SIGDIAL 2010: the 11th Annual Meeting of the Special Interest Group on Discourse and Dialogue, pages 257–260,
The University of Tokyo, September 24-25, 2010. c©2010 Association for Computational Linguistics

How to Drink from a Fire Hose:
One Person Can Annoscribe 693 Thousand Utterances in One Month

David Suendermann, Jackson Liscombe, Roberto Pieraccini
SpeechCycle Labs
New York, USA

{david, jackson, roberto}@speechcycle.com

Abstract

.
Transcription and semantic annotation
(annoscription) of utterances is crucial
part of speech performance analysis and
tuning of spoken dialog systems and other
natural language processing disciplines.
However, the fact that these are manual
tasks makes them expensive and slow. In
this paper, we will discuss how anno-
scription can be partially automated. We
will show that annoscription can reach a
throughput of 693 thousand utterances per
person month under certain assumptions.

1 Introduction
Ever since spoken dialog systems entered the com-
mercial market in the mid 1990s, the caller’s
speech input is subject to collection, transcription,
and often also semantic annotation. Utterance
transcriptions and annotations (annoscriptions) are
used to measure speech recognition and spoken
language understanding performance of the appli-
cation. Furthermore, they are used to improve
speech recognition and application functionality
by tuning grammars, introducing new transitions
in the call flow to cover more of the callers’ de-
mands, or changing prompt wording or applica-
tion logic to influence the speech input. Anno-
scriptions are also crucial for training statistical
language models and utterance classifiers for call
routing or other unconstrained speech input con-
texts (Gorin et al., 1997). Since very recently, sta-
tistical methods are used to replace conventional
rule-based grammars in every recognition context
of commercial spoken dialog systems (Suender-
mann et al., 2009b). This replacement is only
possible by collecting massive amounts of anno-
scribed data from all contexts of an application.
To give the reader an idea of what massive means
in this case, in (Suendermann et al., 2009b), we
used 2,184,203 utterances to build a complex call
routing system. In (Suendermann et al., 2009a),
4,293,898 utterances were used to localize an En-
glish Internet troubleshooting application to Span-
ish.

Considering that professional service providers
may charge as much as 50 US cents for annoscrib-
ing a single utterance, the usage of these amounts

of data seems prohibitive since costs for such a
project could potentially add up to several million
US dollars. Furthermore, one has to consider the
average speed of annoscription which rarely ex-
ceeds 1000 utterances per hour and person. This
means that the turn-around of a project as men-
tioned above would be several years unless teams
of many people work simultaneously. However,
the integration of the work of a large team be-
comes the more tricky the more people are in-
volved. This is especially true for the annotation
portion since it requires a thorough understand-
ing of the spoken dialog system’s domain and de-
sign and very often can only be conducted under
close supervision by the interaction designer in
charge of the project. Furthermore, there are cru-
cial issues related to intra- and inter-labeler incon-
sistency becoming more critical the more people
work on the same or similar recognition contexts
of a given project.

This paper is to show how it is possible to au-
tomate large portions of both transcription and an-

notation while meeting human performance1 stan-
dards. As an example case, we show how the pro-
posed automation techniques can increase anno-
scription speed to nearly 693 thousand utterances
per person and month.

2 Automatic Transcription

2.1 Two Fundamentals
Automatic transcription of spoken utterances may
not sound as something new to the reader. In
fact, the entire field of automatic speech recogni-
tion is about machine transcription. So, why is it
worth dedicating a full section to something well-
covered in research and industry for half a cen-
tury? The reason is the demand for achieving hu-
man performance as formulated in the introduc-
tion which, as is also well-known, cannot be satis-
fied by any of the large-vocabulary speech recog-
nizers ever developed. In order to demonstrate that
there is indeed a way to achieve human transcrip-
tion performance using automatic speech recogni-
tion, we would like to refer to two fundamental
observations on the performance of speech recog-

1In this paper, performance stands for quality or accuracy
of transcription or annotation. It does not refer to speed or
throughput.

257



nition:

(1) Speech recognition performance can be very
high for contexts of constrained vocabulary. An
example is the recognition of isolated letters in
the scope of a name spelling task as discussed
in (Waibel and Lee, 1990) that achieved a word
error rate of only 1.1%. In contrast, the word error
rate of large-vocabulary continuous speech recog-
nition can be as high as 40 to 65% on telephone
speech (Yuk and Flanagan, 1999).

(2) The positive dependence between speech
recognition performance and amount of data used
to train acoustic and language models, so far, did
not reach a saturation point even considering bil-
lions of training tokens (Och, 2006).

Both of these fundamentals can be applied to the
transcription task for utterances collected on spo-
ken dialog production systems as follows:

(1) The vocabulary of spoken dialog systems can
be rather complex. E.g., the caller utterances used
for the localization project mentioned in Section 1
distinguish more than 13,000 types. However,
the nature of commercial spoken dialog applica-
tions being mostly system-driven strongly con-
strains the vocabulary in many recognition con-
texts. E.g., when the prompt reads

You can say: recording problems, new
installation, frozen screen, or won’t turn
on

callers mostly respond things matching the pro-
posed phrases, occasionally altering the wording,
and only seldomly using completely unexpected
utterances.
(2) The continuous data feed available on high-
traffic spoken dialog systems in production pro-
cessing millions of calls per month can provide
large numbers of utterances for every possible
recognition context. Even if the context appears to
be of a simple nature, as for a yes/no question, the
continuous collection of more data will still have
an impact on the performance of a language model
built using this data.

2.2 How to Achieve Human Performance

Even though we have suggested that the recog-
nition performance in many contexts of spoken
dialog systems may be very high, we have still
not shown how our observations can be utilized to
achieve human performance as demanded in Sec-
tion 1. How would a context-dependent speech
recognizer respond when the caller says some-
thing completely unexpected such as let’s wreck a
nice beach when asked for the cell phone number?
While a human transcriber may still be able to cor-
rectly transcribe this sentence, automatic speech
recognition will certainly fail even with the largest
possible training set. The answer to this question
is that the speech recognizer should not respond at
all in this case but admit that it had trouble rec-
ognizing this utterance. Rejection of hypotheses

based on confidence scores is common practice in
many speech and language processing tasks and
is heavily used in spoken dialog systems to avoid
mis-interpretation of user inputs.

So, we now know that we can limit automatic
transcriptions to hypotheses of a minimum relia-
bility. However, how do we prove that this limited
set resembles human performance? What is actu-
ally human performance? Does the human make
errors transcribing? And, if so, how do we mea-
sure human error? What do we compare it against?

To err is human. Accordingly, there is an error
associated with manual transcription which can
only be estimated by comparing somebody’s tran-
scription with somebody else’s due to a lack of
ground truth. Preferably, one should have a good
number of people transcribe the same speech ut-
terances and than compute the average word error
rate comparing every transcription batch with ev-
ery other producing a reliable estimate of the man-
ual error inherent to the transcription task of spo-
ken dialog system utterances. In order to do so,
we compared transcriptions of 258,843 utterances
collected from a variety of applications and recog-
nition contexts partially shared by up to six tran-
scribers and found that they averaged at an inter-
transcriber word error rate of WER0 = 1.3%.

Now, for every recognition context a language
model had been trained, we performed automatic
speech recognition on held-out test sets of N =
1000 utterances producing N hypotheses and their
associated confidence scores P = {p1, . . . pN}.
Now, we determined that minimum confidence
threshold p0 for which the word error rate between
the set of hypotheses and manual reference tran-
scriptions was not statistically significantly greater
than WER0:

p0 = arg min
p∈P

WER(V (p)) ˜6> WER0; (1)

V (p) = {ν1, . . . , νK} : νk ∈ {1, . . . , N}, pνk
≥ p.

Statistical significance was achieved when the
delta resulted in a p value greater than 0.05 using
the χ2 calculus. For the number of test utterances,
1000, this point is reached when the word error
on the test set falls below WER1 = 2.2%. This
means that Equation 2.2’s ‘not statistically signifi-
cantly greater than’ sign can be replaced by a reg-
ular smaller-than sign as

WER ˜6> WER0 ⇔ WER < WER1. (2)

This essentially means that there is a chance that
the error produced by automatic transcription is
greater than that of manual transcription, however,
on the test set it could not be found to be of signifi-
cance. Requesting to lower the p value or even de-
manding that the test set performance falls below
the reported manual error can drastically lower the
automation rate and, in the latter case, is not even
reasonable—how can a machine possibly commit
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Figure 1: Dependency between amount of training
data and transcription automation rate

less errors than a human being as it is trained on
human transcriptions?

As a proof of concept, we ran automatic tran-
scription against the same set of utterances used
to determine the manual transcription error, and
we found that the average word error rate between
manual and automatic annotation was as low as
1.1% for all utterances whose confidence score ex-
ceeded the context-dependent threshold trained as
described above. In this initial experiment, a total
of 60,608 utterances, i.e., 23.4%, had been auto-
mated.

2.3 On Automation Rate

Formally, transcription automation rate is the ra-
tio of utterances whose confidence exeeded p0 in
Equation 2.2:

transcription automation rate =
|V (p0)|

N
(3)

where |V | refers to the cardinality of the set V ,
i.e., the number of V ’s members.

The above example’s transcription automation
rate of 23.4% does not yet sound tremendously
high, so we should look at what can be done to
increase the automation rate as much as possible.
It is predictable that the two fundamentals formu-
lated in Section 2.1 have a large impact on recog-
nition performance and, hence, the transcription
automation rate:

(1) In large-scale experiments, we were able to
show a significant (negative) correlation between
the annotation automation rate and task complex-
ity. Since this study does not fit the present paper’s
scope, we will refrain from reporting on details at
this point.
(2) As an example which influence the amount of
training data can have on the transcription automa-
tion rate, Figure 1 shows statistics drawn from
twenty runs of language model training carried out
over the course of seven months while collecting
more and more data.

3 Automatic Annotation
Semantic annotation of utterances into one of a fi-
nal set of classes is a task which may require pro-

found understanding of the application and recog-
nition context the specific utterances were col-
lected in. Examples include simple contexts such
as yes/no questions which may be easily manage-
able also by annotators unfamiliar with the ap-
plication, high-resolution open prompt contexts
with hundreds of technical and highly application-
specific classes, or number collection contexts al-
lowing for billions of classes. All these contexts
can benefit from two rules which help to signifi-
cantly reduce an annotator’s workload:

(A) Never do anything twice. This simple state-
ment means that there should be functionality built
into the annotation software or the underlying
database that

• lets the annotator process multiple utterances
with identical transcription in a single step and

• makes sure that whenever a new utterance shows
up with a transcription identical to a formerly an-
notated one, the new utterance gets assigned the
same class automatically.

Figure 2 demonstrates the impact of Rule (A) with
two typical examples. The first is a yes/no context
allowing for the additional global commands help,
hold, agent, repeat, and i don’t know. The other is
an open prompt context distinguishing 79 classes.

When using the token/type distinction, the im-
pact of Rule (A) is that annotation effort becomes
linear with the number of types to work on. While
the ratio between types and tokens in a given cor-
pus can be very small (i.e., the automation rate is
very high, e.g., 95% in the above yes/no example),
this ratio reaches saturation at some point. In the
yes/no example, there is only a gradual difference
between the automation rates for 10 thousand and
1 million utterances. Hence, at a certain point, the
effort becomes virtually linear with the number of
tokens to be processed.

(B) Predict as much as possible. Most of the
recognition contexts for which utterances are tran-
scribed and annotated use grammars to implement
speech recognition functionality. Many of these
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Figure 2: Dependency between number of col-
lected utterances and annotation automation rate
based on Rule (A) for two different contexts
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Table 1: Annotation automation rates for three dif-
ferent recognition contexts based on Rule (B)

.
grammar #symptoms ann. auto. rate
modem type 43 70.3%
blue/black/snow 10 77.0%
yes/no 10 88.6%

grammars will be rule-based grammars. Even if
the grammars are statistical, most often, earlier
in time, rule-based grammars had been used in
the same recognition context. Hence, we can as-
sume that we are given rule-based grammars for
many recognition contexts of the dialog system
in question. Per definition, rule-based grammars
shall contain canonical rules expressing the rela-
tionship between expected utterances in a given
context and the semantic classes these utterances
are to be associated with. Consequently, when-
ever for an utterance recorded in the context un-
der consideration there is a rule in the grammar,
it provides the correct class for this utterance, and
it can be excluded from annotation. These rules
can be strongly extended to allow for complex pre-
fix and suffix rules, repetitions, sub-grammars &c.
making sure that the majority of utterances will
be covered by the rule-based grammars thereby
minimizing the annotation effort. Table 1 shows
three example grammars of different complex-
ity: One that collects the type of the caller’s mo-
dem, one for the identification of a TV set’s pic-
ture color (blue/black/snow), and a yes/no con-
text with global commands. Annotation automa-
tion rates for these grammars that were not specif-
ically tuned for maximizing automation but di-
rectly taken from the production dialog systems
varied between 70.3% and 88.6%.

To never ever touch a formerly annotated utter-
ance type again and to blindly rely on (mayby out-
dated or erroneous) rule-based grammars to pro-
vide baseline annotations may result in annota-
tion mistakes, possibly major ones when frequent
utterances are concerned. So, how do we make
sure that high annotation performance standards
are met?

To answer this question, the authors have de-
veloped a set of techniques called C7 taking care
of completeness, consistency, congruence, corre-
lation, confusion, coverage, and corpus size of an
annotation set (Suendermann et al., 2008). The
mentioned techniques are also useful in the fre-
quent event of changes to the number or scope of
annotation classes. This can happen e.g. due to
functional changes to the application, changes to
prompts, user behavior, or to contexts preceeding
the current annotation context. Another frequent
reason is the introduction of additional classes to
enlarge the scope of the current context2.

2In a specific context, callers may be asked whether they
want A, B, or C, but they may respond D. The introduc-
tion of a new class D which the application is able to handle

4 693 Thousand Utterances
Finally, we want to return to the initial statement
of this paper claiming that one person is able to
annoscribe 693 thousand utterances within one
month. An approximated automation rate of 80%
for transcription and 90% for annotation is possi-
ble when there is already a massive database of
annoscriptions available to be exploited for au-
tomation. These rates result in about 139 thou-
sand transcriptions and 69 thousand annotations
outstanding. At a pace of 1000 transcribed or 2000
annotated utterances per hour, the required time
would be 139 hours transcription and 35 hours an-

notation which averages at 40 hours per week3.

5 Conclusion
This paper has demonstrated how automated
annoscription of utterances collected in the
production scope of spoken dialog systems can
effectively accelerate this conventionally entirely
manual effort. When allowing for some overtime,
we have shown that a single person is able to
produce 693 thousand annoscriptions within one
month.
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later.
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Abstract

The Workbench for Intelligent exploraTion
of Human ComputeR conversaTions is
a new platform-independent open-source
workbench designed for the analysis, min-
ing and management of large spoken di-
alogue system corpora. What makes
Witchcraft unique is its ability to visual-
ize the effect of classification and predic-
tion models on ongoing system-user inter-
actions. Witchcraft is now able to handle
predictions from binary and multi-class
discriminative classifiers as well as regres-
sion models. The new XML interface al-
lows a visualization of predictions stem-
ming from any kind of Machine Learning
(ML) framework. We adapted the wide-
spread CMU Let’s Go corpus to demon-
strate Witchcraft.

1 Introduction

Substantial effort has been invested in the past
years in exploring ways to render Spoken Di-
alogue Systems (SDS) more adaptive, natural
and user friendly. Recent studies investigated
the recognition of and adaption to specific user
groups, e.g. the novices and expert users, or
the elderly (Bocklet et al., 2008). Further, there
is a massive effort on recognizing angry users,
differentiate between genders (Burkhardt et al.,
2007), spotting dialects, estimating the coopera-
tiveness of users or user satisfaction (Engelbrecht
et al., 2009) and finally, predicting task comple-
tion (Walker et al., 2002). When applied online,
i.e. during the interaction between user and sys-
tem, these models can add valuable information
to the dialogue system which would allow for an
adaption of the dialogue strategy, see Figure 1.

Until now we can report that these models1

1please note that we use the expression recognizer, classi-

Speech 
Recognition

Parsing

Dialogue 
Manager

Text Generation and Synthesis

Application

U
se

r

Prediction Model

Figure 1: Enhanced SDS: The prediction model
that is used to render the dialogue system more
user-friendly delivers additional information to the
dialogue manager.

work more or less well in batch-test scenarios of-
fline. An anger classifier might deliver 74% accu-
racy when evaluated on utterance level. But which
impact would the deployment of this recognizer
have on specific dialogues when being employed
in a real system? Would it fail or would it suc-
ceed? Similarly, at what point in time would mod-
els predicting gender, speaker age, and expert sta-
tus deliver a reliable statement that can indeed be
used for adapting the dialogue? What we need
prior to deployment is an evaluation of the mod-
els and a statement on how well the models would
work when being shifted on dialogue level. At this
point, the Witchcraft Workbench enters the stage.

2 The Role of Witchcraft

For a more detailed introduction on the Witchcraft
Workbench please refer to (Schmitt et al., 2010a).
In a nutshell, Witchcraft allows managing, mining
and analyzing large dialogue corpora. It brings
logged conversations back to life in such that it
simulates the interaction between user and sys-
tem based on system logs and audio recordings.
Witchcraft is first of all not an annotation or tran-
scription tool in contrast to other workbenches
such as NITE (Bernsen et al., 2002), Transcriber2

fier and prediction model interchanging in this context
2http://trans.sourceforge.net
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or DialogueView3. Although we also employ it
for annotation, its central purpose is a different
one:Witchcraft contrasts dialogue flows of spe-
cific dialogues which are obtained from a dialogue
corpus with the estimations of arbitrary predic-
tion and classification models. By that it is in-
stantly visible which knowledge the dialogue sys-
tem would have at what point in time in the dia-
logue. Imagine a dialogue system would be en-
dowed with an anger recognizer, a gender recog-
nizer and a recognizer that should predict the out-
come of a dialogue, i.e. task completion. Each of
the three recognizers would be designed to deliver
an estimation at each point in the dialogue. How
likely is the user angry? How likely is he male or
female and how likely will the task be completed
based on what we have seen so far in the dialogue.
To which extent the recognizers deliver a correct
result can be verified within Witchcraft.

3 Handling Models in Witchcraft

Witchcraft had several shortcomings when we first
reported on it in (Schmitt et al., 2010a). It was
only working with a proprietary industrial corpus
and was heavily tailored to our needs. It worked
only with specific models from binary discrimina-
tive classifiers. Since then we have put substantial
effort to generalize the functionality and to make
it available to the community.

To allow an analysis of other recognizers the
system has been extended to further handle pre-
dictions from multiclass discriminative classifica-
tion and regression tasks. Witchcraft does not con-
tain “intelligence” on its own but makes use of
and manages the predictions of recognizers. We
assume that a recognizer is implemented either
as stand-alone recognizer or with help of a Ma-
chine Learning (ML) framework. We emphasize
that Witchcraft itself does neither perform fea-
ture extraction nor classification. Witchcraft op-
erates on turn level requesting the recognizer to
deliver a prediction based on information avail-
able at the currently processed dialogue turn of
a specific dialogue. Where and how the recog-
nizer accomplishes this is not part of the archi-
tecture. The ML framework of our choice that
was originally supported natively, i.e. directly ac-
cessed by Witchcraft (Schmitt et al., 2010a) was
RapidMiner4, an ML framework that covers a vast

3http://cslu.cse.ogi.edu/DialogueView/
4www.rapid-i.net

majority of supervised and unsupervised machine
learning techniques. The initial plan to interface
other ML frameworks natively (such as MatLab,
the R framework, BoosTexter, Ripper, HTK that
are frequently used in research) turned out not to
be practical. In order to still be able to cover the
broadest possible range of ML tools we introduced
a new generic XML interface. For simplicity we
removed the RapidMiner interface. An overview
of the dependency between Witchcraft and a rec-
ognizer is depicted in Figure 2.

ML Framework

Recognizer

Witchcraft

reads

DialogueID 78743

Displays 
discourse

Chart ViewsDialogue 
View

DialogueID 93123

…………
…………
…………
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Dialogue Flow

User Satisfaction

reads

...

Database
Log Data &

Acoustic
Features

DialogueID 67343

Get prediction

XML
Predictions
Per turn & 
dialogue

Prediction and 
Classification Models

Preprocessing

Classification

Feature 
Retrieval

Dialogue Corpus 

Interaction Logs
Audio Files

Audio Features

Witchcraft

Displays 
Estimations

Displays 
Dialogue Flow

generates

reads

Figure 2: Dependency of Witchcraft and related
recognizers that are implemented within an ML
framework.

Witchcraft has been extended to support an ar-
bitrary number of models, see Figure 3. They can
now be one of the types “discriminative binary”,
“discriminative multiclass classification” and “re-
gression”.

Figure 3: Definition of a model within Witchcraft.
External recognizers have to deliver predictions
for the defined models as XML documents.

A recognizer implemented in an ML framework
has to be defined in such a way that it delivers
XML documents that fit the model definition in
Witchcraft. Each XML document represents the
prediction of the recognizer for a specific dialogue
turn of a specific dialogue. It contains for discrimi-
native classification tasks, such as gender, or emo-
tion the number of the turn that has been classified,
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the actual class label and the confidence scores of
the classifier.

<xml>
<turn>
<number>1</number>
<label>anger</label>
<prediction>non-anger</prediction>
<confidence class=’anger’>0.08</confidence>
<confidence class=’no-ang’>0.92</confidence>
</turn>
</xml>

In regression tasks, such as the prediction of
user satisfaction, retrieving cooperativeness scores
etc., the returned result contains the turn number,
the actual label and the prediction of the classifier:

<xml>
<turn>
<number>1</number>
<label>5</label>
<prediction>3.4</prediction>
</turn>
</xml>

After performing recognition on a number of di-
alogues with the recognizer Witchcraft reads in the
XML files and creates statistics based on the pre-
dictions and calculates dialogue-wise accuracy,
f-score, precision and recall values, root mean
squared error etc. The values give some indica-
tion of how precisely the classifier worked on dia-
logue level. That followed it allows to search for
dialogues with a low overall prediction accuracy,
or e.g. dialogues with high true positive rates, high
or low class-wise f-scores etc. via SQL. Now a de-
tailed analysis of the recognizer’s performance on
dialogue level and possible reasons for the failure
can be spotted.

4 Evaluating Models

In Figure 4 we see prediction series of two rec-
ognizers that have been applied on a specific dia-
logue: a gender recognizer that predicts the gen-
der on turn basis and an emotion recognizer that
predicts the user’s emotional state (angry vs. non-
angry) at the current turn. The red line symbol-
izes the confidence of the recognizers for each of
the predicted classes. For example, in the emotion
model the blue line is the confidence for a non-
angry utterance (0-100%), the red line for an an-
gry one. Exemplary for the two models we take
a closer look at the gender model. It predicts the
gender on turn basis, i.e. it takes the current speech
sample and delivers estimations on the speaker’s
gender. As we can see, there are a number of
misrecognitions in this call. It stems from a fe-
male speaker but the recognizer frequently esti-

Figure 4: Screenshot of charts in Witchcraft based
on turn-wise predictions an anger and a gender
recognizer.

mated a male speaker. The call could be spot-
ted by searching within Witchcraft for calls that
yield a low accuracy for gender. It turned out that
the misrecognized turns originate from the fact
that the user performed off-talk with other persons
in the background which caused the misrecogni-
tion. This finding suggests training the gender
recognizer with non-speech and cross-talk sam-
ples in order to broaden the recognition from two
(male, female) to three (male, female, non-speech)
classes. Further it appears sensitive, to create a
recognizer that would base its recognition on sev-
eral speech samples instead of one, which would
deliver a more robust result.

5 Portability towards other Corpora

Witchcraft has now been extended to cope with
an unlimited number of corpora. An integration
of new corpora is straight-forward. Witchcraft
requires an SQL database containing two tables.
The dialogues table hosts information on the over-
all dialogues (such as the dialogue ID, the cat-
egory, filename of complete recording) and the
exchanges table containing the turn-wise interac-
tions (dialogue ID, turn number, system prompt,
ASR parse, ASR confidence, semantic interpreta-
tion, hand transcription, utterance recording file,
barged in, etc.). Both tables are linked through a
1 : n relationship, i.e. one entry in the dialogues
table relates to n entries in the interactions table,
cf. Figure 5. To demonstrate portability and in
order to create a sample corpus that is deployed
with Witchcraft, we included the CMU Let’s Go
bus information system from 2006 as demo cor-
pus (Raux et al., 2006). It contains 328 dialogues
including full recordings. The Witchcraft project
includes a parser that allows to transform raw log
data from the Let’s Go system into the Witchcraft
table structure.
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dialogues

PK,FK1 CallerID

Category
Gender
Age
AudioFile
...

exchanges

CallerID

SystemPrompt
ASRTranscript
ASRConfidence
SemanticInterpretation
HandTranscript
RecognitionStatus
BargedIn
AudioFile
...

Figure 5: Dialogue and exchanges table with 1:n
relationship. Bold database columns are required,
others are optional.

6 Conclusion and Discussion

Witchcraft turned out to be a valuable framework
in our everyday work when dealing with large di-
alogue corpora. At the current stage several stu-
dents are working with it in multi-user mode to
listen, analyze and annotate dialogues from three
different corpora consisting of up to 100,000 di-
alogues each. Witchcraft allows them to search
for dialogues relevant to the current task. The
SQL-based access allows a powerful and standard-
ized querying and retrieval of dialogues from the
database. Witchcraft provides an overview and
presents decisive information about the dialogue at
one glance and allows to sort and group different
types of dialogue for further research. Moreover,
Witchcraft allows us to test arbitrary recognizers
that provide additional information to the dialogue
manager. Witchcraft tells us at which point in time
a dialogue system would possess which knowl-
edge. Further it allows us to conclude the relia-
bility of this knowledge for further employment
in the dialogue. For an evaluation of recognizers
within Witchcraft please refer to (Schmitt et al.,
2010b) where the deployment of an anger recog-
nizer is simulated.

Witchcraft is now freely and publically avail-
able to the community. It is hosted under
GNU General Public License at Sourceforge un-
der witchcraftwb.sourceforge.org. The employed
component architecture allows for the develop-
ment of third-party plug-ins and components for
Witchcraft without the need for getting into detail
of the existing code. This facilitates the extension
of the workbench by other developers. We hope
that Witchcraft will help to foster research on fu-
ture dialogue systems and we encourage the com-
munity to contribute.
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Abstract

We present our Multi Point Of vieW Eval-
uation Refinement Studio (MPOWERS),
an application framework for Spoken Di-
alogue System evaluation that implements
design conventions in a user-friendly in-
terface. It ensures that all evaluator-users
manipulate a unique shared corpus of data
with a shared set of parameters to de-
sign and retrieve their evaluations. It
therefore answers both the need for con-
vergence among the evaluation practices
and the consideration of several analyti-
cal points of view addressed by the evalu-
ators involved in Spoken Dialogue System
projects. After introducing the system ar-
chitecture, we argue the solution’s added
value in supporting a both data-driven and
goal-driven process. We conclude with fu-
ture works and perspectives of improve-
ment upheld by human processes.

1 Introduction

The evaluation of Spoken Dialogue Systems
(SDS) is a twofold issue. On the one hand, the lack
of convention on evaluation criteria and the many
different evaluation needs and situations along
with SDS projects lead to nomadic evaluation set-
ups and interpretations. We inventoried seven job
families contributing to these projects: the market-
ing people, the business managers, the technical
and ergonomics experts, the hosting providers, the
contracting owners as well as the actual human op-
erators which integrate SDS in their activity (Lau-
rent et al., 2010). Various experimental proto-
cols for data collection and analytical data pro-
cessing flourish in the domain. On the other hand,
however they may not share evaluation needs and
methods, the various potential evaluators need to
cooperate inside and across projects. This claims

for a convergence of evaluation practices toward
standardized methodologies. The domain has put
a lot of efforts toward the definition of commensu-
rable metrics (Paek, 2007) for comparative evalu-
ations and improved transparency over communi-
cations on systems’ performances.

Nonetheless, we believe that no one-size-fits-all
solution may cover all evaluation needs (Laurent
and Bretier, 2010). We therefore work onto the
rationalization - not the standardization - of eval-
uation practices. By rationalization, we refer to the
definition of common norms to describe the eval-
uation protocols; common thinking models and
vocabulary, for evaluators to make their proce-
dures explicit. Our Multi Points Of VieW Evalu-
ation Refinement Studio (MPOWERS) facilitates
the design, from a unique corpus of parameters, of
personalized evaluations adapted to the particular
contexts. It does not compete with workbenches
like MeMo (Möller et al., 2006) or WITcHCRafT
(Schmitt et al., 2010) for which the overall evalu-
ation process is predefined within the tool.

The following section details the solution archi-
tecture. Then, we present the MPOWERS’s pur-
poses, emphasizing on its added value for evalua-
tors. Last, we explain the technical and process-
related aspects that must support the system.

2 Architecture of the system

The application is built on a classical Business In-
telligence (BI) solution that aims to provide de-
cision makers with personalized information (See
Fig. 1). We store, in a single datamart, param-
eters retrieved from heterogeneous sources: inter-
action logs, user questionnaires and third-party an-
notations relative to the evaluation campaigns ar-
ranged on the evaluated system(s). Then, data are
cleaned, transformed and aggregated into Key Per-
formance Indicators (KPIs). It guarantees that the
indicators used across teams and projects are de-
fined, calculated and maintained in the same place.
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Figure 1: The MPOWERS architecture

On the upper layer, evaluators define and retrieve
personalized reports and dashboards.

We use the Let’s Go! System corpus shared by
the Carnegie Mellon University. It contains log
files generated since from 2003 from the Pitts-
burgh’s telephone-based bus information system
log files, one per module composing the system,
and a summary HTML file. At our stage of the
project the html summary allows the calculation
of a satisfying number of parameters to support
the system development and refinement. We com-
pute the dialogue duration, the number of system
and user turns, the number of barge-ins, the ratio
between user and system turn number, the number
of help requests and of no-matches per call and the
ratio of successful interactions.

The application relies on the SpagoBI 2.6 open
source solution1. Once parametrized, it enables
non-technical stakeholders to retrieve personal-
ized KPIs reports based on shared resources. For
now, it delivers basic dashboards for two user
profiles. One focuses on the service monitoring
for marketing people and business managers and
the other one provides the development team with
usability-related performance figures (see fig. 4).
The unique datamart guarantees all users to work
from similar data. Its population requires parsing
routines to identify and extract the relevant data.

3 Evaluation process and added value

By automating tractable tasks, MPOWERS sup-
ports the evaluator-users in their evaluation pro-
cess driven by decision-making objectives. As
sketched in figure 2, our application-supported
process is slightly modified from the one defined
by Stufflebeam (1980): a process through which
one defines, obtains and delivers useful pieces of
information that enable to settle between the alter-

1http://www.spagoworld.org/

native possible decisions.

Figure 2: Evaluation process with MPOWERS
(grey-tinted stages are supported by the system)

Custom-made Python2 routines enable to ex-
tract relevant data from the log files. They provide
CSV3 formatted files to be converted into SQL
scripts. The datamart is designed to be gradually
populated from successive evaluation campaigns
on one or several SDS. As data may originates
from diverse sources, it arrays in different formats
and often displays different parameters. Adapted
ad hoc routines permit the manipulation into con-
sistent format. We anticipate the use of separate ta-
bles in the datamart from comparative evaluations
ons distinct systems.

The retrieval of KPIs in SpagoBI requires
datasets pre-parametrized over SQL-Queries.
They describe the SDS’s performance and be-
haviour. We defined the parameters relative to
the system performance according to the ITU-T
Rec. P.Sup24 (2005). Yet, unless input corpora are
defined accordingly not all the recommendation’s
parameters can be implemented. Three modes to
display these datasets are proposed to evaluators:

• A summary of high-level KPIs provides a
general view on the evaluated system with
”red-light indicators” (see fig. 3). Links to
more detailed charts or analysis tools are dis-
played next to each of them.

2http://www.python.org/
3Comma-Separated Value
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Figure 3: High-level KPIs with link to more detailed documents. Please note that the success ratio is
calculated via an ad-hoc query and does not necessarily corresponds to the user being or not satisfied.

Figure 4: Dashboard dedicated to a high-level view on usability performance.
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• Visual dashboards display pre-processed data
according to pre-defined evaluation profiles
(see fig. 4).

• Tools for in-depth individual analysis Fil-
tered queries permit evaluators to individu-
ally adjust their analysis according to local
evaluation objectives. Queries can be stored
for later use or saved in PDF documents for
distribution to non-MPOWERS users.

End-users, i.e. the evaluators, are limited to dis-
play the results and proceed to in-depth queries.
An administrator access allows for prior data pro-
cessing and the configuration of datasets, KPIs and
dashboards. With collaborative enhancement pur-
poses, the application supports communication be-
tween users with built-in discussion threads infor-
mation feeds and shared to-do-lists to suggest and
negotiate future configurations.

These distinct outlooks on the corpus are
complementary. They combine a high-level
view on the service’s behaviour and performance
with detailed personalised analysis. Whatever
their layouts, every information displayed to the
evaluators-users is retrieved from a unique corpus
and from the same SQL-queries. Therefore, even
if all evaluators consider distinct features on the
evaluated service, our framework brings consis-
tency to their evaluation practices.

4 Future work

MPOWERS is on its first development stages.
Several perspectives of enhancement are planned.
First, it requires to be augmented with more KPIs
and in-depth analytical features. Second, as it
only manipulates automated log files, user ques-
tionnaires and third-party annotations are expected
to enrich its evaluation possibilities. Third, we in-
tent MPOWERS to perform comparative evalua-
tions between distinct services in the future. And
last, the framework would benefit from being em-
ployed within real evaluators’ daily activity.

5 Conclusion

The paper presents a platform that supports the
SDS project stakeholders in their evaluation task.
While advocating for a rationalization of evalua-
tion practices among project teams and across or-
ganizations, it promotes the existence of different
cohabiting points of view instead of disregarding
them. When most evaluation contributions cover

the overall evaluation process, from experimental
data collection set-ups to guidance for interpreta-
tion, we limit to a user-centric framework, where
evaluators remain in charge of the evaluation de-
sign. We actually provide them with an opera-
tional framework and unified tools to design and
process their evaluations. This may help initiate
individual, as well as community-wide, gradual
refinements of methodologies.
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Abstract
In this paper we present a proposal for the
development of dialog systems that, on the
one hand, takes into account the benefits of
using standards like VoiceXML, whilst on
the other, includes a statistical dialog mod-
ule to avoid the effort of manually defin-
ing the dialog strategy. This module is
trained using a labeled dialog corpus, and
selects the next system response consider-
ing a classification process that takes into
account the dialog history. Thus, system
developers only need to define a set of
VoiceXML files, each including a system
prompt and the associated grammar to rec-
ognize the users responses to the prompt.
We have applied this technique to develop
a dialog system in VoiceXML that pro-
vides railway information in Spanish.

1 Introduction

When designing a spoken dialog system, develop-
ers need to specify the system actions in response
to user utterances and environmental states that,
for example, can be based on observed or inferred
events or beliefs. In addition, the dialog manager
needs a dialog strategy that defines the conversa-
tional behavior of the system. This is the funda-
mental task of dialog management (Paek and Pier-
accini, 2008), as the performance of the system is
highly dependent on the quality of this strategy.
Thus, a great effort is employed to empirically de-
sign dialog strategies for commercial systems. In
fact, the design of a good strategy is far from be-
ing a trivial task since there is no clear definition
of what constitutes a good strategy (Schatzmann
et al., 2006). Once the strategy has been designed,
the implementation of the system is leveraged by
programming languages such as VoiceXML, for
which different programming environments and
tools have been created to help developers.

As an alternative of the previously described
rule-based approaches, the application of statis-
tical approaches to dialog management makes it
possible to consider a wider space of dialog strate-
gies (Georgila et al., 2006; Williams and Young,
2007; Griol et al., 2009). The main reason is that
statistical models can be trained from real dialogs,
modeling the variability in user behaviors. The fi-
nal objective is to develop dialog systems that have
a more robust behavior and are easier to adapt to
different user profiles or tasks.

(Pieraccini et al., 2009) highlights the imprac-
ticality of applying statistical learning approaches
to develop commercial applications, in the sense
that it is difficult to consider the expert knowl-
edge of human designers. From his perspective,
a hybrid approach, combining statistical and rule-
based approaches, could be a good solution. The
reason is that statistical approaches can offer a
wider range of alternatives at each dialog state,
whereas rule based approaches may offer knowl-
edge on best practices.

For example, (Williams, 2008) proposes taking
advantage of POMDPs and rule-based approaches
by using POMDPs to foster robustness and at the
same time being able to incorporate handcrafted
constraints which cover expert knowledge in the
application domain. Also (Lee et al., 2010) have
recently proposed a different hybrid approach to
dialog modeling in which n-best recognition hy-
potheses are weighted using a mixture of expert
knowledge and data-driven measures by using an
agenda and an example-based machine translation
approach respectively. In both approaches, the hy-
brid method achieved significant improvements.

Additionally, speech recognition grammars for
commercial systems have been usually built on
the basis of handcrafted rules that are tested re-
cursively, which in complex applications is very
costly (McTear, 2004). However, as stated by
(Pieraccini et al., 2009), many sophisticated com-
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mercial systems already available receive a large
volume of interactions. Therefore, industry is be-
coming more interested in substituting rule based
grammars with statistical approaches based on the
large amounts of data available.

As an attempt to improve the current technol-
ogy, we propose to merge statistical approaches
with VoiceXML. Our goal is to combine the flex-
ibility of statistical dialog management with the
facilities that VoiceXML offers, which would help
to introduce statistical approaches for the develop-
ment of commercial (and not strictly academic) di-
alog systems. To this end, our technique employs
a statistical dialog manager that takes into account
the history of the dialog up to the current dialog
state in order to decide the next system prompt.
In addition, the system prompts and the gram-
mars for ASR are implemented in VoiceXML-
compliant formats, for example, JSGF or SRGS.
As it is often difficult to find or gather a human-
machine corpus which cover an identical domain
as the system which is to be implemented, our ap-
proach is also based on the compilation of cor-
pora of interactions of simulated users, which is
a common practice when using machine learning
approaches for system development.

In contrast with other hybrid approaches, our
main aim is not to incorporate knowledge about
best strategies in statistical dialog management,
but rather to take advantage of an implementa-
tion language which has been traditionally used
to build rule-based systems (such as VoiceXML),
for the development of statistical dialog strate-
gies. Expert knowledge about deployment of
VoiceXML applications, development environ-
ments and tools can still be exploited using our
technique. The only change is in the transition be-
tween states, which is carried out on a data-driven
basis (i.e., is not deterministic). We have applied
our technique to develop a dialog system that pro-
vides railway information, for which we have de-
veloped a statistical dialog management technique
in a previous study.

2 Our Proposal to Introduce Statistical
Methodologies in Commercial
Applications

As stated in the introduction, our approach to inte-
grate statistical methodologies in commercial ap-
plications is based on the automatic learning of the
dialog strategy using a statistical dialog manage-

ment methodology. In most dialog systems, the
dialog manager makes decisions based only on the
information provided by the user in the previous
turns and its own dialog model. For example, this
is the case with most dialog systems for slot-filling
tasks. The methodology that we propose for the
selection of the next system response for this kind
of task is detailed in (Griol et al., 2008). It is based
on the definition of a data structure that we call
Dialog Register (DR), which contains the infor-
mation provided by the user throughout the dialog
history. In brief, it is as follows: for each time i,
the selection of the next system prompt Ai is car-
ried out by means of the following maximization:

Âi = argmax
Ai∈A

P (Ai|DRi−1, Si−1)

where the set A contains all the possible system
responses and Si−1 is the state of the dialog se-
quence (system-turn, user-turn) at time i.

Each user turn supplies the system with infor-
mation about the task; that is, he/she asks for a
specific concept and/or provides specific values
for certain attributes. However, a user turn could
also provide other kinds of information, such as
task-independent information. This is the case of
turns corresponding to Affirmation, Negation and
Not-Understood dialog acts. This kind of infor-
mation implies some decisions which are different
from simply updating the DRi−1. Hence, for the
selection of the best system response Ai, we take
into account the DR that results from turn 1 to
turn i− 1, and we explicitly consider the last state
Si−1. Our model can be extended by incorporating
additional information to the DR, such as some
chronological information (e.g. number of turns
up to the current turn) or user profiles (e.g. user
experience or preferences).

The selection of the system response is car-
ried out through a classification process, for which
a multilayer perceptron (MLP) is used. The in-
put layer receives the codification of the pair
(DRi−1, Si−1). The output generated by the MLP
can be seen as the probability of selecting each of
the different system answers defined for a specific
task.

To learn the dialog model we use dialog sim-
ulation techniques. Our approach for acquiring a
dialog corpus is based on the interaction of a user
simulator and a dialog manager simulator (Griol et
al., 2007). The user simulation replaces the user
intention level, that is, it provides concepts and

270



attributes that represent the intention of the user.
This way, the user simulator carries out the func-
tions of the ASR and NLU modules. Errors and
confidence scores are simulated by a specific mod-
ule in the simulator. The acquired dialogs are em-
ployed to automatically generate VoiceXML code
for each system prompt and create the grammar
needed to recognize the possible user utterances
after each one of the system prompts.

3 Development of a railway information
system using the proposed technique

To test our proposal, we have used the defini-
tions taken to develop the DIHANA dialog system,
which was developed in a previous study to pro-
vide information about train services, schedules
and fares in Spanish (Griol et al., 2009; Griol et
al., 2008). The DR defined for the our railway in-
formation system is a sequence of 15 fields, corre-
sponding to the five concepts (Hour, Price, Train-
Type, Trip-Time, Services) and ten attributes (Ori-
gin, Destination, Departure-Date, Arrival-Date,
Departure-Hour, Arrival-Hour, Class, Train-Type,
Order-Number, Services). The system generates a
total of 51 different prompts.

Three levels of labeling are defined for the la-
beling of the system dialog acts. The first level
describes general acts which are task independent.
The second level is used to represent concepts and
attributes involved in dialog turns that are task-
dependent. The third level represents values of at-
tributes given in the turns. The following labels
are defined for the first level: Opening, Closing,
Undefined, Not-Understood, Waiting, New-Query,
Acceptance, Rejection, Question, Confirmation,
and Answer. The labels defined for the second and
third level were the following: Departure-Hour,
Arrival-Hour, Price, Train-Type, Origin, Destina-
tion, Date, Order-Number, Number-Trains, Ser-
vices, Class, Trip-Type, Trip-Time, and Nil. There
are dialog turns which are labeled with several di-
alog acts.

Having this kind of labeling and the values of
attributes obtained during a dialog, it is straightfor-
ward to construct a sentence in natural language.
Some examples of the dialog act labeling of the
system turns are shown in Figure 1.

Two million dialogs were simulated using a set
of two types of scenarios. Type S1 defines one
objective for the dialog, whereas Type S2 defines
two. Table 1 summarizes the statistics of the ac-

[SPANISH] Bienvenido al servicio de información de
trenes. ¿En qué puedo ayudarle?
[ENGLISH] Welcome to the railway information sys-
tem. How can I help you?
(Opening:Nil:Nil)

[SPANISH] El único tren es un Euromed que sale a las

0:27. ¿Desea algo más?

[ENGLISH] There is only one train, which is a Eu-

romed, that leaves at 0:27. Anything else?
(Answer:Departure-Hour:Departure-Hour:Departure-
Hour[0.27],Number-Trains[1],Train-Type[Euromed])

(New-Query:Nil:Nil)

Figure 1: Labeling examples of system turns from
the DIHANA corpus

quisition for the two types of scenarios.

Type S1 Type S2
Simulated dialogs 106 106

Successful dialogs 15,383 1,010

Different dialogs 14,921 998

Number of user turns per dialog 4.9 6.2

Table 1: Statistics of the new corpus acquisition

The 51 different system prompts have been au-
tomatically generated in VoiceXML using the pro-
posed technique. For example, Figure 2 shows the
VXML document to prompt the user for the origin
city, whereas Figure 3 shows the obtained gram-
mar for ASR.

<?xml version="1.0" encoding="UTF-8"?>
<vxml xmlns="http://www.w3.org/2001/vxml"

xmlns:xsi="http://www.w3.org/2001/
XMLSchema-instance"
xsi:schemaLocation="http://www.w3.org/2001/vxml
http://www.w3.org/TR/voicexml20/vxml.xsd"
version="2.0" application="app-dihana.vxml">

<form id="origin_form">
<field name="origin">

<grammar type="application/srgs+xml"
src="/grammars/origin.grxml"/>

<prompt>Tell me the origin city.</prompt>
<filled>
<return namelist="origin"/>

</filled>
</field>

</form>
</vxml>

Figure 2: VXML document to require the origin
city

4 Conclusions

In this paper, we have described a technique for
developing dialog systems using a well known
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#JSGF V1.0;
grammar origin;
public <origin> = [<desire>]
[<travel> <city> {this.destination=$city}]
[<proceed> <city> {this.origin=$city}];
<desire> = I want [to know] | I would like
[to know] | I would like | I want | I need
| I have to;
<travel> = go to | travel to | to go to
| to travel to;
<city> = Jaén | Córdoba | Sevilla | Huelva |
Cádiz | Málaga | Granada | Almerı́a |
Valencia | Alicante | Castellón | Barcelona
| Madrid;
<proceed> = from | going from | go from;

Figure 3: Grammar defined to capture the origin
city

standard like VoiceXML, and considering a statis-
tical dialog model that is automatically learnt from
a dialog corpus.

The main objective of our work is to reduce the
gap between academic and commercial systems
by reducing the effort required to define optimal
dialog strategies and implement the system. Our
proposal works on the benefits of statistical meth-
ods for dialog management and VoiceXML, re-
spectively. The former provide an efficient means
to exploring a wider range of dialog strategies,
whereas the latter makes it possible to benefit from
the advantages of using the different tools and
platforms that are already available to simplify
system development. We have applied our tech-
nique to develop a dialog system that provides rail-
way information, and have shown that it enables
creating automatically VoiceXML documents to
prompt the user for data, as well as the necessary
grammars for ASR. As a future work, we plan to
study ways for adapting the proposed dialog man-
agement technique to more complex domains.

Additionally, we are interested in investigating
possible ways for easing the adoption of our tech-
nique in industry, and the main challenges that
might arise in using it to develop commercial sys-
tems.
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Abstract

This paper proposes a simple framework
for building ’virtual networking agents’;
programs that can communicate with users
and collect information through the inter-
net. These virtual agents can also commu-
nicate with each other to share information
that one agent does not have. The frame-
work - ’YouBot’ - provides basic functions
such as protocol handling, authentication,
and data storage. The behavior of the vir-
tual agents is defined by a task proces-
sor (’TP’) which can be written in a light-
weight language such as JavaScript. It is
very easy to add new functions to a virtual
agent. The last part of this paper discusses
the micro-blog system ’twitter’ and other
web services as information sources that a
virtual agent can utilise to make its behav-
ior more suited to the user.

1 Introduction

Recently, communicating in short sentences, such
as via Instant Messenger or SMS, has become
more common; the use of ’Twitter’, especially,
is spreading very quickly and widely. These net-
working tools are not only for chatting, but also for
gathering information on and discussing a world
of topics. Short sentences are suitable for Nat-
ural Language Interface processes like question-
answering, recommendation, or reservation sys-
tems; thus, Natural Language Interfaces are be-
coming increasingly important in this area of com-
munications.

There are many dialogue systems that process
natural language as a user-input, like ’UC’ (Wilen-
sky 1987), ’tour guide’ (Prodanov et.al. 2002), but
most of them are designed for a specific individ-
ual purpose, so, have to locate different systems
for different purposes. This problem has been one

of the main barriers preventing dialogue systems
from being adopted more widely.

Our framework -’YouBots’- can accept the
user’s messages as input, and respond in natural
language. The behavior of these agents is defined
by task processors (’TPs’) which can be written
in a light-weight language, eg. JavaScript. It
is very easy to add new TPs to a virtual agent.
Web-browsers like Firefox have a similar add-on
mechanism and, through open-source collabora-
tion, now have thousands of types of extension.
We hope that, in the same way, developers will
be encouraged to write new TPs for our YouBot
framework.

Personal Digital Assistant is an example of this
kind of application. Its schedule manager, contact
manager and to-do list are easily implemented on
this framework. Q&A system is another example;
it would be realized by cooperating with webser-
vice or other external system.

The framework also has a unique networking
feature to help the bots communicate with each
other: It is called ’Inter-bot communication’, a
feature which expands the ways in which the vir-
tual agent can get preferred information for the
user.

2 Outline of the Networking Bot

Most existing dialogue systems only use their in-
ternal data. So their application is often limited
to a specific purpose, as in domain-specific expert
systems. Using a network feature enabling bots
to communicate with each other, our system can
obtain many types of information from other, ex-
ternal systems. Figure 1 shows users communi-
cating with their own bots, and bots communicat-
ing with each other to collect information for their
users. Each connection in the figure is conducted
by XMPP protocol1.

1http://www.xmpp.org/
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Information in each bot can be linked in the
same manner as web pages, and combine to form
semantic structures in the way of the Semantic
Web (Berners-Lee 2001), this can improve the
bots behaviour.

Figure 1: Network of Users and Bots.

If TPs are designed to share information
through the network, a user need not know which
system contains the information he or she needs.
They only need to talk to their own personal bot,
then the bot will find the information for them.
Each user has their own bot, and can share infor-
mation through these bots. The modes of inter-
action with other users and modes of information
gathering depend on how the TPs are written.

3 Task Managing

Within our framework, a ’task manager’ invokes a
’task processor’ as shown in Figure 2:-

Figure 2: Task-managing

There are existing systems that process tasks
with modular components - TPs; among these, we
find two approaches, one is centralized and the
other distributed. In the centralized approach, a
user-message is analyzed by a central component

of the system, often called the ’dialogue manager’.
Then the dialogue manager decides which TP to
invoke. The ’Smart Personal Assistant’ (Nguyen
et al. 2005) uses ’BDI Theory’ (Bratman 1987) to
determine the user’s intention in the dialogue man-
ager. Then, a TP which satisfies the user’s demand
can be selected. In this approach, interpretation
can be carried out efficiently, but the task manager
needs to be revised every time a new TP is added.
This is not an easy operation unless the task man-
ager is configured to recognize the functionality of
a new TP automatically. This may be viewed as a
serious weakness of the centralized approach.

On the other hand, there is ’RIME’ (Nakano et
al. 2008) which adopts a distributed approach -
where the user-message is sent to each of the TPs,
which interpret it and return a ’score’ indicating
how well they can handle the message. Conse-
quently, the TP returning the highest score will
process the user’s message. This approach suf-
fers from the inefficiency of having to interpret the
user’s message many times in each TP. On the pos-
itive side, there is no need to revise or redesign
central components when a new TP is added.

We have decided to adopt the distributed ap-
proach because we think expandability is more im-
portant than speed. Our framework uses ’Script-
ing Engine’ in which JavaScript codes can run.
JavaScript is very easy to write, owing to which,
many people write extensions for Firefox in which
JavaScript codes can also run. How simply a TP
can be written is a very important factor in the at-
traction of developers.

4 How to Write Task Processors

There are three types of designated TP in the
YouBot system: a ’user task processor’, a ’bot
task processor’, and a ’twitter task processor’. The
’user-TP’ is for processing messages from the user
- explained in the ’Basic Task Processor’ subsec-
tion (see below); the ’bot-TP’ is for processing in-
quiries from other bots - explained in the ’Inter-bot
communication’ subsection (see below); and the
’twitter-TP’ reads the user’s tweets at the Twitter
site - explained in the ’Cooperation with External
Services’ subsection (also see below). Each TP is
saved to an individual JavaScript file in the ’task’
folder with a .js extension. The YouBot Frame-
work reads these files when the program starts and
when a ’reload’ command is issued.
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4.1 Basic Task Processors

The JavaScript code for a basic TP needs at least
one variable and two functions. The variable
’type’ indicates the type of task - which can ei-
ther be a user-task, bot-task, or twitter-task. The
mandatory functions are ’estimate’ and ’process’,
an approach introduced in the ’Blackboard’ multi-
agent system (Corkill 1991). The ’estimate’ func-
tion receives a user-message from the task man-
ager and returns its score, which shows how likely
it is that this TP will be the best among the other
TPs to process the message. For example, when
a TP uses pattern-matching for message interpre-
tion, the score may be higher if the matched pat-
tern is more complicated, or may be zero if no
pattern matched the user message. The ’estimate’
function can use not only pattern-matching, but
also various data calculated or stored in different
ways; such as the dialogue history or information
from external systems. The YouBot Framework
gathers and compares the scores returned from the
TPs, then selects the processor which returned the
highest score to process the message. The ’pro-
cess’ function of the TP handles the user-message
and makes a response to the user. During the pro-
cessing, this function can access the internal data
store or an external system to get or save various
information.

4.2 Pattern Matching

Our framework provides a handy way to do
pattern-matching, using four types of placeholder:

An OR conditional placeholder is defined by
”{abc|def}” format.

I {will go |went }to school.

matches both ”I will go to school.” and ”I went
to school.” Optional selection can be defined with
this ”(abc|def)” format.

Yes (I do |it is).

matches ”Yes I do”, ”Yes it is” and just ”Yes”
Using ”[abc]” format, the content of the place-
holder can be retrieved. For example, the pattern:

I went to [place].

matches the sentence ”I went to school.” or ”I
went to see a doctor.” If the pattern matches the
user’s message, an object holding the contents of
the placeholder will be returned. You can get the
contents with the ”get” function, specifying the
placeholder - in this case ”[place]”

To define a placeholder which matches only one

specified pattern, ”<abc>” format is used. For ex-
ample, the placeholder ”<date>” can be defined
so that it matches a date expression such as ’yes-
terday’ or ’on Sunday’. Then the pattern:

I went to [place] <date >.

matches ”I went to school on Sunday”, but does
not match ”I went to school with my brother”.
The content of<date> placeholder can also be re-
trieved with ”get” function. Retrieved data can be
kept in the data store and used in interaction with
the user later.

4.3 The Data store

Many chatter bots don’t remember what they have
said before. ’A.L.I.C.E’ (Wallace 2008) has a
short memory - just one single interaction. Un-
usually, YouBot has a long-term data store for its
memory. It holds key=value style properties which
can be defined by the TP. To save schedule data, as
in:-

type="schedule"
date="2010/05/14"
item="Submission dead-line"

- we create a new data object, set its properties,
and use the ’save’ function. To retrieve specific
data from the data store, a ’data selector’ object is
provided. If the following condition is set up in
the data selector:-

type="schedule"
date="2010/05/09"

- then a list of matching data is retrieved from
the data store. The Youbot framework also pro-
vides a facility for responding to inquiries from
other bots, and this raises security issues. In this
framework, a default security filter is installed in
the data selector to send information only to priv-
ileged bots. Data objects saved in the data store
have security attributes for which the default is
’secret’, and only the owner of the bot can ac-
cess this information. This attribute can be set to
’private’ or ’official’ - then, the information will
only be accessible to the bots which have ’private’
or ’official’ privilege. Developers do not have to
worry about this data security setting during inter-
bot communication.

4.4 Inter-bot communication

A user-TP can send an inquiry to another bot -
about, for example, the user’s schedule or knowl-
edge and expertise. The TP generates an ’Inquiry
Sender’ object , sets the inquiry and the target
bot’s address, then uses the ’send’ function. This
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inquiry is formatted as an inter-bot message so
that the receiving bot can distinguish it from user-
messages. The receiving bot generates an ’Inquiry
Responder’ object for each of the incoming inter-
bot messages; then the Task Manager sends the
messages to the bot-TP. Next, the bot-TPs estimate
the likelihood of processing the message and re-
turn scores - with the bot-TP which returns the
highest score being selected to respond. A re-
sponding message is sent back to the inquiring bot
in the inter-bot message format. then a function
named ’convey’ - within the inquiring TP - is in-
voked to make a response to the user. A function
named ’timeout’ is invoked when no response has
been returned.

Figure 3: Inter-Bot Communication

To respond to an inquiry from another bot, a
bot-TP for that inquiry has to be defined. Besides
which, remote bots have to be given privilege to
collect information which has a security attribute
restricting access. If a TP developer fails to spec-
ify a security attribute for the data, no access will
be allowed without the right privilege, because the
default setting is secret.

4.5 Cooperation with External Systems

A bot can read the user’s tweets at the twitter site
at specified intervals. The User’s tweets are sent
to twitter-TPs, then estimated and processed in
a same manner as user-TPs and bot-TPs. A bot
can get information about a user’s status, interests,
and favorites; these data are useful for generating
preferable responses for the user.

The Youbot framework also provides a utility
function which takes URI and retrieves HTML
code. This function can be used to access search
engines or news sites. Services such as online
shopping or recommendation engines represent
the type of business model that would be suited
to the application of the Youbot framework.

5 Interaction Example

The following are examples of interactions which
YouBot might handle:
USER: I will meet John at 9 tomorrow.
SYSTEM: Is that A.M or P.M?
USER: pm
SYSTEM: There’s a meeting with Mr. Smith at 8pm.
USER: It’s been canceled.
SYSTEM: I see.

6 Conclusion

We proposed a simple framework for virtual
agents. Its functionality can be easily extended
by adding task processing modules written in
JavaScript. The Youbot framework provides util-
ity objects which make task processing even eas-
ier. Networking ability is also provided to expand
the networked information’s reach, while data se-
curity is maintained. Future work will include
normalizing the estimation score. Another chal-
lenge is how best to share contextual information
among TPs so they can interact to generate better
responses for the user.
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Abstract 

This paper presents a dialogue system in 
the form of an ECA that acts as a socia-
ble and emotionally intelligent compan-
ion for the user. The system dialogue is 
not task-driven but is social conversation 
in which the user talks about his/her day 
at the office. During conversations the 
system monitors the emotional state of 
the user and uses that information to in-
form its dialogue turns. The system is 
able to respond to spoken interruptions 
by the user, for example, the user can in-
terrupt to correct the system. The system 
is already fully implemented and aspects 
of actual output will be used to illustrate. 

1 Introduction 

Historically, Embodied Conversational Agents 
(ECAs) have been used in research and industry 
make information and complex tasks more ac-
cessible to customers and users. With the rise of 
new technologies in affective dialogue systems, 
we are beginning to see a future in which ECA 
dialogues are not all task-driven, but some will 
be focused on the social aspects of conversation. 
We envisage the development of ECAs that en-
hance the social quality of life of the user, and 
that build deep relationships with their users over 
years of use. Our affective companion ECA is 
our first contribution to this emerging technol-
ogy.  

Our emotionally intelligent dialogue system 
requires a high level of understanding of the 
meaning of the user turns, and so is quite unlike 
a ‘chatbot’. Affective aspects of the situation are 
also key in influencing the course of the conver-
sation. The system attempts to balance both se-
mantic and affective understanding in order to 
create an engaging and enjoyable companion for 
social conversation. 

2 Scenario description 

The system conversation is free-ranging and fol-
lows the user’s initiative, rather than being task-
driven. We have for the time being restricted the 
range of conversation topics to things that hap-
pen in the life of someone who works in an of-
fice (the ‘How was your day?’ (HWYD) sce-
nario). The user ‘offloads’ about his/her day at 
work by chatting to the ECA, and the ECA tries 
to empathise with and advise the user. The ECA 
asks questions to elicit information from the user, 
makes empathetic and sympathetic comments, 
and offers advice.  

The system is able to process long user turns, 
as well as to generate long system turns (around 
50 words). If the user perhaps dislikes what 
he/she hears, he/she can interrupt the system by 
barging in, and the ECA will respond in a hu-
man-like way. The conversation style is therefore 
considerably different from traditional task-based 
dialogues that consist of short dialogue turns and 
in which the system takes all the initiative.  

The dialogue in Table 1 (actual output from a 
user session) illustrates some of the significant 
features of the system, including long system 
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turns, user interruptions and emotional analysis 
of user input.  

 
User1 Worst day ever. I arrived late be-

cause of the traffic. 
System1 You have my sympathy. What 

happened next? 
User2 I missed the meeting on project 

responsibilities; got more work 
dumped on me. Just what I don’t 
need. I’m already likely to miss 
the deadline. [ECA looks worried 
when user’s negative tone is de-
tected] 

System2 Sorry to hear that. Who was at the 
meeting? 

User3 Only my team. They gave me a 
set of PowerPoint slides from the 
meeting. I spent the rest of the day 
reading them but my computer 
kept crashing because of  updates. 

System3 Oh dear! It is understandable how 
you must be feeling. It’s right to 
be unhappy about such a bad situ-
ation. Try not to worry about 
missing the deadline because of 
the technical problems. [At this 
point user interrupts ECA by 
beginning turn User4] It’s sad that 
your motivation could be affected 
by them. [System stops speaking] 

User4 No, I’m not worried about the 
technical problems, I’m worried 
about the amount of extra work on 
this project and the deadline. 

System4 What is the project about? 
 

Table 1: Dialogue example 

 
A video demonstration of the system in action 

is available at: 
http://www.youtube.com/watch?v=

BmDMNguQUmM 

3 Architecture 

Figure 1 shows a screen shot taken at run-time of 
actual system output. The ECA is represented on 
a screen as a woman (waist up) who displays 
natural, human-like movements and performs a 
wide range of complex facial expressions, bodily 
movements, and hand and arm gestures. 

The screen also displays a transcript of the 
user and system turns. The user turns shown con-
stitute the output of the Automatic Speech Rec-
ogniser (ASR). The system’s analysis of the 
user’s emotional state is also shown. 

The right-most panel of the screen shows 
graphics which convey real-time information 
about how the dialogue is being processed. It 
presents a streamlined view of the software 
modules that comprise the system. Module activ-
ity is visually represented at run-time by flashing 
colours. This ‘glass-box’ approach enables de-
tailed observation and analysis of system 
procedure at run-time. 

The system comprises a number of distinct 
modules that are connected using Inamode, a 
hub-based message-passing framework using 
XML formatted messages over plain text sock-
ets. 

The system’s ASR is the NuanceTM dictation 
engine. This is run in parallel with our own a-
coustic analysis pipeline which extracts low level 
(pitch, tone) speech features and also high-level 
features such as emotional characteristics. 
Analysis of the emotions is currently carried out 

 
Figure 1: Screenshot of the prototype interface 
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by EmoVoice (Vogt et al. (2008)). The ASR 
output strings are analysed for sentiment by the 
AFFECTiS system (Moilanen and Pulman (2007, 
2009)) and classed as positive, neutral, or nega-
tive. This output is fused with the output from 
EmoVoice to generate a value that represents the 
user’s current emotional state, which is ex-
pressed as a valence+arousal pairing (with five 
possible values). 

The ASR output goes to our own Natural Lan-
guage Understanding (NLU) module which per-
forms syntactic and semantic analysis of user 
utterances and derives noun phrases and verb 
groups and associated arguments. Events rele-
vant to the scenario (e.g., promotions, redundan-
cies, meetings, arguments, etc.) are recognised 
by the NLU and are used to populate an ontology 
(a model of the conversation content).  The sys-
tem is currently able to recognize and respond to 
more than 30 event types.  

The events recognised in a user turn are 
labelled with the output of the Emotion Module 
for that turn; the result is a representation of both 
the semantic and affective information that the 
user might be trying to convey. 

Our own rule-based Dialogue Manager (DM) 
takes the affect-annotated semantic output of the 
NLU, and from that and its model of the conver-
sation content determines the next system turn. It 
will either ask a question about the events that 
occurred in the user’s day, express an opinion on 
the events already described, or make empathetic 
comments. Whenever the system has gained suf-
ficient understanding of a key event in the user’s 
day, it generates a complex long turn that encap-
sulates comfort, opinion, warnings and advice to 
the user. 

These long system turns are generated by our 
own plan-based Affective Strategy Module that 
makes an appraisal of the user’s situation and  
generates an appropriate emotional strategy 
(Cavazza et al. (2010)). This strategy—expressed 
as an abstract, conceptual representation—is han-
ded to our own Natural Language Generator 
(NLG) that maps it into a series of linguistic sur-
face forms (usually 4 or 5 sentences). We use a 
style-controllable system using Tree-Furcating 
Grammars (an extension of the Tree-Adjoining 
Grammars formalism (Joshi et al. (1997)). This 
ensures the generation of a large set of different 
surface forms from the same semantic input. 

The output of the NLG is passed to a module 
that adds this information to its system turn 
instructions for the ECA. The ECA has been de-
veloped around the HaptekTM toolkit and is con-

trolled using an FML-like language (after 
Hernández et al. (2008)). This 2-D embodiment 
produces gestures, facial expressions, and body 
movements that convey the emotional state of 
the ECA. Its movements and expressions enable 
it to visually display interest and enjoyment in 
talking to the user, and to display empathy with 
the user. The speech synthesis module is our own 
emotion-focused extension of the LoquendoTM 
TTS system. It includes paralinguistic elements 
such as exclamations and laughter, and emo-
tional prosody generation for negative and posi-
tive utterances. 

4 Special procedural features 

A significant processing design feature of the 
system is that there are two main processing 
loops from user input to system output; a ‘long 
loop’ which passes through all the components 
of the system; and a ‘short loop’ or ‘feedback 
loop’ which will now be discussed (the proce-
dure already described in Section 3 is the long 
loop procedure). 

4.1 Feedback loop 

The feedback loop (‘short loop’) bypasses many 
linguistic components and generates immediate 
reactions to user activity. The main function of 
the short loop is maintain user engagement by 
preventing unnaturally long gaps of ECA inactiv-
ity. The feedback loop engages the acoustic 
analysis components, the TTS, and the ECA. It is 
responsible for the generation of real-time (< 500 
ms) reactions in the ECA in response to the emo-
tional state of the user. It attempts to align  both 
verbal behaviour (backchannelling) and non-
verbal behaviour (facial expressions, gestures, 
and general body language) to the emotions de-
tected during most recent user turn. In order to 
achieve a reasonable level of realism, these sys-
tem reactions to the perceived emotional state of 
the user need to be perceptibly instantaneous. 
Using this short feedback loop that bypasses 
many of the linguistic components ensures this. 

The feedback loop is also occasionally used to 
make sympathetic comments immediately after 
the user stops speaking. These act as acknowl-
edgements of the emotion expressed by the user. 
An example can be seen in the System2 turn of 
the example dialogue in Table 1: 

1.“Sorry to hear that. Who was at the meeting?” 

Here, the first utterance was spoken by the sys-
tem within a few tenths of a second after the end 
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of the previous user turn (User2). The system 
tried to identify the user’s emotion in the previ-
ous turn and then to behave linguistically and 
visually in an empathetic way. The actual sympa-
thetic utterance was randomly chosen from a set 
of ‘negative emotion utterances’ (there are also 
‘positive’ and ‘neutral’ sets).  

The second half of the system turn in (1) was 
derived by the system’s ‘long loop’. It is a ques-
tion which refers to a meeting that the user men-
tioned in the previous turn. This ‘meeting’ event 
has been heard by the ASR, understood by the 
NLU system, remembered by the DM, and is 
now referred to by an appropriate definite noun 
phrase in the output of the NLG.   

The feedback and main loops run in parallel. 
However, the feedback loop generates its speech 
output almost immediately, giving time for the 
main dialogue loop to complete its more detailed 
analysis of the user’s utterance.  

4.2 Handling user interruptions 

This system has a complex strategy for handling 
situations in which the user interrupts long 
system turns.  The system’s response to ‘barge-
in’ user interruptions is overseen by the Interrup-
tion Manager (IM), which is alerted by the 
acoustic input modules whenever a genuine user 
interruption (as opposed to, say, a backchannel) 
is detected during a long system utterance. When 
alerted, the IM instructs the ECA to stop speak-
ing when it reaches a natural stopping point in its 
current turn (usually the end of the current 
phrase). The user’s interruption utterance is 
processed by the long loop. Its progress is 
tracked and controlled by the IM, for example, it 
makes sure that the linguistic modules know that 
the current utterance is an interruption, whic 
means it requires special treatment. The DM has 
a range of strategies for system recoveries from 
user interruptions, including different ways of 
continuing, replanning, and aborting. An exam-
ple of a user interruption is shown in Table 1. 
The user interrupts the long system utterance in 
the System3 turn. The system’s response to the 
interruption is to stop the speech output from the 
ECA, abort the long system turn altogether, and 
instead to ask for more details about the project 
that the user has just mentioned during the inter-
ruption. (See (Crook et al. (2010))  for a more 
detailed description of the IM.) 
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Abstract 

In this paper we propose a new technique to 

enhance emotion recognition by combining 

in different ways what we call emotion pre-

dictions. The technique is called F
2
 as the 

combination is based on a double fusion 

process. The input to the first fusion phase is 

the output of a number of classifiers which 

deal with different types of information re-

garding each sentence uttered by the user. 

The output of this process is the input to the 

second fusion stage, which provides as out-

put the most likely emotional category. Ex-

periments have been carried out using a pre-

viously-developed spoken dialogue system 

designed for the fast food domain. Results 

obtained considering three and two emo-

tional categories show that our technique 

outperforms the standard single fusion tech-

nique by 2.25% and 3.35% absolute, respec-

tively. 

1 Introduction 

Automatic recognition of user emotional states 

is a very challenging task that has attracted the 

attention of the research community for several 

decades. The goal is to design methods to 

make computers interact more naturally with 

human beings. This is a very complex task due 

to a variety of reasons. One is the absence of a 

generally agreed definition of emotion and of 

qualitatively different types of emotion. An-

other is that we still have an incomplete under-

standing of how humans process emotions, as 

even people have difficulty in distinguishing 

between them. Thus, in many cases a given 

emotion is perceived differently by different 

people. 

Studies in emotion recognition made by the 

research community have been applied to en-

hance the quality or efficiency of several ser-

vices provided by computers. For example, 

these have been applied to spoken dialogue 

systems (SDSs) used in automated call-centres, 

where the goal is to detect problems in the in-

teraction and, if appropriate, transfer the call 

automatically to a human operator. 

The remainder of the paper is organised as 

follows. Section  2 addresses related work on 

the application of emotion recognition to 

SDSs. Section  3 focuses on the proposed tech-

nique, describing the classifiers and fusion 

methods employed in the current implementa-

tion. Section  4 discusses our speech database 

and its emotional annotation. Section  5 pre-

sents the experiments, comparing results ob-

tained using the standard single fusion tech-

nique with the proposed double fusion. Finally, 

Section  6 presents the conclusions and outlines 

possibilities for future work. 

2 Related work 

Many studies can be found in the literature 

addressing potential improvements to SDSs by 

recognising user emotional states. A diversity 

of speech databases, features used for training 

and recognition, number of emotional catego-

ries, and recognition methods have been pro-

posed. For example, Batliner et al. (2003) em-

ployed three different databases to detect trou-

bles in communication. One was collected 

from a single experienced actor who was told 

to express anger because of system malfunc-

tions. Other was collected from naive speakers 

who were asked to read neutral and emotional 

sentences. The third database was collected 

using a WOZ scenario designed to deliberately 

provoke user reactions to system malfunctions. 

The study focused on detecting two emotion 

categories: emotional (e.g. anger) and neutral, 

employing classifiers that dealt with prosodic, 

linguistic, and discourse information. 
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Liscombe et al. (2005) made experiments 

with a corpus of 5,690 dialogues collected with 

the “How May I Help You” system, and con-

sidered seven emotional categories: posi-

tive/neutral, somewhat frustrated, very frus-

trated, somewhat angry, very angry, somewhat 

other negative, and very other negative. They 

employed standard lexical, prosodic and con-

textual features. 

Devillers and Vidrascu (2006) employed 

human-to-human dialogues on a financial task, 

and considered four emotional categories: an-

ger, fear, relief and sadness. Emotion classifi-

cation was carried out considering linguistic 

information and paralinguistic cues. 

Ai et al. (2006) used a database collected 

from 100 dialogues between 20 students and a 

spoken dialogue tutor, and for classification 

employed lexical items, prosody, user gender, 

beginning and ending time of turns, user turns 

in the dialogue, and system/user performance 

features. Four emotional categories were con-

sidered: uncertain, certain, mixed and neutral. 

Morrison et al. (2007) compared two emo-

tional speech data sources The former was col-

lected from a call-centre in which customers 

talked directly to a customer service represen-

tative. The second database was collected from 

12 non-professional actors and actresses who 

simulated six emotional categories: anger, dis-

gust, fear, happiness, sadness and surprise. 

3 The proposed technique 

The technique that we propose in this paper to 

enhance emotion recognition in SDSs consid-

ers that a set of classifiers Ω = {C1, C2, …, Cm} 

receive as input feature vectors f related to 

each sentence uttered by the user. As a result, 

each classifier generates one emotion predic-

tion, which is a vector of pairs (hi, pi), i = 1…S, 

where hi is an emotional category (e.g. Angry), 

pi is the probability of the utterance belonging 

to hi in accordance with the classifier, and S is 

the number of emotional categories considered, 

which forms the set E = {e1, e2, …, eS}. 

The emotion predictions generated by the 

classifiers make up the input to the first fusion 

stage, which we call Fusion-0. This stage em-

ploys n fusion methods called F0i, i = 1…n, to 

generate other predictions: vectors of pairs 

(h0j,k , p0j,k), j = 1…n, k = 1…S, where h0j,k is an 

emotional category, and p0j,k is the probability 

of the utterance belonging to h0j,k in accordance 

with the fusion method F0j. 

The second fusion stage, called Fusion-1, 

receives the predictions provided by Fusion-0 

and generates the pair (h11,1 , p11,1), where h11,1 

is the emotional category with highest prob-

ability, p11,1. This emotional category is deter-

mined employing a fusion method called F11, 

and represents the user’s emotional state de-

duced by the technique. The best combination 

of fusion methods to be used in Fusion-0 (F01, 

F02,...,F0j, 1 ≤ j ≤ n) and the best fusion method 

to be used in Fusion-1 (F11) must be experi-

mentally determined.  

3.1 Classifiers 

In the current implementation our technique 

employs four classifiers, which deal with pros-

ody, acoustics, lexical items and dialogue acts 

regarding each utterance. 

3.1.1 Prosodic classifier 

The input to our prosodic classifier is an n-

dimensional feature vector obtained from 

global statistics of pitch and energy, and fea-

tures derived from the duration of 

voiced/unvoiced segments in each utterance. 

After carrying out experiments to find the ap-

propriate feature set for the classifier, we de-

cided to use the following 11 features: pitch 

mean, minimum and maximum, pitch deriva-

tives mean, mean and variance of absolute val-

ues of pitch derivatives, energy maximum, 

mean of absolute value of energy derivatives, 

correlation of pitch and energy derivatives, 

average length of voiced segments, and dura-

tion of longest monotonous segment. 

The classifier employs gender-dependent 

Gaussian Mixture Models (GMMs) to repre-

sent emotional categories. The likelihood for 

the n-dimensional feature vector (x), given an 

emotional category λ, is defined as: 
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i.e., a weighted linear combination of Q uni-

modal Gaussian densities Pl(x). The density 

function Pl(x) is defined as: 
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where the µl’s are mean vectors and the Σl‘s 

covariance matrices. The emotional category 

282



deduced by the classifier, h, is decided accord-

ing to the following expression: 

 

( )S

S

xPh λmaxarg=  (1) 

 

where λ
S
 represents the models for the emo-

tional categories considered, and the max func-

tion is computed employing the EM (Expecta-

tion-Maximization) algorithm. To compute the 

probabilities pi for the emotion prediction of 

the classifier we use the following expression: 
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where βi is the log-likelihood of hi, S is the 

number of emotional categories considered, 

and the βk’s are the log-likelihoods of these 

emotional categories. 

3.1.2 Acoustic classifier 

Prosodic features are nowadays among the 

most popular features for emotion recognition 

(Dellaert et al. 1996; Luengo et al. 2005). 

However, several authors have evaluated other 

features. For example, Nwe et al. (2003) em-

ployed several short-term spectral features and 

observed that Logarithmic Frequency Power 

Coefficients (LFPCs) provide better perform-

ance than Mel-Frequency Cepstral Coefficient 

(MFCCs) or Linear Prediction Cepstral Coeffi-

cients (LPCCs). Experiments carried out with 

our speech database (which will be discussed 

in Section  4) have confirmed this observation. 

However, we have also noted that when we 

used the first and second derivatives, the best 

results were obtained for MFCCs. Hence, we 

decided to use 39-feature MFCCs (13 MFCCs, 

delta and delta-delta) for classification. 

The emotion patterns of the input utterances 

are modelled by gender-dependent GMMs, as 

with the prosodic classifier, but each input ut-

terance is represented employing a sequence of 

feature vectors x = {x1,…,xT} instead of one n-

dimensional vector. We assume mutual inde-

pendence of the feature vectors in x, and com-

pute the log-likelihood for an emotional cate-

gory λ as follows: 

 

( ) ( )∑
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t
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log λλ  

 

The emotional category deduced by the classi-

fier, h, is decided employing Eq. (1), whereas 

Eq. (2) is used to compute the probabilities for 

the prediction, i.e. for the vector of pairs (hi, 

pi). 

3.1.3 Lexical classifier 

A number of previous studies on emotion rec-

ognition take into account information about 

the kinds of word uttered by the users, assum-

ing that there is a relationship between words 

and emotion categories. For example, swear 

words and insults can be considered as convey-

ing a negative emotion (Lee and Narayanan, 

2005). Analysis of our dialogue corpus (which 

will be discussed in Section  4) has shown that 

users did not utter swear words or insults dur-

ing the interaction with the Saplen system. 

Nevertheless, there were particular moments in 

the interaction at which their emotional state 

changed from Neutral to Tired or Angry. These 

moments correspond to dialogue states where 

the system had problems in recognising the 

sentences uttered by the users. 

The reasons for these problems are basically 

two. On the one hand, most users spoke with 

strong southern Spanish accents, characterised 

by the deletion of the final s of plural words, 

and an exchange of the phonemes s and c in 

many words. On the other hand, there are 

words in the system’s vocabulary that are very 

similar acoustically. 

Hence, our goal has been to automatically 

find these words by means of a study of the 

speech recognition results, and deduce the 

emotional category for each input utterance 

from the emotional information associated 

with the words in the recognition result. To do 

this we have followed the study of Lee and 

Narayanan (2005), which employs the infor-

mation-theoretic concept of emotional sali-

ence. The emotional salience of a word for a 

given emotional category can be defined as the 

mutual information between the word and the 

emotional category. Let W be a sentence 

(speech recognition result) comprised of a se-

quence of n words: W = w1 w2 …wn, and E a 

set of emotional categories, E = {e1, e2, … ,eS}. 

The mutual information between the word wi 

and an emotional category ej is defined as fol-

lows: 
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where P(ej | wi) is the posterior probability that 

a sentence containing the word wi implies the 

emotional category ej, and P(ej) represents the 

prior probability of the emotional category. 

Taking into account the previous definitions, 

we have defined the emotional salience of the 

word wi for an emotional category ej as fol-

lows: 
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After the salient words for each emotional 

category have been identified employing a 

training corpus, we can carry out emotion rec-

ognition at the sentence level, considering that 

each word in the sentence is independent of the 

rest. The goal is to map the sentence W to any 

of the emotional categories in E. To do this, we 

compute an activation value ak for each emo-

tional category as follows: 

 

∑
=

+=
n

m

kmkmk wwIa
1

 

 

where k = 1…S, n is the number of words in 

W, Im represents an indicator that has the value 

1 if wk is a salient word for the emotional cate-

gory (i.e. salience(wi,ej) ≠ 0) and the value 0 

otherwise; wmk is the connection weight be-

tween the word and the emotional category, 

and wk represents bias. We define the connec-

tion weight wmk as:  
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whereas the bias is computed as: 

)(log kk ePw = . Finally, the emotional cate-

gory deduced by the classifier, h, is the one 

with highest activation value ak: 
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To compute the probabilities pi‘s for the emo-

tion prediction, we use the following expres-

sion: 
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where ai represents the activation value of hi, 

and the aj’s are the activation values of the S 

emotional categories considered. 

3.1.4 Dialogue acts classifier 

A dialogue act can be defined as the function 

performed by an utterance within the context 

of a dialogue, for example, greeting, closing, 

suggestion, rejection, repeat, rephrase, confir-

mation, specification, disambiguation, or help 

(Batliner et al. 2003; Lee and Narayanan, 

2005; Liscombe et al. 2005). 

Our dialogue acts classifier is inspired by 

the study of Liscombe et al. (2005), where the 

sequential structure of each dialogue is mod-

elled by a sequence of dialogue acts. A differ-

ence is that they assigned one or more labels 

related to dialogue acts to each user utterance, 

and did not assign labels to system prompts, 

whereas we assign just one label to each sys-

tem prompt and none to user utterances. This 

decision is made from the examination of our 

dialogue corpus. We have observed that users 

got tired or angry if the system generated the 

same prompt repeatedly (i.e. repeated the same 

dialogue act) to try to get a particular data 

item. For example, if it had difficulty in obtain-

ing a telephone number then it employed sev-

eral dialogue turns to obtain the number and 

confirm it, which annoyed the users, especially 

if they had employed other turns previously to 

correct misunderstandings. Hence, our dia-

logue act classifier aims to predict these nega-

tive emotional states by detecting successive 

repetitions of the same system’s prompt types 

(e.g. prompts to get the telephone number). 

In accordance with our approach, the emo-

tional category of a user’s dialogue turn, En, is 

that which maximises the posterior probability 

given a sequence of the most recent system 

prompts: 
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where the prompt sequence is represented by a 

sequence of dialogue acts (DAi’s) and L is the 

length of the sequence, i.e. the number of sys-

tem’s dialogue turns in the sequence. Note that 

if L = 1 then the decision about En depends 

only on the previous system prompt. In other 

words, the emotional category obtained is that 

with the greatest probability given just the pre-

vious system turn in the dialogue. The prob-

ability of the considered emotional categories 
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given a sequence of dialogue acts is obtained 

by employing a training dialogue corpus. 

By means of this equation, we decide the 

most likely emotional category for the input 

utterance, selecting the category with the high-

est probability given the sequence of dialogue 

acts of length L. This probability is used to 

create the pair (hi, pi) to be included in the 

emotion prediction. 

3.2 Fusion methods 

In the current implementation our technique 

employs the three fusion methods discussed in 

this section. When used in Fusion-0, these 

methods are employed to combine the predic-

tions provided by the classifiers. When used in 

Fusion-1, they are used to combine the predic-

tions generated by Fusion-0. 

3.2.1 Average of probabilities (AP) 

This method combines the predictions by aver-

aging their probabilities. To do this we con-

sider that each input utterance is represented 

by feature vectors x
1
,…,x

m
 from feature spaces 

X
1
,…,X

m
, where m is the number of classifiers. 

We also assume that each input utterance be-

longs to one of S emotional categories hi, i = 

1…S. In each of the m feature spaces a classi-

fier can be created that approximates the poste-

rior probability P(hi | x
k
) as follows: 

 

)()|()( kk

i

k

i

kk

i xxhPxf ε+=  

 

where )( kk

i xε  is the error made by classifier 

k. We estimate P(hi | x
k
) by )( kk

i xf  and as-

suming a zero-mean error for )( kk

i xε , we av-

erage all the )( kk

i xf ’s to obtain a less error-

sensitive estimation. In this way we obtain the 

following mean combination rule to decide the 

most likely emotional category: 
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3.2.2 Multiplication of probabilities (MP) 

Assuming that the feature spaces X
1
,…,X

m
 are 

different and independent, the probabilities can 

be written as follows: 
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Using Bayes rule we can obtain the following 

equation, which we use to decide the most 

likely emotional category for each input utter-

ance (represented as feature vectors x
1
,…,x

m
): 
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3.2.3 Unweighted vote (UV) 

This method combines the emotion predictions 

by counting the number of classifiers (if used 

in Fusion-0) or fusion methods (if used in Fu-

sion-1) that consider an emotional category hi 

as the most likely for the input utterance. If we 

consider three emotional categories X, Y and Z, 

hi is decided as follows: 
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where m is the number of classifiers or fusion 

methods employed (e.g., in our experiments, X 

= Neutral, Y = Tired and Z = Angry). The 

probability pi for hi to be included in the emo-

tion prediction is computed as follows: 
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where Vhi is the number of votes for hi, and the 

Vhj‘s are the number of votes for the 3 emo-

tional categories. If we consider two emotional 

categories X and Y, the most likely emotional 

category hi and its probability pi are analo-

gously computed (e.g., in our experiments, X = 

Non-negative and Y = Negative). 

4 Emotional speech database 

Our emotional speech database has been con-

structed from a corpus of 440 telephone-based 

dialogues between students of the University 

of Granada and the Saplen system, which was 
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previously developed in our lab for the fast 

food domain (López-Cózar et al. 1997; López-

Cózar and Callejas, 2006). Each dialogue was 

stored in a log file in text format that includes 

each system prompt (e.g. Would you like to 

drink anything?), the type of prompt (e.g. Any-

FoodOrDrinkToOrder?), the name of the voice 

samples file (utterance) that stores the user re-

sponse to the prompt, and the speech recogni-

tion result for the utterance. The dialogue cor-

pus contains 7,923 utterances, 50.3% of which 

were recorded by male users and the remaining 

by female users. 

The utterances have been annotated by 4 la-

bellers (2 male and 2 female). The order of the 

utterances has been randomly chosen to avoid 

influencing the labellers by the situation in the 

dialogues, thus minimising the effect of dis-

course context. The labellers have initially as-

signed one label to each utterance, either 

<NEUTRAL>, <TIRED> or <ANGRY> according 

to the perceived emotional state of the user. 

One of these labels has been finally assigned to 

each utterance according to the majority opin-

ion of the labellers, so that 81% of the utter-

ances are annotated as ‘Neutral’, 9.5% as 

‘Tired’ and 9.4% as ‘Angry’. This shows that 

the database is clearly unbalanced in terms of 

emotional categories. 

To measure the amount of agreement be-

tween the labellers we employed the Kappa 

statistic (K), which is computed as follows 

(Cohen, 1960): 
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where P(A) is the proportion of times that the 

labellers agree, and P(E) is the proportion of 

times we would expect the labellers to agree by 

chance. We obtained that K = 0.48 and K = 

0.45 for male and female labellers, respec-

tively, which according to Landis and Koch 

(1977) represents moderate agreement. 

5 Experiments 

The main goal of the experiments has been to 

test the proposed technique using our emo-

tional speech database, and employing: 

 

• Three emotional categories (Neutral, An-

gry and Tired) on the one hand, and two 

emotional categories (Non-negative and 

Negative) on the other. The experiments 

employing the former category set will be 

called 3-emotion experiments, whereas 

those employing the latter category will be 

called 2-emotion experiments. 

• The four classifiers described in Section 

 3.1, and the three fusion methods dis-

cussed in Section  3.2. 

 

In the 3-emotion experiments we consider that 

an input utterance is correctly classified if the 

emotional category deduced by the technique 

matches the label assigned to the utterance. In 

the 2-emotion experiments, the utterance is 

considered to be correctly classified if either 

the deduced emotional category is Non-

negative and the label is Neutral, or the cate-

gory is Negative and the label is Tired or An-

gry. 

To carry out training and testing we have 

used a script that takes as its input a set of la-

belled dialogues in a corpus, and processes 

each dialogue by locating within it, from the 

beginning to the end, each prompt of the 

Saplen system, the voice samples file that con-

tains the user’s response to the prompt, and the 

result provided by the system’s speech recog-

niser (sentence in text format). The type of 

each prompt is used to create a sequence of 

dialogue acts of length L, which is the input to 

the dialogue acts classifier. The voice samples 

file is the input to the prosodic and acoustic 

classifiers, and the speech recognition result is 

the input to the lexical classifier. This proce-

dure is repeated for all the dialogues in the cor-

pus. 

Experimental results have been obtained us-

ing 5-fold cross-validation, with each partition 

containing the utterances corresponding to 88 

different dialogues in the corpus. 

5.1 Performance of Fusion-0 

Table 1 sets out the average results obtained 

for Fusion-0 considering several combinations 

of the classifiers and employing the three fu-

sion methods. As can be observed, MP is the 

best fusion method, with average classification 

rates of 89.08% and 87.43% for the 2 and 3 

emotion experiments, respectively. The best 

classification rates (92.23% and 90.67%) are 

obtained by employing the four classifiers, 

which  means that the four types of informa-

tion considered (acoustic, prosodic, lexical and 

related to dialogue acts) are really useful to 

enhance classification rates. 

 

286



Fusion 

Method 
Classifiers 2 emot. 3 emot. 

Aco, Pro 84.15 82.46 

Lex, Pro 85.04 82.71 

DA, Pro 90.49 87.48 

Aco, Lex, Pro 89.20 86.17 

Aco, DA, Pro 90.24 88.56 

DA, Lex, Pro 90.02 88.02 

Aco, DA, Lex, Pro 90.49 88.32 

AP 

Average 88.66 86.25 

Aco, Pro 84.15 82.86 

Lex, Pro 85.16 83.71 

DA, Pro 91.49 89.78 

Aco, Lex, Pro 89.17 87.91 

Aco, DA, Pro 91.33 89.23 

DA, Lex, Pro 90.06 87.82 

Aco, DA, Lex, Pro 92.23 90.67 

MP 

Average 89.08 87.43 

Aco, Pro 88.64 85.19 

Lex, Pro 86.40 83.01 

DA, Pro 88.20 84.92 

Aco, Lex, Pro 88.76 85.54 

Aco, DA, Pro 88.91 85.89 

DA, Lex, Pro 88.47 85.61 

Aco, DA, Lex, Pro 89.04 87.56 

UV 

Average 88.35 85.39 

 
Table 1: Performance of Fusion-0 (results in %). 

5.2 Performance of Fusion-1 

Table 2 shows the average results obtained 

when Fusion-1 is used to combine the predic-

tions of Fusion-0. The three fusion methods are 

tested in Fusion-1, with Fusion-0 employing 

four combinations of these methods: AP,MP; 

AP,UV; MP,UV; and AP,MP,UV. In all cases 

Fusion-0 uses the four classifiers as this is the 

configuration that provides the highest classifi-

cation accuracy according to the previous sec-

tion. 

Comparison of both tables shows that Fu-

sion-1 clearly outperforms Fusion-0. The best 

results are attained for MP, which means that 

this method is preferable when the data contain 

small errors (emotion predictions generated by 

Fusion-0 with accuracy rates around 90%). 

To find the reasons for these enhancements 

we have analysed the confusion matrix of Fu-

sion-1 using MP. The study reveals that for the 

2-emotion experiments this fusion stage works 

very well in predicting the Non-negative cate-

gory, very slightly enhancing the classification 

rate of Fusion-0 (96.58% vs. 95.93%), whereas 

the classification rate of the Negative category 

is the same as that obtained by Fusion-0 

(88.91%). Overall, the best performance of 

Fusion-1 employing MP (94.48%) outdoes that 

of Fusion-0 employing AP (90.49%) and MP 

(92.23%). 

Regarding the 3-emotion experiments, our 

analysis shows that using MP, Fusion-1 

slightly lowers the classification rate of the 

Neutral category obtained by Fusion-0 

(97.79% vs. 97.9%), but slightly raises the rate 

of the Tired category (93.62% vs. 93.26%), 

and the Angry category (77.49% vs. 76.81%). 

Overall, the performance of Fusion-1 employ-

ing MP (94.02%) outdoes that of Fusion-0 em-

ploying AP (88.32%) and MP (90.67%). 

 

 
Fusion methods 

used in Fusion-0 

Fusion method 

used in Fusion-1 

(2 emotions) 

Fusion method 

used in Fusion-1 

(3 emotions) 

 AP MP UV AP MP UV 

AP,MP 93.68 94.48 93.53 91.77 94.02 90.96 

AP,UV 93.20 93.23 93.20 91.65 93.13 90.10 

MP,UV 93.34 94.38 93.20 91.27 93.98 89.48 

AP,MP,UV 93.23 94.36 93.17 91.57 93.97 89.06 

Average 93.40 94.11 93.28 91.57 93.78 89.90 

 

Table 2: Performance of Fusion-1 (results in %). 

 

6 Conclusions and future work 

Our experimental results show that the pro-

posed technique is useful to improve the classi-

fication rates of the standard fusion technique, 

which employs just one fusion stage. Compar-

ing results in Table 1 and Table 2 we can ob-

serve that for the 2-emotion experiments, Fu-

sion-1 enhances Fusion-0 by 2.25% absolute 

(from 92.23% to 94.48%), while for the 3-

emotion experiments, the improvement is 

3.35% absolute (from 90.67% to 94.02%). 

These improvements are obtained by employ-

ing AP and MP in Fusion-0 to combine the 

emotion predictions of the four classifiers, and 

using MP in Fusion-1 to combine the outputs 

of Fusion-0. 

The reason for these improvements is that 

the double fusion process (Fusion-0 and Fu-

sion-1) allows us to benefit from the advan-
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tages of using different methods to combine 

information. According to our results, the best 

methods are AP and MP. The former allows 

gaining maximally from the independent data 

representation available, which are the input to 

Fusion-0 (in our study, prosody, acoustics, 

speech recognition errors, and dialogue acts). 

The latter provides better results when the data 

contain small errors, which occurs when the 

predictions provided by Fusion-0 are the input 

to Fusion-1. 

Future work will include testing the tech-

nique employing information sources not con-

sidered in this study. The sources we have 

dealt with in the experiments (prosodic, acous-

tic, lexical, and dialogue acts) are those most 

commonly employed in previous studies. 

However, there are also studies that suggest 

using other information sources, such as speak-

ing style, subject and problem identification, 

and non-verbal cues. 

Another future work is to test the technique 

employing other methods for classification and 

information fusion. For example, it is known 

that people are usually confused when they try 

to determine the emotional state of a speaker, 

given that the difference between some emo-

tions is not always clear. Hence, it would be 

interesting to investigate the performance of 

the technique employing classification algo-

rithms that deal with this vague boundary, such 

as fuzzy inference methods, and using boosting 

methods for improving the accuracy of the 

classifiers. 

Finally, in terms of application of the tech-

nique to improve the system-user interaction, 

we will evaluate different dialogue manage-

ment strategies to enable the system’s adapta-

tion to negative emotional states of users (Uni-

versity students). For example, a dialogue 

management strategy could be as follows: i) if 

the emotional state is Tired begin the following 

prompt apologising, and transfer the call to a 

human operator if this state is recognised twice 

consecutively, and ii) if the emotional state is 

Angry apologise and transfer the call to a hu-

man operator immediately. 
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Abstract

We develop a method to detect erroneous
interpretation results of user utterances
by exploiting utterance histories of indi-
vidual users in spoken dialogue systems
that were deployed for the general pub-
lic and repeatedly utilized. More specifi-
cally, we classify barge-in utterances into
correctly and erroneously interpreted ones
by using features of individual users’ utter-
ance histories such as their barge-in rates
and estimated automatic speech recogni-
tion (ASR) accuracies. Online detection
is enabled by making these features ob-
tainable without any manual annotation
or labeling. We experimentally compare
classification accuracies for several cases
when an ASR confidence measure is used
alone or in combination with the features
based on the user’s utterance history. The
error reduction rate was 15% when the ut-
terance history was used.

1 Introduction

Many researchers have tackled the problem of
automatic speech recognition (ASR) errors by
developing ASR confidence measures based on
utterance-level (Komatani and Kawahara, 2000)
or dialogue-level information (Litman et al., 1999;
Walker et al., 2000; Hazen et al., 2000). Especially
in systems deployed for the general public such as
those of (Komatani et al., 2005; Raux et al., 2006),
the systems need to correctly detect interpretation
errors caused by various utterances made by var-
ious users, including novices. Error detection us-
ing individual user models would be a promising
way of improving performance in such systems

∗Currently with Graduate School of Engineering, Nagoya
University, Furo-cho, Chikusa-ku, Nagoya 464-8603, Japan.
komatani@nuee.nagoya-u.ac.jp

because users often access them repeatedly (Ko-
matani et al., 2007).

We choose to detect interpretation errors of
barge-in utterances, mostly caused by ASR er-
rors, as a task for showing the effectiveness of
the user’s utterance histories. We try to improve
the accuracy of classifying barge-in utterances into
correctly and erroneously interpreted ones with-
out any manual labeling. By classifying utter-
ances accurately, the system can reduce erroneous
responses caused by the errors and unnecessary
confirmations. Here, a “barge-in utterance” is a
user utterance that interrupts the system’s prompt.
In this situation, the system stops its prompt and
starts recognizing the user utterance.

In this study, we combine the ASR confidence
measure with features obtained from the user’s ut-
terance history, i.e., the estimated ASR accuracy
and the barge-in rate, to detect interpretation er-
rors of barge-in utterances. We show that the fea-
tures are still effective when they are used together
with the ASR confidence measure, which is usu-
ally used to detect erroneous ASR results. The
characteristics of our method are summarized as
follows:

1. The user’s utterance history used as his/her
profile: The user’s current barge-in rate and
ASR accuracy are used for error detection.

2. Online user modeling: We try to obtain the
user profiles listed above without any man-
ual labeling after the dialogue has been com-
pleted. This means that the system can im-
prove its performance while it is deployed.

In our earlier report (Komatani and Rudnicky,
2009), we defined the estimated ASR accuracy
and showed that it is helpful in improving the ac-
curacy of classifying barge-in utterances into cor-
rectly and erroneously interpreted ones, by using it
in conjunction with the user’s barge-in rate. In this
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Table 1: ASR accuracy per barge-in
Correct Incorrect Total Accuracy

w/o barge-in 16,694 3,612 20,306 (82.2%)
w/ barge-in 3,281 3,912 7,193 (45.6%)

Total 19,975 7,524 27,499 (72.6%)

report, we verify our approach when the ASR con-
fidence measure is also incorporated into it. Thus,
we show the individual user’s utterance history is
helpful as a user profile and works as prior infor-
mation for the ASR confidence.

2 Barge-in Utterance and its Errors

Barge-in utterances were often incorrectly inter-
preted mainly because of ASR errors in our data
as shown in Table 1. The table lists the ASR
accuracy per utterance for two cases: when the
system prompts were played to the end (denoted
as “w/o barge-in”) and when the system prompts
were barged in (“w/ barge-in”). Here, an utter-
ance is assumed to be correct only when all con-
tent words in the utterance are correctly recog-
nized; one is counted as an error if any word in it
is misrecognized. Table 1 shows that barge-in ut-
terances amounted to 26.2% (7,193/27,499) of all
utterances, and half of those utterances contained
ASR errors in their content words.

This result implies that many false barge-ins oc-
curred despite the user’s intention. Specifically,
the false barge-ins included instances when back-
ground noises were incorrectly regarded as barge-
ins and the system’s prompt stopped. Such in-
stances often occur when the user accesses the
system using mobile phones in crowded places.
Breathing and whispering were also prone to be
incorrectly regarded as barge-ins. Moreover, dis-
fluency in one utterance may be unintentionally di-
vided into two portions, which causes further mis-
recognitions and unexpected system actions. The
abovementioned phenomena, except background
noises, are caused by the user’s unfamiliarity with
the system. That is, some novice users are not
unaware of the timing at which to utter, and this
causes the system to misrecognize the utterance.
On the other hand, users who have already become
accustomed to the system often use the barge-
in functions intentionally and, accordingly, make
their dialogues more efficient.

The results in Table 2 show the relationship be-
tween barge-in rate per user and the correspond-
ing ASR accuracies of barge-in utterances. We

Table 2: ASR accuracy of barge-in utterances for
different barge-in rates

Barge-in rate Correct Incorrect Acc. (%)
0.0 - 0.2 407 1,750 18.9
0.2 - 0.4 205 842 19.6
0.4 - 0.6 1,602 880 64.5
0.6 - 0.8 1,065 388 73.3
0.8 - 1.0 2 36 5.3
1.0 0 16 0.0
Total 3,281 3,912 45.6

here ignore a small number of users whose barge-
in rates were greater than 0.8, which means al-
most all utterances were barge-ins, because most
of their utterances were misrecognized because
of severe background noises and accordingly they
gave up using the system. We thus focus on users
whose barge-in rates were less than 0.8. The ASR
accuracy of barge-in utterances was high for users
who frequently barged-in. This suggests that the
barge-ins were intentional. On the other hand, the
ASR accuracies of barge-in utterances were less
than 20% for users whose barge-in rates were less
than 0.4. This suggests that the barge-ins of these
users were unintentional.

A user study conducted by Rose and
Kim (2003) revealed that there are many more
disfluencies when users barge in compared with
when users wait until the system prompt ends.
Because such disfluencies and resulting utterance
fragments are parts of human speech, it is difficult
to select erroneous utterances to be rejected by
using a classifier that distinguishes speech from
noise on the basis of the Gaussian Mixture Model
(Lee et al., 2004). These errors cannot be detected
by using only bottom-up information obtained
from single utterances such as acoustic features
and ASR results.

To cope with the problem, we use individual
users’ utterance histories as their profiles. More
specifically, we use each user’s average barge-in
rate and ASR accuracy from the time the user
started using the system until the current utterance.
The barge-in rate intuitively corresponds to the de-
gree to which the user is accustomed to using the
system, especially to using its barge-in function.
That is, this reflects the tendency shown in Table
2; that is, the ASR accuracy of barge-in utterances
is higher for users whose barge-in rates are higher.
Each user’s ASR accuracy also indicates the user’s
habituation. This corresponds to an empirical ten-
dency that ASR accuracies of more accustomed
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Figure 1: Overview of detecting interpretation errors

users are higher (Komatani et al., 2007; Levow,
2003). To account for another fact that some ex-
pert users have low barge-in rates, and, accord-
ingly, not all expert users barge in frequently (Ko-
matani et al., 2007), we use both the user’s barge-
in rate and ASR accuracy to represent degree of
habituation, and verify their effectiveness as prior
information for detecting erroneous interpretation
results when they are used together with an ASR
confidence measure.

To obtain the user’s ASR accuracy without any
manual labeling, we exploit certain dialogue pat-
terns indicating that ASR results at certain po-
sitions are reliable. For example, Sudoh and
Nakano (2005) proposed a “post-dialogue con-
fidence scoring” in which ASR results corre-
sponding to the user’s intention upon dialogue
completion are assumed to be correct and are
used for confidence scoring. Bohus and Rud-
nicky (2007) proposed “implicitly supervised
learning” in which user responses following the
system’s explicit confirmations are used for confi-
dence scoring. If the ASR results can be regarded
as reliable after the dialogue, machine learning al-
gorithms can use them as teacher signals. This ap-
proach does not need any manual labeling or tran-
scription, a task which requires much time and la-
bor when spoken dialogue systems are being de-
veloped. We focus on users’ affirmative and neg-
ative responses to the system’s explicit confirma-
tions, and estimated the user’s ASR accuracy on
the basis of his or her history of responses (Ko-
matani and Rudnicky, 2009). This estimated ASR
accuracy can be also used as an online feature rep-
resenting a user’s utterance history.

3 Detecting Errors by using the User’s
Utterance History

We detect interpretation errors of barge-in utter-
ances by using the following three information
sources:

1. the current user’s barge-in rate,

2. the current user’s ASR accuracy, and

3. ASR confidence of the current utterance.

The error detection method is depicted in Figure
1. Barge-in rate and ASR accuracy are accumu-
lated and averaged from the beginning until the
current utterance and are used as each user’s ut-
terance history. Then, at every point a user makes
an utterance, the barge-in utterances are classified
into correctly or erroneously interpreted ones by
using a logistic regression function:

P =
1

1 + exp(−(a1x1 + a2x2 + a3x3 + b))
,

(1)
where x1, x2 and x3 denote the barge-in rate, the
ASR accuracy until the current utterance, and the
ASR confidence measure of the current utterance,
respectively. Coefficients ai and b are determined
by 10-fold cross validation on evaluation data. In
the following subsections, we describe how to ob-
tain these features.

3.1 Barge-In Rate

The barge-in rate is defined as the ratio of the num-
ber of barge-in utterances to all the user’s utter-
ances until the current utterance. Note that the
current utterance itself is included in this calcula-
tion. We confirmed that the barge-in rate changes
as the user becomes accustomed to the system
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U1: 205. (Number 100)
S1: Will you use bus number 100?
U2: No. (No)
S2: Please tell me your bus stop or bus route number.
U3: Nishioji Matsu... [disfluency] (Rejected)
S3: Please tell me your bus stop or bus route number.
U4: From Nishioji Matsubara. (From Nishioji Matsubara)
S4: Do you get on a bus at Nishioji Matsubara?
U5: Yes. (Yes)

Initial characters ‘U’ and ‘S’ denote the user and system utterance.
A string in parentheses denotes the ASR result of the utterance.

Figure 2: Example dialogue

(Komatani et al., 2007). To take these tempo-
ral changes into consideration, we set a window
when calculating the rate (Komatani et al., 2008).
That is, when the window width is N , the rate is
calculated on the basis of only the last N utter-
ances, and utterances before those ones are dis-
carded. When the window width exceeds the total
number of utterances by the user, the barge-in rate
is calculated on the basis of all the user’s utter-
ances. Thus, when the width exceeds 2,838, the
maximum number of utterances made by one user
in our data, the barge-in rates equal the average
rates of all utterances by the user.

3.2 ASR Accuracy

ASR accuracy is calculated per utterance. It is de-
fined as the ratio of the number of correctly rec-
ognized utterances to all the user’s utterances until
the previous utterance. Note that the current utter-
ance is not included in this calculation. The “cor-
rectly recognized” utterance denotes a case when
every content word in the ASR result of the ut-
terance was correctly recognized and no content
word was incorrectly inserted. The ASR accuracy
of the user’s initial utterance is regarded as 0, be-
cause there is no utterance before it. We do not set
any window when calculating the ASR accuracies,
because classification accuracy did not improve as
a result of setting one (Komatani and Rudnicky,
2009). This is because each users’ ASR accura-
cies tend to converge faster than the barge-in rates
do (Komatani et al., 2007), and the changes in the
ASR accuracies are relatively small in comparison
with those of the barge-in rates.

We use two kinds of ASR accuracies:

1. actual ASR accuracy and

2. estimated ASR accuracy (Komatani and Rud-
nicky, 2009).

The actual ASR accuracy is calculated from man-
ual transcriptions for investigating the upper limit
of improvement of the classification accuracy
when ASR accuracy is used. Thus, it cannot be
obtained online because manual transcriptions are
required.

The estimated ASR accuracy is calculated on
the basis of the user’s utterance history. This is
obtainable online, that is, without the need for
manual transcriptions after collecting the utter-
ances. We focus on users’ affirmative or negative
responses following the system’s explicit confir-
mations, such as “Leaving from Kyoto Station. Is
that correct?” To estimate the accuracy, we make
three assumptions as follows:

1. The ASR results of the users’ affirmative or
negative responses are correctly recognized.
This assumption will be verified in Section
4.2.

2. A user utterance corresponding to the content
of the affirmative responses is also correctly
recognized, because the user affirms the sys-
tem’s explicit confirmation for it.

3. The remaining utterances are not correctly
recognized. This corresponds to when users
do not just say “no” in response to explicit
confirmations with incorrect content and in-
stead use other expressions.

To summarize the above, we assume that the
ASR results of the following utterances are cor-
rect: an affirmative response, its corresponding ut-
terance which is immediately preceded by it, and
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Table 3: Distribution of ASR confidence measures
for barge-in utterances

Confidence measure Correct Incorrect (%)
0.0 - 0.1 0 1491 0.0
0.1 - 0.2 0 69 0.0
0.2 - 0.3 0 265 0.0
0.3 - 0.4 0 708 0.0
0.4 - 0.5 241 958 20.1
0.5 - 0.6 639 333 65.7
0.6 - 0.7 1038 68 93.9
0.7 - 0.8 1079 20 98.2
0.8 - 0.9 284 0 100.0
0.9 - 1.0 0 0 –

Total 3281 3912 45.6

a negative response. All other utterances are as-
sumed to be incorrect. We thus calculate the user’s
estimated ASR accuracy as follows:

(Estimated ASR accuracy)

=
2 × (#affirmatives) + (#negatives)

(#all utterances)
(2)

Here is an example of the calculation for the ex-
ample dialogue shown in Figure 2. U2 is a neg-
ative response, and U5 is an affirmative response.
When the dialogue reaches the point of U5, U2
and U5 are regarded as correctly recognized on the
basis of the first assumption. Next, U4 is regarded
as correct on the basis of the second assumption,
because the explicit confirmation for it (S4) was
affirmed by the user as U5. Then, the remaining
U1 and U3 are regarded as misrecognized on the
basis of the third assumption. As a result, the esti-
mated ASR accuracy at U5 is 60%.

The estimated ASR accuracy is updated for ev-
ery affirmative or negative response by the user.
For a neither affirmative nor negative response, the
latest estimated accuracy before it was used in-
stead.

3.3 ASR Confidence Measure

We use an ASR confidence measure calculated per
utterance. Specifically, we use the one derived
from the ASR engine in the Voice Web Server, a
product of Nuance Communications, Inc.1

Table 3 shows the distribution of ASR confi-
dence measures for barge-in utterances. By us-
ing this ASR confidence, even a naive method can
have high classification accuracy (90.8%) in which
just one threshold (θ = 0.516) is set and utter-
ances whose confidence measure is greater than

1http://www.nuance.com/

Table 4: ASR accuracy by user response type
Correct Incorrect Total (Acc.)

Affirmative 9,055 243 9,298 (97.4%)
Negative 2,006 286 2,292 (87.5%)
Other 8,914 6,995 15,909 (56.0%)
Total 19,975 7,524 27,499 (72.6%)

the threshold are accepted. This accuracy is re-
garded as the baseline.

4 Experimental Evaluation

4.1 Data

We used data collected by the Kyoto City Bus In-
formation System (Komatani et al., 2005). This
system locates a bus that a user wants to ride and
tells the user how long it will be before the bus
arrives. The system was accessible to the public
by telephone. It adopted the safest strategy to pre-
vent erroneous responses; that is, it makes explicit
confirmations for every user utterance except for
affirmative or negative responses such as “Yes” or
“No”.

We used 27,499 utterances that did not involve
calls whose phone numbers were not recorded or
those the system developer used for debugging.
The data contained 7,988 valid calls from 671
users. Out of these, there were 7,193 barge-in ut-
terances (Table 1). All the utterances were manu-
ally transcribed for evaluation; human annotators
decided whether every content word in the ASR
results was correctly recognized or not.

The phone numbers of most of the calls were
recorded, and we assumed that each number cor-
responded to one individual. Most of the numbers
were those of mobile phones, which are usually
not shared; thus, the assumption seems reasonable.

4.2 Verifying Assumption in Calculating
Estimated ASR Accuracy

We confirmed our assumption that the ASR re-
sults of affirmative or negative responses follow-
ing explicit confirmations are correct. We clas-
sified the user utterances into affirmatives, nega-
tives, and other, and calculated the ASR accura-
cies (precision rates) per utterance as shown in Ta-
ble 4. Affirmatives include hai (‘yes’), soudesu
(‘that’s right’), OK, etc; and negatives include iie
(‘no’), chigaimasu (‘I don’t agree’), dame (‘No
good’), etc. The table indicates that the ASR ac-
curacies of affirmatives and negatives were high.
One of the reasons for the high accuracy was that
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Figure 3: Correlation between actual and esti-
mated ASR accuracy

these utterances are much shorter than other con-
tent words, so they were less confused with other
content words. Another reason was that the system
often gave help messages such as “Please answer
yes or no.”

We then analyzed the correlation between the
actual ASR accuracy and the estimated ASR accu-
racy based on Equation 2. We plotted the two ASR
accuracies (Figure 3) for 26,231 utterances made
after at least one affirmative/negative response by
the user. The correlation coefficient between them
was 0.806. Although the assumption that all ASR
results of affirmative/negative responses are cor-
rect might be rather strong, the estimated ASR ac-
curacy had a high correlation with the actual ASR
accuracy.

4.3 Comparing Classification Accuracies
When the Used Features Vary

We investigated the classification accuracy of the
7,193 barge-in utterances. The classification accu-
racies are shown in Table 5 in descending order for
various sets of features xi used as input into Equa-
tion 1. The conditions for when barge-in rates are
used also show the window width w for the high-
est classification accuracy. The mean average er-
ror (MAE) is also listed, which is the average of
the differences between an output of the logistic
regression function Xj and a reference label man-
ually given X̂j (0 or 1):

MAE =
1
m

m∑

j

|X̂j −Xj |, (3)

where m denotes the total number of barge-in ut-
terances. This indicates how well the output of
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Figure 4: Classification accuracy when window
width varies used to calculate barge-in rate

the logistic regression function (Equation 1) dis-
tributes. Regarding Condition (12) in Table 5 (ma-
jority baseline), the MAE was calculated by as-
suming Xj = 0.456, which is the average ASR
accuracy, for all j. Its classification accuracy is
the majority baseline; that is, all interpretation re-
sults are regarded as incorrect.

4.4 Experimental Results

The results are shown in Table 5. First, we can see
that the classification accuracies for Conditions (1)
to (6) are high because the ASR confidence mea-
sure (CM) works well (Table 3). The MAEs are
also small, which means the outputs of the logis-
tic regression functions are good indicators of the
reliability of the interpretation result.

Upon comparing Condition (6) with Conditions
(1) to (5), we can see that the classification accura-
cies improve as a result of incorporating the user’s
utterance histories such as barge-in rates and ASR
accuracies. Table 6 lists p-values of the differences
when the barge-in rate and the estimated ASR ac-
curacy were used in addition to the CM. The sig-
nificance test was based on the McNemar test. As
shown in the table, all the differences were statisti-
cally significant (p < 0.01). That is, it was exper-
imentally shown that these utterance histories of
users are different information sources from those
of single utterances and that they contribute to
improving the classification accuracy even when
used together with ASR confidence measures. The
relative improvement in the error reduction rate
was 15.2% between Conditions (2) and (6), that is,
by adding the barge-in rate and the estimated ASR
accuracy, both of which can be obtained without
manual labeling.
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Table 5: Best classification accuracy for each condition and optimal window width
Conditions Window Classification MAE
(features used) width accuracy (%)
(1) CM + barge-in rate + actual ASR acc. w=40 92.6 0.112
(2) CM + barge-in rate + estimated ASR acc w=30 92.2 0.119
(3) CM + actual ASR acc. - 91.7 0.121
(4) CM + barge-in rate w=30 91.6 0.126
(5) CM + estimated ASR acc. - 91.2 0.128
(6) CM - 90.8 0.134
(7) barge-in rate + actual ASR acc. w=50 80.0 0.312
(8) barge-in rate + estimated ASR acc. w=50 77.7 0.338
(9) actual ASR acc. - 72.8 0.402
(10) barge-in rate w=30 71.8 0.404
(11) estimated ASR acc. - 57.6 0.431
(12) majority baseline - 54.4 0.496

CM: confidence measure
MAE: mean absolute error

Table 6: Results of significance test
Condition pair p-value

(2) vs (4) 0.00066
(2) vs (5) 0.00003
(4) vs (6) 0.00017
(5) vs (6) 0.00876

Figure 4 shows the results in more detail; the
classification accuracies for Conditions (1), (2),
(4), and (6) are shown for various window widths.
Under Condition (6), the classification accuracy
does not depend on the window width because the
barge-in rate is not used. Under Conditions (1),
(2), and (4), the accuracies depend on the window
width for the barge-in rate and are highest when
the width is 30 or 40. These results show the effec-
tiveness of the window, which indicates that tem-
poral changes in user behaviors should be taken
into consideration, and match those of our earlier
reports (Komatani et al., 2008; Komatani and Rud-
nicky, 2009): the user’s utterance history becomes
effective after he/she uses the system about ten
times because the average number of utterances
per dialogue is around five.

By comparing Conditions (2) and (4), we can
see that the classification accuracy improves af-
ter adding the estimated ASR accuracy to Condi-
tion (4). This shows that the estimated ASR accu-
racy also contributes to improving the classifica-
tion accuracy. By comparing Conditions (1) and
(2), we can see that Condition (1), in which the ac-

tual ASR accuracy is used, outperforms Condition
(2), in which the estimated one is used. This sug-
gests that the classification accuracy, whose upper
limit is Condition (1), can be improved by making
the ASR accuracy estimation shown in Section 3.2
more accurate.

5 Conclusion

We described a method of detecting interpretation
errors of barge-in utterances by exploiting the ut-
terance histories of individual users, such as their
barge-in rate and ASR accuracy. The estimated
ASR accuracy as well as the barge-in rate and
the ASR confidence measure is obtainable online.
Thus, the detection method does not require man-
ual labeling. We showed through experiments that
the utterance history of each user is helpful for de-
tecting interpretation errors even when the ASR
confidence measure is used.

The proposed method is effective in systems
that are repeatedly used by the same user over 10
times, as indicated by the results of Figure 4. It is
also assumed that the user’s ID is known (we used
their telephone number). The part of our method
that estimates the user’s ASR accuracy assumes
that the system’s dialogue strategy is to make ex-
plicit confirmations about every utterance by the
user and that all affirmative and negative responses
followed by explicit confirmations are correctly
recognized. Our future work will attempt to re-
duce or remove these assumptions and to enhance
the generality of our method. The experimental
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result was shown only in the Kyoto City Bus do-
main, in which dialogues were rather well struc-
tured. Experimental evaluations in other domains
will assure the generality.
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Abstract 

Classifying the dialogue act of a user utterance 
is a key functionality of a dialogue 
management system. This paper presents a 
data-driven dialogue act classifier that is 
learned from a corpus of human textual 
dialogue. The task-oriented domain involves 
tutoring in computer programming exercises. 
While engaging in the task, students generate a 
task event stream that is separate from and in 
parallel with the dialogue. To deal with this 
complex task-oriented dialogue, we propose a 
vector-based representation that encodes 
features from both the dialogue and the 
hierarchically structured task for training a 
maximum likelihood classifier. This classifier 
also leverages knowledge of the hidden 
dialogue state as learned separately by an 
HMM, which in previous work has increased 
the accuracy of models for predicting tutorial 
moves and is hypothesized to improve the 
accuracy for classifying student utterances. 
This work constitutes a step toward learning a 
fully data-driven dialogue management model 
that leverages knowledge of the user-generated 
task event stream. 

1 Introduction 

Two central challenges for dialogue systems are 
interpreting user utterances and selecting system 
dialogue moves. Recent years have seen an 
increased focus on data-driven techniques for 
addressing these challenging tasks (Bangalore et 
al., 2008; Frampton & Lemon, 2009; Hardy et 
al., 2006; Sridar et al., 2009; Young et al., 2009). 
Much of this work utilizes dialogue acts, built on 
the notion of speech acts (Austin, 1962), which 

provide a valuable intermediate representation 
that can be used for dialogue management. 

Data-driven approaches to dialogue act 
interpretation have included models that take into 
account a variety of lexical, syntactic, acoustic, 
and prosodic features for dialogue act tagging 
(Sridhar et al., 2009; Stolcke et al., 2000). In 
task-oriented domains, recent work has 
approached dialogue act classification by 
learning dialogue management models entirely 
from human-human corpora (Bangalore et al., 
2008; Chotimongkol, 2008; Hardy et al., 2006). 
Our work adopts this approach for a corpus of 
human-human dialogue in a task-oriented 
tutoring domain. Unlike the majority of task-
oriented domains that have been studied to date, 
our domain involves the separate creation of a 
persistent artifact, in our case a computer 
program, by the user during the course of the 
dialogue. Our corpus consists of human-human 
textual dialogue utterances and a separate, 
parallel stream of user-generated task actions. 
We utilize structural features including 
task/subtask, speaker, and hidden dialogue state 
along with lexical and syntactic features to 
interpret user (student) utterances.  

This paper makes three contributions. First, it 
addresses representational issues in creating a 
dialogue model that integrates task actions with 
hierarchical task/subtask structure. The task is 
captured within a separate synchronous event 
stream that exists in parallel with the dialogue. 
Second, this paper explores the performance of 
dialogue act classifiers using different 
lexical/syntactic and structural feature sets. This 
comparison includes one model trained entirely 
on lexical/syntactic features, an important step 
toward robust unsupervised dialogue act tagging 
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(Sridhar et al., 2009). Finally, it investigates 
whether the addition of HMM and task/subtask 
features improves the performance of the 
dialogue act classifiers. The findings support this 
hypothesis for three student dialogue moves, 
each with important implications for tutorial 
dialogue.  

2 Related Work 

A variety of modeling approaches have been 
investigated for statistical dialogue act 
classification, including sequential approaches 
and vector-based classifiers. Sequential 
approaches typically formulate dialogue as a 
Markov chain in which an observation depends 
on a finite number of preceding observations. 
HMM-based approaches make use of the Markov 
assumption in a doubly stochastic framework 
that allows fitting optimal dialogue act sequences 
using the Viterbi algorithm (Rabiner, 1989; 
Stolcke et al., 2000). Like this work, the 
approach reported here adopts a first-order 
Markov formulation to train an HMM on 
sequences of dialogue acts, but the prediction of 
this HMM is subsequently encoded in a feature 
vector for training a vector-based classifier. 

Vector-based approaches, such as maximum 
entropy modeling, also frequently take into 
account both lexical/syntactic and structural 
features. Lexical and syntactic cues are extracted 
from local utterance context, while structural 
features involve longer dialogue act sequences 
and, in task-oriented domains, task/subtask 
history. Work by Bangalore et al. (2008) on 
learning the structure of human-human dialogue 
in a catalogue-ordering domain (also extended to 
the Maptask and Switchboard corpora) utilizes 
features including words, part of speech tags, 
supertags, and named entities, and structural 
features including dialogue acts and task/subtask 
labels. In order to perform incremental decoding 
of dialogue acts and task/subtask structure, they 
take a greedy approach that does not require the 
search of complete dialogue sequences. Our 
work also accomplishes left-to-right incremental 
interpretation with a greedy approach. Our 
feature vectors differ from the aforementioned 
work slightly with respect to lexical/syntactic 
features and notably in the addition of a set of 
structural features generated by a separately 
trained HMM, as described in Section 4.2.  

Recent work has explored the use of lexical, 
syntactic, and prosodic features for online 
dialogue act tagging (Sridhar et al., 2009); that 

work explores the notion that structural (history) 
features could be omitted altogether from 
incremental left-to-right decoding, resulting in 
computationally inexpensive and robust dialogue 
act classification. Although our textual dialogue 
does not feature prosodic cues, we report on the 
use of lexical/syntactic features alone to perform 
dialogue act classification, a step toward a fully 
unsupervised approach.   

Like Bangalore et al. (2008), we treat task 
structure as an integral part of the dialogue 
model. Other work that has taken this approach 
includes the Amitiés project, in which a dialogue 
manager for a financial domain was derived 
entirely from a human-human corpus (Hardy et 
al., 2006). The TRIPS dialogue system also 
closely integrated task and dialogue models, for 
example, by utilizing the task model to facilitate 
indirect speech act interpretation (Allen et al., 
2001). Work on the Maptask corpus has modeled 
task structure in the form of conversational 
games (Wright Hastie et al., 2002). Recent work 
in task-oriented domains has focused on learning 
task structure with unsupervised approaches 
(Chotimongkol, 2008). Emerging unsupervised 
methods, such as for detecting actions in multi-
party discourse, also implicitly capture a task 
structure (Purver et al., 2006).  

Our domain differs from the task-oriented 
domains described above in that our dialogues 
center on the user creating a persistent artifact of 
intrinsic value through a separate, synchronous 
stream of task actions. To illustrate, consider a 
catalogue-ordering task in which one subtask is 
to obtain the customer’s name. The fulfillment of 
this subtask occurs entirely through the dialogue, 
and the resulting artifact (a completed order) is 
produced by the system. In contrast, our task 
involves the user constructing a solution to a 
computer programming problem. The fulfillment 
of this task occurs partially in the dialogue 
through tutoring, and partially in a separate 
synchronous stream of user-driven task actions 
about which the tutor must reason. The stream of 
user-driven task actions produces an artifact of 
value in itself (a functioning computer program), 
and that artifact is the subject of much of the 
dialogue. We propose a representation that 
integrates task actions and dialogue acts from 
these streams into a shared vector-based 
representation, and we investigate the use of the 
resulting structural, lexical, and syntactic 
features for dialogue act classification.  
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3 Corpus and Annotation 

The corpus was collected during a controlled 
human-human tutoring study in which tutors and 
students worked through textual dialogue to 
solve an introductory computer programming 
problem. The dialogues were effective: on 
average, students exhibited significant learning 
and self-confidence gains (Boyer et al., 2009).   

The corpus contains 48 dialogues each with a 
separate, synchronous task event stream as 
depicted in Excerpt 1 of the appendix. There is 
exactly one dialogue (tutoring session) per 
student. The corpus captures approximately 48 
hours of dialogue and contains 1,468 student 
utterances and 3,338 tutor utterances. Because 
the dialogue was textual, utterance segmentation 
consisted of splitting at existing sentence 
boundaries when more than one dialogue act was 
present in the utterance. This segmentation was 
conducted manually by the principal dialogue act 
annotator.1  

The corpus was manually annotated with 
dialogue act labels and task/subtask features. 
Lexical and syntactic features were extracted 
automatically. The remainder of this section 
describes the manual annotation. 

3.1 Dialogue Act Annotation 

The dialogue act annotation scheme was inspired 
by schemes for conversational speech (Stolcke et 
al., 2000) and task-oriented dialogue (Core & 
Allen, 1997). It was also influenced by tutoring-
specific tagsets (Litman & Forbes-Riley, 2006). 
Inter-rater reliability for the dialogue act tagging 
on 10% of the corpus selected via stratified (by 
tutor) random sampling was ĸ=0.80. The 
dialogue act tags, their relative frequencies, and 
their individual kappa scores from manual 
annotation are displayed in Table 1.  

3.2 Task Annotation 

All task actions were generated by the student 
while implementing the solution to an 
introductory computer programming problem in 
Java. These task actions were recorded as a 
separate event stream in parallel with the 
dialogue corpus. This stream included 97,509 
keystroke-level user task events, which were 
manually aggregated into task/subtask event 
clusters and annotated for subtask structure and 
then for correctness. A total of 3,793 aggregated 

                                                
1 Automatic segmentation is a challenging problem in itself 
and is left to future work. 

student subtask actions were identified through 
manual annotation. The task annotation scheme 
is hierarchical, reflecting the nested nature of the 
subtasks. A subset of this task annotation scheme 
is depicted in Figure 1. In the models reported in 
this paper, the 66 leaves of the task/subtask 
hierarchy were encoded in the input feature 
vectors.  
 

Table 1. Student dialogue acts 

Student Dialogue Act 
Rel. 
Freq. 

Human 
κ 

ACKNOWLEDGMENT (ACK)  .17  .90 

REQUEST FOR FEEDBACK (RF)  .20  .91 

EXTRA‐DOMAIN (EX)  .08  .79 

GREETING (GR)  .04  .92 

UNCERTAIN FEEDBACK WITH ELABORATION (UE)  .01  .53 

UNCERTAIN FEEDBACK (U)  .02  .49 

NEGATIVE FEEDBACK WITH ELABORATION (NE)  .01  .61 

NEGATIVE FEEDBACK (N)  .05  .76 

POSITIVE FEEDBACK WITH ELABORATION (PE)  .02  .43 

POSITIVE FEEDBACK (P)  .09  .81 

QUESTION (Q)  .09  .85 

STATEMENT (S)  .16  .82 

THANKS (T)  .05  1 
 

Each group of task events that occurred between 
dialogue utterances was tagged, possibly with 
many subtask labels, by a human judge. The 
judge aggregated the raw task keystrokes and 
tagged the task/subtask hierarchy for each 
cluster. (Please see Excerpt 1 in the appendix.) A 
second judge tagged 20% of the corpus in a 
reliability study for which one-to-one subtask 
identification was not enforced, an approach that 
was intended to give judges maximum flexibility 
to cluster task actions and subsequently apply the 
tags. All unmatched subtask tags were treated as 
disagreements. The resulting kappa statistic at 
the leaves was ĸ= 0.58. However, we also 
observe that the sequential nature of the subtasks 
within the larger task produces an ordinal 
relationship between subtasks. For example, in 
Figure 1, the “distance” between subtasks 1-a 
and 1-b can be thought of as “less than” the 
distance between subtasks 1-a vs. 3-d because 
those subtasks are farther from each other within 
the larger task. The weighted Kappa statistic 
(Artstein & Poesio, 2008) takes into account 
such an ordinal relationship and its implicit 
distance function. The weighted Kappa is 
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ĸweighted=0.86, which indicates acceptable inter-
rater reliability on the task/subtask annotation. 

 

Figure 1. Portion of task annotation scheme 
 
Along with its tag for hierarchical subtask 

structure, each task event was also judged for 
correctness according to the requirements of the 
task as depicted in Table 2. The agreement 
statistic for correctness was calculated for task 
events on which the two judges agreed on 
subtask tag. The resulting unweighted agreement 
statistic for correctness was ĸ=0.80. 

 
Table 2. Task correctness labels 

 

Label  Description 

CORRECT  Fully  satisfying  the  requirements  of 
the  learning  task.  Does  not  require 
tutorial remediation. 

BUGGY  Violating  the  requirements  of  the 
learning task. Often requires tutorial 
remediation. 

INCOMPLETE  Not  violating,  but  not  yet  fully 
satisfying,  the  requirements  of  the 
learning  task.  May  require  tutorial 
remediation. 

DISPREFERRED  Technically  satisfying  the 
requirements  of  the  learning  task, 
but  not  adhering  to  its  pedagogical 
intentions.  Usually  requires  tutorial 
remediation. 

4 Features 

The vector-based representation for training the 
dialogue act classifiers integrates several sources 
of features: lexical and syntactic features, and 
structural features that include dialogue act 
labels, task/subtask labels, and set of hidden 
dialogue state prediction features.   

4.1 Lexical and Syntactic Features 

Lexical and syntactic features were automatically 
extracted from the utterances using the Stanford 
Parser default tokenizer and part of speech (pos) 
tagger (De Marneffe et al., 2006). The parser 
created both phrase structure trees and typed 
dependencies for individual sentences. From the 
phrase structure trees, we extracted the top-most 
syntactic node and its first two children. In the 
case where an utterance consisted of more than 
one sentence, only the phrase structure tree of the 
first sentence was considered. Typed 
dependencies between pairs of words were 
extracted from each sentence. Individual word 
tokens in the utterances were further processed 
with the Porter Stemmer (Porter, 1980) in the 
NLTK package (Loper & Bird, 2004). The pos 
features were extracted in a similar way. 
Unigram and bigram word and pos tags were 
included for feature selection in the classifiers.   

4.2 Structural Features 

Structural features include the annotated 
dialogue acts, the annotated task/subtask labels, 
and attributes that represent the hidden dialogue 
state. Our previous work has found that a set of 
hidden dialogue states, which correspond to 
widely accepted notions of dialogue modes in 
tutoring, can be identified in an unsupervised 
fashion (without hand labeling of the modes) by 
HMMs trained on manually labeled dialogue acts 
and task/subtask features (Boyer et al., 2009). 
These HMMs performed significantly better than 
bigram models for predicting human tutor moves 
(Boyer et al., 2010), which indicates that the 
hidden dialogue state leveraged by the HMMs 
has predictive value even in the presence of 
“true” (manually annotated) dialogue act labels. 
Therefore, we hypothesized that an HMM could 
also improve the performance of models to 
classify student dialogue acts. To explore this 
hypothesis, we trained an HMM utilizing the 
methodology described in (Boyer et al., 2009) 
and used it to generate hidden dialogue state 
predictions in the form of a probability 
distribution over possible user utterances at each 
step in the dialogue. This set of stochastic 
features was subsequently passed to the classifier 
as part of the input vector (Figure 2).  

4.3 Input Vectors 

The features were combined into a shared vector-
based representation for training the classifier. 
As depicted in Table 3, the components of the 
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feature vector include binary existence vectors 
for lexical and syntactic features for the current 
(target) utterance as well as for three utterances 
of left context (this left context may include both 
tutor and student utterances, which are 
distinguished by a separate indicator for the 
speaker). The task/subtask and correctness 
history features encode the separate stream of 
task events. There is no one-to-one 
correspondence between these history features 
and the left-hand dialogue context, because 
several task events could have occurred between 
a pair of dialogue events (or vice versa). This 
distinction is indicated in the table by the 
representation of dialogue time steps as [t, t-1,…] 
and task history steps as [task(t), task(t-1),…]. In 
total, the feature vectors included 11,432 
attributes that were made available for feature 
selection.  

 
Figure 2. Generation of hidden dialogue state 

prediction features 

5 Experiments 

This section describes the learning of maximum 
likelihood vector-based models for classification 
of user dialogue acts. In addition to investigating 
the accuracy of the overall model, we also 
performed experiments regarding the utility of 
feature types for discriminating between 
particular dialogue acts of interest.    

The classifiers are based on logistic 
regression, which learns a discriminant for each 
pair of dialogue acts by assigning weights in a 
maximum likelihood fashion. 2   The logistic 
regression models were learned using the Weka 
machine learning toolkit (Hall et al., 2009). For 

                                                
2 In general, the model that maximizes likelihood also 
maximizes entropy under the same constraints 
(Berger et al., 1996).  

feature selection, we performed attribute subset 
evaluation with a best-first approach that 
greedily searched the space of possible features 
using a hill climbing approach with 
backtracking. The prediction accuracy of the 
classifiers was determined through ten-fold 
cross-validation on the corpus, and the results 
below are presented in terms of prediction 
accuracy (number of correct classifications 
divided by total number of classifications) as 
well as by the kappa statistic, which adjusts for 
expected agreement by chance.   

 
Table 3. Feature vectors 

Feature vector f  Description 

[wt,1,…wt,|w|, 
pt,1,…,pt,|p|, 
dt,1,…,dt,|d|, 
st,1,…,st,|s|] 

Binary existence vector for word 
unigrams & bigrams, pos unigrams & 
bigrams, dependency types, and syntactic 
nodes for current target utterance t  

[wt-k,1,…wt-k,|w|, 
pt-k,1,…,pt-k,|p|, 
dt-k,1,…,dt-k,|d|, 
st-k,1,…,st-k,|s|]  
where k=1,…,3 

Binary existence vector for word 
unigrams & bigrams, pos unigrams & 
bigrams, dependency types, and syntactic 
nodes for three utterances of left context 

[p(o1),…,p(o|S|)] 
Probability distribution for emission 
symbols in predicted next hidden state as 
generated by HMM  

[dat-1, dat-2, dat-3] Dialogue act left context  

[spt-1,spt-2, spt-3]  Speaker label left context 

[tktask(t-1), tktask(t-2), 
tktask(t-3)] 

Three steps of subtask history (each level 
of hierarchy represented as a separate 
feature)  

[ctask(t-1), ctask(t-2), 
ctask(t-3)] 
 

Three steps of task correctness history 

pt Indicator for whether the target 
utterance was immediately preceded by 
a task event 

 

5.1 Overall Classification Task 

The overall dialogue act classification model was 
trained to classify each utterance with respect to 
the thirteen dialogue acts (Table 1). For this task, 
the feature selection algorithm selected 63 
attributes including some syntax, dependency, 
pos, and word attributes as well as dialogue act, 
speaker, and task/subtask features. No hidden 
dialogue state features or task correctness 
attributes were selected. The overall 
classification accuracy was 62.8%. This accuracy 
constitutes a 369% improvement over baseline 
chance of 17% (the relative frequency of the 
most frequently occurring dialogue act, ACK). 
An alternate nontrivial baseline is a bigram 
model on true dialogue acts (including speaker 
tags); this model’s accuracy was 36.8%. The 
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overall kappa for the full classifier was ĸ=.57. 
The confusion matrix for this model is depicted 
in Figure 3.  
      In addition to the classifier described above, 
we experimented with classifiers that used only 
the lexical and syntactic features of each 
utterance. This approach is of interest in part 
because it avoids the error propagation that can 
happen when a model relies on a series of its 
own previous classifications as features. The 
classifier that used only the set of lexical and 
syntactic features achieved a prediction accuracy 
of 60.2% and ĸ=.53 using 85 attributes.  
 

 

5.2 Binary Dialogue Act Classification 

In tutoring, some student dialogue acts are 
particularly important to identify because of their 
implications for the tutor’s response or for the 
student model. For example, a student’s 
REQUEST FOR FEEDBACK requires the tutor to 
assess the condition of the task, rather than to 
query the in-domain factual knowledge base. 
UNCERTAIN FEEDBACK is another dialogue act of 
high importance because identifying it allows the 
tutor to respond in an affectively advantageous 
way (Forbes-Riley & Litman, 2009).  

To explore which features are useful for 
classifying particular dialogue acts, we 
constructed binary dialogue act classifiers, one 
for each dialogue act, by preprocessing the 
dialogue act labels from the set of thirteen down 
to TRUE or FALSE depending on whether the label 
of the utterance matched the target dialogue act 
for that specialized classifier. Table 4 displays 
the features that were selected for each binary 
classifier, along with the percent accuracy and 
kappa for each model. Note that for some 
dialogue acts the chance baseline is very high, 
and therefore even a model with high prediction 
accuracy achieves a low kappa.   
      As depicted in Table 4, for several dialogue 
act models, the feature selection algorithm 
retained subtask and HMM features.  
 

Table 4. Binary DA classifiers 
 

DA  # Features Selected 
% 

Correct 
Model 

κ 

ACK  51 
Lexical/syntax, HMM, DA history 
(preceding=S), speaker history 

(preceding=Tutor)  

.933  .75 

RF  42 
Lexical/syntax, DA history, 

preceded by subtask 
.905  .72 

EX  57 
Dependency, pos, word, HMM, 
DA history (preceding=EX), 

subtask 

.939  .45 

GR  11 
Syntax, pos, word, DA 

(previous=EMPTY), speaker, 
subtask  

.998  .97 

UE  21  Dependency, pos, word, subtask  .991  .33 

U  63 
Syntax, dependency, pos, word, 

HMM, subtask 
.979  .21 

NE  44 
Dependency, pos, word, HMM, 
DA history (2 ago=UNCERTAIN), 

subtask 

.987  0 

N  83 
Lexical/syntax, DA history, 

subtask 
.966  .76 

PE  90 
Dependency, pos, word, HMM, 

subtask 
.976  .10 

P  110 
Dependency, pos, word, HMM, 
DA history (previous=REQUEST 

FEEDBACK) 

.945  .58 

Q  43 
Syntax, dep, pos, word, HMM, 

subtask 
.940  .60 

S  92 
Syntax, pos, word, HMM, DA 
history (previous=EMPTY or Q) 

.901  .57 

T  29 
Syntax, pos, word, DA history 

(previous=POSITIVE) (3 
ago=POSITIVE) 

.992  .92 

 

   In an experiment to quantify the utility of these 
features, it was found that for many dialogue 
acts, a binary dialogue act classifier that was 
trained using only lexical and syntactic features 
achieved the same or better classification 
accuracy than the model that was given all 
features (Figure 4). For comparison, the modified 
baseline model used the last three true dialogue 
acts (with speaker tags); this model achieved 
better than chance for four dialogue acts and 
achieved nearly as well as the full model for 
GREETING (GR). The models that were given all 
possible features for selection outperformed the 
lexical/syntax-only model for seven of the 
thirteen dialogue acts (GREETING (GR), REQUEST 
FOR FEEDBACK (RF), POSITIVE FEEDBACK (P), 
POSITIVE ELABORATED FEEDBACK (PE), 
UNCERTAIN ELABORATED FEEDBACK (UE), 
NEGATIVE FEEDBACK (N), and EXTRA-DOMAIN 
(EX)); however, it should be noted that none of 
these differences in performance is statistically 
reliable at the p=0.05 level.  
 

Figure 3. Confusion matrix 
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Figure 4. Kappa for binary DA classifiers by 
features available for selection 

6 Discussion 

We have presented a maximum likelihood 
classifier that assigns dialogue act labels to user 
utterances from a corpus of human-human 
tutorial dialogue given a set of lexical, syntactic, 
and structural features. Overall, this classifier 
achieved 62.8% accuracy in ten-fold cross-
validation on the corpus. This performance is on 
par with other automatic dialogue act tagging 
models, both sequential and vector-based, in 
task-oriented domains that do not feature 
complex, user-driven parallel tasks. 

In a catalogue ordering domain with an 
integrated task and dialogue model, Bangalore et 
al. (2009) report 75% classification accuracy for 
user utterances using a maximum entropy 
classifier, a 275% improvement over baseline. 
Poesio & Mikheev (1998) report 54% 
classification accuracy by utilizing 
conversational game structure and speaker 
changes in the Maptask corpus, an improvement 
of 170% over baseline. Recent work on Maptask 
reports a classification accuracy of 65.7% using 
local utterance (such as lexical/syntactic) 
features alone, with prosodic cues yielding 
further slight improvement (Sridhar et al., 2009). 
This classifier is analogous to our 
lexical/syntactic feature model, which achieved 
60.2% accuracy. 

The results of these models demonstrate that, 
consistent with the findings in other task-oriented 
domains, lexical/syntactic features are highly 
useful for classifying student dialogue moves in 
this complex task-oriented domain. Models 
trained using those lexical/syntactic features 

performed almost universally better (with the 
exception of the binary classifier for GREETING) 
than models that were given the same left context 
of true dialogue act tags.  

It was hypothesized that leveraging both the 
hidden dialogue state and hierarchical subtask 
features would improve the performance of the 
classifiers. There is some evidence that the 
subtask structure was helpful for the overall 
classifier; however, no HMM features were kept 
during feature selection for the overall model. Of 
the binary models, approximately half performed 
better than the overall model in terms of true 
positive rate; of those, three did so by including 
HMM or task/subtask features among the 
selected attributes to differentiate different tones 
of student feedback. However, this difference in 
performance was not statistically reliable. This 
finding suggests that, given lexical and syntactic 
features which are strong predictors of dialogue 
acts, the hidden dialogue state as captured by an 
an HMM may not contribute significantly to the 
dialogue act classification task. 

7 Conclusion and Future Work 

Dialogue modeling for complex task-oriented 
domains poses significant challenges. An 
effective dialogue model allows systems to 
detect user dialogue acts so that they can respond 
in a manner that maximizes the chance of 
success. Experiments with the data-driven 
classifiers presented in this paper demonstrate 
that lexical/syntactic features can effectively 
classify student dialogue acts in the task-oriented 
tutoring domain. For POSITIVE, NEGATIVE, and 
UNCERTAIN ELABORATED student feedback acts, 
which play a key role in tutorial dialogue system, 
the addition of hidden dialogue state features (as 
learned by an HMM) and task/subtask features 
(annotated manually) improve classification 
accuracy, but not statistically reliably.  

  The overarching goal of this work is to create 
a data-driven tutorial dialogue system that learns 
its behavior from corpora of effective human 
tutoring. The dialogue act classification models 
reported here constitute an important step toward 
that goal, by integrating the dialogue stream with 
a parallel user-driven task event stream. The next 
generation of data-driven systems should 
leverage models that capture the rich interplay 
between dialogue and task. Future work will 
focus on data-driven approaches to task 
recognition and tutorial planning. Additionally, 
as dialogue system research addresses 
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increasingly complex task-oriented domains, it 
becomes increasingly important to investigate 
unsupervised approaches for dialogue act 
classification and task recognition.  
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Time Stamp Dialogue Stream 
Task 

Stream  
2008-04-11 18:23:45 Student:  so do i have to manipulate the 

array this time? [Q]   
2008-04-11 18:23:53 Tutor:  this time, we need to do two things 

[S]    
2008-04-11 18:24:02 Tutor:  first, we need to create a new 

array to hold the changed values 
[S]    

2008-04-11 18:24:28     i 
2008-04-11 18:24:28     n 
2008-04-11 18:24:28     t 
2008-04-11 18:24:28     \sp 

1-a-i 
BUGGY 

2008-04-11 18:24:35     \del  
2008-04-11 18:24:36     \sp  
2008-04-11 18:24:36     d 
2008-04-11 18:24:36     o 
2008-04-11 18:24:36     u 
2008-04-11 18:24:36     b 
2008-04-11 18:24:37     l 
2008-04-11 18:24:37     e 
2008-04-11 18:24:37     \sp 
2008-04-11 18:24:39     [] 

1-a-i 
CORRECT 

2008-04-11 18:24:40     \sp  
2008-04-11 18:24:42     n 
2008-04-11 18:24:42     e 
2008-04-11 18:24:42     w 
2008-04-11 18:24:43     \sp 
2008-04-11 18:24:44     \del 
2008-04-11 18:24:45     T 
2008-04-11 18:24:46     \del 
2008-04-11 18:24:54     T 
2008-04-11 18:24:54     i 
2008-04-11 18:24:54     m 
2008-04-11 18:24:54     e 
2008-04-11 18:24:54     s 
2008-04-11 18:24:55     3 
2008-04-11 18:24:57     ; 

1-a-ii 
CORRECT 

2008-04-11 18:25:11 Student:  good? [RF]    
2008-04-11 18:25:14 Tutor:  good so far, yes [PF]    
2008-04-11 18:25:29 Student:  so now i have to change parts of 

the times array right? [Q]    
2008-04-11 18:25:34 Tutor:  not quite [LF]    
2008-04-11 18:25:57 Tutor:  So, when you create a new object, 

like a String for example, you'd say 
something like  String s = new 
String() [S]    

2008-04-11 18:25:59 Tutor:  right? [AQ]    
2008-04-11 18:26:06 Student:  right [P]    
2008-04-11 18:26:14 Tutor:  arrays are similar [S]    
 
 
 
 

 

 
 
 

 

Appendix
 

Excerpt 1. Parallel synchronous dialogue and task event streams 
with annotations. (Note tutor dialogue acts: AQ=ASSESSING 

QUESTION, LF=LUKEWARM FEEDBACK, PF=POSITIVE FEEDBACK) 
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Abstract

The second person pronoun you serves dif-
ferent functions in English. Each of these
different types often corresponds to a dif-
ferent term when translated into another
language. Correctly identifying different
types of you can be beneficial to machine
translation systems. To address this is-
sue, we investigate disambiguation of dif-
ferent types of you occurrences in multi-
party meetings with a new focus on the
role of hand gesture. Our empirical re-
sults have shown that incorporation of ges-
ture improves performance on differentiat-
ing between the generic use of you (e.g.,
refer to people in general) and the referen-
tial use of you (e.g., refer to a specific per-
son or a group of people). Incorporation
of gesture can also compensate for limi-
tations in automated language processing
(e.g., reliable recognition of dialogue acts)
and achieve comparable results.

1 Introduction

The second person pronoun you is one of the most
prevalent words in conversation and it serves sev-
eral different functions (Meyers, 1990). For ex-
ample, it can be used to refer to a single addressee
(i.e., the singular case) or multiple addressees (i.e.,
the plural case). It can also be used to represent
people in general (i.e., the generic case) or be used
idiomatically in the phrase “you know”.

For machine translation systems, these differ-
ent types of you often correspond to different
translations in another language. For example,
in German, there are different second-person pro-
nouns for singular vs. plural you (viz. du vs. ihr);
in addition there are different forms for formal
vs. informal forms of address (du vs. Sie) and for
the generic use (man). The following examples

demonstrate different translations of you from En-
glish (EN) into German (DE):

• Generic you
EN: Sometimes you have meetings where the
decision is already taken.
DE: Manchmal hat man Meetings wo die
Entscheidung schon gefallen ist.

• Singular you:
EN: Do you want an extra piece of paper?
DE: Möchtest du noch ein Blatt Papier?

• Plural you:
EN: Hope you are all happy!
DE: Ich hoffe, ihr seid alle zufrieden!

These examples show that correctly identifying
different types of You plays an important role in
the correct translation of you in different context.

To address this issue, this paper investigates the
role of hand gestures in disambiguating different
usages of you in multiparty meetings. Although
identification of you type has been investigated
before in the context of addressee identification
(Gupta et al., 2007b; Gupta et al., 2007a; Framp-
ton et al., 2009; Purver et al., 2009), our work
here focuses on two new angles. First, because of
our different application on machine translation,
rather than processing you at an utterance level to
identify addressee, our work here concerns each
occurrence of you within each utterance. Second
and more importantly, our work investigates the
role of corresponding hand gestures in the disam-
biguation process. This aspect has not been exam-
ined in previous work.

When several speakers are conversing in a sit-
uated environment, they often overtly gesture at
one another to help manage turn order or explic-
itly direct a statement toward a particular partici-
pant (McNeill, 1992). For example, consider the
following snippet from a multiparty meeting:

A: “Why is that?”
B: “Because, um, based on what ev-
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erybody’s saying, right, [gestures at
Speaker D] you want something sim-
ple. You [gestures at Speaker C]want
basic stuff and [gestures at Speaker A]
you want something that is easy to use.
Speech recognition might not be the
simplest thing.”

The use of gesture in this example indicates that
each instance of the pronoun you is intended to
be referential, and gives some indication of the in-
dented addressee. Without the aid of gesture, it
would be difficult even for a human listener to be
able to interpret each instance correctly.

Therefore, we conducted an empirical study on
several meeting segments from the AMI meeting
corpus. We formulated our problem as a classifica-
tion problem for each occurrence of you, whether
it is a generic, singular, or plural type. We com-
bined gesture features with several linguistic and
discourse features identified by previous work and
evaluated the role of gesture in two different set-
tings: (1) a two stage classification that first dif-
ferentiates the generic type from the referential
type and then within the referential type distin-
guishes singular and plural usages; (2) a three way
classification between generic, singular, or plural
types. Our empirical results have shown that in-
corporation of gesture improves performance on
differentiating between the generic and the refer-
ential type. Incorporation of gesture can also com-
pensate for limitations in automated language pro-
cessing (e.g., reliable recognition of dialogue acts)
and achieve comparable results. These findings
have important implications for machine transla-
tion of you expressions from multiparty meetings.

2 Related Work

Psychological research on gesture usage in
human-human dialogues has shown that speakers
gesture for a variety of reasons. While speakers of-
ten gesture to highlight objects related to the core
conversation topic (Kendon, 1980), they also ges-
ture for dialogue management purposes (Bavelas
et al., 1995). While not all of the gestures pro-
duced relate directly to the resolution of the word
you, many of them give insight into which partici-
pant is being addressed, which has a close correla-
tion with you resolution. Our investigation here is
closely related to two areas of previous work: ad-
dressee identification based on you and the use of
gestures in coreference resolution.

Addressee Identification. Disambiguation of
you type in the context of addressee identifica-
tion has been examined in several papers in re-
cent years. Gupta et. al. (2007b) examined
two-party dialogues from the Switchboard corpus.
They modeled the problem as a binary classifi-
cation problem of differentiating between generic
and referential usages (referential usages include
the singular and plural types). This work has iden-
tified several important linguistic and discourse
features for this task (which was used and ex-
tended in later work and our work here). Later
work by the same group (Gupta et al., 2007a) ex-
amined the same problem on multiparty dialogue
data. They made adjustments to their previous
methods by removing some oracle features from
annotation and applying simpler and more realis-
tic features. A recent work (Frampton et al., 2009)
has examined both the generic vs. referential and
singular vs. plural classification tasks. A main
difference is that this work incorporated gaze fea-
ture information in both classification tasks (gaze
features are commonly used in addressee identi-
fication). More recent work (Purver et al., 2009)
discovered that large gains in performance can
be achieved by including n-gram based features.
However, they found that many of the most im-
portant n-gram features were topic specific, and
thus required training data consisting of meetings
about the same topic.

Gestures in Coreference Resolution. Eisen-
stein and Davis (2006; 2007) examined corefer-
ence resolution on a corpus of speaker-listener
pairs in which the speaker had to describe the
workings of a mechanical device to the listener,
with the help of visual aids. In this gesture heavy
dataset, they found gesture data to be helpful in re-
solving references. In our previous work (2009),
we examined gestures for the identification of
coreference on multparty meeting data. We found
that gestures only provided limited help in the
coreference identification task. Given the nature
of the meetings under investigation, although ges-
tures have not been shown to be effective in gen-
eral, they are potentially helpful in recognizing
whether two linguistic expressions refer to a same
participant.

Compared to these two areas of earlier work,
our investigation here has two unique aspects.
First, as mentioned earlier, previous work on ad-
dressee identification focused the problem at the
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utterance level. Because the goal was to find the
addressee of an utterance, the assumption was that
all instances of you in an utterance were of the
same type. However, since several instances of
you in the same utterance may translate differently,
we instead examine the classification task at the
instance level. Second, our work here specifically
investigates the role of gestures in disambiguation
of different types of you. This aspect has not been
examined in previous work.

3 Data

The dataset used in our investigation was the
AMI meeting corpus (Popescu-Belis and Estrella,
2007), the same corpus used in previous work
(Gupta et al., 2007a; Frampton et al., 2009; Purver
et al., 2009; Baldwin et al., 2009). The AMI meet-
ing corpus is a large publicly available corpus of
multiparty design meetings. AMI meeting anno-
tations contain manual speech transcriptions, as
well as annotations of several additional modali-
ties, such as focus of attention and head and hand
gesture.

For this work, six AMI meeting segments
(IS1008a, IS1008b, IS1008c, IS1008d, ES2008a,
TS3005a) were used. These instances were cho-
sen because they contained manual annotations of
hand gesture data, which was not available for all
AMI meeting segments. These six meeting seg-
ments were from AMI “scenario” meetings, in
which meeting participants had a specific task of
designing a hypothetical remote control.

All instances of the word you and its variants
were manually annotated as either generic, singu-
lar, or plural. This produced a small dataset of 533
instances. Agreement between two human anno-
tators was high (κ = 0.9). The distribution of you
types is shown in Figure 1. The most prevalent
type in our data set was the generic type, which
accounted for 47% of all instances of you present.
Of the two referential types, the singular type ac-
counted for about 60% of the referential instances.

A total of 508 gestures are present in our data
set. Table 1 shows the distribution of gestures.
As shown, “non-communicative gestures”, make
up nearly half (46%) of the gestures produced.
These are gestures that are produced without an
overt communicative intent, such as idly tapping
on the table. The other main categorization of
gestures is “communicative gestures”, which ac-
counts for 45% of all gestures produced and is

made up of the “pointing at participants”, “point-
ing at objects”, “interact with object”, and “other
communicative” gesture types from Table 1. A to-
tal of 17% of the gestures produced were pointing
gestures that pointed to people, a type of gesture
that would likely be helpful for you type identifica-
tion. A small percentage of the gestures produced
were not recorded by the meeting recording cam-
eras (i.e., off camera), and thus are of unknown
type.

4 Methodology

Our general methodology followed previous work
and formulated this problem as a classification
problem. We evaluated how gesture data may
help you type identification using two different ap-
proaches: (1) two stage binary classification, and
(2) a single three class classification problem. In
two stage binary classification, we first attempt
to distinguish between instances of you that are
generic and those that are referential. We then take
those cases that are referential and attempt to sub-
divide them into instances that are intended to re-
fer to a single person and those that refer to several
people.

Our feature set includes features used by Gupta
et. al. (2007a) (Hereafter referred to as Gupta) and
Frampton et. al. (2009) (Hereafter Frampton), as
well as new features incorporating gestures. We
summarize these features as follows.

Sentential Features. We used several senten-
tial features to capture important phrase patterns.
Most of our sentential features were drawn from
Gupta (2007a). These features captured the pat-
terns “you guys”, “you know”, “do you” (and sim-
ilar variants), “which you” (and variants), “if you”,
and “you hear” (and variants). Another sentential
feature captured the number of times the word you
appeared in the sentence. Additionally, other fea-
tures captured sentence patterns not related to you,
such as the presence of the words “I” and “we”.

A few other sentential features were drawn from
Frampton et. al. (2009). These include the pattern
“<auxiliary> you” (a more general version of the
“do you” feature) and a count of the number of
total words in the utterances.

Part-of-Speech Features. Several features
based on automatic part-of-speech tagging of the
sentence containing you were used. Quality of au-
tomatic tagging was not assessed. From the tagged
results, we extracted 5 features based on sentence
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Figure 1: Data distributions

and tag patterns: whether or not the sentence that
contained you also contained I, or we followed by
a verb tag (3 separate features), and whether or
not the sentence contains a comparative JJR (ad-
jective) tag. All of these features were adapted
from Gupta (2007a).

Dialog Act Features. We used the manually an-
notated dialogue act tags provided by the AMI cor-
pus to produce our dialogue act features. Three di-
alogue act features were used: the dialogue act tag
of the current sentence, the previous sentence, and
the sentence prior to that. Dialog act tags were in-
corporated into the feature set in one of two differ-
ent ways: 1) using the full tag set provided by the
AMI corpus, and 2) using a binary feature record-
ing if the dialogue act tag was of the elicit type.
The latter way of dialogue act incorporation rep-
resents a simpler and more realistic treatment of
dialogue acts.

Question Mark Feature. The question mark
feature captures whether or not the current sen-
tence ends in a question mark. This feature cap-
tures similar information to the elicit dialogue act
tag and was used in Gupta as an automatically ex-
tractable replacement to the manually extracted di-
alogue act tags (2007a).

Backward Looking/Forward Looking Fea-
tures. Several features adapted from Frampton et.
al. (2009) used information about previous and
next sentences and speakers. These features con-
nected the current utterance with previous utter-
ances by the other participants in the room. For
each listener, a feature was recorded that indicated
how many sentences elapsed between the current
sentence and the last/next time the person spoke.

Additionally, two features captured the number of
speakers in the previous and next five sentences.

Gesture Features. Several different features
were used to capture gesture information. Three
types of gesture data were considered: all pro-
duced gestures, only those gestures that were
manually annotated as being communicative, and
only those gestures that were manually annotated
as pointing towards another meeting participant.
For each of these types, one gesture feature cap-
tures the total number of gestures that co-occur
with the current sentence, while another feature
records only whether or not a gesture co-occurs
with the utterance of you. Since previous work
(Kendon, 1980) has indicated that gesture produc-
tion tends to precede the onset of the expression,
gestures were considered to have co-occurred with
instances if they directly overlapped with them or
preceded them by a short window of 2.5 seconds.

Note that in this investigation, we used anno-
tated gestures provided by the AMI corpus. Al-
though automated extraction of reliable gesture
features can be challenging and should be pursued
in the future, the use of manual annotation allows
us to focus on our current goal, which is to under-
stand whether and to what degree hand gestures
may help disambiguation of you Type.

It is also important to note that although previ-
ous work (Purver et al., 2009) showed that n-gram
features produced large performance gains, these
features were heavily topic dependent. The AMI
meeting corpus provides several meetings on ex-
actly the same topic, which allowed the n-gram
features to learn topic-specific words such as but-
ton, channel, and volume. However, as real world
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Accuracy
Majority Class Baseline 53.3%
Gupta automatic 70.7%
Gupta manual 74.7%
Gupta + Frampton automatic 73.2%
Gupta + Frampton manual 74.3%
All (+ gesture) 79.0%

Table 1: Accuracy values for Generic vs. Referen-
tial Classification

meetings occur with a wider range of goals and
topics, we would like to build a topic and domain
independent model that does not require a corpus
of topic specific training data. As such, we have
excluded n-gram features from our study.

Additionally, we have not implemented gaze
features. Although previous work (Frampton et
al., 2009) showed that these features were able to
improve performance, we decided to focus solely
on gesture to the exclusion of other non-speech
modalities. However, we are currently in the pro-
cess of evaluating the overlap between gesture and
gaze feature coverage.

5 Results

Due to the small number of meeting segments in
our data, leave-one-out cross validation was pre-
formed for evaluation. Since a primary focus of
this paper is to understand whether and to what
degree gesture is able to aid in the you type iden-
tification task, experiments were run using a deci-
sion tree classifier due to its simplicity and trans-
parency 1.

5.1 Two Stage Classification

We first evaluated the role of gesture via two stage
binary classification. That is, we performed two
binary classification tasks, first differentiating be-
tween generic and referential instances, and then
further dividing the referential instances into the
singular and plural types. This provides a more
detailed analysis of where gesture may be helpful.

Results for the generic vs. referential and singu-
lar vs. plural binary classification tasks are shown
in Table 1 and Table 2, respectively. Tables 1
and 2 present several different configurations. The

1In order to get a more direct comparison to previous work
(Gupta et al., 2007a; Frampton et al., 2009), we also experi-
mented with classification via a bayesian network. We found
that the overall results were comparable to those obtained
with the decision tree.

Accuracy
Majority Class Baseline 59.5%
Gupta automatic 72.2%
Gupta manual 73.6%
Gupta + Frampton automatic 73.2%
Gupta + Frampton manual 72.5%
All (+ gesture) 74.6%

Table 2: Accuracy values for Singular vs. Plural
Classification

“Gupta” feature configurations consist of all fea-
tures used by Gupta et. al. (2007a). These in-
clude all part-of-speech features, all dialogue act
features, the question mark feature, and all sen-
tential features except the “<auxiliary> you” fea-
ture and the word count feature. Results from two
types of processing are presented: automatic and
manual.

• Automatic feature extraction (automatic) -
The automatic configurations consist of only
features that were automatically extracted
from the text. This includes all of the features
we examined except for the dialogue act and
gesture features. These features are extracted
from meeting transcriptions.

• Manual feature extraction (manual) - Manual
configurations apply manual annotations of
dialogue acts and gestures together with the
automatically extracted features.

The Frampton configurations add the addi-
tional sentential features as well as the backward-
looking and forward-looking features. As before,
results are presented for a manual and an auto-
matic run. The final configuration (“All”) includes
the entire feature set with the addition of gesture
features. The All configuration is the only config-
uration that includes gesture features.

Although they are not directly comparable, the
results for generic vs. referential classification
shown in Table 1 appear consistent with those re-
ported by Gupta (2007a). Adding additional fea-
tures from Frampton et. al. did not produce an
overall increase in performance when dialogue act
features were present. Including gesture features
leads to a significant increase in performance (Mc-
Nemar Test, p < 0.01), an absolute increase of
4.3% over the best performing feature set that does
not include gesture. This result seems to confirm
our hypothesis that, because gestures are likely
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Accuracy
Majority Class Baseline 46.7%
Gupta automatic 61.5%
Gupta manual 66.2%
Gupta + Frampton automatic 63.6%
Gupta + Frampton manual 70.2%
All (+ gesture) 70.4%

Table 3: Accuracy values for several different fea-
ture configurations on the three class classification
problem.

to accompany referential instances of you but not
generic instances, gesture information is able to
help differentiate between the two. Manual in-
spection of the decision tree produced indicates
that gesture features were among the most dis-
criminative features.

The results on the singular vs. plural task shown
in Table 2 are less clear. Although (Gupta et al.,
2007a) did not report results on singular vs. plural
classification, their feature set produced reason-
able classification accuracy of 73.6%. Including
gesture and other features did not produce a statis-
tically significant improvement in the overall ac-
curacy. This suggests that while gesture is helpful
for predicting referentiality, it does not appear to
be a reliable predictor of whether an instance of
you is singular or plural. Inspection on the deci-
sion tree confirms that gesture features were not
seen to be highly discriminative.

5.2 Three Class Classification

The results presented for singular vs. plural classi-
fication are based on performance on the subset of
you instances that are referential, which assumes
that we are able to filter out generic references
with 100% accuracy. While this gives us an eval-
uation of how well the singular vs. plural task can
be performed without the generic references pre-
senting a confounding factor, it presents unrealis-
tic performance for a real system. To account for
this, we present results on a three class problem of
determining whether an instance of you is generic,
singular, or plural. The results are shown in Table
3. A simple majority class classifier yields accu-
racy of 46.7% (In our data, the generic class was
the majority class).

As we can see from Table 3, adding addi-
tional features gives improved performance over
the original implementation by Gupta et. al., re-

sulting in an overall accuracy of about 70%. We
also observed that the dialogue act features were
important; manual configurations produced abso-
lute gains of about 7% accuracy over fully auto-
matic configurations. The gesture feature, how-
ever, did not provide a significant increase in per-
formance over the same feature set without gesture
information.

Table 4 shows the precision, recall, and F-
measure values for each you type for several dif-
ferent configurations. As shown, the generic class
proved to be the easiest for the classifiers to iden-
tify. This is not suprising, as not only are generic
instance our majority class, but many of the fea-
tures used were originally tailored towards the two
class problem of differentiating generic instances
from the other classes. The performance on the
plural and singular classes is comparable to one
another when the basic feature set is used. How-
ever, as more features are added, the performance
on the singular class increases while the perfor-
mance on the plural class does not. This seems
to suggest that future work should attempt to in-
clude more features that are indicative of plural
instances.

When manual dialogue acts are applied, it ap-
pears incorporation of gestures does not lead to
any overall performance improvement (as shown
in Table 3). One possible explanation is that ges-
ture features as they are incorporated here do pro-
vide some disambiguating information (as shown
in the two stage classification), but this informa-
tion is subsumed by other features, such as dia-
logue acts. To test this hypothesis, we ran an ex-
periment with a feature set that contained all fea-
tures except dialogue act features. That is, a fea-
ture set that contains all of the automatic features,
as well as gesture features. Results are shown in
Table 5.

Our “automatic + gesture” feature configuration
produced accuracy of 66.2%. When compared to
the same feature set without gesture features (the
“Gupta + Frampton automatic” row in Table 3) we
see a statistically significant (p < 0.01) absolute
accuracy improvement of about 2.6%. This seems
to suggest that gesture features are providing some
small amount of relevant information that is not
captured by our automatically extractable features.

Up until this point we have incorporated dia-
logue acts using the full set of dialogue act tags
provided by the AMI corpus. As we have men-
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Precision Recall F-Measure
Gupta automatic Plural 0.553 0.548 0.550

Singular 0.657 0.408 0.504
Generic 0.624 0.787 0.696

Gupta manual Plural 0.536 0.513 0.524
Singular 0.675 0.503 0.576
Generic 0.704 0.839 0.766

All (+ gesture) Plural 0.542 0.565 0.553
Singular 0.745 0.604 0.667
Generic 0.754 0.835 0.792

Table 4: Precision, recall, and F-measure results for each you type based on three class classification.

Accuracy
Gupta + Frampton automatic 63.6%
Gupta + Frampton automatic + gesture 66.2%
Gupta + Frampton automatic + simple dialogue act 66.6%
Gupta + Frampton automatic + simple dialogue act + gesture 69.0%

Table 5: Accuracy for 3-way classification by combining gesture information with automatically ex-
tracted features based on the Decision Tree model

tioned, this level of granularity may not be prac-
tically extractable for use in a current state-of-
the-art system. As a result, we implemented the
simpler dialogue act incorporation method pro-
posed by (Gupta et al., 2007a), in which only
the presence or absence of the elicit dialogue act
type is considered. Using this feature with the
automatically extracted features yielded accuracy
of 66.6%, a statistically significant improvement
(p < 0.01) of an absolute 3% over a fully auto-
matic run. Furthermore, if we incorporate gesture
features with this configuration, the performance
increases to 69.0% (statistically significantly, p <
0.01). This suggests that while gesture features
may be redundant with information provided by
the full set of dialogue act tags, it is largely com-
plementary with the simpler dialogue act incorpo-
ration. The incorporation of gesture along with
simpler and more reliable dialogue acts can po-
tentially approach the performance gained by in-
corporation of more complex dialogue acts, which
are often difficult to obtain. Of course, gesture fea-
tures themselves are often difficult to obtain. How-
ever, redundancy in two potentially error-prone
feature sources can be an asset, as data from one
source may help to compensate for errors in the
other. Although addressing a different problem of
multimodal integration, previous work (Oviatt et
al., 1997) appears to indicate that this is the case.

6 Conclusion

In this paper, we investigate the role of hand ges-
tures in disambiguating types of You expressions
in multiparty meetings for the purpose of machine
translation.

Our results have shown that on the binary
generic vs. referential classification problem, the
inclusion of gesture data provides a statistically
significant increase in performance over the same
feature set without gesture. This result is consis-
tent with our hypothesis that gesture data would be
helpful because speakers are more likely to gesture
when producing referential instances of you.

To produce results more akin to those that
would be expected during incorporation in a real
machine translation system, we experimented with
the type identification problem as a three class
classification problem. It was discovered that
when a full set of dialogue act tags were used as
features, the incorporation of gesture features does
not provide an increase in performance. However,
when simpler dialogue act tags are used, the in-
corporation of gestures helps to make up for lost
performance. Since it remains a difficult prob-
lem to automatically predict complex dialog acts
with high accuracy, the incorporation of gesture
features may prove beneficial to current systems.
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Abstract

In this paper, which addresses smooth spo-
ken interaction between human users and
conversational agents, we present an ex-
perimental study that evaluates a method
for user-adaptive coordination of agent
communicative behavior. Our method
adapts the pause duration preceding agent
utterances and the agent gaze duration to
reduce the discomfort perceived by indi-
vidual users during interaction. The exper-
imental results showed a statistically sig-
nificant tendency: the duration of the agent
pause and the gaze converged during inter-
action with the method. The method also
significantly improved the perceived rele-
vance of the agent communicative behav-
ior.

1 Introduction

Conversational agents have been studied as an ef-
fective human-computer interface for such pur-
poses as training decision-making in team ac-
tivities (Traum and Rickel, 2002), learning sup-
port (Johnson et al., 2002), museum guides (Kopp
et al., 2005), and community facilitators (Zheng
et al., 2005; Fujie et al., 2009). They will play
a crucial role in establishing a society where hu-
mans and robots collaborate through natural in-
teraction. However, agents cannot produce their
intended effects when the smooth flow of interac-
tion is disturbed. To fully exploit the promise of
agents, we need to achieve smooth interaction be-
tween human users and agents.

Although various types of modalities have been
used in human-computer interfaces, speech has
drawn a great deal of interest because it is one of
the most pervasive communication methods in our
daily lives and we usually perform it without any
special effort (Nass and Brave, 2005). In this pa-
per, we are interested in smooth spoken dialogues
between users and agents.

A spoken dialogue is a joint activity among
participants (Clark, 1996). For such a joint ac-
tivity to be smooth and successful, participants
need to coordinate their communicative behav-
iors in various ways. In human dialogues, par-
ticipants agree on lexical choices to refer to ob-
jects (Brennan and Clark, 1996) and coordinate
eye gaze (Richardson and Dale, 2005) and whose
turn it is to speak (Sacks et al., 1974). They
become more similar to their partners as the di-
alogue proceeds in many aspects such as pitch,
speech rate, and pause structure (Burgoon et al.,
1995; Hayashi et al., 2009). Such coordination
serves to make conversation flow easily and intel-
ligibly (Garrod and Pickering, 2004).

The coordination of communicative behaviors
also plays a crucial role in smooth human-agent
interaction. Previous work addressed human be-
havior adaptation to agents (Oviatt et al., 2004),
agent behavior adaptation to human partners (Mit-
sunaga et al., 2005; Tapus and Matarić, 2007), and
the mutual adaptation of human and agent behav-
ior (Breazeal, 2003).

In this paper, which addresses smooth spoken
interaction between human users and agents, we
focus on the adaptation of agent communicative
behavior to individual users in spoken dialogues
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with flexible turn-taking. We present a method
for user-adaptive coordination of agent commu-
nicative behavior to reduce the discomfort per-
ceived by individual users during the interaction
and show experimental results that evaluate how
the method influences agent communicative be-
havior and improves its relevance as perceived by
users. For evaluation purposes, we used a quiz-
style multi-party spoken dialogue system (Minami
et al., 2007; Dohsaka et al., 2009). A quiz-style
dialogue is a kind of thought-evoking dialogue
that can stir user thinking and activate communi-
cation (Higashinaka et al., 2007a; Dohsaka et al.,
2009). This characteristic is expected to be ad-
vantageous for evaluation experiments since it en-
courages involvement in the dialogue.

Our method adapts agent communicative be-
havior based on policy gradient reinforcement
learning (Sutton et al., 2000; Kohl and Stone,
2004). The policy gradient method has been
used for robot communicative behavior adapta-
tion (Mitsunaga et al., 2005; Tapus and Matarić,
2007). However, both studies dealt with scenario-
based interaction in which a user and a robot acted
with predetermined timing. In contrast, we focus
on spoken dialogues in which users and agents can
speak with more flexible timing. In addition, we
allow for two- and three-party interactions among
a user and two agents. It remains unclear whether
the policy gradient method can successfully adapt
agent communicative behavior to a user in two-
or three-party spoken dialogues with flexible turn-
taking. Although this paper focuses on agent be-
havior adaptation to human users, we believe that
our investigation of the agent behavior adaptation
mechanism in flexible spoken interaction will con-
tribute to conversational interfaces where human
users and agents can mutually adapt their commu-
nicative behaviors.

As agent communicative behavior to be
adapted, this paper focuses on the pause duration
preceding agent utterances and the agent gaze du-
ration. In conversation, the participant pause du-
ration is influenced by partners, and the coordina-
tion of pause structure leads to smooth communi-
cation (Burgoon et al., 1995; Hayashi et al., 2009).
Without pause structure coordination, undesired
speech overlaps or utterance collisions are likely
to occur between users and agents, which may dis-
turb smooth communication. Funakoshi et al. pro-
posed a method to prevent undesired speech over-
laps in human-robot speech interactions by using

a robot’s subtle expressions produced by a blink-
ing LED attached to its chest (Funakoshi et al.,
2008). In their method, a blinking light notifies
users about such internal states of the robot as pro-
cessing or busy and helps users identify the robot
pause structures; however we are concerned with
the adaptation of robot pause structures to users.

Gaze coordination is causally related to the
success of communication (Richardson and Dale,
2005), and the amount of gaze influences conver-
sational turn-taking (Vertegaal and Ding, 2002).
The relevant control of agent gaze duration is
thus essential to the smooth flow of conversation.
Moreover, since the amount of gaze is related to
specific interpersonal attitudes among participants
and is also subject to such individual differences as
personalities (Argyle and Cook, 1976), agent gaze
duration must be adapted to individual users.

In the following, Section 2 describes our quiz-
style multi-party spoken dialogue system. Sec-
tion 3 shows our method for the user-adaptive co-
ordination of agent communicative behavior. Sec-
tion 4 explains the experiment, and Section 5 de-
scribes its results. Section 6 concludes our paper.

2 Quiz-Style Spoken Dialogue System

To evaluate a method for agent communicative
behavior adaptation, we used a quiz-style multi-
party spoken dialogue system based on a quiz-
style two-party spoken dialogue system (Minami
et al., 2007) and extended it to perform multi-party
interaction (Dohsaka et al., 2009).

In this system, a human user and one or two
agents interact. The two agents include a quiz-
master and a peer. The quizmaster agent creates
a “Who is this?” quiz about a famous person
and presents hints one by one to the user and the
peer agent, who participates in the interaction and
guesses the correct answer in the same way that
the user does.

The hints are automatically created from the
biographical facts of people in Wikipedia1 and
ranked based on the difficulty of solving the
quizzes experienced by users (Higashinaka et al.,
2007b). Since users must consider the hints to of-
fer reasonable answers, the system can stimulate
their thinking and encourage them to engage in the
interaction (Higashinaka et al., 2007a). In addi-
tion, the peer agent’s presence and the agent’s em-
pathic expressions improve user satisfaction and

1http://ja.wikipedia.org/
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Figure 1: User interacting with two agents using
the quiz-style spoken dialogue system

increase user utterances (Dohsaka et al., 2009).
Figure 1 shows a human user interacting with

the two agents, both of whom are physically em-
bodied robots. The system utilizes an extremely
large vocabulary with continuous speech recogni-
tion (Hori et al., 2007). Agent utterances are pro-
duced by speech synthesis. The agents can gaze at
other participants by directing their faces to them.
At each point of the dialogue, the system chooses
the next speaker and its utterance based on the
dialogue state that the system maintains, the pre-
conditions of the individual utterances, and a few
turn-taking rules (Dohsaka et al., 2009). The agent
pause and gaze durations are controlled based on
the adaptation method described in Section 3.

A sample dialogue among a user and two agents
is depicted in Figure 2. Master is the quizmaster
agent, and Peer is the peer agent. The agent ut-
terances are classified as either spontaneous or re-
sponsive. Spontaneous utterances are those made
after an agent takes his turn in an unforced man-
ner, and responsive utterances are responses to the
other’s utterances. In the sample dialogue, spon
identifies spontaneous and res identifies respon-
sive utterances.

Quizmaster agent Master makes spontaneous
utterances such as presenting hints (lines 1 and 5),
indicating the quiz difficulty, and addressing lis-
teners. It also makes such responsive utterances
as evaluating the other’s answers (lines 3, 9, and
11). Peer agent Peer makes such spontaneous ut-
terances as showing its own difficulty (line 4), giv-
ing an answer (line 8), giving feedback when its
own or the other’s answer is right (line 12), and
addressing listeners. It also makes such responsive
utterances as showing empathy to the user (line 7).

3 Method for Agent Communicative
Behavior Adaptation

We apply policy gradient reinforcement learn-
ing (Sutton et al., 2000; Kohl and Stone, 2004)

1 Master Who is this? First hint. He gradu-
ated from the University of Tokyo.
(hint/spon)

2 User Yoshida Shigeru? (answer/spon)
3 Master No, not even close! He’s not a

politician. (evaluation/res)
4 Peer I don’t know. Very difficult.

(show difficulty/spon)
5 Master It’s time for the second hint: He’s

a novelist and a scholar of British
literature. (hint/spon)

6 User Oh, I think I know it but I can’t re-
member his name. That’s so frus-
trating. (show difficulty/spon)

7 Peer Difficult for me, too.
(show empathy/res)

8 Peer Haruki Murakami? (answer/spon)
9 Master Close! You are half right, because

he is a novelist. (evaluation/res)
10 User Natsume Soseki? (answer/spon)
11 Master That’s right. Wonderful.

(evaluation/res)
12 Peer Good job. (feedback/spon)

Figure 2: Sample dialogue between user and two
agents: quizmaster Master and peer Peer. Spon
identifies spontaneous and res identifies respon-
sive utterances.

to the user-adaptive coordination of agent com-
municative behavior. A policy gradient method
is a reinforcement learning (RL) approach that di-
rectly optimizes a parameterized policy by gradi-
ent ascent based on the gradient of the expected
reward with respect to the policy parameters. Al-
though RL methods have recently been applied to
optimizing dialogue management in spoken dia-
logue systems (Williams and Young, 2007; Mi-
nami et al., 2009), these previous studies utilized
RL methods based on the value-function estima-
tion. The policy gradient method is an alterna-
tive approach to RL that has the following mer-
its. It can handle continuous and large action
spaces (Kimura and Kobayashi, 1998) and is usu-
ally assured to converge to a locally optimal pol-
icy in such action spaces (Sutton et al., 2000).
Moreover, it does not need to explicitly estimate
the value function, and it is incremental, requiring
only a constant amount of computation per learn-
ing step (Kimura and Kobayashi, 1998).

Due to these advantages, the policy gradient
method is suitable for adapting agent communica-
tive behavior to a user during interaction, because
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(1) Θ = [θj ]← initial policy (policy parameter
vector of size n)

(2) ϵ = [ϵj ]← step size vector of size n
(3) η ← overall scalar step size
(4) maxA← 0 (greatest absolute value of

reward ever observed in adaptation process)
(5) while dialogue continues
(6) for i = 1 to T
(7) for j = 1 to n
(8) rj ← random choice from {−1, 0, 1}
(9) Ri

j ← θj + ϵj ∗ rj

(Ri is T random perturbations of Θ)
(10) for i = 1 to T
(11) Perform a hint dialogue based on

policy Ri, and evaluate reward
(12) for j = 1 to n
(13) Avg+ϵ,j ← average reward for all Ri

with positive perturbation in parameter ϵj

(14) Avg0,j ← average reward for all Ri

with zero perturbation in parameter ϵj

(15) Avg−ϵ,j ← average reward for all Ri

with negative perturbation in parameter ϵj

(16) if (Avg0,j > Avg+ϵ,j and
Avg0,j > Avg−ϵ,j)

(17) aj ← 0
(18) else
(19) aj ← Avg+ϵ,j −Avg−ϵ,j

(20) ∀j(aj ← aj

|A| ∗ ϵj ∗ η)
(21) maxC ← maximum of absolute value of

reward in current adaptation cycle
(22) if (maxC > maxA)
(23) maxA← maxC (update maxA)
(24) else
(25) A← A ∗ maxC

maxA
(26) Θ← Θ + A

Figure 3: Pseudocode for user-adaptive coordina-
tion of agent communicative behavior

it can naturally incorporate such continuous pa-
rameters as pause and gaze duration and incremen-
tally adapt agent behavior. In fact, the policy gra-
dient method has been successfully used for robot
behavior adaptation (Mitsunaga et al., 2005; Tapus
and Matarić, 2007). In this paper, we apply this
method to agent communicative behavior adapta-
tion in spoken dialogues with flexible turn-taking.

Figure 3 shows our method for the user-adaptive
coordination of agent communicative behavior.
This method is a modification of an algorithm pre-
sented by Kohl and Stone (2004) in that the gra-
dient is adjusted based on the maximum absolute

value of the reward obtained during each adapta-
tion cycle.

The agent communicative behaviors are deter-
mined based on a policy that is represented as vec-
tor Θ(= [θj ]) of n policy parameters. In the quiz-
style dialogues, the behavior of both the quizmas-
ter and peer agents is controlled based on the same
policy parameters. The method adapts the behav-
ior of both agents to individual users by adapting
the policy parameters. In this experiment, we used
the following four parameters (n = 4):

• pre-spontaneous-utterance pause duration
σspon: duration of pauses preceding agent
spontaneous utterances

• pre-responsive-utterance pause duration
σres: duration of pauses preceding agent
responsive utterances

• gaze duration σgaze: duration of agent’s di-
recting its face to the other while it is speak-
ing or listening

• hint interval σhint: interval of presenting quiz
hints

As shown above, we used two types of pause
duration since the relevant pause duration can be
dependent on dialogue acts (Itoh et al., 2009). Al-
though our main concern is the pause and gaze du-
ration, we examined the hint interval as a parame-
ter particular to quiz-style dialogues.

To adapt the policy parameters to individual
users, we first generate T random perturbations
[R1, . . . ,RT ] of current policy Θ by randomly
adding ϵj , 0,−ϵj to each parameter θj of Θ in
lines 6 to 9, where ϵj is a step size set for each
parameter. In the experiment, we set T to 10. The
step sizes of the parameters used in the experiment
will be shown later in Table 1.

Dialogue per hint (a hint dialogue) is then per-
formed based on each perturbation policy Ri, and
the reward for each hint dialogue is obtained in
lines 10 to 11. All agent behaviors in a hint di-
alogue are determined based on the same pertur-
bation policy. As we will explain in Section 4, in
the experiment, we regarded the magnitude of dis-
comfort perceived by users during a hint dialogue
as a negative reward. Users signified discomfort
by pressing buttons on the controller held in their
hands. After performing hint dialogues for all T
perturbations Ri, gradient A(= [aj ]) is computed
in lines 12 to 19. The gradient is normalized by
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Parameters σspon

(sec.)
σres

(sec.)
σgaze

(sec.)
σhint

(sec.)
Initial value 4.96 0.53 3.04 27.7
Step size 0.50 0.20 0.30 2.5

Table 1: Initial values and step sizes of policy pa-
rameters: σspon (pre-spontaneous-utterance pause
duration), σres (pre-responsive-utterance pause
duration), σgaze (gaze duration), and σhint (hint
interval)

overall scalar step size η and individual step size
ϵj for each parameter in line 20. Overall scalar
step size η is used to adjust the adaptation speed,
which we set to 1.0.

Next we get the maximum maxC of the abso-
lute value of the reward in the current adaptation
cycle. As in lines 21 to 25, the gradient is ad-
justed based on the ratio of maxC to the greatest
absolute value maxA of reward ever observed in
the overall adaptation process. Finally, the current
policy parameters are updated using the gradient
in line 26.

This is an adaptation cycle. By iterating it, the
agent communicative behavior is adapted to re-
duce the discomfort perceived by each user.

4 Experiment

We recruited and paid 32 Japanese adults (16
males and 16 females) for their participation. The
mean ages of the male and female groups were
33.2 and 36.8, respectively. They were divided
into two groups: two-party dialogues (user and
quizmaster) and three-party dialogues (user, quiz-
master, and peer). In each group, the numbers of
males and females were identical.

For this experiment, we used a quiz-style spo-
ken dialogue system. We chose the quiz sub-
jects in advance and divided them into sets of five
so that the difficulty level was approximately the
same in all sets. For this purpose, we made sev-
eral sets of five people of approximately identical
PageRank TM scores based on Wikipedia’s hyper-
link structure.

The users first rehearsed the dialogues for a set
of five quizzes to familiarize themselves with the
system. After practicing, they performed the dia-
logues to evaluate the adaptation method and took
a break per five-quiz set. The presentation order
of the quiz sets was permutated to prevent order
effect. For each user, the dialogues continued un-
til the user received 150 hints. The adaptation

method was applied during the interaction, and the
policy parameters were updated per 10 hint dia-
logues. As a result, the parameters were updated
15 times through the dialogues. It took about two
hours for each user to complete all dialogues.

The policy parameters were updated based on
the magnitude of discomfort perceived by users.
In this experiment, users were told to concentrate
on the discomfort caused by agent pause and gaze
duration and signified it by pressing buttons on
the controller held in their hands at three levels of
magnitude: ‘3’, ‘2’, and ‘1’. The sum of discom-
fort obtained during a hint dialogue was normal-
ized with respect to the hint dialogue length, and
the normalized values were regarded as negative
rewards. Ideally we should estimate user discom-
fort from such user behaviors as pause structure
and eye gaze. However, as the first step toward that
goal, in this experiment we adopted this setting in
which users directly signified their discomfort by
pressing buttons.

Table 1 shows the initial values and the step
sizes of the policy parameters used in the exper-
iment. To obtain the relevant initial values, we
conducted a preparatory experiment in which ten
other participants performed quiz-style dialogues
under the same conditions as this experiment. The
initial values in this experiment were set to the
averaged final values of the policy parameters in
the preparatory experiment. The step sizes were
determined as approximately one-tenth of the ini-
tial values except for the pre-responsive-utterance
pause, for which the step size was set to 200 msec
based on the limits of human perception.

Before and after the adaptation, the users filled
out the following questionnaire items (7-point Lik-
ert scale) to evaluate the relevance of agent pause
and gaze duration:

• Did you feel that the pause duration preced-
ing the agent utterances was relevant?

• Did you feel that the agent gaze duration was
relevant while the agents were speaking or
listening to you?

5 Results

5.1 Convergence of policy parameters
The policy parameters were updated based on the
adaptation method during the user-agent interac-
tion. Figure 4 exemplifies how the policy param-
eter values changed during the adaptation cycles
with a user engaged in the two-party dialogue.
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Figure 4: Change of policy parameter values dur-
ing adaptation cycles with a user engaged in two-
party dialogue. Horizontal axis shows adaptation
cycles and vertical axis shows parameter values.

0
0.04
0.08
0.12

First-phase RAC Last-phase RAC

Two-party dialogue

p=0.029 *

p=0.0071 **

p=0.041 * N.S.

σspon σres σgaze σhint

0
0.04
0.08
0.12

First-phase RAC Last-phase RAC

Three-party dialogue

p=0.038 *

p<0.001 ***

p=0.016 *

σspon σres σgaze σhint

p=0.011 *

Figure 5: For each policy parameter, average and
standard error of first- and last-phase RACs (rela-
tive amount of change in parameter values)

Table 2 shows the statistics of the final values
of the policy parameters at the end of the adapta-
tion process. Since the initial values were appro-
priately determined based on the preparatory ex-
periment, the final value averages were not greatly
different from the initial values. However, judging
from the maximum, minimum, and standard devi-
ations, the final values reflected individual users.

If the adaptation method works successfully, the
policy parameter values should converge during
the user-agent interaction. From this viewpoint,
we examined the relative amount of change in the
policy parameters (RAC). Given parameter value
pk−1 at (k − 1)-th adaptation cycle and param-
eter value pk at k-th cycle, RAC is defined as

Two-party dialogues
Parameters σspon

(sec.)
σres

(sec.)
σgaze

(sec.)
σhint

(sec.)
Average 5.04 0.62 3.10 25.8
Min 3.90 0.39 2.40 19.5
Max 6.17 1.18 3.69 31.2
Sd. 0.72 0.21 0.36 2.7

Three-party dialogues
Parameters σspon

(sec.)
σres

(sec.)
σgaze

(sec.)
σhint

(sec.)
Average 4.86 0.62 3.15 27.4
Min 4.07 0.35 2.52 22.0
Max 5.54 0.90 3.58 32.7
Sd. 0.44 0.18 0.27 2.5

Table 2: Statistics of final values of policy param-
eters: σspon (pre-spontaneous-utterance pause du-
ration), σres (pre-responsive-utterance pause dura-
tion), σgaze (gaze duration), and σhint (hint inter-
val)

|pk−pk−1|
pk−1

.
For each policy parameter, we compared the

RAC averages in the first and in the last three adap-
tation cycles: the first-phase RAC and the last-
phase RAC. As shown in Figure 5, the last-phase
RAC tends to be smaller than the first-phase RAC.
The Kolmogorov-Smirnov test showed that the as-
sumption of normality (p > 0.2) was met for each
group. By applying the paired Welch’s t-test, as
shown in Figure 5, we found that the last-phase
RAC is significantly smaller than the first-phase
RAC except for the hint interval in the two-party
dialogues. This shows that the agent pause and
gaze duration converged during the interaction in
both the two- and three-party dialogues.

The hint interval is unlikely to converge, prob-
ably because it is a longer period than the pause
and gaze duration and is subject to various factors.
Moreover, it greatly depends on user interest.

5.2 User evaluations

Figure 6 shows the subjective user evaluations of
the relevance of agent pause and gaze duration be-
fore and after the adaptation. Each user evaluation
was measured by a Likert question. The rating of
a single Likert question is an ordinal measure, and
we generally cannot apply a parametric statistical
test to an ordinal measure. Therefore we used a
nonparametric test, the Wilcoxon signed-rank test,
to compare user evaluations before and after the
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Two-party dialogue Three-party dialogue

p=0.014 * p=0.0051 ** p=0.015 * p=0.021 *

Figure 6: Average and standard error of user eval-
uations of relevance of agent pause and gaze dura-
tion before and after adaptation

adaptation. The F-test for the homogeneity of vari-
ances (p > 0.1) showed that the data satisfied the
statistical test assumption.

We found that in both the two- and three-party
dialogues, the relevance of the agent pause and
gaze duration significantly improved during the
two-hour adaptation process (p < 0.01 for gaze
duration in the two-party dialogues, p < 0.05 for
other cases). The p-values are shown in Figure 6.
No significant differences between gender were
found.

These results on the convergence of policy
parameters and user evaluations show that the
policy-gradient-based method can adapt agent
communicative behavior to individual users in
spoken dialogues with flexible turn-taking.

6 Conclusion

In this paper, addressing smooth spoken inter-
action between human users and conversational
agents, we presented a method for user-adaptive
coordination of agent communicative behavior
and experimentally evaluated how it can adapt
agent behavior to individual users in spoken dia-
logues with flexible turn-taking. The method co-
ordinates agent pause and gaze duration based on
policy gradient reinforcement learning to reduce
the discomfort perceived by individual users dur-
ing interaction. We experimentally evaluated the
method in a setting where the users performed
two- and three-party quiz-style dialogues and sig-
nified their discomfort by pressing buttons held in
their hands. Our experimental results showed a
statistically significant tendency: the agent pause
and gaze duration converged during interaction
with the method in both two- or three-party dia-
logues. The method also significantly improved
the perceived relevance of the agent communica-
tive behavior in both two- and three-party di-

alogues. These results indicate that in spoken
dialogues with flexible turn-taking, the policy-
gradient-based method can adapt agent commu-
nicative behavior to individual users.

Many directions for future work remain. First,
we will analyze how users adapt their communica-
tive behaviors with our method. Second, we need
to automatically estimate user discomfort or sat-
isfaction based on such user behaviors as pause
structure, prosody, eye gaze, and body posture.
Third, we will extend the adaptation method to
regulate agent behavior based on dialogue states,
since one limitation of the current method is its
inability to recognize them. Fourth, we are inter-
ested in the adaptation of additional higher-level
actions like the relevant choice of dialogue topics
based on the level of user interest.
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Abstract
A central problem in Interactive Ques-
tion Answering (IQA) is how to answer
Follow-Up Questions (FU Qs), possibly
by taking advantage of information from
the dialogue context. We assume that FU
Qs can be classified into specific types
which determine if and how the correct
answer relates to the preceding dialogue.
The main goal of this paper is to propose
an empirically motivated typology of FU
Qs, which we then apply in a practical
IQA setting. We adopt a supervised ma-
chine learning framework that ranks an-
swer candidates to FU Qs. Both the an-
swer ranking and the classification of FU
Qs is done in this framework, based on a
host of measures that include shallow and
deep inter-utterance relations, automati-
cally collected dialogue management meta
information, and human annotation. We
use Principal Component Analysis (PCA)
to integrate these measures. As a result,
we confirm earlier findings about the ben-
efit of distinguishing between topic shift
and topic continuation FU Qs. We then
present a typology of FU Qs that is more
fine-grained, extracted from the PCA and
based on real dialogue data. Since all our
measures are automatically computable,
our results are relevant for IQA systems
dealing with naturally occurring FU Qs.

1 Introduction

When real users engage in written conversations
with an Interactive Question Answering (IQA)
system, they typically do so in a sort of dia-
logue rather than asking single shot questions.
The questions’ context, i.e., the preceding interac-
tions, should be useful for understanding Follow-
Up Questions (FU Qs) and helping the system

pinpoint the correct answer. In previous work
(Kirschner et al., 2009; Bernardi et al., 2010;
Kirschner, 2010), we studied how dialogue con-
text should be considered to answer FU Qs. We
have used Logistic Regression Models (LRMs),
both for learning which aspects of dialogue struc-
ture are relevant to answering FU Qs, and for com-
paring the accuracy with which the resulting IQA
systems can correctly answer these questions. Un-
like much of the related research in IQA, which
used artificial collections of user questions, our
work has been based on real user-system dialogues
we collected via a chatbot-inspired help-desk IQA
system deployed on the web site of our University
Library.

Previously, our experiments used a selection
of shallow (Kirschner et al., 2009) and deep
(Bernardi et al., 2010) features, all of which de-
scribe specific relations holding between two ut-
terances (i.e., user questions or system answers).
In this paper we present additional features derived
from automatically collected dialogue meta-data
from our chatbot’s dialogue management com-
ponent. We use Principal Component Analysis
(PCA) to combine the benefits of all these infor-
mation sources, as opposed to using only certain
hand-selected features as in our previous work.

The main goal of this paper is to learn from data
a new typology of FU Qs; we then compare it to an
existing typology based on hand-annotated FU Q
types, as proposed in the literature. We show how
this new typology is effective for finding the cor-
rect answer to a FU Q. We produce this typology
by analyzing the main components of the PCA.

This paper presents two main results. A new,
empirically motivated typology of FU Qs confirms
earlier results about the practical benefit of dis-
tinguishing between topic continuation and topic
shift FU Qs, which are typically based on hand
annotation. We then show that we can do without
such hand annotations, in that our fully automatic,
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on-line measures – which include automatically
collected dialogue meta-data from our chatbot’s
dialogue manager – lead to better performance in
identifying correct answers to FU Qs.

In the remainder of this paper, we first review
relevant previous work concerning FU Q typolo-
gies in IQA. Section 3 then introduces our col-
lection of realistic IQA dialogues which we will
use in all our experiments; the section includes
descriptions of meta information in the form of
dialogue management features and post-hoc hu-
man annotations. In Section 4 we introduce our
experimental framework, based on inter-utterance
features and LRMs. Our experimental results are
presented in Section 5, which is followed by our
conclusions.

2 Related work

Much of previous work on dialogue processing in
the domain of contextual or interactive Question
Answering (QA) (Bertomeu, 2008; van Schooten
et al., 2009; Chai and Jin, 2004; Yang et al., 2006)
has been based on (semi-)artificially devised sets
of context questions. However, the importance of
evaluating IQA against real user questions and the
need to consider preceding system answers has al-
ready been emphasized (Bernardi and Kirschner,
2010). The corpus of dialogues we deal with con-
sists of real logs in which actual library users were
conversing (by typing) with a chat-bot to obtain
information in a help-desk scenario.

(Yang et al., 2006) showed that shallow simi-
larity features between a FU Q and the preceding
utterances are useful to determine whether the FU
Q is a continuation of the on-going topic (“topic
continuation”), or it is a “topic shift”. The authors
showed that recognizing these two basic types of
FU Qs is important for deciding which context
fusion strategies to employ for retrieving the an-
swer to the FU Q. (Kirschner et al., 2009) showed
how shallow measures of lexical similarity be-
tween questions and answers in IQA dialogues are
as effective as manual annotations for distinguish-
ing between these basic FU Q types. However,
that earlier work was based on a much smaller set
of dialogue data than we use in this paper, mak-
ing for statistically weaker results. (Bernardi et
al., 2010) improved on this approach by increas-
ing the data set, and adding “deep” features that
quantify text coherence based on different theories
of dialogue and discourse structure. However, FU

Q classification was performed using either single,
hand-selected shallow or deep features, or a hand-
selected combination of one shallow and one deep
feature. In this paper, we adopt the most promising
measures of similarity and coherence from the two
aforementioned papers, add new features based
on automatically collected dialogue management
meta-data, and combine all this information via
Principal Component Analysis (PCA). By using
PCA, we circumvent the theoretical problem that
potentially multicollinear features pose to our sta-
tistical models, and at the same time we have a
convenient means for inducing a new typology of
FU Qs from our data, by analyzing the composi-
tion of the principal components of the PCA.

More fine-grained typologies of FU Qs have
been suggested, and different processing strategies
have been proposed for the identified types. In
this paper, we start from our own manual annota-
tion of FU Qs into four basic classes, as suggested
by the aforementioned literature (Bertomeu, 2008;
van Schooten et al., 2009; Sun and Chai, 2007).
We then compare it to our new PCA-based FU Q
typology.

3 Data

We now introduce the set of IQA dialogue data
which we will use in our experiments. For the pur-
pose of calculating inter-utterance features within
these user-system interactions – as described in
Section 4.4 – we propose to represent utterances
in terms of dialogue snippets. A dialogue snip-
pet, or snippet for short, contains a FU Q, along
with a 2-utterance window of the preceding dia-
logue context. In this paper we use a supervised
machine learning approach for evaluating the cor-
rectness of a particular answer to a FU Q; we thus
represent also the answer candidate as part of the
snippet. Introducing the naming convention we
use throughout this paper, a snippet consists of the
following four successive utterances: Q1, A1, Q2,
and A2. The FU Q is thus referred to as Q2.

The data consists of 1,522 snippets of 4-turn
human-machine interactions in English: users ask
questions and the system answers them. The data
set was collected via the Bolzano Bot (BoB) web
application that has been working as an on-line
virtual help desk for the users of our University
Library since October 2008.1 The snippets were

1www.unibz.it/library. More information on the
BoB dialogue corpus: bob.iqa-dialogues.net.
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extracted from 916 users’ interactions.
Table 3 shows three example dialogue snippets

with correct A1 and A2; these examples are meant
to give an idea of the general shape of the BoB
dialogue data. In the third example snippet, A1

and A2 actually contain clickable hyperlinks that
open an external web-site. We represent them here
as dots in parentheses.

Our library domain experts manually checked
that each FU Q was either correctly answered in
the first place by BoB, or they corrected BoB’s an-
swer by hand, by assigning to it the correct answer
from BoB’s answer repository. In this way, the di-
alogue data contain 1,522 FU Qs, along with their
respective contexts (Q1 and A1) and their correct
answers (A2). The resulting set of correct A2s
contains 306 unique answers.2

The BoB dialogue data also contain two levels
of meta information that we will use in this paper.
On the one hand, we have automatically collected
dialogue meta-data from BoB’s dialogue manager
that describe the internal state of the BoB system
when a FU Q was asked; this information is de-
scribed in Section 4.2. On the other hand, 417 of
the 1,522 FU Qs were hand-annotated regarding
FU Q type, as described in Section 4.3.

4 Model

Our goal is, given a FU Q (Q2 in our dialogue
snippets), to pick the best answer from the fixed
candidate set of 306 A2s, by assigning a score to
each candidate, and ranking them by this score.
Different FU Q types might require different an-
swer picking strategies. Thus, we specify both
A2 (identification) features, aiming at selecting the
correct A2 among candidates, and context (iden-
tification) features, that aim at characterizing the
context. The A2 identification features measure
the similarity or coherence between an utterance
in the context (e.g., Q2) and a candidate A2. Con-
text features measure the similarity or coherence
between pairs of utterances in the context (e.g.,
Q1 and Q2). They do not provide direct infor-
mation about A2, but might cue a special context
(say, an instance of topic shift) where we should
pay more attention to different A2 identification
features (say, less attention to the relation between

2Many of the 306 answer candidates overlap semantically.
This is problematic, given that our evaluation approach as-
sumes exactly one candidate to be correct, while all other 305
answers to be wrong. In this paper, we shall accept this fact,
for the merit of simplicity.

Q2 and A2, and more to the one between A1 and
A2).

We implement these ideas by estimating a gen-
eralized linear model from training data to predict
the probability that a certain A2 is correct given
the context. In this model, we enter A2 features as
main effects, and context features in interactions
with the former, allowing for differential weight
assignment to the same A2 features depending on
the values of the context features.

4.1 Logistic Regression

Logistic regression models (LRMs) are general-
ized linear models that describe the relationship
between features (independent variables) and a bi-
nary outcome (Agresti, 2002). LRMs are closely
related to Maximum Entropy models, which have
performed well in many NLP tasks. A major ad-
vantage of using logistic regression as a super-
vised machine learning framework (as opposed to
other, possibly better performing approaches) is
that the learned coefficients are easy to interpret
and assess in terms of their statistical significance.
The logistic regression equations specify the prob-
ability for a particular answer candidate A2 being
correct, depending on the β coefficients (repre-
senting the contribution of each feature to the total
answer correctness score), and the feature values
x1, . . . , xk. In our setting, we are only interested
in the rank of each A2 among all answer candi-
dates, which can be easily and efficiently calcu-
lated through the linear part of the LRM: score
= β1x1 + . . .+ βkxk.

FU Q typology is implicitly modeled by inter-
action terms, given by the product of an A2 fea-
ture and a context feature. An interaction term
provides an extra β to assign a differential weight
to an A2 feature depending on the value(s) of a
context feature. In the simplest case of interaction
with a binary 0-1 feature, the interaction β weight
is only added when the binary feature has the 1-
value.

As described in (Kirschner, 2010), we esti-
mate the model parameters (the beta coefficients
β1, . . . , βk) using maximum likelihood estima-
tion. Moreover, we put each model we construct
under trial by using an iterative backward elimina-
tion procedure that keeps removing the least sig-
nificant predictor from the model until a specific
stopping criterion that takes into account the sta-
tistical goodness of fit is satisfied. All the results
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we report below are obtained with models that un-
derwent this trimming procedure.

There is a potential pitfall when using multi-
ple regression models such as LRMs with multi-
collinear predictors, i.e., predictors that are inter-
correlated, such as our alternative implementa-
tions of inter-utterance string similarity. In such
situations, the model may not give valid results
about the importance of the individual predictors.
In this paper, we use PCA to circumvent the prob-
lem by combining potentially multicollinear pre-
dictors to completely uncorrelated PC-based pre-
dictors.

In the following three sections, we describe the
different types of information that are the basis for
our features.

4.2 BoB dialogue management meta-data

When BoB interacts with a user, it keeps log files
of the IQA dialogue. First of all, these logs in-
clude a timed protocol of user input and BoB’s
responses: the user and system utterances are the
literal part of the information. On the other hand,
BoB also logs two dimensions of meta informa-
tion, both of which are based on BoB’s internal
status of its dialogue management routine. This
routine is based on a main initiative-response loop,
mapping user input to some canned-text answer,
where the user input should be matched by (at
least) one of a set of hand-devised regular expres-
sion question patterns.

Sub-dialogues Whenever BoB asks a system-
initiated question, the main loop is suspended, and
the system goes into a sub-dialogue state, where it
waits for a specific response from the user – typ-
ically a short answer indicating the user’s choice
about one of the options suggested by BoB. The
next user input is then matched against a small
number of regular expression patterns specifically
designed for the particular system-intiative ques-
tion at hand. Depending on this user input, the
sub-dialogue can:
Continue: the user input matched one of the
regular expression patterns intended to capture
possible user choices
Break: the user broke the sub-dialogue by en-
tering something unforeseen, e.g., a new question

The first two parts of Table 4 give an overview
of the statistics of BoB’s dialogue management-
based meta information concerned with sub-
dialogue status. Besides continue and break, for

Q1 we consider also a third, very common case
that a user question was not uttered in a sub-
dialogue setting at all. Note that we excluded from
our data collection all those cases where Q2 con-
tinues a sub-dialogue from our collection of IQA
dialogues, since we do not consider such Q2s as
FU Qs, as they are highly constrained by the pre-
vious dialogue.

Apology responses The third part of Table 4
gives statistics of whether a particular system re-
sponse A1 was an apology message stating that
BoB did not understand the user’s input, i.e., none
of BoB’s question patterns matched the user ques-
tion.

4.3 Manual dialogue annotation

We now turn to the meta information in BoB dia-
logue data that stems from post-hoc human anno-
tation. For a portion of BoB’s log files, we added
up to two additional levels of meta information, by
annotating the log files after they were collected.3

The following paragraphs explain the individ-
ual levels of annotation by giving the correspond-
ing annotator instructions; Table 5 contains an
overview of the corresponding features. First of
all, we annotated FU Qs with their FU Q type.
Our choice of the particular four levels of the
FUQtype feature was influenced by the following
literature literature: from (De Boni and Manand-
har, 2005) and (Yang et al., 2006) we adopted the
distinction between topic shift and topic continua-
tion, while from (Bertomeu et al., 2006) we took
the notions of rephrases and context dependency.
Our annotation scheme is described in Figure 1;
note that topic continuations have three sub-types,
which are spelled out below.

FUQtype = isTopicShift: marks a FU Q
as a topic shift based on an intuitive notion of
whether the FU Q “switches to something com-
pletely different”.

FUQtype = isRephrase: marks whether
the FU Q is an attempt to re-formulate the same
question. The FU Q could be a literal repetition of
the previous question, or it could be a rephrasing.

FUQtype = isContextDepentFUQ:
marks whether the FU Q needs to be consid-
ered along with some information provided by

3All annotations were performed by either one of the au-
thors.
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the dialogue context in order to be correctly
understood.

FUQtype = isFullySpecifiedFUQ:
marks whether the FU Q does not need any
information from the dialogue context in order to
be correctly understood.

The second level of hand-annotation concerns a
manual check of the correctness of A1. It is avail-
able for 1,179 of our 1,522 snippets.

A1.isAnswer.correct: marks whether the
system response is correct for the given question.

A1.isApology.correct: marks whether
BoB’s apology message is correct for the given
question.

4.4 Shallow/deep inter-utterance relations
We exploit shallow features, which measure the
similarity between two utterances within a snip-
pet, and deep features, which encode coherence
between two utterances based on linguistic the-
ory. For each feature we will use names encoding
the utterances involved; e.g., distsim.A1.Q2
stands for the Distributional Similarity feature cal-
culated between A1 and Q2.

Shallow features The detailed description of all
the shallow features we used in our experiments
can be found in (Kirschner et al., 2009). The in-
tuition is that a high similarity between Q and A
tends to indicate a correct answer, while in the
case of high similarity between the dialogue con-
text and the FU Q, it indicates a “topic continua-
tion” FU Q (as opposed to a “topic shift” FU Q),
and thus helps discriminating these two classes of
FU Qs.
Lexical Similarity (lexsim): If

two utterances share some terms, they are simi-
lar; the more discriminative the terms they share,
the more similar the utterances. Implements a TF-
IDF-based similarity metric. Distributional
Similarity (distsim.svd): Two utter-
ances are similar not only if they share the same
terms, but also if they share similar terms (e.g.,
book and journal). Term similarity is estimated
on a corpus, by representing each content word
(noun, verb, adjective) as a vector that records
its corpus co-occurrence with other content words
within a 5-word span. Action sequence
(action): Based on the notion that in our help-
desk setting we are dealing with task-based dia-

logues, which revolve around library-related ac-
tions (e.g., “borrow”, “search”). The action fea-
ture indicates whether two utterances contain the
same action.

Deep features These features encode different
theories of discourse and dialogue coherence. Re-
fer to (Bernardi et al., 2010) for a full description
of all deep features we used experimentally, along
with more details on the underlying linguistic the-
ories, and our implementation choices for these
features.

We introduce a four-level feature, center,
that encodes the four transitions holding between
adjacent utterances that Centering Theory de-
scribes (Brennan et al., 1987; Grosz et al., 1995).
Somewhat differently from that classic theory,
(Sun and Chai, 2007) define the transitions de-
pending on whether both the head and the modi-
fier of the Noun Phrases (NP) representing the pre-
ferred centers4 are continued (cont) or switched
(rough shift: roughSh) betweenQ1 andQ2. The
remaining two transitions are defined in similar
terms.

4.5 PCA-based context classification features

Principal Component Analysis (PCA) (Manly,
2004) is a statistical technique for finding patterns
in high-dimensional data, or for reducing their di-
mensionality. Intuitively, PCA rotates the axes of
the original data dimensions in such a way that
few of the new axes already cover a large portion
of the variation in the data. These few new axes
are represented by the so-called principal compo-
nents (PCs). We employ this technique as a tool
for combining a multitude of potentially multi-
collinear predictors for context classification, i.e.,
all predictors that involve Q2 and some preceding
utterance. In our experiments we will also want to
look at the correlations of each of the top PCs with
the original context classification features; these
correlations are called loadings in PCA. We exper-
iment with the following three versions of PCA:

PCAA: without BoB dialogue management
meta-data features PCA performed over all
context classification features of the shallow and
deep types described in Section 4.4.

4Centers are noun phrases. The syntactic structure of a
noun phrase comprises a head noun, and possibly a modi-
fier, e.g., an adjective. We use a related approach, described
in (Ratkovic, 2009), to identify the preferred center of each
question.
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PCAB: with BoB dialogue management meta-
data features PCAA plus BoB’s dialogue-
management meta-data features (Section 4.2).

PCAC: with BoB dialogue management meta-
data features and manual A1 correctness check
PCAB plus additional manual annotation of A1

correctness (Section 4.3).

5 Evaluation

We employ a standard 10-fold cross-validation
scheme for splitting training and prediction data.
We assess our LRMs by comparing the ranks that
the models assign to the gold-standard correct A2

candidate (i.e., the single A2 that our library do-
main experts had marked as correct for each of the
1,522 FU Qs). To determine whether differences
inA2 ranking performance are significant, we con-
sult both the paired t-test and the Wilcoxon signed
rank test about the difference of the 1,522 ranks.

5.1 Approximating hand-annotated FU Q
types with PCA-based features

We begin the evaluation of our approach by ex-
ploring the value of the hand-annotation-based FU
Q type as cues for expressing the relevance and
topical relatedness of that particular FU Q’s dia-
logue context.

For this purpose, we use the subset of 417
dialogue snippets which we annotated with the
FUQtype feature described in the first half of Ta-
ble 5. Figure 1 depicts our FU Q type taxonomy,
and the distribution of the four types in our data.

First of all, for this hand-annotated subset of di-
alogue snippets, we try to improve the A2 ranking
results of a “main effects only” baseline LRM,
i.e., a model which does not distinguish between
different FU Q types. This baseline model was
proposed in earlier work (Kirschner et al., 2009).
We tried the following features as interaction
term(s) in our models, one after the other: whether
the hand-annotated FUQType feature indicates a
topic shift or not; the full four levels of FUQType;
a linear combination of the top five PCs of each of
the three PCA feature sets introduced in Section
4.5. After applying our automatic predictor elimi-
nation routine described in Section 4.1 and evalu-
ating the A2 ranking results of each of these mod-
els, none of the interactive models significantly
outperform our baseline. PCA-based context clas-
sification using only fully automatic BoB meta in-
formation features (PCAB in Section 4.5) results

in the largest improvement over baseline; however,
this improvement does not reach statistical signifi-
cance, most likely due to the small data set of only
417 cases. Still, using the hand-annotated FU Q
type feature FUQType, we can visualize how the
top PCs cluster the 417 FU Qs, and how this clus-
tering mirrors some of the distinctions of manually
assigned FU Q types: see Figure 2. E.g., plotting
the FU Qs along their PC1 and PC2 values seems
to mimic the annotator’s distinction between topic
shift FU Qs and the other three FU Q types. The
other pairs of PCs also appear to show certain clus-
ters. Overall, the automatic context classification
features that served as input to the PCA are useful
for describing different context-related behaviors
of different FU Qs.

5.2 Optimizing A2 ranking scores using
PCA-based features

Having shown the usefulness (in terms of assign-
ing high ranks to the gold-standard correct A2) of
FU Q classification via a PCA-based combination
of purely automatic context classification features,
we can now consider the full sample of 1,522 di-
alogue snippets described in Section 3, for which
we do not in general possess manual FU Q type
annotations.

The first row of Table 1 shows the A2 ranking
results of our baseline LRM. In the remainder of
the table, we compare this baseline model to three
different models which use a linear combination
of different versions of the top five PCs as interac-
tion terms. The three versions (A, B and C) were
introduced in Section 4.5.

5.3 Analysis of PC-based context features
The main goal of this paper is to devise an empiri-
cally motivated typology of FU Qs, under consid-
eration of automatically collected dialogue man-
agement meta information. We then want to show
how this new typology is effective for finding the
correct answer to a specific FU Q, in that for the
given FU Q it indicates the relevance and top-
ical relatedness of the question’s particular dia-
logue context. In Section 5.2 we have seen how
all PCA-based context classification features per-
form clearly better than a non-interactive baseline
model; more specifically, the top five PCs from
the PCAB scheme yield significantly better A2

ranking results than the PCAA scheme which does
not consider BoB dialogue management meta-data
features. Based on these results, we now look in
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Model ID Interaction terms Mean rank Median rank Standard p (Paired p (Wilcoxon
correct A2 correct A2 dev. t-test) signed rank)

baseline none 48.72 14 69.35
PCAA PC1 + . . .+ PC5 44.25 12 64.58 < 0.0001 < 0.0001
PCAB PC1 + . . .+ PC5 42.72 12 62.53 0.0006 0.0087
PCAC PC1 + . . .+ PC5 42.87 12 62.94 not sig. not sig.

Table 1: Improving ranking of correct A2 (out of 306 answer candidates) with different PCA-based
interaction terms. Significance tests of rank differences wrt. result in preceding row.

more detail at the relevance of the top five PC fea-
tures in PCAB , and at their most important load-
ings, i.e., the original context classification fea-
tures that are most highly correlated with the value
of each particular PC. After running our predic-
tor elimination routine, the corresponding LRM
has kept three of these five top PCs as interaction
terms: PC1, PC2 and PC5. Table 2 describes the
top three positive and top three negative loadings
of these PCs. The table also shows how in model
PCAB , each of the interaction terms correspond-
ing to the three PCs influences the score that is cal-
culated for everyA2 candidate, either positively or
negatively.

Interpreting the results of Table 2 on a high,
dialogue-specific level, we draw the following
conclusions:

PC1 seems to capture a rather general distinc-
tion of topic shift versus topic continuation. A
FU Q with high lexical similarity to the preced-
ing utterances (i.e., a “topic continuation”) should
preferably get an A2 with higher lexical similar-
ity with respect to both A1 and Q2. In this con-
text, “topic shift” is partly described by a feature
from Centering Theory, and two of BoB’s dia-
logue management meta-data features.

PC2 shows relatively weak positive correlations
with any context classification features. On the
negative end, PC2 seems to describe a class of FU
Qs that are uttered after a Q1 that did neither con-
tinue nor exit a sub-dialogue. Also,A1 was a regu-
lar system answer (as opposed to an apology mes-
sage by BoB). Such FU Qs can thus be interpreted
as “single shot” questions that a user poses after
their previous question was already dealt with in
A1. Because of the negative loadings, the value of
PC2 becomes negative, resulting in the avoidance
of any A2 that is highly similar to the preceding
A1.

PC5 distinguishes FU Qs that are mostly related
to the previous answer from those that are more
related to the previous question. Depending on
whether PC5 turns positive or negative, A2s are
preferred that are more similar to A1 or Q2, re-
spectively. Q1.Q2 similarity is determined by both
lexical similarity and Centering Theory features.

6 Conclusion

In this paper we have experimentally explored the
problem of FU Q types and their corresponding
answer identification strategies. The first result is
that our hand-annotated FU Q types did not sig-
nificantly improveQ2 answering performance (for
the annotated sub-set of 417 snippets). We at-
tribute this negative result in part to the difficulty
of the 4-level FU Q type annotation task. On the
other hand, we believe it is encouraging that with
purely automatic features for context classifica-
tion, combined through PCA, we significantly out-
performed our baseline. Adding BoB’s dialogue
management meta information – which is also au-
tomatically available when using our dialogue col-
lection scheme – for context classification helped
improve the scores even further. We analyzed the
top loadings of three PCs that our best-performing
LRM uses for FU Q type classification. We used
PCA both for circumventing the problem of mul-
ticollinear predictors in LRM, and as a diagnostic
tool to analyze the most important components of
automatically combined FU Q classification fea-
tures. Finally, a potentially difficult and cumber-
some manual annotation of the correctness of the
previous system answer A1 did not improve A2

ranking performance.
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Q1 where in the library can i find books
A1 Most of our holdings are accessible in the open-shelves area. In the repository we only keep

some older volumes of journals or the outsize stuff.
Q2 shelf mark
A2 Shelf marks are a combination of letters and numbers, which exactly define the location of a

book in a Library. If you find a book or a journal in the catalogue, you also see the shelf mark.
The shelf marks of the University Library consist of an alphanumeric code (e.g. ES 560 K19).
Would you like to know how you search them?

Q1 When can I return a book?
A1 Books and other media can be consigned at the information desk during the regular opening

hours of the Library. You can also leave them at the book drop located in front of the main
entrance of the university building - 24 hours a day.

Q2 I want to read the newspaper on the computer
A2 If you haven’t got a Library Card you can visit the Library to read books, journals or newspapers.

If you want to borrow something or use the other services we offer you should get a Library Card.
Do you want to know how it works?

Q1 i need the opac
A1 Here (. . . ) is the page with our OPAC for you. You can search the complete holdings of the

Library.
Q2 where is the advisory service
A2 The University’s Advisory Service provides an information service for prospective students who

would like to know more about which degree course to study. It also provides a support service
for enrolled students during their entire time at the University. You can get further information
from this (. . . ) site.

Table 3: Example dialogue snippets with correctly identified A2

Feature name Freq. Description
Q1.bob.contSubdial 7.6% Q1 continues system-initiated sub-dialogue
Q1.bob.breakSubdial 9.6% Q1 breaks out of system-initiated sub-dialogue
Q1.bob.noSubdial 82.9% BoB not in sub-dialogue mode when Q1 was uttered
Q2.bob.breakSubdial 13.6% Q2 breaks out of system-initiated sub-dialogue
Q2.bob.noSubdial 86.4% BoB not in sub-dialogue mode when Q2 was uttered
A1.bob.isAnswer 75.6% A1 is regular answer retrieved by BoB
A1.bob.isApology 24.4% A1 is apology message: BoB did not understand

Table 4: BoB dialogue management meta information. Proportions out of those 1,441 of total 1,522
snippets for which this information was logged.

Feature name Freq. Description
FUQtype=isTopicShift 40.0% (of 417) Q2 is topic shift
FUQtype=isRephrase 19.2% (of 417) Q2 is rephrasing of Q1

FUQtype=isContextDepentFUQ 6.5% (of 417) Q2 is context dependent
FUQtype=isFullySpecifiedFUQ 34.3% (of 417) Q2 is not context dependent
A1.isAnswer.correct 66.5% (of 1,179) BoB’s regular answer A1 is correct
A1.isAnswer.false 19.0% (of 1,179) BoB’s regular answer A1 is false
A1.isApology.correct 1.3% (of 1,179) BoB’s apology message A1 is correct
A1.isApology.false 13.2% (of 1,179) BoB’s apology message A1 is false

Table 5: Manual annotation meta information. Proportions out of those sub-sets of total 1,522 snippets
with available annotation.
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Abstract

This paper presents a comparison of two
similar dialogue analysis tasks: segment-
ing real-life medical team meetings into
patient case discussions, and segment-
ing scenario-based meetings into topics.
In contrast to other methods which use
transcribed content and prosodic features
(such as pitch, loudness etc), the method
used in this comparison employs only the
duration of the prosodic units themselves
as the basis for dialogue representation. A
concept of Vocalisation Horizon (VH) al-
lows us to treat segmentation as a clas-
sification task where each instance to be
classified is represented by the duration
of a talk spurt, pause or speech overlap
event in the dialogue. We report on the re-
sults this method yielded in segmentation
of medical meetings, and on the implica-
tions of the results of further experiments
on a larger corpus, the Augmented Multi-
party Meeting corpus, to our ongoing ef-
forts to support data collection and infor-
mation retrieval in medical team meetings.

1 Introduction

As computer mediated communication becomes
more widespread, and data gathering devices start
to make their way into the meeting rooms and the
workplace in general, the need arises for mod-
elling and analysis of dialogue and human com-
municative behaviour in general (Banerjee et al.,
2005). The focus of our interest in this area is
the study of multi-party interaction at Multidis-
ciplinary Medical Team Meeting (MDTMs), and
the eventual recording of such meetings followed
by indexing and structuring for integration into
electronic health records. MDTMs share a num-
ber of characteristics with more conventional busi-

ness meetings, and with the meeting scenarios tar-
geted in recent research projects (Renals et al.,
2007). However, MDTMs are better structured
than these meetings, and more strongly influenced
by the time pressures placed upon the medical pro-
fessionals who take part in them (Kane and Luz,
2006).

In order for meeting support and review systems
to be truly effective, they must allow users to effi-
ciently browse and retrieve information of interest
from the recorded data. Browsing in these media
can be tedious and time consuming because con-
tinuous media such as audio and video are difficult
to access since they lack natural reference points.
A good deal of research has been conducted on in-
dexing recorded meetings. From a user’s point of
view, an important aspect of indexing continuous
media, and audio in particular, is the task of struc-
turing the recorded content. Banerjee et al. (2005),
for instance, showed that users took significantly
less time to retrieve answers when they had access
to discourse structure annotation than in a control
condition in which they had access only to unan-
notated recordings.

The most salient discourse structure in a meet-
ing is the topic of conversation. The content within
a given topic is cohesive and should therefore be
viewed as a whole. In MDTMs, the meeting con-
sists basically of successive patient case discus-
sions (PCDs) in which the patient’s condition is
discussed among different medical specialists with
the objective of agreeing diagnoses, making pa-
tient management decisions etc. Thus, the individ-
ual PCDs can be regarded as the different “topics”
which make up an MDTM (Luz, 2009).

In this paper we explore the use of a content-
free approach to the representation of vocalisation
events for segmentation of MDTM dialogues. We
start by extending the work of Luz (2009) on a
small corpus of MDTM recordings, and then test
our approach on a larger dataset, the AMI (Aug-
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mented Multi-Party Interaction) corpus (Carletta,
2007). Our ultimate goal is to analyse and apply
the insights gained on the AMI corpus to our work
on data gathering and representation in MDTMs.

2 Related work

Topic segmentation and detection, as an aid to
meeting information retrieval and meeting index-
ing, has attracted the interest of many researchers
in recent years. The objective of topic segmenta-
tion is to locate the beginning and end time of a
cohesive segment of dialogue which can be sin-
gled out as a “topic”. Meeting topic segmentation
has been strongly influenced by techniques devel-
oped for topic segmentation in text (Hearst, 1997),
and more recently in broadcast news audio, even
though it is generally acknowledged that dialogue
segmentation differs from text and scripted speech
in important respects (Gruenstein et al., 2005).

In early work (Galley et al., 2003), meeting
annotation focused on changes that produce high
inter-annotator agreement, with no further specifi-
cation of topic label or discourse structure. Cur-
rent work has paid greater attention to discourse
structure, as reflected in two major meeting cor-
pus gathering and analysis projects: the AMI
project (Renals et al., 2007) and the ICSI meet-
ing project (Morgan et al., 2001). The AMI cor-
pus distinguishes top-level and functional topics
such as “presentation”, “discussion”, “opening”,
“closing”, “agenda” which are further specified
into sub-topics (Hsueh et al., 2006). Gruenstein
et al. (2005) sought to annotated the ICSI cor-
pus hierarchically according to topic, identifying,
in addition, action items and decision points. In
contrast to these more general types of meetings,
MDTMs are segmented into better defined units
(i.e. PCDs) so that inter-annotator agreement on
topic (patient case discussion) boundaries is less of
an issue, since PCDs are collectively agreed parts
of the formal structure of the meetings.

Meeting transcripts (either done manually or
automatically) have formed the basis for a num-
ber of approaches to topic segmentation (Galley
et al., 2003; Hsueh et al., 2006; Sherman and Liu,
2008). The transcript-based meeting segmentation
described in (Galley et al., 2003) adapted the un-
supervised lexical cohesion method developed for
written text segmentation (Hearst, 1997). Other
approaches have employed supervised machine
learning methods with textual features (Hsueh et

al., 2006). Prosodic and conversational features
have also been integrated into text-based represen-
tations, often improving segmentation accuracy
(Galley et al., 2003; Hsueh and Moore, 2007).

However, approaches that rely on transcription,
and sometimes higher-level annotation on tran-
scripts, as is the case of (Sherman and Liu, 2008),
have two shortcomings which limit their applica-
bility to MDTM indexing. First, manual transcrip-
tion is unfeasible in a busy hospital setting, and
automatic speech recognition of unconstrained,
noisy dialogues falls short of the levels of accu-
racy required for good segmentation. Secondly,
the contents of MDTMs are subject to stringent
privacy and confidentiality constraints which limit
access to training data. Regardless of such appli-
cation constraints, some authors (Malioutov et al.,
2007; Shriberg et al., 2000) argue for the use of
prosodic features and other acoustic patterns di-
rectly from the audio signal for segmentation. The
approach investigated in this paper goes a step fur-
ther by representing the data solely through what
is, arguably, the simplest form of content-free rep-
resentation, namely: duration of talk spurts, si-
lences and speech overlaps, optionally comple-
mented with speaker role information (e.g. medi-
cal speciality).

3 Content-free representations

There is more to the structure (and even the
semantics) of a dialogue than the textual con-
tent of the words exchanged by its participants.
The role of prosody in shaping the illocution-
ary force of vocalisations, for instance, is well
documented (Holmes, 1984), and prosodic fea-
tures have been used for automatic segmentation
of broadcast news data into sentences and topics
(Shriberg et al., 2000). Similarly, recurring audio
patterns have been employed in segmentation of
recorded lectures (Malioutov et al., 2007). Works
in the area of social psychology have used the sim-
ple conversational features of duration of vocalisa-
tions, pauses and overlaps to study the dynamics
of group interaction. Jaffe and Feldstein (1970)
characterise dialogues as Markov processes, and
Dabbs and Ruback (1987) suggest that a “content-
free” method based on the amount and structure
of vocal interactions could complement group in-
teraction frameworks such as the one proposed
by Bales (1950). Pauses and overlap statistics
alone can be used, for instance, to characterise
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the differences between face-to-face and telephone
dialogue (ten Bosch et al., 2005), and a corre-
lation between the duration of pauses and topic
boundaries has been demonstrated for recordings
of spontaneous narratives (Oliveira, 2002).

These works provided the initial motivation for
our content-free representation scheme and the
topic segmentation method proposed in this paper.
It is easy to verify by inspection of both the corpus
of medical team meetings described in Section 4
and the AMI corpus that pauses and vocalisations
vary significantly in duration and position on and
around topic boundaries. Table 1 shows the mean
durations of vocalisations that initiate new topics
or PCDs in MDTMs and the scenario-based AMI
meetings, as well as the durations of pauses and
overlaps that surround it (within one vocalisation
event to the left and right). In all cases the dif-
ferences were statistically significant. These re-
sults agree with those obtained by Oliveira (2002)
for discourse topics, and suggest that an approach
based on representing the duration of vocalisa-
tions, pauses and overlaps in the immediate con-
text of a vocalisation might be effective for auto-
matic segmentation of meeting dialogues into top-
ics or PCDs.

Table 1: Mean durations in seconds (and standard
deviations) of vocalisation and pauses on and near
topic boundaries in MDTM and AMI meetings.

Boundary Non-boundary t-test
AMI vocal. 5.3 (8.2) 1.6 (3.5) p < .01
AMI pauses 2.6 (4.9) 1.2 (2.8) p < .01
AMI overlaps 0.4 (0.4) 0.3 (0.6) p < .01
MDTM vocal. 12.0 (15.5) 8.1 (14.7) p < .05
MDTM pauses 9.7 (12.7) 8.2 (14.8) p < .05

We thus conceptualise meeting topic segmenta-
tion as a classification task approachable through
supervised machine learning. A meeting can
be pre-segmented into separate vocalisations (i.e.

talk spurts uttered by meeting participants) and si-
lences, and such basic units (henceforth referred
to as vocalisation events) can then be classified
as to whether they signal a topic transition. The
basic defining features of a vocalisation event are
the identity of the speaker who uttered the vocali-
sation (or speakers, for events containing speech
overlap) and its duration, or the duration of a
pause, for silence events. However, identity la-
bels and interval durations by themselves are not
enough to enable segmentation. As we have seen
above, some approaches to meeting segmentation
complement these basic data with text (keywords
or full transcription) uttered during vocalisation
events, and with prosodic features. Our proposal
is to retain the content-free character of the ba-
sic representation by complementing the speaker
and duration information for an event with data de-
scribing its preceding and succeeding events. We
thus aim to capture an aspect of the dynamics of
the dialogue by representing snapshots of vocali-
sation sequences. We call this general representa-
tion strategy Vocalisation Horizon (VH).

Figure 1 illustrates the basic idea. Vocalisa-
tion events are placed on a time line and com-
bine utterances produced by the speakers who took
part in the meeting. These events can be labelled
with nominal attributes (s1, s2, . . .) denoting the
speaker (or some other symbolic attribute, such as
the speaker’s role in the meeting). Silences (gaps)
and group talk (overlap) can either be assigned re-
served descriptors (such as “Floor” and “Group”)
or regarded as separate annotation layers. The
general data representation scheme for, say, seg-
ment v would involve a data from its left context
(v1̄, v2̄, v3̄, . . .) and its right context (v1, v2, v3, . . .)
in addition to the data for v itself. These can be a
combination of symbolic labels (in Figure 1, for
instance, s1 for the current speaker, s3, s2, s1, . . .
for the preceding events and s3, s2, s3, . . . for the
following events), durations (d, d1̄, d2̄, d3̄, . . . etc)

334



Speaker diarisation

...or

word-level
transcript.

Turn segm.
by speaker

topic-level
annotation

Classifier
induction

... dgds ...

Topic boundary detection 

Speech signal
...
......

Topic markers

Figure 2: Meeting segmentation processing archi-
tecture.

and gaps or overlaps g1̄, g2̄, g3̄, . . . , g1, g2, g3, . . .
etc). Specific representations depend on the type
of annotation available on the speech data and on
the nature of the meeting. Sections 4 and 5 present
and assess various representation schemes.

The general processing architecture for meeting
segmentation assumed in this paper is shown in
Figure 2. The system will received the speech sig-
nal, possibly on a single channel, and pre-segment
it into separate channels (one per speaker) with
intervals of speech activity and silence labelled
for each stream. Depending on the quality of the
recording and the characteristics of the environ-
ment, this initial processing stage can be accom-
plished automatically through existing speaker di-
arisation methods — e.g. (Ajmera and Wooters,
2003). In the experiments reported below man-
ual annotation was employed. In the AMI cor-
pus, speaker and speech activity annotation is done
on the word level and include transcription (Car-
letta, 2007). We parsed these word-level labels,
ignoring the transcriptions, in order to build the
content-free representation described above. Once
the data representation has been created it is then
used, along with topic boundary annotations, to
train a probabilistic classifier. Finally, the topic
detection module uses the models generated in the
training phase to hypothesise boundaries in unan-
notated vocalisation event sequences and, option-
ally, performs post-processing of these sequences
before returning the final hypothesis. These mod-
ules are described in more detail below.

4 MDTM Segmentation

The MDTM corpus was collected over a period of
three years as part of a detailed ethnographic study
of medical teams (Kane and Luz, 2006). The cor-
pus consists in 28 hours or meetings recorded in
a dedicated teleconferencing room at a major pri-
mary care hospital. The audio sources included a
pressure-zone microphone attached to the telecon-
ferencing system and a highly sensitive directional

microphone. Video was gathered through two sep-
arate sources: the teleconferencing system, which
showed the participants and, at times, the medi-
cal images (pathology slides, radiology) relevant
to the case under discussion, and a high-end cam-
corder mounted on a tripod. All data were im-
ported into a multimedia annotation tool and syn-
chronised. Of these, two meetings encompassing
54 PCDs were chosen an annotated for vocalisa-
tions (including speaker identity and duration) and
PCD boundaries.

Vocalisation events were encoded as vectors
v = (s, d, s1̄, d1̄, . . . , sn̄, dn̄, s1, d1, . . . , sn, dn),
where the variables are as explained in Section 3.
The speaker labels s, sī and si are replaced, for the
sake of generality, by “role” labels denoting med-
ical specialties, such as “radiologist”, “surgeon”,
“clinical oncologist”, “pathologist” etc. In addi-
tion to these roles, we reserved the special labels
“Pause” (a period of silence between two vocal-
isations by the same speaker), “SwitchingPause”
(pause between vocalisations by different speak-
ers), and “Group” (vocalisations containing over-
laps, i.e. speech by more than one speaker). We set
a minimum duration of 1s for a talk spurt to count
as a speech vocalisation event and a 0.9s minimum
duration for silence period to be a pause. Shorter
intervals (depicted in Figure 1 as the fuzzy ends of
the speech lines on the top of the chart) are incor-
porated into an adjacent vocalisation event.

The segmentation process can be defined as the
process of mapping the set of vocalisation events
V to {0, 1} where 1 represents a topic bound-
ary and 0 represents a non-boundary vocalisation
event. In order to implement this mapping we
employ a Naive Bayes classifier. The conditional
probabilities for the nominal variables (speaker
roles) are estimated on the training set by max-
imum likelihood and combined into multinomial
models, while the continuous variables are log
transformed and modelled through Gaussian ker-
nels (John and Langley, 1995).

These models are used to estimate the probabil-
ity, given by equation (1), of a vocalisation being
marked as a topic boundary given the above de-
scribed data representation, and the usual condi-
tional independence assumptions applies.

P (B = b|V = v) = P (B = b|Sn̄ = sn̄, Dn̄ = dn̄,
. . . , S = s, . . . , Dn = dn)

(1)

The model can therefore be represented as a
simple Bayesian network where the only depen-
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Figure 3: Bayesian model employed for dialogue
segmentation.

dencies are between the boundary variable and
each feature of the vocalisation event, as shown
in Figure 3.

Luz (2009) reports that, for a similar data repre-
sentation, horizons of length 2 < n < 6 produced
the best segmentation results. Following this find-
ing, we adopt n = 3 for all our experiments.
We tested two variants of the representation: Vpd

that discriminated between pause types (pauses,
switching pauses, group pauses, and group switch-
ing pauses), as in (Dabbs and Ruback, 1987), and
Vsp which labelled all pauses equally. The evalua-
tion metrics employed include the standard classi-
fication metrics of accuracy (A), the proportion of
correctly classified segments, boundary precision
(P ), the proportion of correctly assigned bound-
aries among all events marked as topic bound-
aries, boundary recall (R), the proportion of target
boundaries correctly assigned, and the F1 score,
the harmonic mean of P and R.

Although these standard metrics provide an ini-
tial approximation to segmentation effectiveness,
they have been criticised as tools for evaluating
segmentation because they are hard to interpret
and are not sensitive to near misses (Pevzner and
Hearst, 2002). Furthermore, due to the highly un-
balanced nature of the classification task (bound-
ary vocalisation events are only 3.3% of all in-
stances), accuracy scores tend to produce over-
optimistic results. Therefore, to give a fairer
picture of the effectiveness of our method, we
also report values for two error metrics proposed
specifically for segmentation: Pk (Beeferman et
al., 1999) and WindowDiff, or WD, (Pevzner and
Hearst, 2002).

The Pk metric gives the probability that two vo-
calisation events occurring k vocalisations apart
and picked otherwise randomly from the dataset
are incorrectly identified by the algorithm as be-
longing to the same or to different topics. Pk is
computed by sliding two pairs of pointers over the
reference and the hypothesis sequences and ob-

serving whether each pair of pointers rests in the
same or in different segments. An error is counted
if the pairs disagree (i.e. if they point to the same
segment in one sequence and to different segments
in the other).

WD is as an estimate of inconsistencies between
reference and hypothesis, obtained by sliding a
window of length equal k segments over the time
line and counting disagreements between true and
hypothesised boundaries. Like the standard IR
metrics, Pk and WD range over the [0, 1] interval.
Since they are error metrics, the greater the value,
the worse the segmentation.

Table 2: PCD segmentation results for 5-fold cross
validation, horizon n = 3 (mean values).
Threshold Filter Data A P R F1 Pk WD

MAP no Vsp 0.94 0.20 0.21 0.18 0.33 0.44
Vpd 0.95 0.17 0.20 0.16 0.30 0.38

yes Vsp 0.95 0.20 0.16 0.16 0.32 0.38
Vpd 0.95 0.16 0.12 0.13 0.29 0.34

Proport. no Vsp 0.95 0.28 0.28 0.28 0.26 0.36
Vpd 0.95 0.26 0.27 0.26 0.27 0.42

yes Vsp 0.95 0.30 0.22 0.25 0.25 0.31
Vpd 0.95 0.22 0.14 0.17 0.27 0.33

Table 2 shows the results for segmentation of
MDTMs into PCDs under the representational
variants mentioned above and two different thresh-
olding strategies: maximum a posteriori hypothe-
sis (MAP) and proportional threshold. The latter
is a strategy that varies the threshold probability
above which an event is marked as a boundary ac-
cording to the generality of boundaries found in
the training set. The motivation for testing propor-
tional thresholds is illustrated by Figure 4, which
shows a step plot of MAP hypothesis (h) super-
imposed on the true segmentation (peaks repre-
sent boundaries) and the corresponding values for
p(b|v). It is clear that a number of false positives
would be removed if the threshold were set above
the MAP level1 with no effect on the number of
false negatives.

Another possible improvement suggested by
Figure 4 is the filtering of adjacent boundary hy-
potheses. Wider peaks, such as the ones on in-
stances 14 and 172 indicate that two or more
boundaries were hypothesised in immediate suc-
cession. Since this is clearly impossible, a
straightforward improvement of the segmentation

1I.e. p(b|v) > 0.5; above the horizontal line in the centre.
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hypothesis can be achieved by choosing a sin-
gle boundary marker among a cluster of adjacent
ones. This has been done as a post-processing
step by choosing a single event with maximal es-
timated probability within a cluster of adjacent
boundary hypotheses as the new hypothesis.

r
h

1 15 87 110 168 227

14 85 107 142 172 198 228 250

Figure 4: Segmentation profile showing true
boundaries (r), boundaries hypothesised by a MAP
classifier (h) and probabilities (dotted line).

The results suggest that both proportional
thresholding and filtering improve segmentation.
As expected, accuracy figures were generally high
(an uninformative) reflecting the great imbalance
in favour of negative instances and the conser-
vative nature of the classifier. Precision, recall
and F1 (for positive instances only) were also pre-
dictably low, with Vsp under a proportional thresh-
old attaining the best results. However, in meeting
browsing marking the topic boundary precisely is
far less important than retrieving the right text is in
information retrieval or text categorisation, since
the user can easily scan the neighbouring intervals
with a slider (Banerjee et al., 2005). Therefore,
Pk and WD are the most appropriate measures of
success in this task. Here our results seem quite
encouraging, given that they all represent great
improvements over the (rather reasonable) base-
lines of Pk = .46 and WD = .51 estimated by
Monte Carlo simulation as in (Hsueh et al., 2006)
by hypothesising the same proportion of bound-
aries found in the training set. Our results also
compare favourably with some of the best results
reported in the meeting segmentation literature to
date, namely Pk = 0.32 and WD = 0.36, for a lex-
ical cohesion algorithm on the ICSI corpus (Gal-
ley et al., 2003), and Pk = 0.34 and WD = 0.36,
for a maximum entropy approach combining lexi-
cal, conversational and video features on the AMI
corpus (Hsueh et al., 2006).

Although these results are promising, they pose
a question as regards data representation. While

Vpd yielded the best results under MAP, Vsp

worked best overall under a proportional thresh-
old. What is the effect of encoding more detailed
pause and overlap information? Unfortunately, the
MDTM corpus has not been annotated to the level
of detail required to allow in-depth investigation
of this question. We therefore turn to the far larger
and more detailed AMI corpus for our next exper-
iments. In addition to helping clarify the represen-
tation issue, testing our method on this corpus will
give us a better idea of how our method performs
in a more standard topic segmentation task.

5 AMI Segmentation

The AMI corpus is a collection of meetings
recorded under controlled conditions, many of
which have a fixed scenario, goals and assigned
participant roles. The corpus is manually tran-
scribed, and annotated with word-level timings
and a variety of metadata, including topics and
sub-topics (Carletta, 2007). Transcriptions in the
AMI corpus are extracted from redundant record-
ing channels (lapel, headset and array micro-
phones), and stored separately for each partici-
pant. Because timing information in AMI is so
detailed, we were able to create much richer VH
representations, including finer grained pause and
overlap information.

The original XML-encoded AMI data were
parsed and collated to produce our variants of
the VH scheme. We tested four types of VH:
Vv, which includes only vocalisation events; Vg,
which includes only pause and speech over-
lap events; Va, which includes all vocalisations,
pauses and overlaps; and Vr, which is similar to
Vpd in that it includes speaker roles in addition to
vocalisations. Pauses and overlaps were encoded
by the same variable gi, where gi > 0 indicates a
pause gi < 0 an overlap, as shown in Figure 1. Un-
like MDTM, no arbitrary threshold was imposed
on the identification of pause and overlap events.
As before, we tested on a horizon n = 3, in order
to allow comparison with MDTM results.

The training and boundary inference process
also remained as in the MDTM experiment, ex-
cept that the larger amount of meeting data avail-
able enabled us to increase the number of folds for
cross validation so that the results could be tested
for statistical significance.

The error scores and the number of boundaries
predicted for the different representational vari-
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ants, filtering an thresholding strategies are shown
in Table 3. Although all methods significantly
outperformed the baseline scores of Pk = 0.473
and WD = 0.542 (paired t-tests, p < 0.01, for
all conditions), there were hardly any differences
in Pk scores across the different representations,
even when conservative boundary filtering is per-
formed. Filtering, however, caused a significant
improvement for WD in all cases, though the com-
bined effects of proportional thresholding and fil-
tering caused the classifier to err on the side of
underprediction. A 3-way analysis of variance in-
cluding non-filtered scores for proportional thresh-
old resulted in F [4, 235] = 31.82, p < 0.01 for
WD scores. These outcomes agree with the results
of the smaller-scale MDTM segmentation exper-
iment, showing that categorisation based on con-
versational features tend to mark clusters of seg-
ments around the true topic boundary. In addition,
the trend for better performance of proportional
thresholding exhibited in the MDTM data was not
as clearly observed in the AMI data, where only
WD scores were significantly better than MAP
(p < 0.01, Tukey HSD).

Table 3: Segmentation results for 16-fold cross
validation on AMI corpus, horizon n = 3. Cor-
rect number of boundaries in reference is 724.

Threshold Filter Data Pk WD # bound.
MAP no Va 0.270 0.462 3322

Vg 0.278 0.433 1875
Vv 0.273 0.449 3075
Vr 0.271 0.448 3073

yes Va 0.272 0.362 574
Vg 0.277 0.391 851
Vv 0.275 0.358 468
Vr 0.274 0.357 469

Proport. no Va 0.289 0.398 1233
Vg 0.290 0.382 735
Vv 0.293 0.387 1002
Vr 0.293 0.387 1002

yes Va 0.293 0.353 241
Vg 0.290 0.362 383
Vv 0.297 0.350 183
Vr 0.297 0.350 182

It is noteworthy that the finer-grained represen-
tations from which speaker roles were excluded
(Vv, Vg, and Va) yielded segmentation perfor-
mance comparable to the MDTM segmentation
performance under Vsp and Vpd. In fact, adding
speaker role information in Vr did not result in im-
provement for AMI segmentation. Also interest-
ing is the fact that representations based solely on
pause and overlap information also produced good
performance, thus confirming our initial intuition.

5.1 MDTM revisited

Since Vv, Vg and Va seem to perform well with-
out including speaker role information (except for
the current vocalisation’s speaker role) we would
like to see how a similar representation might af-
fect segmentation performance for MDTM. We
therefore tested whether excluding preceding and
following speaker role information from Vsp and
Vpd had a positive impact on PCD segmenta-
tion performance. However, contrary to our ex-
pectations neither of the modified representations
yielded better scores. The best results, achieved
for the modified Vpd under proportional thresh-
olding (PK = 0.27 and WD = 0.34), failed to
match the results obtained with the original repre-
sentation. It seems that the various and more spe-
cialised speaker roles found in medical meetings
can be good predictors of PCD boundaries. For
example: a typical pattern at the start of a PCD
is the recounting of the patient’s initial symptoms
and clinical findings by the registrar in a narrative
style. In AMI, on other hand, the roles are much
fewer, being only acted out by the participants as
part of the given scenario, which might explain the
irrelevance of these roles for segmentation.

5.2 Conclusion

MDTM segmentation differs from topic segmen-
tation of the AMI meetings in that PCDs are more
regular in their occurrence than meeting topics
proper. Speaker role information was also found
to help MDTM segmentation, which was expected
since there are many more very distinct active
speaker roles in MDTM (10 specialties, in total).
Furthermore, Vsp and Vpd represent pauses and
overlaps as reserved roles, so that the information
encoded in Vg and Va as separate variables ap-
pear in the speaker role horizon of Vsp and Vpd.
It is possible that the finer-grained timing annota-
tion of the AMI corpus (including detailed overlap
and pause information unavailable in the MDTM
data) contributed to the relatively good segmen-
tation performance achieved on AMI even in the
absence of speaker role cues. It would be inter-
esting to investigate whether finer pause and over-
lap timings can also improve MDTM segmenta-
tion. This suggests some requirements for MDTM
data collection and pre-processing, such as the use
of individual close-talking and the use of a speech
recogniser to derive word-level timings. We plan
on conducting further experiments in that regard.
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