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Unsupervised Relation Extraction for Automatic Generation of
Multiple-Choice Questions

Naveed Afzal
Research Institute for Information
and Language Processing
University of Wolverhampton
Wolverhampton, UK
n.afzal@wlv.ac.uk

Abstract

In this paper, we investigate an unsupervised approach to
Relation Extraction to be applied in the context of automatic
generation of multiple-choice questions (MCQs). The approach
aims to identify the most important semantic relations in a
document without assigning explicit labels to them in order to
ensure broad coverage, unrestricted to predefined types of
relations. The paper examines three different surface pattern
types, each implementing different assumptions about linguistic
expression of semantic relations between named entities. Our
main findings indicate that the approach is capable of achieving
high precision rates and its enhancement with linguistic
knowledge helps to produce significantly better patterns. The
intended application for the method is an e-learning system for
automatic assessment of students’ comprehension of training
texts; however it can also be applied to other NLP scenarios,
where it is necessary to recognise important semantic relations
without any prior knowledge as to their types.

Keywords
Information Extraction, Relation Extraction, Biomedical
domain, MCQ generation.

1. Introduction

Information Extraction (IE) is an important problem in
many information access applications. The goal is to
identify instances of specific semantic relations between
named entities of interest in the text. As is known from
the literature, Relation Extraction in the biomedical
domain is quite difficult compared to other domains,
such as news domain, due to the inherently complex
nature of its texts: biomedical Named Entities (NEs) are
expressed in various linguistic forms such as
abbreviations, plurals, compounds, coordination,
cascades, acronyms and apposition. Sentences in such
texts are syntactically complex as the subsequent
Relation Extraction phase depends upon the correct
identification of the named entities and correct analysis
of linguistic constructions expressing relations between
them (e.g., [3, 21]).

The main advantage of the approach presented in this
paper is that it can cover a potentially unrestricted range
of semantic relations while most supervised and semi-
supervised approaches can learn to extract only those
relations that have been exemplified in annotated text,

1

Viktor Pekar
Oxford University Press
Great Clarendon St.
Oxford, OX2 6DP, UK

viktor.pekar@oup.com

seed patterns or seed named entities. Moreover, our
approach is suitable in situations where a lot of
unannotated text is available as it does not require
manually annotated text or seeds. These properties of the
method can be useful, specifically, in such applications
as Multiple-Choice Question generation [12] or a pre-
emptive approach in which viable IE patterns are created
in advance without human intervention [20,15].

In the future, we plan to employ the Relation Extraction
method for automatic MCQ generation, where it will be
used to find relations and named entities in educational
texts that are important for testing students’ familiarity
with key facts contained in the texts. In order to achieve
this, we need an IE method that has a high precision and
at the same time works with unrestricted semantic types
of relations (i.e. without reliance on seeds), while recall
is of secondary importance to precision.

2. Related Work

There is a large body of research dedicated to the
problem of extracting relations from general-domain
texts, and from biomedical texts in particular. Most
previous work focused on supervised methods and tried
to both extract relations and assign labels describing their
semantic types [16 and 5, among many others]. As a rule,
these approaches required a manually annotated corpus,
which is very laborious and time-consuming to produce.

Semi-supervised and unsupervised approaches relied on
seeds patterns and/or examples of specific types of
relations [1, 17, 20, and 15]. They often employ
bootstrapping techniques which use a small set of seeds
in order to start the learning process. An unsupervised
approach based on clustering of candidate patterns for
the discovery of the most important relation types among
NEs from a newspaper domain was presented by [6]. In
the biomedical domain, most approaches were supervised
and relied on regular expressions to learn patterns [4],
while semi-supervised approaches exploited pre-defined
seed patterns and cue words [2, 7, 11].

Supervised approaches or those based on manually-
written extraction rules that have been previously used
for Relation Extraction in the biomedical domain are
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inadequate in scenarios where relation types of interest
are not known in advance. In the following section, we
describe our method for finding such relations in an
unsupervised manner.

3. Extraction of candidate patterns

Our general approach to the discovery of interesting
extraction patterns consists of two main stages: (i) the
construction of potential patterns from an unannotated
domain corpus and (ii) their relevance ranking.

3.1 Pre-processing steps

The first step in constructing candidate patterns is to
perform part-of-speech tagging and NE recognition in an
unannotated domain corpus. To do that, we employed the
Genia' tagger. The Genia tagger tags the following five
types of biomedical named entities: Protein, DNA, RNA,
Cell Type, and Cell Line. The Genia PoS tagger has been
reported to achieve over 96% accuracy on a general
corpus (Wall Street Journal) and over 98% on the
biomedical Genia corpus [18, 19].

3.2 Linguistic types of patterns

Once the training corpus has been tagged with the Genia
tagger, the process of pattern building takes place. Its
goal is to identify which NEs are likely to be
semantically related to each other. The procedure for
constructing candidate patterns is based on the idea that
important semantic relations are expressed with the help
of recurrent linguistic constructions, and these
constructions can be recognised by examining sequences
of content words (nouns, verbs, adjectives and adverbs)
appearing between NEs. To find such constructions, we
impose a limit on the number of content words
intervening between two NEs. We experimented with
different thresholds and finally settled on minimum one
content word and maximum three content words to be
extracted between two NEs. The reason for introducing
this condition is that if there are no content words
between two NEs then, although some relation might
exist between them, it is likely to be a very abstract
grammatical relation. For example, in “X of Y” there is a
relation between X and Y, but the phrase does not
explicitly express any domain-specific knowledge. On
the other hand, if there are too many content words
intervening between two NEs, then it is likely they are
not related at all. We build patterns using this approach
and store each pattern along with its frequency in a
database. In this paper we describe experiments with
three different pattern types:

1. Untagged word patterns
2. PoS-tagged word patterns

! http://www-tsujii.is.s.u tokyo.ac.jp/GENIA/tagger/

3. Verb-centred patterns

Untagged word patterns consist of named entities and
the content words intervening between them. The reason
for choosing these different types of surface patterns is
that verbs typically express semantic relations between
nouns that are used as their arguments. Some examples
of untagged word patterns along with their frequencies
are shown in Table 1. Table 2 (PoS-tagged word
patterns) contains the PoS of each content word, while
Table 3 (verb-centred patterns) contains patterns where
the presence of a verb is compulsory in each pattern. We
require the presence of a verb in the verb-based patterns
as verbs are the main predicative class of words,
expressing specific semantic relations between two
named entities.

Table 1: Examples of untagged word patterns

Patterns Frequency
PROTEIN activation PROTEIN 53
DNA contain DNA 46
PROTEIN bind DNA 39
CELL_TYPE express PROTEIN 31
Table 2: Examples of PoS-tagged patterns
Patterns Frequency
PROTEIN activation n PROTEIN 53
PROTEIN include_v PROTEIN 43
PROTEIN activate v PROTEIN 32
DNA encode_v PROTEIN 27
Table 3: Examples of verb-centred patterns
Patterns Frequency
PROTEIN bind_v DNA 39
PROTEIN induce_v PROTEIN 29
PROTEIN express v CELL_TYPE 19
PROTEIN stimulate v CELL LINE 11

Moreover, in the pattern building phase, patterns
containing passive forms of the verb like:

PROTEIN be_v express_v CELL_TYPE
are converted into the active voice form of the verb:
CELL_LINE express_v PROTEIN

Because such patterns were taken to express a similar
semantic relation between NEs, passive to active
conversion was carried out in order to relieve the
problem of data sparseness: it helped to increase the
frequency of unique patterns and reduce the total number
of patterns. For the same reason, negation expressions
(not, does not, etc) were also removed from the patterns
as they express a semantic relation between NEs
equivalent to one expressed in patterns where a negation
particle is absent.

4. Pattern Ranking

After candidate patterns have been constructed, the next
step is to rank the patterns based on their significance in
the domain corpus. The ranking method we use requires



a general corpus that serves as a source of examples of
pattern use in domain-independent texts. To extract
candidates from the general corpus, we treated every
noun as a potential named-entity holder and the
candidate construction procedure described above was
applied to find potential patterns of the three different
types in the general corpus. In order to score candidate
patterns for domain-relevance, we measure the strength
of association of a pattern with the domain corpus as
opposed to the general corpus. The patterns are scored
using the following methods for measuring the
association between a pattern and the domain corpus:
Information Gain (IG), Information Gain Ratio (IGR),
Mutual  Information (MI), Normalised Mutual
Information (NMI)?, Log-likelihood (LL) and Chi-
Square (CHI). These association measures were included
in the study as they have different theoretical principles
behind them: IG, IGR, MI and NMI are information-
theoretic concepts while LL and CHI are statistical tests
of association.

Information Gain measures the amount of information
obtained about domain specialisation of corpus C, given
that pattern p is found in it.

IG(p,c)= > > P(g.d)log

defc.cigeip.p'}

P(g9.d)
P(g)P(d)

where p is a candidate pattern, ¢ — the domain corpus, p'
— a pattern other than p, ¢' — the general corpus, P(C) —
the probability of ¢ in “overall” corpus {c,C'}, and P(p) —
the probability of p in the overall corpus.

Information Gain Ratio aims to overcome one
disadvantage of IG consisting of the fact that IG grows
not only with the increase of dependence between p and
C, but also with the increase of the entropy of p. IGR
removes this factor by normalizing IG by the entropy of
the patterns in the corpora:

IG , C
IGR (p.c) = — S F?}((gg)log) P (g)

g dp.p

Pointwise Mutual Information between corpus ¢ and
pattern p measures how much information the presence
of p contains about c, and vice versa:

P(p.,c)
P(p)P (c)
Chi-Square and Log-likelihood are statistical tests which

work with frequencies and rank-order scales, both
calculated from a contingency table with observed and

M (p.c) = log

2 Mutual Information has a well-known problem of being
biased towards infrequent events. To tackle this problem, we
normalised the MI score by a discounting factor, following
the formula proposed in [9].

expected frequency of occurrence of a pattern in the
domain corpus. Chi-Square is calculated as follows.

Xz(p,C)= z (Od*Ed)z

de {c,c'} E d
where O is the observed frequency of p in domain and
general corpus respectively and E is the expected
frequency of p in two corpora.

Log-likelihood is calculated according to the following
formula:

LL (p.,c) = Z(O,log [cé—‘]-%—ozlog [22]]

where O; and O, are observed frequencies of p in the
domain and general corpus respectively, while E; and E,
are its expected frequency values in the two corpora.

In addition to these six measures, we introduce a meta-
ranking method that combines the scores produced by
several individual association measures, in order to
leverage agreement between different association
measures and downplay idiosyncrasies of individual
ones. Because the association functions range over
different values (for example, IGR ranges between 0 and
1, and MI between +oo and -o0), we first normalise the
scores assigned by each method*:

s(p)
max .5 (S(Q))

S norm ( p ) =

where s(p) is the non-normalised score for pattern p,
from the candidate pattern set P. The normalised scores
are then averaged across different methods and used to
produce a meta-ranking of the candidate patterns.

Given the ranking of candidate patterns produced by a
scoring method, a certain number of highest-ranking
patterns can be selected for evaluation. We studied two
different ways of selecting these patterns: (i) one based
on setting a threshold on the association score below
which the candidate patterns are discarded (henceforth,
score-thresholding method) and (ii) one that selects a
fixed number of top-ranking patterns (henceforth, rank-
thresholding method). During the evaluation, we
experimented with different rank- and score-thresholding
values.

5. Evaluation

5.1 Experimental data

We used the Genia Corpus as the domain corpus while
British National Corpus (BNC) was used as a general
corpus. Genia corpus consists of 2,000 abstracts
extracted from the MEDLINE containing 18,477
sentences. In the evaluation phase, Genia Event

3 Patterns with negative MI scores are discarded.



Annotation corpus is used [8]. It consists of 9,372
sentences.

5.2 Evaluation method

In order to evaluate the quality of the extracted patterns,
we examined their ability to capture pairs of related
named entities in the manually annotated evaluation
corpus, without recognising the type of semantic relation.
Selecting a certain number of best-ranking patterns, we
measure precision, recall and F-score. To test the
statistical significance of differences in the results of
different methods and configurations, we used a paired t-
test, having randomly divided the evaluation corpus into
20 subsets of equal size; each subset containing 461
sentences on average.

6. Results

Table 4 shows the results of top-ranked patterns for each
approach respectively while Table 5 shows the results of
the score-thresholding method for each approach
respectively (for space considerations, the tables show
only precision scores; “Untagged” stands for “untagged
word patterns”, “PoS” — for “PoS-tagged word patterns”,
“VC” — for “verb-centred patterns”).

Table 4: Precision results of rank-thresholding method

[1IGTIGR [MI[NMIJLL [ CHI [ Meta
Top 100 Ranked Patterns
Untagged | .56 | .62 33 | .68 .62 74 .69
PoS 79 | .80 43 | .84 .80 .90 .86
VC .65 | .65 38 1.79 .65 .83 .83
Top 200 Ranked Patterns
Untagged | .55 | .55 30 | .54 .55 .63 .56
PoS 74 | 74 42 |71 .74 75 .76
VC 70 | .69 36 | 712 .69 .74 .76
Top 300 Ranked Patterns
Untagged | .53 | .52 34 | .53 .52 .56 .55
PoS 2 .73 46 | 72 72 74 .73
VC 71 | .70 41 | .60 .70 .62 .67
Top 400 Ranked Patterns
Untagged | .51 | .53 33 ] .49 .53 52 .50
PoS .70 | .70 45 | .64 .70 .69 .69
VvC .65 | .66 42 | .55 .66 .55 .59
Top 500 Ranked Patterns
Untagged | .51 | .51 32 | 47 Sl 49 48
PoS .68 | .68 42 | .61 .68 .62 .63
VvC 59 .59 45 | .51 .59 Sl .54

Table 5: Precision results of score-thresholding method

[1G TIGR[ MI [ NMI [ LL [ CHI [ Meta
Threshold score > .06
Untagged [ .68 [ .68 [ 34 [ 34 [.68 [ .72 [.33
PoS 72 173 43 | 43 73 .88 44
VC .68 | .68 44 | 44 .68 .76 44
Threshold score > .07
Untagged .65 .65 34 34 .65 .73 .55
PoS 74 | 74 43 | 43 74 .87 44

*http://www-tsujii.is.s.u-
tokyo.ac.jp/GENIA/home/wiki.cgi?page=Event+Annotation

VC [ 70T 71 Ja44 44 [71 [ 8 .44
Threshold score > .08

Untagged .62 .62 34 34 .62 78 .55
PoS g1 71 43 | 43 71 .92 72
VC .66 .69 44 44 .69 .88 .76
Threshold score > .09
Untagged | .57 | 57 | 34 | 34 57 | .82 | 56
PoS 70 | .72 43 | 43 72 .96 72
VC .67 | .67 44 | 44 .67 .88 75
Threshold score > .1
Untagged .50 .50 34 .34 .50 .81 .55

PoS 70 | .70 43 | 43 .70 .95 74
VC .65 | .66 44 | 44 .65 95 75
Threshold score > .2

Untagged 0 0 34 | 34 0 .86 .82
PoS .86 | .86 43 | 44 .86 1.00 | .90
VC .85 | .85 43 | 44 .85 1.00 | .87

6.1 Ranking methods
In both tables, the results of the best performing ranking
method are shown in bold font.

The CHI-score method performs best for the selected 100
top ranked patterns while the meta-ranking method
comes out second best in all three patterns types. The
difference between CHI-score and the second-best
method (meta-ranking) is significant at p < 0.05 level. In
Table 5, the CHI-score ranking method outperforms all
the other ranking methods for all three patterns types
while IG, IGR and LL come out second best for most of
the thresholding score values. Here also the difference
from the second-best ranking method is significant (p <
0.05). IG, IGR and LL ranking methods perform quite
similarly to each other and in general, there is no
statistically significant difference between them. While
literature on the topic suggests that IGR performs better
than the IG [14, 10], we found that in general there is no
statistically significant difference between IG and IGR,
IGR and LL in all three pattern types. In both sets of
experiments, obviously due to the aforementioned
problem, MI performs quite poorly; the normalised
version of MI helps to alleviate this problem. Moreover,
there exists a statistically significant difference (p <0.01)
between NMI and the other ranking methods in all three
pattern types.

The meta-ranking method did not improve on the best
individual ranking method as expected. In Table 4, the
meta- ranking method comes out second best for 100,
200 and 300 top ranked patterns but then its performance
decreases. Similarly for thresholding score values it
comes out second best for all thresholds greater than
0.09. Moreover, we found that there is a statistically
significant difference (p < 0.05) between the meta-
ranking method and all the other ranking methods for all
three patterns types.

6.2 Score vs. rank thresholding
We also find out that score-thresholding method
produces better results than rank-thresholding as we are



able to achieve up to 100% precision with the former
technique.

6.3 Types of patterns

PoS-tagged word patterns and verb-centred patterns
perform better than untagged word patterns. Verb-
centred patterns work well, because verbs are known to
express semantic relations between named entities using
syntactic arguments to the verb; PoS-tagged word
patterns add important semantic information into the
pattern and possibly disambiguate words appearing in the
pattern. In order to find out that whether the differences
between the three patterns types are statistically
significant, we carried out a paired t-test again. We
found that there is no statistically significant difference
between PoS-tagged word patterns and verb-centred
patterns. Apart from IG, IGR and LL there is a
statistically significant difference between all the ranking
methods of untagged word patterns and PoS-tagged word
patterns, untagged word patterns and verb-centred
patterns respectively.

6.4 Precision vs. F-measure optimisation

The score-thresholding method achieves higher precision
than the rank-thresholding method. High precision is
quite important in applications such as MCQ generation.
In thresholding scores, it is possible to optimise for high
precision (up to 100%), though F-measure is generally
quite low. MCQ applications rely on the production of
good questions rather than the production of all possible
questions, so high precision plays a vital role in such
applications.

7. Conclusion

In this paper, we have presented an unsupervised
approach for Relation Extraction from surface-based
patterns intended to be deployed in an e-Learning system
for automatic generation of multiple choice questions.
We experimented with three different surface-based
approaches and showed that PoS-based and verb-centred
patterns achieve higher precision compared to untagged
word patterns. We explored different ranking methods
and found that the Chi-Square ranking method obtained
higher precision than the other ranking methods. We
employed two techniques: the rank-thresholding method
and score-thresholding method and found that
thresholding scores perform better.

For future work, we are going to investigate other meta-
ranking methods and carry out a task-embedded
evaluation, in the context of the multiple-choice question
generation problem.
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Abstract

This paper presents a novel approach to au-
tomatic captioning of toponym-referenced im-
ages. The automatic captioning procedure works
by summarizing multiple web-documents that
contain information related to an image’s lo-
cation. Our summarizer can generate both
query-based and language model-biased multi-
document summaries. The models are created
from large numbers of existing articles pertaining
to places of the same “object type”. Evaluation
relative to human written captions shows that
when language models are used to bias the sum-
marizer the summaries score more highly than
the non-biased ones.
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1 Introduction

In recent years the number of images on the web
has grown immensely, facilitated by the development
of cheap digital hardware and the availability of online
image sharing social sites. Many of these images are
tagged only with place names or contain minimal cap-
tions that include locational information. This small
amount of textual information associated with the im-
age is of limited usefulness for image indexing, organi-
zation and search. What would be useful is a means
to generate or augment captions automatically based
on existing data.

Attempts towards automatic generation of image
captions have been previously reported. Deschacht &
Moens [6] and Mori et al. [14] generate image captions
automatically by analyzing image-related text from
the immediate context of the image, e.g. the surround-
ing text in HTML documents. The authors identify
named entities and other noun phrases in the image-
related text and assign these to the image as captions.
Other approaches create image captions by taking into
consideration image features (colour, shape and tex-
ture) as well as image-related text [22, 14, 4,7, 3, 15, 8].
These approaches analyze only the immediate textual
context of the image. However, generating image cap-
tions based on the immediate context of the image can
result in an image description which does not describe
the image at all. Marsch & White [13] argue that
the content of an image and its immediate text have
little semantic agreement and this can, according to
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Purves et al. [16], be misleading to image retrieval.
Furthermore, these approaches assume that the image
has been obtained from a document. In cases where
there is no document associated with the image, which
is the scenario we are principally concerned with, these
techniques are not applicable.

In this paper, we propose a technique for auto-
matic image captioning or caption enhancement start-
ing with only a set of place names pertaining to an
image. The technique applies just to images of static
features of the built or natural landscape (e.g. build-
ings, mountains, etc.) and not to images of objects
which move about in such landscapes (e.g. people,
cars, clouds, etc.).

Our approach is based on extractive multi-document
summarization techniques, where the documents to
be summarized are web-documents retrieved using the
place names associated with an image. In earlier work
[1] we have shown that in this scenario query-based
summaries outperform generic summaries, i.e. extrac-
tive summaries of multiple web pages retrieved us-
ing the place names which bias the summarizer to in-
clude sentences mentioning these place names tend to
be better than generic summaries of the same pages.
However, the resulting summaries were still far from
ideal. We examined information selected by humans
for inclusion in a caption from the same place-name-
retrieved web-documents made available to the sum-
marizer and observed high levels of agreement between
humans on which information to include. This led us
to hypothesize that humans have a conceptual model
of what is salient regarding a certain scene or object
type (e.g. church, bridge, etc.) and that they use this
in providing a description of the scene or object. Our
qualitative analysis of Wikipedia articles (section 2)
confirmed this hypothesis.

Given the observation that humans appear to have a
conceptual model of what is salient regarding a specific
object type, the question arises as to whether we can
represent or approximate such a conceptual model in a
way that allows us to improve content selection for our
caption summaries. While there are many ways this
could be done, one simple way is to view a corpus of
descriptions of objects of a given type as containing an
implicit model of that type and use language models
derived from the corpus to bias sentence selection by
an extractive summarizer.

In this paper we explore the use of signature words
[12] and language models [21] to represent such concep-
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tual models and investigate their impact on the qual-
ity of automatically generated image captions. Our
results show that using these conceptual models does
indeed improve the results over those of a standard
query-based summarizer. In the following we first de-
scribe how the object type corpora were collected (sec-
tion 2) and how language models are generated from
these corpora (section 3). Next, we describe the set
of our images, their categorization by object type and
the retrieval of related web-documents (section 4).
In section 5 we present the multi-document summa-
rizer used to caption images. We discuss the results
of evaluating automatic summaries against the human
created captions in section 6, and conclude the paper
in section 7.

2 Object Type Corpora

An object type corpus for our purposes is a collec-
tion of texts about a specific static object type such
as church, bridge, etc. Objects can be named places
or locations such as Parc Guell, etc. To refer to such
object names we use the term toponym.

To build object type corpora we categorized
Wikipedia articles about places by object types. For
this categorization a Wikipedia dump' was used. The
object types were identified automatically using Is-A
patterns in the fashion of [10] and as described in [9].
The Is-A patterns were applied to the first ten sen-
tences of each article. They match sentences which
contain the type description of an object such as .. .is
a ...<object type>. For Westminster Abbey, for in-
stance, our Is-A patterns found the sentence which
contains ...is a ... church, extracted church as an ob-
ject type from this sentence and assigned the article
about the abbey to the church category. In this way
we collected 107 categories containing articles about
places around the world (cf. Table 1).

To assess the accuracy of the categorization we ran-
domly selected 35 object type corpora and 50 articles
from each corpus. Then we checked for each of these
articles whether it is correctly assigned to its object
type. Finally, we calculate an accuracy value for each
object type by dividing the number of correctly as-
signed articles by 50 (cf. Table 2). We observed an
average accuracy of 80% for all 35 object types.

We examined articles about different objects of the
same type to investigate whether they contained re-
curring information. For this analysis we randomly
selected 15 different object types from our entire set of
107. From each object type corpus we selected 20 arti-
cles about different objects. For each of the 15 object
types we read all 20 associated articles and manually
identified information that was repeated in at least two
of the 20 articles. For illustration Table 3 shows the
results of the analysis for three object types. From
Table 3 we can observe that for each object type there
is a common case of information used to describe in-
stances of that type. This supports our hypothesis
that humans have a shared idea about what is impor-
tant information for an object type. Capturing this
shared idea in conceptual models about object types
could be used to bias a summarizer towards sentences
that contain the information contained in the models.

I English Wikipedia dump from 24,/07/2008

Table 1: Object types and the number of articles. Object types

which are bold are covered by our image set.

village 39970, school 15794, city 14233, organization 9393, uni-
versity 7101, area 6934, district 6565, airport 6493, island
6400, railway station 5905, river 5851, company 5734, moun-
tain 5290, park 3754, college 3749, stadium 3665, lake 3649,
road 3421, country 3186, church 3005, way 2508, museum
2320, railway 2093, house 2018, arena 1829, field 1731, club
1708, shopping centre 1509, highway 1464, bridge 1383, street
1352, theatre 1330, bank 1310, property 1261, hill 1072, cas-
tle 1022, forest 995, court 949, hospital 937, peak 906, bay 899,
skyscraper 843, valley 763, hotel 741, garden 739, building
722, market 712, monument 679, port 651, sea 645, temple
625, beach 614, square 605, store 547, campus 525, palace
516, tower 496, cemetery 457, volcano 426, cathedral 402,
glacier 392, residence 371, dam 363, waterfall 355, gallery
349, prison 348, cave 341, canal 332, restaurant 329, path
312, observatory 303, zoo 302, coast 298, statue 283, venue
269, parliament 258, shrine 256, desert 248, synagogue 236,
bar 229, ski resort 227, arch 223, landscape 220, avenue 202,
casino 179, farm 179, seaside 173, waterway 167, tunnel 167,
ruin 166, chapel 165, observation wheel 158, basilica 157,
woodland 154, wetland 151, cinema 144, gate 142, aquarium
136, entrance 136, opera house 134, spa 125, shop 124, abbey
108, boulevard 108, pub 92, bookstore 76, mosque 56

Table 2: Object types and the categorization accuracy.

Object Type Accuracy Object Type Accuracy
shopping center 0.9 ski resort 1.0
mountain 0.92 highway 0.82
railway station 1.0 mosque 0.66
waterfall 0.88 street 0.58
landscape 0.5 restaurant 0.86
island 0.92 airport 1.0
area 0.64 volcano 0.92
village 0.96 Z0o 0.96
arena 0.96 wetland 0.79
bank 0.74 monument 0.62
university 0.98 building 0.52
park 0.96 gallery 0.725
museum 0.7 canal 0.82
temple 0.74 tower 0.52
prison 0.83 residence 0.8
aquarium 0.62 castle 0.86
bridge 0.72 waterway 0.83
river 0.94 average accuracy 0.80

3 Constructing Models

For constructing primitive conceptual models of
shared information about object types we use two ap-
proaches: signature words [12] and generative lan-
guage models as commonly used in information re-
trieval [21]. Using these two approaches we build uni-
gram and bi-gram models for each object type using
the corpus for that type constructed from Wikipedia
articles as described above.

3.1 Signature Words

Signature words are a family of related terms [12].
Lin and Hovy use these terms to bias the sentence
selection during the summarization process when cre-
ating topic-oriented summaries. They classify docu-
ments from the TREC collection as relevant or non-
relevant for each given topic. Then, based on the rel-
evant and non-relevant documents they generate for
each topic a set of topic related terms or signature
words. For each term in the set a weight is gener-
ated which expresses the importance of the term to the
topic. The non-relevant documents are used to filter
non-specific words from the topic-related documents.
In the summarization process each sentence from the
documents to be summarized is checked for whether
it contains any word from the set of signature words.
The score of the sentence is the sum of the weights
of signature words it contains. Lin and Hovy showed
that signature words lead to better summaries. There-



Table 3:

Wikipedia articles for each object type.
river: where it originates; where it flows and ends/empties;
length; other water bodies it joins; size of the area
it drains; how fast it flows; tributaries it has;amount
of water it discharges annually on average; location
architecture; size (height, width); type of church
(catholic, etc.); foundation year; architect; location;
mountain:location; height(above see level); range; struc-
ture/shape; comparison to other mountains; when
it was first climbed

Information commonly provided among the 20

church:

fore we investigated the usefulness of this idea for the
automatic image captioning task.

Similarly to Lin and Hovy we use our object type
corpus to generate signature words. For each object
type corpus we generate a uni-gram and a bi-gram
signature word model:

ngram = {corpus, [(ngrami, scorei), .., (ngram,,, score,)|} (1)

where ngragm is either a single word (uni-gram) or
two words (bi-gram). Lemmas of the words are used

for both uni-gram and bi-gram models?. The score we
use is the count of the n-gram lemma over the entire
corpus divided by the most frequently occurring n-
gram (to ensure that the n-gram score ranges between
0 and 1).

3.2 Language Models

Language models are used in different fields with
different purposes. In information retrieval (IR), for
instance, language models are used to retrieve docu-
ments relevant to a query. For each document a dis-
tinct n-gram language model is derived and used to es-
timate the probabilities of producing each term in the
query [21]. The query is treated as a generation pro-
cess, i.e. based on each language model the probability
of generating each term in the query is computed. The
probability of generating the query is the product of
terms occurring in the query. Finally, the documents
are ranked in descending order based on the proba-
bility assigned to the query. Therefore, if terms of a
document lead to higher generation probabilities, the
more relevant this document is to the query.

As an alternative to the signature word method we
also generated language models from the object type
corpora. Similar to [21] our language models are used
in a generative way, i.e. we calculate the probability
that a sentence is generated based on an n-gram lan-
guage model. As for the signature word models we
generate a uni-gram and a bi-gram model from each
object type corpus:

ngram = {corpus, [(ngramy, probi), .., (ngram.,,, prob,)|} (2)

where again ngram is_either the lemma of an uni-
gram or bi-gram. prob; is the probability of an n-gram

calculated using Good-Turing estimation:

E(Npi1)
E(Ny)

N

(r+1)

prob(ngram) =

3)

where r is the number of times an n-gram is seen,
N, is the number of different n-grams seen exactly r

times in the entire corpus, F(N,.) is the expected value
of N, and N is the number of words in the entire cor-
pus. However, in case r=0 (an n-gram is not seen)

2 Lemmatizing was performed using OpenNLP tools,

http://opennlp.sourceforge.net/.

the probability is calculated as E(N1)/E(NgN). Ny is
the number of n-grams which have not been seen. It
is calculated by taking the square of the number of all
seen n-gram types minus their sum.

4 Images & related Documents

Our image collection has 203 different images which
are toponym-referenced, i.e. are assigned toponyms.
The subjects of our images are locations around the
world such as Parc Guell, Edinburgh Castle, etc. We
manually categorized these images by object type.
For each image we used its toponyms to search for a
Wikipedia article using the Yahoo! search engine. We
then selected the object type of the image from the
Wikipedia article. For the image showing Westmin-
ster Abbey, for instance, we used the toponym West-
minster Abbey to retrieve the Wikipedia article about
the abbey, selected from this article the object type
church and assigned the image showing the abbey to
the object type category church. This process was re-
peated for our entire image set. Our images cover 60
of the 107 object types (cf. Table 1).

To generate automatic captions for these images
we automatically retrieved the top ten related web-
documents for each image from the Yahoo! search en-
gine using the toponym associated with the image as a
query. The text from these documents was extracted
using an HTML parser and passed to the summarizer.

5 Summary Generation

The image captions are generated using the-
MDS (the-multi-document summarizer), an extrac-
tive, language independent, multi-document, query-
based summarization system implemented in Java. It
uses a single cluster approach to summarize n related
documents which are given as input. The summarizer
creates image captions in a three step process. First, it
applies shallow text analysis to the given documents.
Then extracts features from the document sentences.
Finally, it performs sentence selection to create the
summary. The latter two tasks are language indepen-
dent and can be performed for any UTF-8 encoded
language. This means that the-MDS needs only a shal-
low text analyzer for any specific language in order to
perform summarization. The three steps are described
in more detail in the following subsections.

5.1 Shallow Text Analysis

The-MDS first applies shallow text analysis includ-
ing sentence detection, tokenization, lemmatization
and POS-tagging to the given documents using the
OpenNLP tools.

5.2 Feature Extraction

After text analysis, the-MDS represents each sen-
tence in the documents as a vector, where each vector
position contains a term (word) and a value which is a
product of the term frequency in the document and the
inverse document frequency (IDF), a measurement of
the term’s distribution over the set of documents [18].
The IDF table is generated from the n related docu-
ments. Furthermore, the-MDS enhances the sentence
vector representation with four further features:

1. querySimilarity: Sentence similarity to the query.
2. sentencePosition: Position of the sentence within its docu-
ment. The first sentence in the document gets the score 1 and



the last one gets % where n is the number of sentences in the
document.

centroidSimilarity: Similarity to the centroid.
starterSimilarity: A sentence gets a binary score if it starts
with the query term (e.g. Westminster Abbey, The West-
minster Abbey, The Westminster or The Abbey) or with the
object type, e.g. The church.

-

For calculating vector similarities (querySimilarity and
centroidSimilarity), the cosine similarity measure is
used [19]. If there is an object type model, then for
each sentence in the documents an additional fifth fea-
ture, the similarity to the given model (modelSimilar-
ity), is added. In case of signature words this model-
Similarity is the sum of scores (score) of n-grams from
a sentence S found also in the signature word model
M (cf. Formula 4).

modelScore(S, M) = E

ngrameMnS

SCOTengram (4)

The_modelSimilarity score with language models is
calculated according to Formula 5.

modelScore(S, M) = H (probugram + 1) (5)

ngrames
In this case the modelSimilarity score of a sentence S
is the product of scores (prob) of its n-grams where
the prob values are obtained from the language model
M. Finally, the feature vector representation of each
sentence is passed to the sentence scoring process.
5.2.1 Sentence Scoring

We have two different approaches (signature word
and language models) to determine the value for the
modelSimilarity score. Both models, however, produce
different value ranges for the same feature. To unify
this score we apply a technique similar to the one de-
scribed by Alfonseca et al. [2]. The authors produce
a final ranked list for sentences from three different
ranked lists for the same sentence by positioning the
sentence which occurs in the top position in all three
lists also in the top position of the final ranked list.

Following this idea The-MDS calculate the final sen-
tence score. First, the first four features are used in
a weighted linear combination to rank the sentences
based on Formula 6.

SfirstScore = Z feature; x weight; (6)

i=1
The values for the weights are set to .3 for the
querySimilarity, .1 for the sentencePosition, .8 for the
centroidSimilarity and .9 for the starterSimilarity. We
obtained these values empirically based on a set of 20
images selected randomly from our larger corpus of
images. None of these 20 images is contained in the
image set that we use for our evaluation. For this
set of 20 images we generate summaries with different
weight-value combinations, compare these summaries
with human written captions and keep the weight-
value combination which produces a summary with

the highest ROUGE score.

The first ranking produces a ranked list of sentences
in descending order by the Sfirstscore- Then the-MDS
uses the modelSimilarity feature to produce a second
ranked list. Like the first ranked list the second list
contains in its first position the sentence with the high-
est score. Finally, the-MDS combines these two lists to
a final ranked list which is used to generate the sum-
mary. To produce the final list the-MDS takes for each
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sentence its position from the first and second ranked
list and adds this sentence to the final list with a final
score which is calculated using Formula 7.

SfinalScore = POSfirstList + 0.1 % POSsccondList (7)

5.3 Sentence Selection

After the scoring process, the-MDS selects sentences
for summary generation by selecting the sentence from
the first position from the final list, followed by the
next sentence in the list until the compression rate is
reached. As in [17], before a sentence is selected a sim-
ilarity metric for redundancy detection is applied to
each sentence to decide whether a sentence is distinct
enough from already selected sentences to be included
in the summary or not. The-MDS measures lemma
overlap between the words of the current sentence with
the lemmas of previous selected sentences and includes
the current sentence to the summary if the similarity
measure is less than 30% which is obtained experimen-
tally based on our training set images.

Using the-MDS, query-based (using first four fea-
tures) and model-biased (using all five features) sum-
maries are generated for the image-related documents
obtained from the web. FEach summary contains a
maximum of 200 words. The queries used are the to-
ponyms.

6 Evaluation

To evaluate our approach we compared the auto-
matically generated summaries against model captions
written by humans. Model captions were generated
based on image captions taken from Virtualtourist?.
Virtualtourist is one of the largest online travel com-
munities in the world containing 3 million photos with
captions (in English) of more than 58,000 destinations
worldwide.

As with all information found in online knowledge
sharing systems, there is no quality check for Virtual-
tourist captions. Members can describe places in any-
way they want, resulting in image captions of different
length, coherence, focus, grammaticality etc. To en-
sure a good standard for our model captions we asked
11 human subjects to generate up to four model cap-
tions per object by modifying Virtualtourist captions.
The modifications included deleting personal informa-
tion, ensuring consistency and coherence of the text
and generating a summary of 190-210 words in length
(because our automatic summaries have similar word
counts). An example model summary about Parc
Guell is shown in Table 6. For comparison between
summaries the ROUGE metric [11] is used. ROUGE
compares automatically generated summaries against
human-created reference summaries and can be used
to estimate content coverage in an automatically gen-
erated summary. Following the Document Under-
standing Conference (DUC) [5] evaluation standards
we use ROUGE 2 and ROUGE SU4 as evaluation met-
rics. ROUGE 2 gives recall scores for bi-gram overlap
between the automatically generated summaries and
the reference ones. ROUGE SU4 allows bi-grams to
be composed of non-contiguous words, with a maxi-
mum of four words between the bi-grams.

3 www.virtualtourist.com



Table 4: ROUGE scores for the first document (F), Wikipedia
(W) and the query-based (qB) baselines. The last 8 columns show

z scores and the significance of the Wilcoxon signed ranked test.

Recall [ F W qB F<W F<qB W>qB
R2 045  .095 .066 | -10.4%** B R -8.9%%x
RSU4 | .081 .14 .114| -10.8*** —8.6%x* -8.6%xx

Table 5: ROUGE results for uni-gram and bi-gram biased mod-
els (signature words (WS) and language models (WL)). The first
2 rows show the results for uni-gram and the last 2 rows for the
bi-gram models. The last 4 columns show z scores and the signif-

icance of the Wilcoxon signed ranked test.

Recall [ WS WL | WS<KWL WL>gqB WS>gqB WL<W
R2 .068 .07 | -1.9 RS -1.5 -8 3xxx
RSU4 | .115 .118| -2.6** -4.8xxx -1.5 =T 3k
R2 .068 .071| -2.4* -5.2%xx -1.9 -8k
RSU4 | 115 .119| -4*x** -5.9xxx -.67 R

As baselines for evaluation we use three summary
types. Firstly, we generate summaries for each im-
age using the top-ranked non Wikipedia document re-
trieved in the Yahoo! search results for the given to-
ponyms. From this document we create a baseline
summary by selecting sentences from the beginning
until the summary reaches a length of 200 words. As
a second baseline we use the Wikipedia article for a
given toponym list from which we again select sen-
tences from the beginning until the summary length
limit is reached. Thirdly, we include query-based sum-
maries generated without language models. Table 4
shows the ROUGE scores when baseline summaries
are compared to the Virtualtourist model summaries.
To assess the statistical significance of ROUGE score
differences between multiple summarization results we
performed a pairwise Wilcoxon signed-rank test with
Bonferroni correction? for multiple testing.

Both Wikipedia baseline and query-based sum-
maries score significantly higher than the first docu-
ment baseline. The Wikipedia baseline scores are also
significantly higher than the query-based ones. It fol-
lows from these results that the Wikipedia baseline
summaries have the best coverage of the content in our
model captions. Table 6 shows the Wikipedia baseline
summary about Parc Guell.

Using the same Virtualtourist model captions we
also evaluated the uni-gram and bi-gram model-biased
summaries. It should be noted that the set of doc-
uments we used to generate our summaries do not
contain any Virtualtourist related sites, as these are
used to generate our model summaries. The results
are given in Table 5 and show that the highest scoring
summaries are the ones biased with language mod-
els. Table 6 shows the language model-biased sum-
mary about Parc Guell. In both uni-gram and bi-gram
models the language models score significantly higher
than signature word models as well as query-based
summaries. The signature words summaries perform

4 After Bonferroni correction all effects are reported at a
p=.0167 level of significance. We use the following conven-
tions for indicating significance level in the tables: *** = p
< .0001, ** = p < .001, * = p < .0167 and no star indicates
non-significance. We also use Wilcoxon test for all pairwise
comparisons reported in the text, in which case no correction
is applied, and the results are reported relative to significance
level p<.05.
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moderately higher than query-based summaries. How-
ever, both signature words and language model sum-
maries are significantly lower than the Wikipedia base-
line summaries (Due to limited space Table 5 shows
only the comparison between the language model and
Wikipedia baseline summaries). These results show
that language model biased summaries lead to signifi-
cant improvement in ROUGE results compared to the
query-based summaries. One reason for this might be
that the query-based summarizer takes relevant sen-
tences according to the query given to it and does not
take into more general consideration the information
typically provided for the, albeit simple, object type.
Our language models are one way of capturing shared
interests about some particular object type. To as-
sess whether and to what extent language model bi-
ased summaries contain more shared information than
query-based ones, we also qualitatively analyze the
sentences in query-based and language model-biased
summaries. First, we delete all sentences that oc-
cur in both summary types to focus only on differ-
ences between the two methods. Then, for each re-
maining sentence, we check whether it carries one of
the facets of information about an object type com-
monly presented in Wikipedia articles (cf. section 2).
If this is the case, the sentence is selected. Finally,
we count the number of selected sentences in query-
based and language model-biased summaries. Lan-
guage model-biased summaries covered 76 sentences
containing shared information whereas query-based
summaries covered only 34 such sentences. While this
is not the total number of sentences containing shared
information, it highlights the differences between the
two summarization methods with respect to captur-
ing shared information about object types. Language
model-biased summaries contain 51% more of the in-
formation commonly provided in the Wikipedia arti-
cles than the query-based summaries. This implies
that the model-biased summaries do indeed help to
bias the summarizer towards information commonly
used for certain object types, which in turn improves
the quality of summaries or image captions.

6.1 Discussion

There are several application areas for our automat-
ically generated image captions. They could provide
useful information about objects to interested users,
e.g. a tourist who is looking for some basic informa-
tion about a place to visit. Also they could be used
as a way to automatically index images. The auto-
matic summary shown in Table 6 could serve both
these purposes. It contains only sentences relevant to
Parc Guell without any unrelated information. Fur-
thermore, the summary contains terms such as park,
Barcelona centre, Gaudi’s creations, etc. These terms
could be used to index an image showing Parc Guell,
which would potentially provide better indexing than
using the park’s name only. Sanderson & Kohler [20],
for example, analyzed search engine queries contain-
ing place names and other geographic terms such as
object types (street, island, lake, etc.), address and di-
rection information, etc. They showed that more than
40% of the queries contained other geographic terms
beside the place name. Thus indexing images with
the place name and the terms from the automatically



Table 6: Model, Wikipedia baseline and language model-biased summary for Parc Guell.

Model Summary

Wikipedia baseline summary

Language model-biased summary

One of the star attractions of Barcelona is the
Parc Guell, the second most visited park after
the Ciutadella probably only because of its lo-
cation in the north of the city. The park owes
its magnetic attraction to the fact that it was
designed by Gaudi. In creating the park, Gaudi
used shapes which harmonized with the land-
scape. Always aware of the struggle betwen man
and nature, he built a complex garden of stair-
cases, animal like sculptures, curvy ramps, and
viaducts. Today, the park is declared a mon-
ument of world interest by UNESCO and has
had this status since 1984. The most interest-
ing part of the park consists of the large snake
bench. Each part of the bench has a different
looking pattern and color. Then down below
this part is the famous lizard. Above this more
popular area are pathways to walk on and even
these are decorated with palm trees and unique
benches made of rock. The best way to get there
is with the bus. The bus number 24 bus stops
close to the park. The bus stop is located near
placa catalunya, The Metro is a much longer
walk away from the park. Admission to the park
is free!

The park was originally part of a commer-
cially unsuccessful housing site, the idea
of Count Eusebi Guell, whom the park
was named after. It was inspired by the
English garden city movement; hence the
original English name Park (in the Cata-
lan language spoken in Catalonia where
Barcelona is located, the word for “Park” is
“Parc”, and the name of the place is “Parc
Guell” in its origin language). The site was
a rocky hill with little vegetation and few
trees, called Montana Pelada (Bare Moun-
tain). It already included a large country
house called Larrard House or Muntaner
de Dalt House, and was next to a neighbor-
hood of upper class houses called La Salud.
The intention was to exploit the fresh air
(well away from smoky factories) and beau-
tiful views from the site, with sixty trian-
gular lots being provided for luxury houses.
Count Eusebi Guell added to the prestige
of the development by moving in 1906 to
live in Larrard House. Ultimately, only
two houses were built, neither designed by
Gaudi.

The park is huge with many different
sights to enjoy. The park is full of
narrow twisting pathways which meander
through thepark. The park contains amaz-
ing stone structures (see below), stunning
tiling and fascinating buildings. In ev-
ery sense, Barcelona has become one of
the hottest destinations in Spain. The
park was built between 1900-1914, origi-
nally planned to be a garden city on the
estate of Eusebi Guell. More: everything
looks like it wasn’t created by man, but
by nature. Great park, quite a lot so
see as you walk around, some mad build-
ings! The walk from the metro will take
you about 20 mins. Park Gueell is an-
other of Gaudi’s creations and lies north
of Barcelona centre, 20 mins walk from
Lesseps Metro (Green Line, L3). The ex-
traordinary craftsmanship and unusual use
of materials and plants throughout the
park catch and delight the eye, making
Parc Guell one of the great parks of the
world. Ultimately, only two houses were
built, neither designed by Gaudi.

generated caption or summary could indeed lead to
better retrieval. This would be the case for all search
engine queries which do not contain a specific place
name but rather are more general query such as parks
in Barcelona. However, one could argue that the same
benefits would be achieved by simply taking Wikipedia
articles as image captions, rendering multi-document
summarization unnecessary for captioning. Our re-
sults showed that initial sentences from Wikipedia ar-
ticles are indeed a tough baseline for evaluation of im-
age captions. One problem with this, however, is that
Wikipedia does not contain an article for every loca-
tion that may be described on the web. In our larger
image set, for instance, no Wikipedia article exits for
30 images. This gives us the motivation to further
develop multi-document summarization techniques for
image captioning.

7 Conclusion

In this work we have proposed an approach to au-
tomatic captioning of toponym-referenced images us-
ing query-based multi-document summarization tech-
niques. We showed that query-based summarizers
biased with a language model for a specific object
type perform significantly better than standard query-
based summarizers without such models. The lan-
guage models are generated from object/scene type
corpora built from Wikipedia articles which have been
automatically categorized by object type. In future
work we plan to investigate alternative ways of mod-
elling conceptual knowledge about object types and
also ways of producing more coherent summaries. We
also plan to investigate the application of the same
technique to other languages.
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Abstract

In this paper we extend a shallow parser [6] with
prepositional phrase attachment. Although the
PP attachment task is a well-studied task in a
discriminative learning context, it is mostly ad-
dressed in the context of artificial situations like
the quadruple classification task [18] in which
only two possible attachment sites, each time
a noun or a verb, are possible. In this pa-
per we provide a method to evaluate the task
in a more natural situation, making it possible
to compare the approach to full statistical pars-
ing approaches. First, we show how to extract
anchor-pp pairs from parse trees in the GENIA
and WSJ treebanks. Next, we discuss the exten-
sion of the shallow parser with a PP-attacher.
We compare the PP attachment module with
a statistical full parsing approach [4] and ana-
lyze the results. More specifically, we investi-
gate the domain adaptation properties of both
approaches (in this case domain shifts between
journalistic and medical language).

Keywords

prepositional phrase attachment, shallow parsing, machine

learning of language

1 Introduction

Shallow parsing (also called partial parsing) is an ap-
proach to language processing that computes a basic
analysis of sentence structure rather than attempting
full syntactic analysis.

Originally defined by Abney [1] as a task to be
solved with handcrafted regular expressions (finite
state methods) and limited to finding basic (non-
recursive) phrases in text, the label shallow parsing
has meanwhile broadened its scope to machine learn-
ing methods and to a set of related tasks including
part of speech tagging, finding phrases (chunking),
clause identification, grammatical role labeling, etc.
Especially the machine learning approach to shallow
parsing, pioneered by Ramshaw and Marcus [17] has
been investigated intensively, in part because of the
availability of benchmark datasets and competitions
(CoNLL shared tasks 1999 to 2001)*.

1 See http://ifarm.nl/signll/conll/
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It has been argued in [10] and by others that full
parsing often provides too much (or not enough) infor-
mation for some frequent natural language processing
tasks. For example, for information retrieval, find-
ing basic NPs and VPs is arguably sufficient, and for
information extraction and other text mining tasks,
finding syntactic-semantic relations between verbs and
base NPs (who did what when and where) is more im-
portant than having an elaborate configurational syn-
tactic analysis, provided this shallow analysis can be
computed in a deterministic, efficient, robust, and ac-
curate way. Another advantage is that the modules
in a machine learning based shallow parser can be
trained independently, and allow the inclusion of more
information sources (input features) than is possible in
statistical parsing (because of sparse data problems).
This flexibility in feature engineering, inherent in dis-
criminative, supervised learning approaches to shallow
parsing should make the approach more flexible, e.g.
when engineering features robust for domain shifts.

However, a shallow approach also has its short-
comings, an important one being that prepositional
phrases, which contain important semantic informa-
tion for interpreting events, are left unattached. Fur-
thermore, while statistical full parsing used to be more
noise-sensitive and less efficient than shallow parsing,
that is no longer necessarily the case with recent de-
velopments in parse ranking.

In this paper, we extend an existing memory based
shallow parser, MBSP [5, 6], with a machine learning
based prepositional phrase attachment module, and
compare it to PP attachment in a state of the art sta-
tistical parser. The machine learning method chosen is
memory-based learning. We also investigate the abil-
ity of this Memory-based PP attachment (MBPA) to
cope with the problem of domain adaptation, i.e. the
often dramatic decrease in accuracy when testing a
trained system on data from a domain different from
the domain of the data on which it was trained.

The remainder of this paper starts with an explana-
tion of how the corpus is prepared in order to use it for
PP attachment, Section 2. In Section 3 we explain the
architecture of the memory-based PP-attacher. Sec-
tion 4 discusses the experiments and shows the results.
In this section we also compare our system to a statis-
tical parser, the Collins parser [3, 4]. An overview of
related work can be found in Section 5. Finally, Sec-
tion 6 concludes this paper and discusses options for
further research.
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2 Data preparation

In this section, we explain the extraction of the train-
ing and test data and the algorithm used to create
instances from treebanks.

2.1 Training and test data

The memory-based PP-attacher is trained on sections
2 through 21 of the Penn Treebank 2 Wall Street Jour-
nal corpus (WSJ) [14]. The development of the sys-
tem is done using the first 2000 PPs of sections 0-1 of
WSJ. Evaluation of the system is done on the next set
of 2000 PPs and additional evaluation is done using
the first 2000 PPs of the GENIA corpus [20].

The corpora used for training and testing consist of
tree structures representing the syntactic structure of
sentences, as shown in Figures la and 1b. We trans-
form the trees into a flat representation in order to be
able to define one unique attachment site (anchor) for
every prepositional phrase (PP). A flat representation
of an anchor-PP pair consists of a pair of indices. The
first element of the pair is the index in the sentence
of the anchor; the second element is the index of the
preposition. Word count starts at zero. For the sen-
tence in Figure 1a the representation is (3, 4). For the
sentence in Figure 1b the representation is (1, 4).

S

N T
pip wgp Dm |
| eat a |JIZZE| IN/\P

with NNS

olives

(a) I eat a pizza with olives.
S

i A
PILP VéP D(\N m |
| eat a p|zza mth D(\N

a f:Jrk

(b) I eat a pizza with a fork.

Fig. 1: Example tree structures

The example tree structures in Figure 1 are rela-
tively straightforward to rewrite into a flat represen-
tation.

The basic setup had to be extended by rules for
specific cases. A good example is conjunction. In the
sentence:

I see cats on the roof and behind the windows.
the parent node of the PP-nodes is a node that also
holds the conjunction. Therefore, in this case the al-

gorithm does not take the sibling of the PP-node but
it takes a sibling of the parent node of the PP-node.
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The extraction algorithm yields 8933 prepositions
from sections 0-1 of the WSJ corpus. For 1.95% of
the PP-nodes in those two sections no anchor is found.
For sections 2-21 1.99% of the 95,955 PP-nodes remain
without an anchor. Some anchor-PP pairs are removed
in a post-processing step because we limit the task to
preposition-NP PPs and disregard preposition-ADJP
sequences.

Table 1 shows the chunk type distribution of the an-
chors. A fairly equal amount of the anchors are nouns
and verbs. A minor part has an adjective, comparative
adjective or something else as the anchor point.

NP 50.5%
VP 45.8%
Other | 3.7%

Table 1: The distribution of the anchors among the
chunk types

2.2 Extracting chunks and preposi-
tional phrases

The memory-based PP-attacher (MBPA) is defined as
a module within a shallow parser [6]. The MBPA is
trained on the WSJ, and it needs chunk and pos tag
information from other modules in that shallow parser.
In order to prevent indirect contamination of the train-
ing data with test data, we retrained the modules of
the shallow parser delivering input to the PP attach-
ment module on Wall Street Journal sections 2-21, us-
ing the script of the 2000 CoNLL shared task to extract
I0B-style chunks from WSJ trees.

3

e
D{hs vm
el e

previously infected I P

the cells were HL

with  NNP

HIV-1

Fig. 2: A tree structure with undetermined cut-off

Converting syntactic trees into a flat representation
introduces approximation errors. Figure 2 is an illus-
tration of the problems encountered when looking for
syntactic phrases. It is unclear which node should be
used as the break point. Since the evaluation is based
on chunks, the decisions made in the flattening step
may have an influence on the final results. To mini-
mize the bias we use the algorithm that was used to
prepare the training data for the memory-based chun-
ker to extract chunks from the syntactic trees output
by Collins.

Table 2 shows the results of the comparison between
the shallow parser and the Collins parser. The table
shows the scores at chunk level. A chunk is correctly
identified if it has the same label and it spans the same
words as the gold standard chunk. When either the
label or the span is not correct, the chunk is a false



Our system Collins

prec recall  f-score prec recall  f-score share

- 0.97 0.97 0.97 0.96 0.88 0.92 20.76%

ADJP 0.79 0.74 0.76 0.76 0.77 0.76 1.41%

ADVP 0.84 0.83 0.83 0.86 0.81 0.83 2.75%

CONJP 0.56 0.80 0.66 0.60 0.60 0.60 0.04%

INTJ 0.67 0.20 0.31 0.40 0.20 0.27 0.02%

LST 1.00 0.53 0.70 0.88 0.47 0.61 0.03%

NP 0.94 0.95 0.94 0.93 0.92 0.93 41.21%

PreP 0.97 0.98 0.97 0.97 0.97 0.97 15.57%

PRT 0.77 0.79 0.78 0.79 0.87 0.83 0.37%

SBAR 0.88 0.88 0.88 0.89 0.91 0.90 1.83%

UucCp 0.00 0.00 0.00 0.00 0.00 0.00 0.00%

VP 0.94 0.93 0.93 0.83 0.88 0.85 16.01%

weighted mean 0.94 0.95 0.94 0.92 0.91 0.91 100%

Table 2: Results of chunking with our system and Collins
positive, when a chunk in the gold standard is not ND Zg%ﬁtg pergeo%;age

present in the system’s output it is considered a false VP 42.285 5:9(72
negative. The shallow parser chunking module and NONE 630,720 88.1%
Collins perform comparably well although the former TOTAL 716,054 100%

has slightly better results. This implies that there is
no reason not to use the memory-based chunker as the
basis for the PP-attacher. The PreP chunk in Table 2
is not equal to a PP. In this paper, the label PP is
used for the combination of a preposition and a noun
phrase, the PreP chunk is a chunk that consists of one
or more prepositions only.

The logical first step in finding anchors for prepo-
sitional noun phrases is finding the PPs. When ex-
tracting the anchor-PP pairs (see Section 2.1) PPs are
recognized by the label of the nodes. Since there are no
nodes in the input of the MBPA a different strategy is
used. PPs are retrieved by a regular expression-like al-
gorithm. All preposition NP sequences are considered
to be PPs. There are two exceptions to this regular
expression rule. Sequences like preposition “ NP (‘in
“very modest amounts”’) and preposition VBG NP
(‘in making paper’) are also considered PPs.

2.3 Creating the instances

The core of the PP-attacher is a memory-based ma-
chine learner (supervised, classification-based learn-
ing). Every PP found by the algorithm discussed in
the previous subsection is a trigger for creating sev-
eral instances. One instance is created for every com-
bination of the PP in focus and a candidate-anchor.
Candidate-anchors are the NPs and VPs of the sen-
tence that are not part of the PP itself. For example,

I eat a pizza with olives.

will induce the creation of 3 instances. One instance
for the combination I-with, one for the combination
eat—with and one for the combination pizza—with. In
the classification task, the machine learner will have
to decide whether an instance suggests a true anchor
or not. The advantage of this approach is that the
machine learner can investigate every possible anchor
for its validity and not only the VP and NP in front
of the PP. The drawback of this approach is that we
have skewed data. There will be many more negative
instances in the instance base as can be seen in Table 3.

The features of the instances were chosen on the
basis of previous work in machine learning based PP
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Table 3: Distribution of classes in sections 2-21 of WSJ

attachment and related tasks: the number of commas
between the PP and the candidate anchor, the num-
ber of other punctuation marks between the PP and
the candidate anchor, the token-distance between the
PP and the candidate anchor, the preposition if the
candidate anchor is an NP that is part of a PP, the
lemma and POS-tag of the last token of the candidate
anchor, the lemma and POS tag of the token just in
front of the preposition of the PP, the lemma of the
preposition, the lemma and POS-tag of the last to-
ken of the NP of the PP, the number of NPs between
the candidate anchor and the PP, the number of PPs
between the candidate anchor and the PP, and NP
anchor tendency. If a preposition is for 10% of the
cases in the training corpus attached to an NP, the
NP anchor tendency will be 10.

3 The memory-based PP-

attacher

The input of the MBPA module consists of sentences
tagged with Part-of-Speech tags, IOB-chunk tags and
the lemmata for every word by other modules of the
shallow parser. The output of the system is a set of
pairs, where each pair represents a PP with its corre-
sponding attachment point.

3.1 Machine Learning Approaches

The machine learning approach we chose is memory-
based learning, as implemented in the open source
software package TIMBLZ2. We used version 6.1 [7].
Memory-based learning (MBL) is a supervised induc-
tive algorithm for learning classification tasks based
on the k-nearest neighbor classification rule.

2 Available from http://ilk.uvt.nl.



However, the machine learner used to train the PP
attachment module can be any algorithm that as-
signs classes to instances. For comparison, we also
implemented a system using maxent, an eager learn-
ing method, as the machine learner. Maxent? is an
implementation of maximum entropy modeling. It is
a general purpose machine learning framework that
constructs a model that captures the distribution of
outcomes for a given context in the training data [13].

3.2 Heuristic decision making

If the classifier would be able to predict the anchors
with 100% accuracy, no post-processing would be nec-
essary. Only one instance, the one with the correct
anchor, would carry a positive class label and all other
instances would have a negative classlabel. But due
to misclassifications, multiple or no anchors may be
identified by the machine learner. An extra step en-
sures that the system presents one unique anchor for
every PP. In case the PP in focus is classified posi-
tively with exactly one anchor, that anchor-PP pair is
returned as the solution. The other possible outcomes
of the classification step are:

1. No instance for the PP in focus got a positive class
= There is no anchor identified yet.

2. More than one instance for the PP in focus got
a positive class = We have a decrease of possible
anchors but still no unique anchor.

To resolve these cases, we need an extra step. A
baseline algorithm is used if no anchor has been found
(case 1). If there are still several candidate anchors to
choose from, the entropy is used to reduce the set of
candidates to just one unique anchor (case 2).

Baseline

The baseline is computed using a simple rule-based
PP-attacher. If a rule fails, the next rule in the hi-
erarchy is checked. The hierarchy of the rules of the
baseline algorithm is:

1. Take the nearest NP or VP in front of the PP. We
take an NP if in the training corpus the preposi-
tion of the PP is associated more frequently with
NP anchors. Otherwise we take the VP anchor.
Take the nearest anchor in front of the PP.

Take the nearest VP anchor behind the PP.
Take the nearest anchor behind the PP.

oo

Entropy

When the classification step results in a draw, the
candidate with the lowest entropy will be the anchor.
The entropy is calculated using the distribution of the
classes of the nearest neighbors. When processing an
instance with TiIMBL we can obtain the (weighted)
distribution of the classes of instances in memory that
are in the neighborhood of the test instance. The en-
tropy of an instance is computed using this distribu-
tion. The formula is:

3 Available from http://homepages.inf.ed.ac.uk/
s0450736/maxent_toolkit.html.
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= P(ci)loga(P(ci)) (1)
i=1
with
- n: the total number of different classes in the distri-
bution

_ P((”) the number of instances in the neighborhood with class i
v the total number of instances in the neighborhood

The memory-based learner has an optional weighing
parameter. If weighing is applied, P(c;) is calculated
using the weighted counts instead of the plain counts.

The candidate anchor with the lowest entropy is re-
garded as the correct and unique anchor for a given
PP. The rationale behind this decision is that choosing
the candidate anchor with the lowest entropy means
choosing the anchor for which the classifier was the
most certain of its class.

Post-processing rules

For completeness, we also mention two post-processing
rules that are applied because of some idiosyncrasies in
the treebank data and common errors of the attacher-
system. These rules are:

- If there are 2 consecutive prepositions the second
preposition will always be attached to the first.

- If a PP is attached to a noun phrase anchor between
parentheses, and the PP is not inside the parenthe-
ses, then the noun phrase before the parentheses be-
comes the anchor. This is done because the NP be-
tween the parentheses is most of the time an elabo-
ration/abbreviation of the noun phrase in front.

4 Experiments and results

We train 4 systems (baseline, MBL, maxent and a sta-
tistical parser) on sections 2-21 of WSJ. In the first set
of experiments, Section 4.1, we used the trained sys-
tems to attach the second set of 2000 PPs of WSJ
sections 0-1 to their anchors. In the second set of ex-
periments, Section 4.2, we reuse the trained systems
to attach 2000 PPs extracted from the GENIA corpus
to their anchors.

For comparison, we parse every sentence fed to the
MBPA with a state-of-the-art statistical parser, viz.
Bikel’s implementation of the Collins parser. Applying
the PP extraction algorithm from Section 2.1 on the
syntactic trees output by Collins will yield all anchor-
PP pairs needed for evaluation.

4.1 Training and testing on WSJ cor-
pus

Table 4 shows the accuracies of systems trained and
tested on the WSJ corpus. We performed a x? statis-
tical test and found that maxent, MBL and Collins all
significantly (p < 5%) differ from the baseline system.
The variation between the accuracies of the machine
learning systems is not found to be significant. The
‘not retrieved’ column is due to POS, chunking and/or
syntactic tree errors in the pre-processing step. Look-
ing at the first 200 errors MBPA and Collins made,



shows that MBPA tends to misattach PPs at the start
of the sentence. E.g. ‘At the meeting, etc.” Collins
has a higher number of ‘not retrieved’” PPs because it
often inserts adverbs and quotes into the PP. E.g. ‘by
commenting [PP publicly on the case]’.

Table 5 shows the accuracies of the steps involved
in the PP-attacher system. The 91.21% accuracy for
TiMBL means that for 79.05% of the PPs TiMBL
identified a unique anchor and that 91.21% of these
anchors were correct. For 11.7% of the PPs, TiMBL
could not find an anchor so baseline had to take over.
44.4% of the PPs baseline handled, were correctly as-
signed to their head. For 6.35% of the PPs, TiMBL
found multiple anchors. Entropy handled these cases
and found the correct anchor for 67% of them. Af-
ter finding a unique anchor for every PP, the system
made sure that for a sequence of PPs the last PP got
attached to the previous. This happened for 1.2% of
the PPs.

\ Correct  Incorrect  Not retrieved
Baseline | 69.85% 25.45% 1.70%
Collins 83.85% 13.30% 2.85%
MBL 82.65% 15.65% 1.70%
Maxent 81.40% 16.90% 1.70%

Table 4: The accuracies on 2000 anchor-PP pairs from
WSJ

Accuracy (%)  proportion (%)
TiMBL 91.21 79.05
Baseline 44.44 11.70
Entropy 66.93 6.35
consecutive preps 91.67 1.20

Table 5: The accuracies split into the different steps
of MBPA

These results show that it is possible to develop a PP
attachment module using supervised machine learning
techniques, integrated as a module within a shallow
parser, and reach state of the art accuracy when com-
paring to one of the best statistical parsers available
today. This way the semantically important informa-
tion carried by relations between PPs and their an-
chors becomes available to shallow analysis approaches
with their advantages in terms of efficiency and flexi-
bility. We were not able to find significant differences
between lazy (TiMBL) and eager (Maxent) learning
approaches for this problem.

4.2 Domain Adaptation

Adaptation of NLP systems to domains different from
the one on which they were developed, is a crucial
functionality to make the technology useful. Accuracy
of systems deteriorates enormously when moving be-
tween different domains. Accuracy drops of 20 to 40
percent are not uncommon for tasks such as parsing,
named-entity recognition, word sense disambiguation,
and machine translation when moving from the source
domain to the new target domain. Usually, no or lim-
ited labeled data exists for the target domain. We eval-
uated the PP attachment systems trained on the WSJ
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using 2000 anchor-PP pairs from the GENIA corpus.
The WSJ corpus consists of news articles on mainly
financial issues in contrast to the medical abstracts
of the GENIA corpus. Although one cannot always
clearly say where the boundaries between domains are,
we assume that medical and financial texts are suffi-
ciently different. Table 6 shows the accuracies for the
different systems. We performed these experiments to
gain more insight into the relative robustness of dif-
ferent approaches to PP attachment to domain shifts.
The 2 test gave the same results as in the previous
section: all systems perform significantly better than
baseline but do not differ significantly from each other.
As expected, the accuracy significantly decreases com-
pared to the same-domain experiments.

\ Correct  Incorrect  Not retrieved
Baseline 69.20% 27.00% 3.80%
Collins 78.80% 19.35% 1.85%
MB-attacher 77.70% 19.10% 3.20%
Maxent-attacher | 77.15% 19.65% 3.20%

Table 6: The accuracies on 2000 anchor-PP pairs from
GENIA

Table 7 shows the robustness of the systems to a do-
main shift from mainly financial to medical language.
The higher the ratio, the lower the drop of accuracy.
As can be seen, if no learning is involved (baseline)
the system is most robust. A shallow approach is at
an advantage here compared to full parsing because
it allows more flexible feature engineering to allevi-
ate the domain adaptation problem (e.g. by adding
or removing specific lexical, syntactic, and semantic
features to the classifiers. This is in general more dif-
ficult in a statistical parsing approach because of data
sparseness.

5 Related work

As Atterer and Schiitze [2] state, the classic formula-
tion of the task of PP attachment, as defined in [19]
and [11], is a simplification. The classic formulation
uses quadruples (v,ni,p,ng) that were manually se-
lected from a corpus. This helps performance of PP
attachment systems but for a natural language appli-
cation these quadruples are not available. In their
experiments, the PP attachment systems they evalu-
ated did not significantly improve on a state-of-the-art
parser, Collins parser [3, 4]. The PP-attacher system
in this paper does not make use of this simplified rep-
resentation and therefore can be regarded as more fit
for the task of natural language PP attachment.

Foth and Menzel [9] implemented a PP attachment
predictor for German and incorporated it in a rule-
based dependency parser [8]. The PP attachment pre-

| Ratio
Baseline 0.991
Collins 0.940
MB-attacher 0.940
Maxent-attacher | 0.948

Table 7: The ratio of the accuracies GENIA/WSJ



dictor was based on a collocation measure and sig-
nificantly increased the accuracy on the PP attach-
ment subtask. Basically, the collocation measure is
a number indicating whether a word and a preposi-
tion co-occur more often than chance. In this paper,
we did not compute a collocation measure but for the
NP anchor tendency feature we draw upon the same
underlying idea.

As noticed in [21], the algorithm used to extract the
pairs from the corpus has an influence on the accura-
cies reported, and makes comparing of results among
systems for different corpora and languages difficult.
The noun attachment rate and the extraction proce-
dure are two important features when comparing re-
sults obtained using different corpora. As we tested
our system and Collins’ using the same training and
test data, the comparison is reliable.

Other memory-based approaches to the problem of
PP attachment can be found in [12] and [22]. [12]
uses a memory-based PP-attacher combined with the
MALTParser [16]. They showed that the dependency
parser could not fully benefit from the separate PP-
attacher although the PP-attacher module assigns PPs
to their heads with a reasonable accuracy. The fea-
tures they use for their PP-attacher system are lem-
mata, POS-tags and distances between words.

In their paper, [15] mainly focus on how to disam-
biguate between argument and adjunct PPs, but they
provide an alternative way of extracting PPs from the
WSJ treebank. Their final data contains quadruples
and sets of multiple PP sequences.

6 Conclusion

In this paper we compared a shallow parsing approach
to PP-attachment with a state of the art full parser.
We used a flat representation of prepositional phrases
and their associated attachment sites to train a ma-
chine learner for the PP attachment task. We showed
that a memory-based approach can obtain results for
the PP attachment task comparable to a state-of-the-
art full parser. The PP attachment system proposed
in this article is not limited to the classical quadruple
approximation of the PP attachment task and there-
fore the system can be combined with any (shallow)
parser that assigns part-of-speech tags, lemmata and
chunk tags to natural language sentences. Such a PP
attachment module can also be easily added to a full
parser as a reattacher.

The shallow memory-based PP attachment module
is fairly robust to a domain shift of the testing corpus
but further research should focus on how to improve
the robustness. Building a more robust PP attachment
system would legitimate the use of the PP-attacher
system as a reattachment module in any full parser.
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Abstract

The development of the Web 2.0 led to the birth of new textual
genres such as blogs, reviews or forum entries. The increasing
number of such texts and the highly diverse topics they discuss
make blogs a rich source for analysis. This paper presents a
comparative study on open domain and opinion QA systems. A
collection of opinion and mixed fact-opinion questions in English
is defined and two Question Answering systems are employed to
retrieve the answers to these queries. The first one is generic,
while the second is specific for emotions. We comparatively
evaluate and analyze the systems’ results, concluding that opinion
Question Answering requires the use of specific resources and
methods.

KeyWOI'dS Question Answering, Multi-perspective Question
Answering, Opinion Annotation, Opinion Mining, Non-
Traditional Textual Genres.

1. Introduction

Recent years’ statistics show that the number of blogs has
been increasing at an exponential rate. A research of the
Pew Institute [1] shows that 2-7% of Internet users created
a blog and that 11% usually read them. Moreover,
researches in different fields proved that this new textual
genre is a valuable resource for large community behavior
analysis, since blogs address a great variety of topics from a
high diversity of social spheres. A common belief is that
they are written in a colloquial style, but [2] shows that the
language of these texts is not restricted to the more informal
levels of expression and a large number of different genres
are involved. As a consequence, free expressions, literary
prose and newspaper writing coexist without a clear
predominance. When using this textual genre, people tend
to express themselves freely, using colloquial expressions
employed only in day-by-day conversations. Moreover,
they can introduce quotes from newspaper articles, news or
other sources of information to support their arguments,
make references to previous posts or the opinion expressed
by others in the discussion thread. Users intervening in
debates over one specific topic are from different
geographical regions and belong to diverse cultures. All the
abovementioned features make blogs a valuable source of
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information that can be exploited for different purposes.
However, due to their language being heterogeneous, it is
complex to understand and formalize in order to create
effective Natural Language Processing (NLP) tools. At the
same time, due to the high volume of data contained in
blogs, automatic NLP systems are needed to manage the
language understanding and generation. Analyzing
emotions and/ or opinions expressed in blog posts could
also be useful to predict people’s opinion or preferences
about a product or an event. One of the other possible
applications is an effective Question Answering (QA)
system, able to recognize different queries and give the
correct answer to both factoid and opinion questions.

2. Related work

QA is the task in which, given a set of questions and a
collection of documents where the answers can be found, an
automatic NLP system is employed to retrieve the answer to
these queries in Natural Language. The main difference
between QA and Information Retrieval (IR) is that in the
first one, the system is supposed to output the exact answer
snippet, whereas in the second task whole paragraphs or
even documents are retrieved. Research in building factoid
QA systems has a long tradition; however, it is only
recently that studies have started to focus on the creation
and development of opinion QA systems. Recent years have
seen the growth of interest in this field, both by the research
and publishing of studies on the requirements and
peculiarities of opinion QA systems [4] as well as the
organization of international conferences that promote the
creation of effective QA systems both for general and
subjective texts, such as the Text Analysis Conference
(TAC)". Last year’s TAC 2008 Opinion QA track proposed
a mixed setting of factoid and opinion questions (so called
“rigid list” and “squishy list”), to which the traditional
systems had to be adapted. Participating systems employed
different resources, techniques and methods to overcome
the newly introduced difficulties related to opinion mining
and polarity classification. The Alyssa system [5], which
performed better in the “squishy list” questions than in the

! http://www.nist.gov/tac/

International Conference RANLP 2009 - Borovets, Bulgaria, pages 18-22



“rigid list” questions, had additional components
implemented for classifying the polarity of the question and
of the extracted answer snippet, using a Support Vector
Machines (SVM) classifier trained on the MPQA corpus
[6], English NTCIR* data and rules based on the
subjectivity lexicon [7]. Another system introducing new
modules to tackle opinion is [8]. They perform query
analysis to detect the polarity of the question using defined
rules. They filter opinion from fact retrieved snippets using
a classifier based on Naive Bayes with unigram features,
assigning for each sentence a score that is a linear
combination between the opinion and the polarity scores.
The PolyU [9] system determines the sentiment orientation
of the sentence and it uses the Kullback-Leibler divergence
measure with the two estimated language models for the
positive versus negative categories. The UOFL system [10]
generates a non-redundant summary of the query for the
opinion questions, to take into consideration all the
information present in the question, and not only the
separated words.

3. Motivation and contribution

Opinion Mining is the task of extracting, given a collection
of texts, the opinion expressed on a given target within the
documents. It has been proven that performing this task,
several other subtasks of NLP can be improved:
Information Extraction (where opinion mining techniques
can be used as a preprocessing step to separate among
factual and  subjective  information),  Authorship
Determination (as subjective language can be considered as
a personality mark), Word Sense Disambiguation, multi-
source (multi-perspective) summarization and more
informative Answer Retrieval for definition questions [16]
(as it can constitute a measure for credibility, sentiment and
contradictions). Related work presented research in
determining the differences in the characteristics of the fact
versus opinion queries and their corresponding answers
[11]. However, certain types of questions, which are factual
in nature, require the use of Opinion Mining resources and
techniques in order to retrieve the correct answers. Our first
contribution relies in the analysis and definition of the
criteria for the discrimination among different types of
factual versus opinionated questions. Furthermore, we
created and annotated a set of questions and answers over a
multilingual blog collection for English and Spanish. Thus,
we also analyze the effect of the textual genre
characteristics on the properties of the opinion answers
retrieved/missed. A further contribution lies in the
evaluation of two different approaches to QA; one is fact
oriented (based on Named Entities -NEs—) and the other is
specifically designed for opinion QA scenarios. We analyze
their different elements, specifications, behavior, evaluated

2 http://research.nii.ac.jp/ntcir/
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performance and present conclusions on the needs and
requirements of systems designed for the presented
categories of questions. Last, but not least, using the
annotated answers and their corresponding corpus, we
analyze possible methods for keyword expansion in an
opinion versus fact setting. We present some possible
solutions to the shortcomings of direct keyword expansion
for opinion QA, employing “polarity-based” expansion
using our corpus annotations.

4. Corpus collection and analysis

The corpus we employed for our evaluation is composed of
blog posts extracted form the Web. It has been collected
taking into account the requirements of coherence,
authenticity, equilibrium and quality. Our main purpose was
to collect a corpus in which the blog posts were about a
topic, forming a coherent discussion. Moreover, our
collection had to provide a real example of this textual
genre, it had to be of the same length for each topic and
language, and originated from reliable Web sites. We
selected three topics: the Kyoto Protocol, the 2008
Zimbabwe and the USA elections. After having collected
the three corpora, we analyzed the characteristic of this
textual genre also looking for the subjective expressions
and for the way they are formulated in NL. The following
step of our research consisted in building up the initial
version of EmotiBlog [18], an annotation scheme focused
on emotions detection in non-traditional textual genres. The
annotation scheme is briefly presented in the following
section.

5. Annotation scheme

As we mentioned in the previous section, EmotiBlog [12] is
an annotation scheme for detecting opinion in non-
traditional textual genres. It is the first version of a fine-
grained and multilingual annotation model that could be
useful for an exhaustive comprehension of NL. The first
version has been created for English, Italian and Spanish;
however, it could be easily adapted for the annotation of
other languages. Firstly, we detect the overall sentiment of
the blogs and subsequently a distinction between objective
and subjective sentences is done. Moreover, for each
element, we annotate the source, the target and also a wide
range of attributes for the elements (sentiment type, its
intensity and polarity, for example). Sentiments are grouped
according to [13], who created an alternative dimensional
structure of the semantic space for emotions grouping
emotions between obstructive and conductive, and finally,
between high power and low power control. The annotation
task has been carried out by two non-native speakers with
extensive knowledge of Spanish and English. The labeling
of the 100 texts took approximately one month and a half,
working in a part-time schedule. Finally, the last step
consisted in labeling the answers to our list of questions to



create a gold standard for detecting the mistakes of the QA
systems presented in the next section. The list of questions
is composed by 20 factual and opinionated queries. Table 1
shows the list of questions.

Table 1: Example of questions

NUM TYPE QUESTION

1 F What international organization do people
criticize for its policy on carbon emissions?

2 (0] ‘What motivates people’s negative opinions on the
Kyoto Protocol?

3 F ‘What country do people praise for not signing the
Kyoto Protocol?

4 F What is the nation that brings most criticism to the
Kyoto Protocol?

5 (0] What are the reasons for the success of the Kyoto
Protocol?
‘What arguments do people bring for their criticism
of media as far as the Kyoto Protocol is

6 (6] .
concerned?

7 (¢] Why do people criticize Richard Branson?
What president is criticized worldwide for his

8 F reaction to the Kyoto Protocol?

As we can see in Table 1, we have a list of opinionated and
factoid queries. Factual need a name, date, time, etc as
answer, while opinionated ones something more complex.
The system should be able firstly to recognize the
subjective expressions and after that, discriminate them in
order to retrieve the correct answer. In this case the answer
can be expressed by an idiom, a saying, or by a sentence
and as a consequence it is not a simple name or a date. It is
complex because it could be everything; there are no fixed
categories of answer types for opinionated questions. As a
consequence, we formulated the opinion questions
explicitly in order not to increase the difficulty level of the
analysis.

6. Evaluation
6.1 Open QA system

With the purpose of evaluating the performance of a
general QA system in a mixed fact and opinion setting, we
used the QA system of the University of Alicante [14] [15].
It is an open domain QA system employed to deal with
factual questions both for English and Spanish. The queries
this system can support are location, person, organization,
date-time and number. Furthermore, its architecture is
divided into three modules. The first one is the Question
Analysis in which the language object of the study is
determined using dictionaries with the criterion of selecting
the language for which more words are found. Therefore,
the question type is selected using a set of regular
expressions and the keywords of each question are obtained
with morphological and dependencies analysis. For that
purpose, MINIPAR® for Spanish and Freeling* for English

3 http://www.cs.ualberta.ca/~lindek/minipar.htm
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are used. The second module is the IR in which the system,
originally, relied on the Internet search engines. However,
in order to look for information among the Web Log
collection, an alternative approach has been developed. A
simple keyword-based document retrieval method has been
implemented in order to get relevant documents given the
question keywords. The last module is called Answer
Extraction (AE). The potential answers are selected using a
NE recognizer for each retrieved document. LingPipe® and
Freeling have been used for English and Spanish
respectively. Furthermore, NE of the obtained question type
and question keywords are marked up in the text. Once
selected they are scored and ranked using answer-keywords
distances approach. Finally, when all relevant documents
have been explored, the system carries out an answer
clustering process which groups all answers that are equal
or contained by others to the most scored.

6.2 Specific QA system

For the opinion specific QA system, our approach was
similar to [16]. Given an opinion question, we try to
determine its polarity, the focus, its keywords (by
eliminating stopwords) and the expected answer type (EAT)
(while also marking the NE appearing in it); once this
information is extracted from the question, blog texts are
split into sentences and NE are marked. Finally, sentences
in the blogs are sought which have the highest similarity
score with the question keywords, whose polarity is the
same as the determined question polarity and which
contains a NE of the EAT. As the traditional QA system
outputs 50 answers, we also take the 50 most similar
sentences and extract the NEs they contain. In the future,
when training examples will be available, we plan to set a
threshold for similarity, thus not limiting the number of
output answers, but setting a border to the similarity score
(this is related to the observation in [4] that opinion
questions have a highly variable number of answers. In
order to extract the topic and determine the question
polarity, we define question patterns. These patterns take
into consideration the interrogation formula and extract the
opinion words (nouns, verbs, adverbs, adjectives and their
determiners). They are then classified to determine the
polarity of the question, using the WordNet Affect emotion
lists, the emotion triggers resource [17], a list of four
attitudes containing the verbs, nouns, adjectives and
adverbs for the categories of criticism, support,
admiration and rejection and a list of positive and
negative opinion words taken from the system in [18]. On
the other hand, we preprocessed the blog texts in order to
prepare the answer retrieval. Starting from the focus,
keywords and topic of the question, we sought sentences in

* http://garraf.epsevg.upc.es/freeling/
° http://alias-i.com/lingpipe/



the blog collection (which was split into sentences and
where Named Entity Recognition was performed using
LingPipe) that could constitute possible answers to the
questions, according to their similarity to the latter. The
similarity score was computed with Pedersen’s Text
Similarity Package®. The condition we subsequently set was
that the polarity of the retrieved snipped be the same as the
one of the question and, in the case of questions with EAT
PERSON, ORGANIZATION or LOCATION, that a
Named Entity of the appropriate type was present in the
retrieved snippets. In case retrieved snippets containing
Named Entities in the question were found, their score was
boosted to the score of the most similar snippet retrieved. In
case more than 50 snippets were retrieved, we only
considered for evaluation the first 50 in the order of their
polarity score (which proved to be a good indicator of the
snippet’s importance [22].

6.3 Evaluation process

We evaluate the performance of the two QA systems in
terms of the number of found answers within the top 1, 5,
10 and 50 output answers (TQA is the indicator for the
traditional QA system and OQA is the indicator for the
opinion QA system). In Table 2 we present the results of
the evaluations in the case of each of the 20 questions (the
table also contains the type of each questions — F (factual)
and O (opinion)). The first observation we can make is the
fact that the traditional QA system was able to answer only
8 of the 20 questions we formulated. We will thus compare
the performance of the systems at the level of these 8
questions they both answered and separately analyze the
faults and strong points, as well as the difficulties of each
individual question separately).

Table 2: The QA systems’ performance

Question | Type | Number Number of found answers

s | @ | @ [ @0 | @%

ToA | OGA | ToA | O0A | TOA | OGA | 1o | oor

1 F 5 0 0 0 2 0 3 4 4
2 o 5 0 0 0 1 0 1 0 3
3 F 2 1 1 2 1 2 1 2 1
4 F 10 1 1 2 1 6 2 10 4
5 o 11 0 0 0 0 0 0 0 0
6 o 2 0 0 0 0 0 1 0 2
7 o 5 0 0 0 0 0 1 0 3
8 F 5 1 0 3 1 3 1 5 1
9 F 5 0 1 0 2 0 2 1 3
10 F 2 1 0 1 0 1 1 2 1
11 [0} 2 0 1 0 1 0 1 0 1
12 o 3 0 0 0 1 0 1 0 1
13 F 1 0 0 0 0 0 0 0 1

¢ http://www.d.umn.edu/~tpederse/text-similarity.html
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14 F 7 T Jo |1 |1 [1 [2 |1 |2
15 FO) | 1 0 [0 [0 o o |1 [o |1
16 FO) | 6 0 |1 |0 |4 |0 |4 |o |4
17 F 10 0o [1 |0 |1 |4 [1 Jo |2
13 FO) | 1 0 [0 |0 |0 o [0 Jo o
19 FO) | 27 0 |1 |0 |5 |0 |6 |0 |18
20 FO) | 4 0 [0 |0 |o Jo o Jo o

As we can observe in Table 2, as expected, the questions
for which the traditional QA system performed better were
the pure factual ones (1, 3, 4, 8, 10 and 14), although in
some cases (like the one of question number 14) the OQA
system retrieved more correct answers. At the same time,
purely opinion questions, although revolving around NEs,
were not answered by the traditional QA system, but were
satisfactorily answered by the opinion QA system (2, 5, 6,
7, 11, 12), taking into consideration that a purely word-
overlap approach was taken. Questions 18 and 20 were not
correctly answered by any of the two systems. We believe
this is due to the fact that question 18 was ambiguous as far
as polarity of the opinions expressed in the answer snippets
(“improvement” does not translate to either “positive” or
“negative”) and question 20 referred to the title of a project
proposal that was not annotated by any of the tools used.
Thus, as part of the future work in our OQA system, we
must add a component for the identification of quotes and
titles, as well as explore a wider range of polarity/opinion
scales. Questions 15, 16, 18, 19 and 20 contain both factual
as well as opinion aspects and the OQA system performed
better than the TQA, although in some cases, answers were
lost due to the artificial boosting of the queries containing
NEs of the EAT. Therefore, it is obvious that an extra
method for answer ranking should be used, as Answer
Validation techniques using Textual Entailment.

7. Issues and discussion

There are many problems involved when trying to perform
opinion QA. Explanations for this fact include ambiguity of
the questions (What is the nation that brings most criticism
to the Kyoto Protocol? — the answer can be explicitly stated
in one of the blog sentences, or a system might have to infer
them; therefore, the answer is highly contextual and
depends on the texts one is analyzing, the need for extra
knowledge on the NEs (i.e. 4! Gore is an American
politician — should we first look for people that are in favor
of environmental measures and test which one is an
American politician?) and the fact that, as opposed to
purely factoid questions, most of the opinion questions have
answers longer than a single sentence. In many of the cases,
the opinion mining system missed on the answers due to
erroneous sentence splitting. Another source of problems
was the fact that we gave a high weight to the presence of
the NE of the sought type within the retrieved snippet and
in some cases the NER performed by LingPipe either
attributed the wrong category to an entity, failed to annotate




it or wrongfully annotated words as being NEs when that
was not the case. As we could notice, problems of temporal
expressions and the coreference need to be taken into
account in order to retrieve the correct answer. In most of
the time, the QA system need to understand the temporal
context of the questions and also of the sentences that
compose the corpus, because the present President the USA
is different from two years ago, for example. At the other
hand, an effective coreference resolution system is
indispensable to understand some retrieved answers.

8. Conclusions and future work

In this article, we first presented EmotiBlog, an annotation
scheme for opinion annotation in blogs and the blog posts
collection we gathered to label with our scheme.
Subsequently, we presented the collection of mixed opinion
and fact questions we created, whose answers we annotated
in our corpus. We finally evaluated and discussed on the
results of two different QA systems, one that is fact oriented
and one that is designed for opinion question answering.
Some conclusions that we draw from this analysis are that,
even when using specialized resources, the task of opinion
QA is still difficult and extra techniques and methods have
to be investigated in order to solve the problems we found,
parallel to a deeper analysis of the issues involved in this
type of QA. In many cases, opinion QA can benefit from a
snippet retrieval at a paragraph level, since usually the
answers were not mere parts of sentences, but consisted in
two or more consecutive sentences. On the other hand,
however, we have seen cases in which each of three
different consecutive sentences was a separate answer to a
question. Future work includes the study of the impact
anaphora resolution has on the task of opinion QA, as well
as the possibility to use Answer Validation techniques in
order to increase the system’s performance by answer re-
ranking.
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Abstract

Feature norms can be regarded as repositories
of common sense knowledge for basic level con-
cepts. We acquire from very large corpora
feature-norm-like concept descriptions using a
combination of a weakly supervised method and
an unsupervised method. The success in iden-
tifying the specific properties listed in the fea-
ture norms as well as the success in acquiring
the classes of properties present in the norms are
reported.

Keywords

basic level categories, common-sense knowledge, feature norms

1 Introduction

The acquisition of common sense knowledge is the fo-
cus of a series of projects originated in Al like CYC [5]
or Open Mind [10]. The aim of this paper is the acqui-
sition of every day knowledge for a restricted category
of concepts: basic level concepts denoting concrete ob-
jects.

One of the main criteria for concept organization in
initial studies carried both in psychology and Al [2]
was thought to be the taxonomic criteria. Early work
in psychology [9] showed that not all levels of taxon-
omy are equal with respect to object categorization.
There is a privileged level at which people consistently
classify the objects in common speech called the basic
level. For example, encountering an object (e.g. 19th
century dinning table) in ordinary discussion we do not
categorize it at its specific level (19th century dinning
table) nor to its more general level (e.g. entity) but to
its basic level (table). The basic level concept is the
most inclusive level at which concepts share common
features, it carves the world at its joints. Examples of
basic level concepts are bird, dog, cat or car.

To acquire common-sense knowledge for basic level
concepts we rely on an ongoing effort in cognitive psy-
chology: the feature norms.

In a task called feature-generation subjects list what
they believe the most important properties for a set of
test concepts are. The experimenter processes the re-
sulting conceptual descriptions and registers the final
representation in the norm. Thus, a feature norm is a
database containing a set of concepts and their most
salient features (properties). The recorded properties
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are pieces of common sense knowledge. For example,
in a norm one finds statements like:

e An apple (concept) is a fruit (property)?.

e An airplane (concept) is used for people trans-
portation (property).

In this paper we explore the possibility to acquire
common-sense knowledge from very large corpora.
The type of properties one finds in the norms guides
the knowledge-extraction task. A double classification
of the properties in the norms is used. At the morpho-
logical level the properties are grouped according to
the part of speech of the words used to express them
(noun properties, adjective properties, verb proper-
ties). At the semantic level we group the properties
in semantic classes (taxonomic properties, part prop-
erties, etc.).

The properties in certain semantic classes are learnt
using a pattern-based approach, while other classes of
properties are learnt using a novel method based on
co-occurrence associations.

The rest of the paper has the following organiza-
tion. The second section discusses the structure of
feature norms and presents the procedure for property
learning. The third section reports and discusses the
results. The fourth section puts our work in context
briefly surveying the related work. The paper ends
with the conclusions.

2 Feature Norm like Knowl-
edge Acquisition

2.1 Property Classification

For our experiments we choose the feature norm ob-
tained by McRae and colleagues [6]. The norm lists
conceptual descriptions for 541 basic level concepts
representing living and non-living things and was pro-
duced interviewing 725 participants.

We classify each property in the norm at two levels:
morphological and semantic.

The morphological level contains the part of speech
of the word representing the property. The semantic
classification is inspired by a perceptually based tax-
onomy discussed later in this section. Table 1 shows a

L In this paper the concepts will be typed in bold and the
properties in italics
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part of the conceptual description for the focal concept
axe (in this paper the focal concepts are the concept
for which the subjects list properties in the feature
generation task) and the double classification of the
concept properties.

Property | Morphological Semantic
‘ Classification ‘ Classification
Tool Noun Superordinate
Blade Noun Part
Chop Noun Action

Table 1: The double classification of the properties of
the concept aze

The semantic classification is based on Wu and
Barsalou (WB) taxonomy [12]. This taxonomy gives
a perceptually oriented categorization of properties in
the norms. WB taxonomy classifies the properties in
27 distinct classes. Some of these classes contain very
few properties and therefore are of marginal interest.
For example, the Affect Emotion class classifies only
11 properties. Therefore, we consider only the classes
of properties with more than 100 members.

Unfortunately, we cannot directly use the WB tax-
onomy in the learning process because some of the
distinctions it makes are too fine-grained. For ex-
ample, the taxonomy distinguishes between external
components of an object and its internal components.
On this account the heart of an animal is an internal
component whereas its legs are external components.
Keeping these distinctions otherwise relevant from a
psychological point of view will hinder the learning
of feature norm concept descriptions . Therefore we
remap the WB initial property classes on a new set
of property classes more adequate for our task. Ta-
ble 2 presents the new set of property classes together
with the morphological classification of the properties
in each class.

Morphological Semantic
Classification Classification
Superordinate Noun
Part Noun
Stuff Noun
Location Noun
Action Verb
Quality Adjective

Table 2: The semantic and morphological classifica-
tion of properties in McRae feature norm

The meaning of each semantic class of properties is
the following;:

e Superordinate. The superordinate properties are
those properties that classify a concept from a
taxonomic point of view. For example, the dog
(focal concept) is an animal (taxonomic prop-

erty).

e Part. The category part includes the properties
denoting external and internal components of an
object. For example blade (part property) is a
part of an axe (focal concept).
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e Stuff. The properties in this semantic class de-
note the stuff an object is made of. For exam-
ple, bottle (focal concept) is made of glass (stuff
property).

e Location. The properties in this semantic class
denote typical places where instances of the focal
concepts are found. For example, airplanes (fo-
cal concept) are found in airports (location prop-
erty).

e Action. This class of properties represents the
characteristic actions defining the behavior of an
entity (the cat (focal concept) meow (action prop-
erty)) or the function, instances of the focal con-
cepts typically fulfill (the heart (focal concept)
pumps blood (function property)).

e Quality. This class of properties denotes the qual-
ities (color, taste, etc.) of the objects instances of
the focal concepts. For example, the apple (fo-
cal concept) is red (quality property) or is sweet

(quality property).

The most relevant properties produced by the sub-
jects in the feature production experiments are in the
categories presented above. Thus, asked to list the
defining properties of the concepts representing con-
crete objects subjects will typically: classify the ob-
jects (Superordinate), list their parts and the stuff they
are made from (Parts and Stuff), specify the location
the objects are typically found in (Location), their in-
tended functions, and their typical behavior (Action),
or name their perceptual qualities (Quality).

3 Property Learning

To learn the property classes discussed in the preced-
ing section we employ two different strategies. Super-
ordinate, Part, Stuff and Location properties are learnt
using a pattern-based approach. Quality and Action
properties are learnt using a novel method that quan-
tifies the strength of association between the nouns
representing the focal concepts and the adjective and
verbs co-occurring with them in a corpus. The learn-
ing decision is motivated by the following experiment.
We took a set of concepts and their properties from
McRae feature norm and extracted sentences from a
corpus where a pair concept - property appears in the
same sentence.

We noticed that, in general, the quality properties
are expressed by the adjectives modifying the noun
representing the focal concept. For example, for the
concept property pair (apple, red) we find contexts
like:

”She took the red apple” .

The action properties are expressed by verbs. The
pair (dog, bark) is conveyed by contexts like:

”The ugly dog is barking”.

where the verb expresses an action to which the dog
(i.e. the noun representing the concept) is a partici-
pant.

The experiment suggests that to learn Quality and
Action properties we should filter the adjectives and
verbs co-occurring with the focal concepts.



For the rest of the property classes the extracted
contexts suggest that the best learning strategy should
be a pattern-based approach. Moreover with the ex-
ception of the Location relation, that, to our knowl-
edge, has not been studied yet, for the relations Su-
perordinate, Part and Stuff some patterns are already
known. The properties we try to find lexico-syntactic
patterns for are classified at the morphological level
as nouns (see Table 2). The rest of the properties
are classified as either adjectives (Qualities) or verbs
(Action). To generate candidate patterns for Super-
ordinate, Part, Stuff and Location relation we follow
the procedure discussed in [1]. Basically the hypothe-
sis we pursue is that the best lexico syntactic patterns
are those highly associated with the instances repre-
senting the relation of interest. The idea is not new
and was used in the past by other researchers.However,
they used only frequency [8] or pointwise mutual in-
formation [7] to calculate the strength of association
between patterns and instances. We improve previous
work and employ two statistical association measures
(Chi Squared and Log Likelihood) for the same task.

The precision of each candidate pattern is evaluated
in the following way. A set of 50 concept-feature pairs
is selected from a corpus using the devised pattern.
For example, to evaluate the precision of the pattern:
”Noun made of Noun ” for the Stuff relation we extract
concept feature pairs like hammer - wood, bottle -
glass, car - cheese, etc. Then we label a pair as a
hit if the semantic relation holds between the concept
and the feature in the pair and a miss otherwise. The
pattern precision is defined as the percent of hits. In
the case of the three pairs in the example above we
have two hits: hammer - wood and bottle - glass
and one miss: car - cheese. Thus we have a pattern
precision of 66 %.

The Quality and Action properties are learnt us-
ing an unsupervised approach. First the association
strength between the nouns representing the focal con-
cepts and the adjectives or verbs co-occurring with
them in a corpus is computed. The co-occurring ad-
jectives are those adjectives found one word at the left
of the nouns representing the focal concepts. A co-
occurring verb is a verb found one word at the right
of the nouns representing the focal concepts or a verb
separated from an auxiliary verb by the nouns repre-
senting the focal concepts.

The strongest 30 associated adjectives are selected
as Quality properties and the strongest 30 associated
verbs are selected as Action properties.

To quantify the attraction strength between the con-
cept and the potential properties of type adjective or
verb we use the log-likelihood measure.

4  Results and discussion

4.1 Experimental setup

The corpus used for learning feature-norm-like con-
cept descriptions is ukWaC [3]. UkWaC is a very
large corpus of British English, containing more than
2 billion words, constructed by crawling the web.
For evaluating the success of our method we have
chosen a test set of 44 concepts from McRae fea-
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ture norm. In the next two subsections we report
and discuss the results obtained for Superordinate,
Stuff, Location and Part properties and Quality and
Action properties respectively. All our experiments
were performed using the CWB and UCS toolkits
(http://www.collocations.de/software.html).

4.2 Results for Superordinate, Stuff,
Location and Part properties
For the concepts in the test set we extract properties

using the manually selected patterns reported in table
3.

Relation Pattern
Superordinate Noun [JJ]-such [IN]-as Noun
Noun [CC]J-and [JJ]-other Noun
Noun [CC]J-or [JJ]-other Noun
Stuff Noun [VVN]-make [IN]-of Noun
Location Noun [IN]-from [DT]-the Noun
Part Noun [VVP]-comprise Noun
Noun [VVP]-consists [IN]-of Noun

Table 3: The selected patterns

The results of property extraction phase are re-
ported in Table 4. The columns of the table represent
in order: the name of the class of semantic proper-
ties to be extracted, the recall of our procedure and
the pattern precision. The recall tells how many prop-
erties in the test set are found using the patterns in
Table 3. The pattern precision states how precise the
selected pattern is in finding the properties in a cer-
tain semantic class and it is computed as shown at the
end of the section 2.2. In case more than one pattern
have been selected, the pattern precision is the average
precision for all selected patterns.

Property Recall | Pattern
Class ‘ ‘ Precission
Superordinate 87% 35%
Stuff 21% 70%
Location 33% 40%
Part 0% 51%

Table 4: The results for each property class

As one can see from Table 4, the recall for the su-
perordinate relation is very good and the precision of
the patterns is not bad either (average precision 85%).
However, many of the extracted superordinate prop-
erties are roles and not types. For example, banana,
one of the concepts in the test set, has the superordi-
nate property: is a fruit (type). Using the patterns for
superordinate relation we find that banana is a fruit
( a type) but also is an ingredient and is a product
(roles). The lexico-syntactic patterns for the superor-
dinate relation blur the type-role distinction. Other
extracted pairs for the superordinates relation include
(the left side of the pair contains a concept from the
test set, while the right side lists its extracted superor-
dinates): cat- (pet, animal), potato-(vegetable, food),



chicken-(bird, product). In general, as we see from the
pattern precision, the extracted taxonomic knowledge
is accurate.

The pattern used to represent the Stuff relation has
a bad recall (21 %) and an estimated precision of 70
%. To be fair, the pattern expresses better than the
estimated precision the substance an object is made
of. The problem is that in many cases constructions
of type "Noun made of Noun” are used in a metaphoric
way as in: ”car made of cheese”. In the actual context
the car was not made of cheese but the construction is
used to show that the respective car was not resistant
to impact. Other examples of extracted relations are:
bottle-(glass, aluminum), ship -(oak, metal), cup-
(stone, paper). The extracted information should be
carefully assessed because many times the properties
extracted are highly contextual and do not qualify as
common-sense knowledge.

The pattern for Location relation has bad precision
and bad recall. The properties of type Location listed
in the norm represent typical places where objects can
be found. For example, in the norm it is stated that
bananas are found in tropical climates (the tropi-
cal climate being the typical place where banana-trees
grow). However what one can hope from a pattern-
based approach is to find patterns representing with
good precision the concept of Location in general. We
found a more precise Location pattern than the se-
lected one: "N is found in N”. Unfortunately, this
pattern has 0% recall for our test set. The extracted
properties are in general imprecise: duck- (ezxploit),
hammer-(north).

The patterns for Part relation have 0% recall for the
concepts in the test set and their precision for the gen-
eral domain is not very good either. As others have
shown [4] a pattern based approach is not enough to
learn the part relation and one needs to use a super-
vised approach to achieve a relevant degree of success.

4.3 Results for Quality and Action
properties

We computed the association strength between the
concepts in the test set and the co-occurring verbs and
adjectives using the log-likelihood measure. Some of
the extracted properties for the concepts in the test
set are shown in Table 5.

The results for Quality and Action properties are
presented in Table 6. The columns of the table repre-
sent in order: the name of the class of semantic proper-
ties, the Recall and the Property Precision. The Recall
represents the percent of properties in the test set our
procedure found. The Property Precision computes
the precision with which our procedure finds properties
in a semantic class. The property precision is the per-
cent of quality and action properties found among the
strongest 30 adjectives and verbs associated with the
focal concepts.Because the number of potential prop-
erties is reasonable for hand checking, the validation
for this procedure was performed manually.

The manual comparison between the corpus ex-
tracted properties and the norm properties confirm the
hypothesis regarding the relation between the associ-
ation strength of features of type adjective and verbs
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Concept Quality Action
Duck wild, tufted waddle, fly
lame, ruddy swim, quack
Eagle golden, bald soar, fly
white-tailed, spotted  perch, swoop
Turtle marine, green dive, nest

giant, engendered hatch, crawl

Table 5: Some quality and action properties for the
concepts in the test set

Property Recall | Property
Class Precission
Quality 60% 60%
Action ‘ 70% ‘ 83%

Table 6: The results for Quality and Action property
classes

and their degree of relevance as properties of concepts.

For each concept in the test set roughly 18 adjec-
tives and 25 verbs in the extracted set of potential
properties represent qualities and action respectively
(see Property Precision column in Table 6). This can
be explained by the fact that all concepts in the test
set denote concrete objects. Many of the adjectives
modifying nouns denoting concrete objects express the
objects qualities, whereas the verbs usually denote ac-
tions different actors perform or to which various ob-
jects are subject.

Many of the properties found using this method en-
code pieces of common sense knowledge not present
in the norms. For example, the semantic representa-
tion of the concept turtle has the following Quality
properties listed in the norm: green, hard, small. The
strongest adjectives associated in the UkWaC corpus
with the noun turtle ordered by the loglikelihood score
are: marine, green, giant. The property marine carries
a greater distinctiveness than any of similar feature
listed in the norms.

Likewise, the actions typically associated with the
concept turtle in the McRae feature norm are: lays
eggs, swims, walks slowly. The strongest verbs associ-
ated in the UkWaC corpus with the noun turtle are:
dive, nest, hatch. The dive action is more specific and
therefore more distinct than the swim action registered
in the feature norm. The hatch property is character-
istic to reptiles and birds and thus a good candidate
for the representation of the concept turtle.

5 Related Work

The need of acquiring common-sense knowledge to en-
able computers understand and reason with natural
language was recognized long time ago. The first large-
scale effort for acquisition of common sense knowl-
edge is the project CYC. Human users codify by hand
millions of rules representing every-day knowledge (in
CYC one finds concepts like cat and mammal and as-
sertions like the cat is a mammal).

A more up to date effort to acquire knowledge about



daily life is the project OpenMind. It attempts at
building a huge database of common sense knowledge
exploiting the wisdom of crowds. Thousands of non-
expert contributors introduce knowledge inside a set
of predefined scenarios like: Story telling, Typical ar-
guments of verbs or the Listing of objects appearing
usually together.

An interesting method to gather the common-sense
knowledge is von Ahns work, who draws on the data
collected with the help of online games [11].

The work reported here uses an alternative basis for
common-sense property acquisition, it builds on the
effort in cognitive psychology to extract kinds of prop-
erties people are likely to know about the concepts.
Of course, as the experience of CYC shows, there is
much more to common sense knowledge than the ac-
quisition of concept properties. However we think that
our work, having a sound empirical basis, is a step in
the right direction.

6 Conclusions

The presented method for acquiring common-sense
knowledge based on feature-norm concept descrip-
tion has been successful at learning semantic property
classes Superordinate, Quality and Action. For learn-
ing the superordinates of the focal concepts one needs
to use a high precision pattern. For Quality and Ac-
tion properties one needs to apply the method based
on co-occurrence association presented in section 2.2.
To learn all other property classes other methods
(probably a supervised approach) must be devised.
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Abstract

A novel method for unsupervised acquisition
of knowledge for taxonomies of concepts from
raw Wikipedia text is presented. We assume
that the concepts classified under the same node
in a taxonomy are described in a comparable
way in Wikipedia. The concepts in 6 tax-
onomies extracted from WordNet are mapped
onto Wikipedia pages and the lexico-syntactic
patterns describing semantic structures express-
ing relevant knowledge for the concepts are au-
tomatically learnt.

Keywords

wikipedia, unsupervised knowledge acquisition, taxonomy

1 Introduction

A crucial phase in ontology acquisition from text is
the extraction of relevant knowledge for ontology con-
cepts, the focus of the current work. Our framework
extracts in an unsupervised way knowledge for a set
of concepts hierarchically ordered. For example, for
the concept bewick’s swan, one of the concepts in
bird taxonomy, some extracted properties are: have
few natural predator®, live in water, is a small Hol-
arctic swan. From a logical/ontological point of view
the extracted knowledge can be classified as: quanti-
fier restrictions (e. g. most birds build nests), parts
of the instances of the concepts in the taxonomy (e.g.
small head and long thick mane for the concept shet-
land pony), alternative classification of the concepts
in the taxonomy (herd animal and social creature for
the concept horse), etc.

The knowledge relevant for concepts can be auto-
matically extracted from a variety of sources: dictio-
naries, databases, corpora, web directories and others.
Recently, Wikipedia drew the attention of various re-
search groups as a goldmine resource for information
retrieval [3], information extraction [9] and ontology
building [8].

There are some characteristics that make Wikipedia
an appropriate resource for information extraction.
Firstly, its coverage is impressive: the English
Wikipedia has almost three million articles currently

L In this paper the concepts will be typed in bold and the
properties in italics
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maintained and updated by thousands of voluntary
contributors, thus surpassing any other encyclopedia
in history. Secondly, the style of writing Wikipedia
articles is more homogeneous than the mixed bag of
styles one encounters in general corpora or in unre-
stricted text found on the web. Thirdly, Wikipedia
has a large network of links, categories and info-boxes
allowing a combination of techniques for information
extraction.

This paper introduces a novel method for acquisition
of knowledge for taxonomies of concepts from the raw
Wikipedia text. We assume that similar concepts (i.e.
those classified under the same node in a taxonomy)
are described in a comparable way in Wikipedia. More
precisely, we suppose that the relevant knowledge of
these similar concepts is expressed using equivalent
surface patterns. The learning process starts with the
generation of concept hierarchies from WordNet. The
concepts in each hierarchy are mapped onto Wikipedia
pages and the knowledge appropriate to the concepts
is automatically extracted at a precision ranging from
55 to 66 percents depending on the taxonomy.

The remaining of the paper is organized as follows.
In section 2 we present the mapping of concept taxon-
omy onto Wikipedia pages and discuss the algorithm
for knowledge extraction. Section 3 presents, evaluates
and discusses the results. Section 4 compares our work
with related approaches and the last section summa-
rizes the results and concludes the paper.

2 Knowledge Extraction for

Taxonomies of Concepts

The knowledge extraction precision depends on the
accuracy of the classification of Wikipedia pages.
Each concept from the taxonomy should be pre-
cisely mapped on the corresponding Wikipedia article.
Therefore, to generate the taxonomy of concepts and
map the generated taxonomy onto Wikipedia articles
we follow the next steps:

e First, we pick a concept of interest representing
the higher level node of the taxonomy to be ex-
tracted and map it onto a WordNet synset. For
example, if you have chosen the concept dog and
you want to get the sense corresponding to the
animal, you map the concept to the sense number
1 in WordNet.
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e Second, the hyponymy (sub)tree having as root
the concept chosen in the previous step is pro-
duced and the concepts in the tree are mapped
onto Wikipedia pages. As others have shown [5]
the best mapping heuristic is to choose that mem-
ber of a synset which has the sense number 1 .
Even so, the ambiguity problem is not completely
solved. For it is possible that concepts having low
or no ambiguity in WordNet to be highly ambigu-
ous in Wikipedia. Fortunately, in this case the
Wikipedia server returns a page having a standard
structure and allows us to reject the ambiguous
concept or to guess the right mapping. The dis-
ambiguation is performed concatenating the am-
biguous concept with each of its WordNet hyper-
onyms and searching again in Wikipedia until an
unambiguos entry is found. For example, the con-
cept buckskin appears in two synsets in WordNet
and in 8 possible entries in Wikipedia. Because
we are interested in the sense of buckskin hav-
ing the hyperonym horse we concatenate the two
words (buckskin_(horse)) and send the new entry
to Wikipedia server. Fortunately, in this case no
ambiguity results and the correct mapping is au-
tomatically performed.

The generated taxonomy is used as input by the sys-
tem in Figure 1. The Extracted taxonomy is mapped
onto the Wikipedia pages (the first part of Figure 1)
and the pipeline of the system is made by a set of mod-
ules, each of them working on the output produced by
the preceding module in the pipeline.

Extracted
Taxonomy

&

. . Sentence Extractor
Wikipedia

Coreference Resolution

Article Downloader
and Parser

Pattern Computation
and Selection

Linguistic

Knowledge Extraction ~——— Frosessing|

Fig. 1: The pipeline of the system for knowledge ex-
traction

The module Article Downloader and Parser
downloads the Wikipedia articles corresponding to the
categories in the taxonomy. From the rough down-
loaded content of Wikipedia articles we eliminate the
useless html tags and the head structure of the article
is recovered (e.g. to each higher order head in the arti-
cle its corresponding text is assigned). In addition, the
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module eliminates the content of some heads not used
by the system, like: Links, Miscellaneous, See also.
The next module, Sentence Extractor and Co-
Reference Resolution, extracts from the Wikipedia
text of an article all sentences containing references
to the title concept. The idea behind extracting all
sentences containing the title concept is that these
sentences express in a direct way relevant information
about the categories in the taxonomy. To extend the
range of the sentences extracted, the module performs
a basic co-reference resolution. It assumes that pro-
nouns like their, it, he, they found within the first
three words of a sentence refer back to the title con-
cept. Further, all references at the beginning of a sen-
tence (within the first five words) to any concept in the
taxonomic chain of the title concept are also extracted.
Then the module Linguistic Processing performs
part-of-speech tagging, lemmatization and term iden-
tification for the extracted sentences. In order to har-
vest multi-word expressions and to achieve a better
generalization across multiple similar sentences we use
the following regular expression of a term definition:

(N Prep)?((Adv)?Adj) * (Noun)+

The abbreviation NPrep denotes a noun preposition
and the straightforward abreviations Adv and Adj de-
note a adverb an an adjective respectively. The output
of this module is a list of sentences in simplified term
form (where the terms containing the title concepts
are replaced with the generic label TitleConcept and
the rest of the terms are replaced with the label T).

The task of the module Pattern Computation
and Selection is to identify the patterns expressing
relevant knowledge for the title concepts. This module
has two sub-modules: the first one is called Pattern
Generation and computes candidate patterns. The
second one is named Pattern Ranking and Selec-
tion and it implements heuristics for ranking and se-
lecting the relevant patterns. The idea behind pattern
generation is that the patterns originated should ex-
press knowledge characteristic to similar concepts. We
judge concepts as similar if they are classified under
the same node in the taxonomy and we assume that
the relevant knowledge of similar concepts is stated
in using the same lexico-syntactic patterns. There-
fore, one expects the patterns expressing knowledge of
these concepts to appear in the extracted Wikipedia
sentences for more than one concept. To produce can-
didate patterns the Cartesian Product between all sen-
tences in simplified term form (as outputted by the
Linguistic Processing module) belonging to each
pair of similar concepts is performed. For each pair of
sentences in the Cartesian product we consider as can-
didate patterns the longest common substring includ-
ing the title concept between the sentences. The sub-
module Pattern Ranking and Selection filters the
patterns produced by the sub-module Pattern Gen-
eration. We assume that the best patterns have the
shape given by the following regular expression form:

(TitleConcept|T)(.4)(T'|TitleConcept).

Thus we accept the following patterns: 7T of Ti-
tleConcept be T”, ”TitleConcept be T”, ”TitleCon-
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cept be design by T” and reject the next patterns: ”in



T, TitleConcept be”, ”of TitleConcept, T”. While the
former patterns have both topic (what is being talked
about; it always contains the TitleConcept) and focus
(what is being said about the topic), the latter are
incomplete, missing either topic or focus, thus being
useless for information extraction. We also reject all
patterns having a frequency lower than an experimen-
tally determined threshold.

The module Knowledge extraction extracts
knowledge for the concepts in taxonomy using the pat-
terns voted in the previous step. For example, apply-
ing the voted pattern " TitleConcept consists_of T” to
one of the sentences in the entry of the concept knife
we get part relations:

e knife consist_of a blade

Moreover, applying the pattern ”TitleConcept
be_use_in T” to the entries corresponding to the con-
cepts razor and sickle we extract the function rela-
tions:

e razor be_use_in carpentry

e sickle be_use_in druidic ritual

3 Results and discussions

3.1 Experimental setup

The input to the knowledge generation experiment is
a set of six taxonomies extracted from WordNet as ex-
plained in the previous section. The root nodes of tax-
onomies are three animals (Horse, Dog, Bird), two
vehicles (Aircraft and Boat) and one tool (Cutlery).
The distribution of concepts for each taxonomy to-
gether with examples of concepts is given in Table 1.
The number of concepts in the six taxonomies varies
from a minimum of 34 concepts to a maximum 128
concepts with an average number of 64 concepts per
category. The encyclopedia entries corresponding to
the taxonomies categories are downloaded with the
software module WWW::Wikipedia. The Wikipedia
text is part-of-speech tagged and lemmatized with
TreeTagger, a language independent POS tagger.

3.2 Pattern Voting

Table 2 shows examples of patterns voted for each of
the six taxonomies. Inspecting the table we observe
that a pattern voted in all taxonomies is ”TitleCon-
cept be T”. This pattern is present in almost all ar-
ticles in Wikipedia and it is usually found in the first
three sentences of the abstract. Included in the term
connected with the title concept by the verb to be
there is a noun phrase giving the taxonomic classifica-
tion of the title concept together with other interest-
ing information. However, the taxonomic classification
extracted with the help of this pattern is not always
found among the superordinate terms in the taxonomy
we started with. For example, the extracted superordi-
nate for the concept red_eyed_vireo is songbird. In
WordNet the relevant superordinates of the concept
red_eyed_vireo are: oscine, passerine and bird,
none of which is songbird.
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Taxonomic Number of Examples

Root Concepts
Aircraft 34 monoplane, seaplane
airliner, stealth_fighter
Boat 30 wherry, fireboat
motorboat, steamboat
Horse 34 tarpan, shetland_pony
percheron, palomino
Dog 128 belgian_sheepdog, collie
rottweiler, dalmatian
Bird 121 crossbill, oscine
nightingale, tailorbird
Cutlery 34 knife, chisel

sickle, razor

Table 1: The roots of the extracted taxonomies and
concept examples

As we expected, some of the voted patterns ex-
press knowledge specific to the concepts in certain tax-
onomies. For example, the pattern ” T build TitleCon-
cept” is related to concepts in the taxonomy Aircraft
and the pattern " TitleConcept eat T” is specific to the
concepts in the taxonomy Bird? . In the first case,
the knowledge extracted are constructors of aircraft
models like: Pan Am One or Edison. In the second
case, the properties obtained are kinds of food (insects,
snail) consumed by different types of birds.

Taxonomic Examples of
Root voted Patterns
Aircraft TitleConcept be T

T use TitleConcept
T build TitleConcept
Boat TitleConcept be T
TitleConcept use T
TitleConcept have T
Horse TitleConcept be T
TitleConcept be use in T
TitleConcept require T
Dog TitleConcept be T
TitleConcept need T
TitleConcept also know as T
Bird TitleConcept be T
TitleConcept forage on T
TitleConcept eat T
Cutlery TitleConcept be T
TitleConcept consist of T
TitleConcept be T with T

Table 2: Examples of extracted patterns for taxonomy
classes

3.3 Knowledge Evaluation

In the Table 3 we give examples of the generated
knowledge for three concepts: andean_condor, air-

2 Although we expected that the second pattern ” TitleConcept
eat T” to appear also in the concepts of the taxonomies Dog
and Horse it turned out that it did not appear or it was not
voted as relevant.



ship and knife belonging to the taxonomies Bird,
Aircraft and Cutlery respectively.

Examples of
Properties
be_find_in South_America
be_call the Argentinean_Condor
Vultur gryphus

Concept

andean_condor

airship use dynamic helium volume
have a natural buoyancy
be_know_as dirigible
knife consists_of a blade

come_in many forms
make_of copper

Table 3: FExamples of extracted properties for three
concepts

Two raters evaluate the quality of the generated
knowledge using a 3-point scale:

e Ideal Knowledge - (2 points). The extracted prop-
erties are necessary for the concepts in the tax-
onomy. They should be part of an ideal list of
properties for the taxonomy concepts (e.g. is om-
nivorous for the concept australian magpie or
consists of a blade for the concept knife)

e Partially Correct - (1 point) if the extracted prop-
erties correctly describe the taxonomy concepts
but are not among their ideal list of properties
(e.g. 1is related to butcher birds or described by
English Ornithologist John Latham for the con-
cept australian magpie)

e Incorrect Knowledge - (0 points) if the extracted
properties do not apply in any way to the cate-
gory (e.g. the property number for the concept
knife or the property be on average for the con-
cept andean condor).

The precision of the extracted knowledge is computed
using the following formula.

2Nix + 1Npc

Precission =
2NP'roperties

where
e Nji counts the number of ideal knowledge labels

e Npc represents the number of partially correct
labels

® Nproperties counts all properties evaluated

Approximately 10 concepts per category are chosen
for evaluation. When the two raters disagreed about a
label the judge solves the disagreement adding the final
label. The inter-rater agreement is computed using the
Kappa score [7] and the precision is computed for the
judge scores (see table 4).

Each property generated in the rater file was anno-
tated with a type (e.g. classification property, part
property, behaviour property, etc.). For the concepts
in all taxonomies the algorithm generates part prop-
erties (e.g. leg for the concept king vulture, blade
for the concept knife) and classification properties
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Taxonomic Kappa Precission
Root Score
Aircraft 0.62 0.55
Boat 0.65 0.57
Horse 0.62 0.63
Dog 0.65 0.66
Bird 0.68 0.60
Cutlery 0.79 0.61

Table 4: The inter-rater agreement and the precision
for the extracted knowledge

(e.g. medium-large grebe for the concept red_necked
grebe or scent hound for the concept beagle). Then,
depending on the taxonomy, the algorithm generates
different types of properties. For example, for all an-
imals (the concepts in the taxonomies dominated by
Horse, Dog and Bird) a common property type gen-
erated is Behaviour (e.g. sensitive to insecticide for
the concept greyhound or builds a large nest for the
concept bald eagle). For tools a common generated
property type is the function (e.g. used by barbers for
razor or used in druidic ritual for golden sickle).
Interestingly enough, some extracted knowledge are
rules, like: most birds build nests or most helicopters
have a single main rotor.

4 Related Work

With the advent of new information sources many
teams are developing methods for large-scale informa-
tion extraction taking advantage of the huge amounts
of unstructured text currently available. In this frame-
work relevant is the work of Pasca ([4]) who exploits
both query logs and Web documents to acquire in-
stances and knowledge for open domain classes.

Recently the potential of Wikipedia for information
extraction in general and knowledge extraction in par-
ticular was acknowledged by many research groups.
The methods that use Wikipedia for knowledge ex-
traction can be grouped in two major classes. The
first class of methods takes profit of the internal link
structure and the structured information in Wikipedia
(e.g. infoboxes or templates), while the second class
of methods use Wikipedias raw text.

Representative for the second class of methods is
the work of [6]. They acquire from Simple English
Wikipedia (an Wikipedia variant intended for people
whose first language is not English) patterns express-
ing the semantic relations linking nouns in Princeton
WordNet 1.7 (hyperonymy, hyponymy, holonymy and
meronymy). Then they gather new instances for these
relations improving in this way the WordNet cover-
age. The reported precision for the newly extracted
relationships is between 60 and 70 depending on the
relation. A direct comparison between their system
and our system is not possible because, in the first
place, the framework they use is weakly supervised,
while our framework is completely unsupervised. Sec-
ondly, their system is tuned to acquire certain kinds
of relations (hyperonyms, parts), while our framework
does not make any assumption about the relations that
should be extracted. However, there is an important



overlap between the patterns for hyperonyms and part
relation generated by both methods.

Much sophisticated frameworks for relation acquisi-
tion from Wikipedia include the work of [2] who uses
a dependency parser to extract hyponymy relations
from Wikipedia sentences containing the verb to be.
Our approach is different from the other methods men-
tioned in the way we make use of the Wikipedia text to
generate concept knowledge. We do not identify pat-
terns by defining a certain relation using seeds, as it is
the standard procedure in CL after the seminal work
of Hearst [1]. We assume instead that similar concepts
are described in similar ways in encyclopedia-like re-
sources. If the main assumption behind the work of
Hearst is that semantic relations can be mapped with
a certain precision on lexico-syntactic patterns, we go
a step forward and assume that semantic structures
describing concept knowledge can be mapped on sets
of lexico-syntactic patterns.

5 Conclusions

In this paper we presented a novel method for unsu-
pervised knowledge extraction for taxonomies of con-
cepts using Wikipedia as information source. Depart-
ing from previous methods for knowledge acquisition
we seek to extract semantic structures from wikipedia
descriptions of similar concepts. These structures are
formalized as surface patterns linking the title con-
cepts with their properties. Future work includes:

1. usage of more formalized taxonomies.

2. the extension of the set of taxonomies to include
abstract concepts like cognition.

3. a better evaluation framework for the results.
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Abstract

This paper presents a set of experiments performed on parsing
the Basque Dependency Treebank. We have concentrated on
treebank transformations, maintaining the same basic parsing
algorithm across the experiments. The experiments can be
classified in two groups: 1) feature optimization, which is
important mainly due to the fact that Basque is an
agglutinative language, with a rich set of morphosyntactic
features attached to each word, 2) graph transformations,
ranging from language independent methods, such as
projectivization, to language specific approaches, as
coordination and subordinated sentences, where syntactic
properties of Basque have been used to reshape the
dependency trees used for training the system. The
transformations have been tested independently and also in
combination, showing that their order of application is
relevant. The experiments were performed using a freely
available state of the art data-driven dependency parser [11].

Keywords

Dependency parsing, treebank parsing, agglutinative language.

1 Introduction

This work presents several experiments performed on
dependency parsing of the Basque Dependency Treebank
(BDT) [1]. Several syntactic analyzers based on
dependencies have been developed, with proposals ranging
from systems that directly construct dependency structures
[9] to other systems based on the more traditional
constituency structures that allow the extraction of
dependencies [2]. The present work has been developed in
the context of dependency parsing exemplified by the
CoNLL' shared task on dependency parsing in years 2006
and 2007 [12], where several systems had to compete
analyzing data from a typologically varied range of 11
languages. The treebanks for all languages were
standardized using a previously agreed CONLL-X format
(see Figure 1). BDT was one of the evaluated treebanks,
which will allow us to make a direct comparison of results.

Many works on treebank parsing have dedicated an
effort to the task of pre-processing training trees [4, 13].
This paper extends these works, applying treebank

' CoNLL: Computational Natural Language Learning.

33

Koldo Gojenola
IXA NLP Group
Technical School of Engineering, Bilbao
University of the Basque Country
Plaza La Casilla 3, 48012, Bilbao
koldo.gojenola@ehu.es
transformations [7, 10] rich,
agglutinative language.

The rest of the paper is organized as follows. Section 2
presents the main resources used in this work, including the
BDT and a data-driven open source parser. Section 3
presents the different proposals for  Treebank
transformation that have been devised in order to improve
the parser’s accuracy. Next, section 4 will evaluate the
results of each transformation. Section 5 examines related
work, and the last section outlines the main conclusions.

to a morphologically

2 Resources

This section will describe the main elements that have been
used in the experiments. First, subsection 2.1 will present
the Basque Treebank data, while subsection 2.2 will
describe the main characteristics of Maltparser, a state of
the art and data-driven dependency parser.

2.1 The Basque Dependency Treebank
BDT [2] can be considered a pure dependency treebank, as
its initial design considered that all the dependency arcs
would connect sentence tokens. Although this decision had
consequences on the annotation process, its simplicity is
also an advantage when applying several of the most
efficient parsing algorithms. The treebank consists of
55,469 tokens forming 3,700 sentences, 334 of which were
used as test data’.
(1) Etorri de-la eta joan de-la esan zien.
come has-that and go has-that tell he-to-them
He told them that he has come and he has gone.

Figure 1 contains an example of a sentence (1),
annotated in the CONLL-X format. The text is organized in
eight tab-separated columns: word-number, form, lemma,
category (coarse POS), fine-grained POS, morphosyntactic
features, and the dependency relation (headword -+
dependency). Basque is an agglutinative language, and it
presents a high power to generate inflected word-forms..
Verbs offer a lot of grammatical information, as each verb
form conveys information about the subject, the two
objects, as well as the tense and aspect. As a result of this
wealth of information contained within word-forms,

% The corpus is freely available. The treebank converted to the
CONLL-X format can also be obtained from the authors.
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W_Form Lenma CPCS POS Feat ur es Head Dependency
1 Etorri etorri \% \% _ 3 coord

2 dela i zan AUXV AUXV COWPL| 3S 1 auxmod

3 eta eta CONJ CONJ _ 6 cconp_obj
4 joan j oan \% \% _ 3 coord

5 dela i zan AUXV AUXV COWPL| 3S 4 auxnod

6 esan esan \% \ _ 0 ROOT

7 zien *edun AUXV AUXV SUBJ3S| OBJ3P 6 auxnod

8 . . PUNT PUNT_PUNT 7 PUNC

Figure 1: Example of BDT sentence in the CONLL-X format

(V = main verb, AUXYV = auxiliary verb, COMPL = completive subordinate marker, ccomp_obj = clausal complement object, 3S:
third person sing., SUBJ3S: subject in 3™ person sing., OBJ3P: object in 3™ person pl.).

complex structures have to be built to represent complete
morphological information at word level. The information
in Figure 1 has been simplified due to space reasons, as
typically the Features column will contain lots of
morphosyntactic features, which are relevant for parsing.

2.2 Maltparser

Maltparser [11] is a state of the art dependency parser that
has been successfully applied to typologically different
languages and treebanks. While several variants of the base
parser have been implemented, we will use one of its
standard versions (Maltparser version 0.4).

The parser is based on two basic data-structures. A
stack stores the dependency-graph that is formed by linking
the input sentence’s words, while an input sequence
contains the elements that have not yet been examined. The
basic algorithm applies a set of four parsing actions (shift
into the stack, reduce, left-arc, or right-arc) and obtains
deterministically a dependency tree in linear-time in a
single pass over the input. To determine which is the best
action at each step, the parser uses history-based feature
models and discriminative machine learning. In all the
following experiments, we made use of a SVM? classifier.
The specification of the features used by the classifier,
allows to select the number of elements of both stack and
input to be considered during learning, and also indicates
the kind of information for each element, which can in
principle be any kind of data described in Figure 1 (such as
word-form, lemma, category or morphosyntactic features).

3 Experiments

We have performed two classes of experiments. First, we
have tested the effect of simplifying morphosyntactic
features. Second, we have applied three different tree
transformations to the treebank.

3.1 Feature optimization

Basque is an agglutinative and morphologically rich
language, and this opens the way to experiment with many
combinations of morphological features. The original
annotation of the BDT contained 359 different

> We used SVM with a polinomial kernel of degree 2 (LIVSM
parameters: -s 0 —t 1 -d2-g0.2—<c04-r0-0.1-S0)
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morphosyntactic feature values. This led us to experiment
with several modifications:

* Grouping complex features into a set of simpler ones.
For example, complex case suffixes were simplified, as
in DAT_INS (a complex case suffix that is internally
formed by the dative case followed by the instrumental
case), which was changed to INS(trumental), as the last
case suffix is syntactically more relevant.

Deletion of several features that were interesting in the
description of the internal morphology of a word but
were not relevant for syntactic analysis.

The original annotation of 359 values marked them as
totally unrelated values, without indicating which
feature (say, case) each value was an instance of. We
added a label prefix to each value, which allowed us to
experiment the inclusion of a feature. For example,
ABS(olutive) was transformed to CASE:ABS.

After these steps, there were 127 wvalues of
morphosyntactic features, grouped in 14 features (case,
number, tense, aspect, countable, ...).

3.2 Graph transformations

Algorithms for dependency-tree transformations are applied
in a black box manner in four steps: 1) apply the
transformation to the training data, 2) train a parser on the
transformed data, 3) parse the test set, and 4) apply the
inverse transformation to the parse output, so that the final
evaluation is carried over the original tree representations.

We will experiment with three different tree
transformations, ranging from a language independent
method in one extreme, like projectivization, to a pure
language specific approach on the other, going through a
transformation on coordinated structures, which lies in the
middle, as coordination is present in all languages but needs
an adaptation depending on each language and parser.

3.2.1 Projectivization (Tp)

Several parsing algorithms are unable to deal with non-
projective arcs, that is, arcs that cross each other. The
solution can be either to design a modified algorithm (e.g.,
Covington’s, see [11]) or transform the tree into a
projective one. This option is more attractive if the original



ccomp_obj

coord coord
auxmod auxmod auxmod
Etorri da+l a eta j oan datla esan zien
come has+he+t hat and go has+he+t hat tell di d+he+t hem
\% AUXV+3S+COVPL CONJ \% AUXV+3S+COVPL \ AUXV+SUBJ3S+0BJ 3P
Figure 2: Dependency tree for the sentence in Figure 1,
coord
ccomp_obj
SUB coord '
SR .
auxmod i ' E auxmod i auxmod
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v l v v v l v l
Etorri da la eta j oan da la esan zien
cone has+he that and go has+he that tell di d+he+t hem
\ AUXV+3S COWPL CONJ \% AUXV+3S COVPL V. AUXV+SUBJ3S+0BJ3P

Figure 3: Transformed tree (Ts) (new arcs: dotted lines; modified arcs: discontinuous lines).

algorithm is simple, efficient and accurate, as is the case
with Nivre’s transition-based algorithm [11]. This
transformation is totally language independent, and can be
considered a standard transformation. We include it
because:

e« We want to test the effect of consecutive
transformations against the base treebank.

* Its performance on BDT has been already tested
[13]. This is in accordance with BDT having a
2.9% of non-projective arcs.

[10] proposes three types of projective transformations:
path, head, and head+path. After testing them we found that
the head transformation gave the best results, so this will be
the one used in the following work.

3.2.2  Subordinated sentences (Ts)

Subordinated sentences are formed in Basque by attaching
the corresponding morphemes to verbs, either the main verb
(non-finite verbs) or the auxiliary verb (finite verbs).
However, in BDT the verbal elements are organized around
the main verb (semantic head) while the syntactic head
corresponds to the subordination morpheme, which appears
usually attached to the auxiliary. Its main consequence for

verbs to the conjunction (efa), as conjunctions should link
elements showing similar grammatical features (-/a in this
example). Similarly, it could affect the decision about the
dependency type of efa with respect to the main verb esan
(to say), as the dependency relation ccomp_obj is defined
by means of the —la (completive) morpheme, far down in
the tree.

Figure 3 shows the effect of transforming the original
tree given in Figure 2. The subordination morpheme (-/a) is
separated from the auxiliary verb (da), and is “promoted”
as the syntactic head of the subordinated sentence. New
arcs are created from the main verbs (etorri and joan) to the
morpheme (which is now the head), also adding a new
dependency relation (SUB). Figure 3 shows that the tree
suffers important transformations. However, as the order of
sentence elements is maintained, the transformation does
not so greatly affect the annotated treebank (see Figure 1),
and the transformations can be described by changes in
dependency links and splitting of words together with each
morpheme’s morphological features.

A similar solution was proposed by [6] when parsing
the Prague Dependency Treebank, where relative clauses
are annotated introducing an additional level with a new

parsing is that the elements bearing the relevant (PS) (MS) (ours, v1) (ours, v2)
information for parsing are situated far in the tree with

respect to their head. In Figure 2, we can see that the H l l_l l ﬂm
morpheme —/a, indicating the presence of a subordinated l_|

completive sentence, appears down in the tree, and this GG SG CGGSG GGSG GG SG

could affect their correct attachment of the two coordinated Figure 4: Dependency structures for coordination.
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coord ccomp_obj

SUB coord | SUB o '
S R —— T e —— n !
auxmod i ' ! ¢ auxmod P ' auxmod
H H | H '
i " Fo |
v B 4 O v v |
Etorri da la eta j oan da la esan zien

Figure 5: Transformed tree (Ts + Tcqy))-

category (SBAR), that helps distinguish simple VPs from
relative subordinated sentences. We have extended this idea
to most types of subordinated sentences, as relative clauses,
temporal clauses and completive, indirect interrogative,
causal, adversative and modal clauses. An important
difference with respect to this work is that in [4] the change
is performed on the shape of the (constituency) trees, not
affecting the input sequence of words, while in our case the
morphemes are detached from the root words.
Transformations on finite verbs are similar to those in
Figure 3 (e.g., dela is transformed to da(AUXV) +
-la(COMPIletive)). Non-finite verbs are transformed
separating the suffix from the main verb (so, efortzea is
transformed to eforri(V) + -tzea(COMPletive)).

3.2.3  Coordination (T¢)

This transformation can be considered general but it is also
language dependent, as it depends on the specific
configurations present in each different language, mainly
the set of coordination conjunctions and also the types of
elements that can be coordinated, together with their
morphosyntactic properties (such as head initial or head
final). Basque is considered a head final language, where
many important syntactic features, like case or
subordinating conjunction are located at the end of
constituents. Coordination in BDT has been annotated in
the so called Prague Style (PS, see Figure 4), where the
conjunction (represented as S in Fig. 4) is taken as the head,
and the conjuncts depend on it. [10] advocates the Mel cuk
style (MS) for parsing Czech, taking the first conjunct as
the head, and creating a chain where each element depends
on the preceding one (they also test its effectiveness with
Arabic and Slovene). Being Basque head-final, we propose
two symmetric variations of MS. In the first one
(v(ersion)1 in Figure 4) the coordinated elements will all be
dependents of the last conjunct (which will be the head),

Table 1. Top scores for Basque dependency parsing.
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going from left to right. In the second version (v2), the final
conjunct is again the head, and the coordination conjunction
dependent on it, while the rest of the dependents attach to
the conjunction. Figure 5 shows the effect of applying the
v1 transformation to the tree in Figure 3.

3.3 Impact of transformations

Figure 5 shows that an important number of arcs can be
modified. A negative consequence could be that the original
tree structure could be lost. This would have the effect that
the expected improvement could be compensated by the
noise introduced by the algorithms. In this regard, we have
evaluated that the transformations can be recovered with
more than 97% precision.

4 Evaluation

Training and testing of the system have been performed on
the same datasets presented at the CoNLL 2007 shared task,
which will allow for direct comparison of the results (see
Table 1). The best system obtained a score of 76.94% on
Labeled Attachment Score (LAS). This system combined
six different variants of a base parser (Maltparser), being
the first system in 5 (out of 11) languages, competing with
19 systems in the case of Basque.

Our work will consist in applying different treebank
transformations using the same treebank and the same base
parser, so we can consider the last system in Table 1 as our
baseline. The singlemalt parser described in [8] obtained
the fifth position at CoNLL 2007. This system tried to
optimize Maltparser’s  results on BDT by tuning
parameters and selecting different training configurations.
This system applied the projectivization transformation
(Ty).

Evaluation was performed dividing the treebank in two
sets: training set (50,000 tokens, using 10-fold cross
validation) and test set (5,000 tokens). Table 2* presents the
LAS scores of the different tests. First, we calculated the

CoNLL System LAS result for the system trained in the absence of

o Nivre et al. [12] 76.94% morphosyntactic features (except POS and CPOS), which
Carreras [3] 75.75%

2007 Titov and Henderson [14] 75.49% * Statistical significance was assessed using Dan Bikel’s

- 5 randomized parsing evaluation comparator with the default

Hall et al. (singlemalt) [8] 74.99% setting of 10,000 iterations (*: Statistically significant, with p <

0.05; (**: Statistically significant, with p <0.01)



(F+: feature optimization, Tp, T, Ts: transformations for projectivization, coordination and subordinated sentences).

Table 2. Evaluation results

LAS
System 10-fold cross validation Test
1 | Without morphological features 69.93% 66.89%
68.35%

2 | Full morphology (baseline) 76.15% 74.52%

3 | Hall et al., 2007 (full morphology + Tp) [8] - 74.99% (+0.47)

4| Tp 76.59% (+0.44) **75.54% (+1.02)

5 | Teus 72.05% (-4.10) 69.99% (-4.53)

6 | Teon 76.43% (+0.28) **75.25% (+0.73)

7 | Teany 76.35% (+0.20) **74.93% (+0.41)

8 | Ts 76.06% (-0.09) 73.94% (-0.58)

9| F. 75.98% (-0.17) 75.01% (+0.49)
10 | Tg+ Tp + Tc 77.32% (+1.17) *75.84% (+1.32)
11 | Tg+Tp 77.03% (+0.88) *75.44% (+0.92)
12 | Fo+Tp + Te 76.55% (+0.40) **75.89% (+1.37)
13 | Fi+ Ten+ Ts+ Tp 77.52% (+1.37) **76.51% (+2.03)
14 | Fo+ T+ Tp + Tewn 77.52% (+1.37) *%76.80% (+2.28)

gives 66.89% LAS. The second row shows the results using
the full set of morphological features, which we take as the
baseline, as it presents a system optimized on the basic
BDT version (regarding coordination, this version
contained the original Prague Style annotation). The second
and third rows in Table 2 can be considered a strong
baseline, as the CoNLL systems tested many variants of
training and parse configurations, mainly taking into
account morphological features, that are crucial when
dealing with morphologically rich languages.

The table shows the LAS scores calculated on several
of the multiple combinations that were experimented. Rows
5, 6, and 7 show the effect of transforming coordinate
structures, compared to the baseline (PS, row 2). MS
presents the worst results (-4.53 lower than PS on the test
set). They also shows that vl and v2 transformations are
more suitable than PS as the target representation. A partial
explanation can be found in the effect of “short-dependency
preference”, as MS presents the longest average
dependency-length, followed by PS, v2 and v1. The rest of
the tests were performed using the best transformation (v1).

The results show how the application of all kinds of
transformations improves significantly the results, giving a
best score of 76.80% (14™ row) on the test set, which is
near the best CONLL 2007 (combined) system.

The table also shows how the order of application of
the tree transformation affects the overall results in both
cross validation and test set. For example, Ts is dependent
on Tp, as the results vary changing their relative order of
application. We corroborated this result when examining
the transformed treebanks, and found that Tg leads to loss
of projectivity, adding a new set of non-projective arcs.
This implies that the results are better if Ts precedes Tp. We
made a study of the relations involved between
subordinated sentences and their heads, such as cmod
(clausal modifier) or xcomp_subj (clausal complement
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acting as subject), and found that Tg maintained recall on
the set of subordinating dependency relations and also
augmented precision significantly (for dependencies that
link subordinate and main sentences, recall and precision
increase 3.05% and 4.13%, respectively).

5 Related work

Collins [4] applied his parser to Czech, a highly-inflected
language, which shares several characteristics with Basque.
[6] applies Collin’s parser to Spanish, concluding that
morphological information improves the analyzer.

[7] experiments the use of several types of
morphosyntactic information in the analysis of Turkish,
showing how the richest the information improves
precision. In a related work, Eryigit and Oflazer (2006)
also show that using morphemes as the unit of analysis
(instead of words) gets better results, in line with Tgresults.

[6] conclude that an integrated model of morphological
disambiguation and syntactic parsing in Hebrew Treebank
parsing, improves the results of a pipelined approach.
Dividing words into morphemes fits into this idea, as we
postpone the treatment of subordination morphemes from
morphology to syntax.

[9, 10] present the application of pseudoprojective and
coordination transformations to several languages using
maltparser, showing that they improves the results. As for
coordination, they only test the PS and MS variants.

6 Conclusions
We have tested a number of transformations in the Basque
Dependency Treebank, such as:

» Feature optimization. Basque is a morphologically rich
language and presents many opportunities to tune the set
of morphosyntactic features, adding, deleting,
generalizing or specializing features.



* Projectivization. This is a language independent
transformation already tested in several languages.

*  We also tested two language specific transformations,
such as coordination and modification of subordinated
sentences. They cause important changes in the trees,
but also help to improve results. In the case of
coordination, we have shown that it is dependent on the
specific features of each language.

* We also have found that the order of transformations
can be relevant. This effect opens the study of which
factors affect the order of transformations, as the
creation of non projective arcs or the average length of
dependency arcs.

Overall, one of the applied transformations is totally
language-independent (projectivization, Tp). Tc
(coordination) can be considered in the middle, as it
depends on the general characteristics of the language.
Finally, feature optimization, and the transformation of
subordinated sentences (Ts) are specific to the treebank and
intrinsecally linked to the agglutinative nature of Basque.
The transformations affect a considerable number of
dependencies (between 5.94% and 11.97% of all arcs). The
best system, after applying all the transformations, obtains a
76.80% LAS (2.24% improvement over the baseline) on the
test set, which is the best reported result for Basque
dependency parsing using a single parser, and close to the
better published result for a combined parser (76.94%).

The results on feature optimization do not allow us to
extract a definite conclusion, as it does not help on
development data but gives an improvement on test data.
[7] argues that “adding inflectional features as atomic
values was better than taking certain subsets with linguistic
intuition ...” due to the ability of SVMs to do this
successfully. However, Table 2 shows that feature
optimization slightly increases LAS when transformations
are combined (see the improvement in Tg + Tp + T with
and without F+).

Ts + Tp shows how the use of morphological
information gives a substantial improvement in accuracy,
even when the number of modified dependency links is
modest in relation with the full size of the treebank (this
transformation affects 5.94% of all arcs). Another
interesting result is that when applying several types of
transformations, the order of application is significant, as
earlier transformations can condition the following ones.
This has been demonstrated in the case of Tg, which
introduces a new set of non-projective arcs, and does not
give an improvement unless it is combined with Tp. The
relations among the rest of the transformations deserve
future examination, as the actual results do not allow us to
extract a precise conclusion. For example, T¢ seems to be
independent of the rest of transformations.
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Abstract

Discourse theories claim that text gets meaning
in context. Most summarization systems do not
take advantage of this. They assess the rele-
vance of each passage individually rather than
modeling the way context affects the relevance
of passages. This paper presents a framework
for graph-based summarization in order to model
relations in text, so that the passages can be
viewed in a broader context. The result is a
summarization system which is more in line with
discourse theory but still fully automatic. I
evaluated the content selection performance of
an implementation of the framework in differ-
ent configurations. The system significantly out-
performs a competitive baseline (and participant
systems) on the DUC 2005 evaluation set.

Keywords

Query-based summarization, content selection, semantic net-
works, discourse structure, graph theory.

1 Introduction

One of the challenges in automatic summarization is
content selection — deciding what should be in a sum-
mary, and what shouldn’t. Summarization systems
typically do this by determining the relevance of each
passage independently, and then composing a sum-
mary of the top passages. Classical features for scor-
ing sentences include the presence of cue phrases, term
frequency, stop word lists, etc. [4, 7].

Systems which assess the relevance of each sentence
individually violate insights in discourse organization
(e.g., [9]), which claim that meaning is tightly related
to discourse organization. The meaning in a text is not
merely the sum of the meaning in its passages, but a
passage should be interpreted in the context shaped by
other passages. For example, given the two passages
in Fig. 1, the second passage had little meaning if the
context provided by the first would be omitted. Hence,
a generic summarization system should include the
second sentence in a summary only if the first (or simi-
lar) is also included. Recently, summarization systems
have broadened their scope from generic single docu-
ment summarization to multi-document summariza-
tion, query-based summarization and update summa-
rization [11]. These summarization tasks have made
the need for dealing with issues like redundancy and
coherence even more critical. For instance, in case of
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query-based summarization, the query is part of the
summary’s context. Update summarization extends
the context to prior knowledge, represented by a num-
ber of documents which are assumed to be read by the
user.

A number of ad-hoc solutions to redundancy and co-
herence emerged in response to the increasingly com-
plex summarization tasks. For instance, [3] intro-
duced the concept of marginal relevance: i.e., that the
salience of a content unit is reduced by its redundancy
with respect to the summary thus far. [1] divided the
source into topics by identifying lezical chains. They
composed summaries of one sentence from each of the
strongest topics, as to maximize coverage. The sum-
marization system of [2] prefers to include sentences
in the summary which have a coherence relation to
another summary sentence. FEach of these answers
to the problem of coherence represent a small change
to an existing summarization system, rather than a
new methodology based on the notion of coherence.
Some summarization systems (e.g., [10, 13]) do as-
sign a prominent and explicit role to coherence re-
lations, but they require high level knowledge which
can only be annotated manually. A fully automatic
graph-based summarization system was built by [5],
but their aim was to select sentences which represent a
particular (sub)topic in the text, rather than to model
coherence or contextual salience.

This paper presents a graph-based framework for
content selection in automatic summarization which is
based on contextual salience — all evidence of salience
of a particular passage is based on the salience of re-
lated passages (its context). In the evaluation set-
ting, the features used to calculate salience include
a graph to express relations between sentences of the
same document based on cosine similarity, and a graph
to express redundancy, also based on cosine similar-
ity. Section 2 describes the evaluated task and the
data set used for evaluation. Section 3 describes the
summarization framework. Section 4 describes the ex-
periments to evaluate the framework, and section 5
describes the results.

1A A commercial airliner crashed in northwestern Iran
on Wednesday.
1B All 168 people on board were killed.

Fig. 1: Related passages.
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2 Evaluation procedure

The DUC 2006 data set is used in this paper for train-
ing, and the DUC 2005 data set is used for testing.!
This is possible because the data sets for DUC 2005
and DUC 2006 are similar. The task posed by the
evaluation set is to automatically generate a summary
of a maximum of 250 words, given a topic. A topic
consists of a title, a query, and a set of source docu-
ments. The summary should answer the query, using
the source documents. An example of a topic is given
in Fig. 2. The DUC 2006 document set consists of 50
topics with 25 source documents each. The DUC 2005
document set consists of 50 topics with 25-50 source
documents each (approx. 32 on average).

The summarization task is given to professional hu-
man summarizers as well as automatic summarization
systems. The human summaries are used as reference
summaries for evaluating candidate summaries (i.e.,
generated summaries). Each DUC 2005 topic has six
corresponding reference summaries; each DUC 2006
topic has four. I use Rouge-2 (i.e. bigram recall with
respect to reference summaries) and Rouge-SU4 (skip
bigram recall) as performance metrics for evaluation
[6], because these metrics are also used (with the same
configuration) at DUC 2005 and DUC 2006. Although
Rouge metrics provide only a partial evaluation of a
summarization system, they are very suitable for these
experiments since they require no manual intervention.
Other evaluation methods (including extrinsic meth-
ods) may be applied at a later stage.

To measure if one summarization algorithm per-
forms better (or worse) than another with a partic-
ular metric, I count the number of topics for which
it outperformed the other, and vice versa. Then, an
approximate randomization test is run to measure sta-
tistical significance.

3 A framework for summariza-
tion

The aim of this paper is to investigate the content
selection sub task of summarization. Nonetheless, the
evaluation methods used are designed to measure the
quality of abstracts, and require a full summarization
system. I briefly describe the summarization system,
and then focus on the content selection components.
The summarization system consists of the following
components.

Segmentation. The source documents as well as the
query are segmented into sentences. In addition
to the textual content, the document name, the
paragraph number and sentence number are asso-
ciated with each sentence. The document name
can be used to detect whether sentences are from
the same document, or whether they are query
sentences. Paragraph boundaries are derived from
annotations provided with the source documents.
The segmenter also attempts to remove meta data
from the text, such as the date and location of
publication. These meta data are not part of the

! These data are available from http://duc.nist.gov
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Title: former President Carter’s international activities
Query: Describe former President Carter’s international ef-
forts including activities of the Carter Center.

Fig. 2: A DUC 2006 topic (DO650E).

running text and may introduce noise in the sum-
mary.

Feature extraction. The source text and the query
are processed and converted to a feature graph to
prepare for content selection. Multiple modules
may be used in parallel so that multiple graphs are
generated. This may include coherence analysis,
measuring redundancy, etc. The generated graphs
are integrated into a combined graph, as described
later.

Salience estimation. A salience value is derived for
each sentence from the (possibly combined) fea-
ture graph.

Presentation. A summary is created using the most
salient content units, up to the word limit of 250
words. If adding the next-salient sentence would
cause the word limit to be exceeded, no more sen-
tences are added. Where possible, the linear or-
dering of the sentences in the source text is re-
tained. If the summary contains sentences from
multiple source documents, sentences from the
document containing the largest number of sen-
tences are presented first. Although the ordering
of the sentences may be important for readability,
it has little effect on Rouge scores.

The components of segmentation and presentation
remain constant. The experiments described in the
next section are used to compare different methods
for feature extraction and salience estimation.

4 Experiments in query-based
summarization

This section describes a number of experiments, start-
ing with a rudimentary summarization system, and
adding features to build increasingly sophisticated sys-
tems. The modular summarization framework allows
for the flexibility to add feature graphs or replace the
salience estimation algorithm.

The first summarization system, called query-
relevance, just measures the similarity of candidate
sentences with query sentences. The only feature
graph — the query-relevance graph — relates candidate
sentences to query sentences by cosine similarity. The
most similar candidate sentences are included in the
summary.

Next, a feature graph is added which relates can-
didate sentences to other sentences of the same doc-
ument, by means of cosine similarity. This is the co-
hesion graph. Two salience estimation algorithms are
used: an adapted version of the normalized centrality
algorithm, first published in [5], and the probabilistic
relevance algorithm.

Finally, another feature graph is added — the re-
dundancy graph — which relates candidate sentences
to sentences of another document, by means of cosine



Table 1: Performance on DUC 2006 data: Rouge
scores, and the system rank among 36 systems (brack-
eted) if it had participated in DUC 2006.

System Rouge-2 Rouge-SU4
Query-relevance 0.0818 (11) 0.138 (11)
Normalized c. 0.0820 (11) 0.136 (11)
Probabilistic r. 0.0888 (3) 0.143 (7)
Redundancy-aware n.c.  0.0929 (2)  0.150 (2)
Redundancy-aware p.r.  0.0930 (2)  0.150 (2)

Table 2: Percentage of DUC 2006 topics (Rouge-
2/Rouge-SUY4) for which one system (rows) beat an-
other (columns). Note that percentages do not add up
to 100 if both systems receive the same score for at
least one topic. The compared systems are (a) query-
relevance (Ag); (b) normalized centrality (Agc); (c)
probabilistic relevance (Agc); (d) normalized central-
ity (Ager); (e) probabilistic relevance (Ag.cr; Pr).

7 (a) (b) (c) (d) (¢)

(a) - 50/52  34%/28% 30%/28* 26°/26°
(b)  46/48 - 34*/36° 38°/34>  30*/24"
(¢) 64/70> 66°/62° - 56/58  44/50
(d) 66%/66> 60°/62*  42/42 - 30 /30*
(e) 70°/72* 68%/72°  48/46  64°/68° -

# Significant at p < 0.01.
b Significant at p < 0.05.
¢ Significant at p < 0.1.

similarity. This graph can be used in combination with
the previously used graphs as well as both salience es-
timation algorithms.

The remainder of this section describes the summa-
rization systems in greater detail, and gives prelimi-
nary comparative performance statistics on DUC 2006
data. Table 1 gives an overview of the Rouge scores of
each system. A pair-wise comparison of the systems is
shown in Table 2.

4.1 Query-relevance

A simple form of query-based summarization is to de-
termine sentence salience by measuring its cosine sim-
ilarity with the query. The sentences most similar to
the query are presented as a summary. This consti-
tutes a competitive baseline system for query-based
summarization. The graph used for salience estima-
tion is the graph where each candidate sentence is re-
lated to each query sentence, and the strength of this
relation is the cosine similarity of the two sentences.
The sentences closest to a query sentence are then in-
cluded in the summary. The cosine similarity graph is
generated in three steps:

1. words of all sentences are stemmed using Porter’s
stemmer [12];

2. the inverse document frequency (IDF) is calcu-
lated for each word;

3. the cosine similarity of each candidate sentence
and each query sentence is calculated using the
tf - idf weighting scheme.
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Stemming is a way to normalize syntactic variation.
The inverse document frequency is used to weight
words higher than other words if they occur in fewer
sentences. Rare words typically characterize the sen-
tence they appear in to a greater extent than frequent
words.

Using this method for calculating IDF values for
query terms as well appeared not appropriate because
there is a mismatch between the language use in the
query and in the source documents. For instance,
queries frequently used phrases such as ‘Discuss ...” or
‘Describe ...". These words have a low frequency in the
source documents, and are thus assigned a high IDF
value, but they are hardly descriptive if they appear in
the query. Therefore, the IDF values for query terms
are calculated from the set of sentences from all DUC
2006 queries instead of the source document sentences
specific for the topic.

The query-relevance graph (d,) is defined by a func-
tion determining the strength of the relation between
two sentences:

yJifie@;jes
, otherwise (1)

0q4(%,7) = cosim(i, j)
5(1(27]) =0

where 04(7, j) is the strength of the relation between
sentences i and j; @ is the set of query sentences;
S is the set of candidate sentences; cosim(i,j) is the
cosine similarity of sentences ¢ and j. The strength of
a relation is a value in the range of 0 (no relation) to
1 (a strong relation).

The query-relevance Ryyery_relevance () of a sentence
J is then calculated as follows.

unery_relevance (]) = min 511 (Q7 j) (2)
q€Q

where Rguery_relevance(J) 18 the salience of sentence j;
Q@ is the set of query sentences.

A summary is then generated from the most salient
sentences. The results are shown in Table 1 and Table
2.

4.2 Contextual relevance

The cohesion graph (.) is added as a feature graph for
calculating contextual relevance. This graph is con-
structed indentically to the way the query-relevance
graph is constructed, except that it relates candidate
sentences of the same document, rather than query
sentences and candidate sentences.

The graphs d, and J. are integrated into a single
multi-graph A, .. A multi-graph is a graph that can
have two edges between the same two vertices, express-
ing simultaneous relations. As a result, not a single
relation but a set of relations hold between two sen-
tences, and each relation may have a different strength
between 0 and 1. The integrated graph is expressed as
follows.

Aq,e(is ) = {wqdq(i, j), wede (i j) } (3)

where Ag;(i,7) is a set of values, each representing
the strength of an edge from ¢ to j in the multi-graph
Ay . The values of wy, w. € [0..1] are weighting fac-
tors. The smaller w, and the greater w,, the greater



the relative importance of indirect evidence of rele-
vance, and the more sentences are selected which are
not directly query-relevant.

The salience estimation algorithms calculate the
salience of each sentence, given a graph of relations
between sentences. A relation from sentence X to sen-
tence Y increases the relevance of Y if X is relevant.
This immediately poses a problem if X is a candidate
sentence, because initially, its relevance is unknown,
and the relevance of Y depends on the relevance of X.
Literature provides two solutions [8, 5], both of which
iteratively recalculate the salience of a sentence from
a similarity graph and the salience of neighboring sen-
tences. Following this process, relevance is calculated
as follows.

1. Initiate the salience of all candidate sentences
(source document sentences) at 0. The salience
of query sentences is initiated at 1.

2. Recalculate the salience of each candidate sen-
tence, using the feature graphs and the salience
of neighboring (i.e. related) sentences. Salient
sentences increase the salience of their neighbors.

3. Repeat step 2 unless the change in salience in the
last iteration falls below a certain (pre-defined)
threshold.

I used two salience estimation algorithms, normal-
ized centrality and probabilistic relevance. They differ
in how they recalculate relevance (step 2).

The first, based on [5], recalculates the salience by
dividing the salience of each sentence among its neigh-
boring sentences. Because no salience is created or
lost (the total ‘amount of salience’ of all sentences re-
mains approximately constant), I call this normalized
centrality.

The probabilistic relevance algorithm regards the
feature graph as a probabilistic semantic network. The
salience of a sentence represents the probability that
the sentence is relevant, and a relation from sentence
X to Y is the probability that Y is relevant, given X
is relevant.

Normalized centrality

At each iteration, the normalized centrality is calcu-
lated as follows:

pi(t) =1 JifjeqQ
1;(0) =0 Jifjes
(4)
uj(t+1):ﬁ+(lfd)2x(i,j) yifje s
i€D
(i, j) = Z 7 - pi(t) - degree(i) ™

relg cij

where D = QUS; and p1;(t) is the normalized central-
ity of sentence j at iteration ¢t > 0; and Ay .47 is the set
of edges between i and j in the relevance graph. The
constant d is a small value which is required in generic
summarization in order to guarantee a salience rank-
ing under all circumstances by giving each sentence a
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small prior non-zero salience.? The degree of a sen-
tence ¢ in the graph (degree(i)) is measured as the
number of outgoing edges:

degree(i) = Z Z r (5)

kED (relq,q(i,k))

The result is a salience value p between 0 and 1 asso-
ciated with each passage. The content units with the
highest salience values are selected for inclusion in the
summary. In this configuration, normalization cancels
out the effect of graph weighting: changing the graph
weights w, and w. (eq. 3) does not affect the sum-
maries in any way because the relevance distribution
is normalized and the sets of sentences with outgoing
edges in ¢4 and J. are disjunct.

As shown in Table 2, the average quality of normal-
ized centrality summaries does not significantly differ
(at p < 0.05) from the quality of query-relevance sum-
marization.

Probabilistic relevance

In the probabilistic approach, contrary to the normal-
ized approach, the relevance of Y given X is unaffected
by any other sentence whose relevance may depend on
X. Viewing edges as relevance probabilities also has
implications on how evidence of relevance is combined.
Rather than accumulating weighted relevance of neigh-
bors, the relevance of a sentence is calculated as the
product of inverse conditional probabilities. This is
based on the idea that, if we have several pieces of
evidence that a sentence is salient, it suffices if one
of them is true. The probabilistic relevance algorithm
calculates salience as follows.

Z/J(t)zl ,1f]€Q
v;(0) =0 Jifj €S (6)
vit+ ) =1- [[ =64 JifjeS
(1€QUS)
26,5)= [ -r-w@®-y
re€Ag,c(i,j)

where v;(t) is the probabilistic relevance value of sen-
tence j at iteration ¢. The value of y is the decay value,
a global constant in the range (0..1). The constant y
has a function similar to the constant d in normalized
centrality: it is necessary to ensure that the salience
value keeps increasing at each iteration.

The graph weights w, and w. are determined by
measuring Rouge-2 performance for different weight
values. First, w, is incremented in steps of 0.1 from 0
to 1 with w. = 1, and then w, is incremented in steps
of 0.1 from 0 to 1 with wy = 1. The optimal weight
settings are wg = 1; w. = 0.1 (see Table 1 for Rouge
scores). As shown in Table 2, the system significantly
outperforms the query-relevance system (p < 0.01 for
Rouge-2 and Rouge-SU4) and the normalized central-
ity system (p < 0.05 for Rouge-2 and Rouge-SU4).

2 Throughout this section, the value of 0.15 is used, as sug-
gested in [5], but the actual value of d has no effect on the
final salience ranking as long as it is non-zero.



4.3 Redundancy-aware summarization

One of the assumptions usually made implicitly in
the design of single-document summarization systems,
is that the source document does not contain redun-
dancy. Consequently, there is no risk of including a
sentence in the summary which does not contain any
information not already present. This changes when
a summary is generated from multiple source docu-
ments, where non-redundancy of sentences from differ-
ent documents cannot be taken for granted. The con-
tent selection procedures outlined previously concen-
trate entirely on relevancy, not redundancy. However,
in multi-document summarization, presented content
should be relevant to the query and novel with respect
to what is already mentioned in the summary. In other
words, salience comprises both relevance and novelty.

To accommodate representing novelty, the model is
extended with a redundancy feature graph P which
is used in addition to the previously mentioned rel-
evancy feature graph A. Similarly to relevance, re-
dundancy relations have a strength in the range [0..1].
The strength of a redundancy relation between two
sentences expresses the likelihood that a sentence is
redundant, given the fact that another sentence is re-
dundant. The redundancy of sentence j, given sen-
tence i, is defined by 6,(¢,j). The form of the redun-
dancy graph is identical to that of the relevance graph.
The strengths of relations in the redundancy feature
graph §,. are defined as follows:

,if 4,5 € S; doc(i) # doc(j)
, otherwise (7

67”(7’7.7) = COSim(iaj)
9,(1,7) =0

The redundancy-aware summarization system uses
a set of redundancy feature graphs P for determin-
ing salience of sentences, in addition to the relevancy
feature graphs A:

A‘I:C77“(i7j) = {wq : 5q(i7j)7wc . 5C(i7j)7wrﬁ ' 61"(27])}
P(i,j) = {wrp - 6r(i, 4)} (8)

where 64(¢,7), 0.(4,5) and 6,(7,j) are the query-
relevance graph, the cohesion graph, and the redun-
dancy graph respectively. The set of relations between
sentences ¢ and j are represented by Ay . (7,7) (rel-
evancy) and P, (i,7) (redundancy). Since redundancy
implies ‘relatedness’, I regard a redundancy graph a
special case of a relevance graph. Therefore, 4, is not
only included in P, but also in A .

The calculation of redundancy-adjusted salience was
inspired by [3]. First, the relevance of each sentence is
calculated using A4 . ». Then, the novelty is calculated
— novelty is the reciprocal of redundancy. If two sen-
tences are redundant, this affects only the novelty of
the less-relevant of the two. The stronger the redun-
dancy relation, the greater the reduction of novelty.
Novelty is calculated as follows:

II II a-r-Re) 9)

1€F; rePr(i,5)

Fy={k:S|R(k) > R(j)}

N(j)

where N (j) is a value in the range [0..1], representing
the novelty of sentence j; P.(4, j) is a set of redundancy
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relations, expressing the redundancy of j given i; Fj
is the set of content units more relevant than j. The
function R(i) denotes the relevance of sentence i, as
previously calculated.

Now, the redundancy-adjusted salience can be cal-
culated as the product of relevancy and novelty:

oj = R(j) - N(j)

where o; is the redundancy-adjusted salience of sen-
tence j. The calculation of ¢; ensures that:

(10)

e if one content unit is selected, all content units re-
dundant to that unit are less likely to be selected:
if two content units are redundant with respect to
each other, the salience of the less-relevant con-
tent unit is reduced;

e redundancy of a content unit does not prevent
relevancy to propagate: a redundant content unit
may still be relevant.

The graph weights are determined by starting from
the optimal values for wq and w,. in section 4.2. The re-
maining weights are determined by means of a similar
procedure as in section 4.2: first, w,a is incremented
in steps of 0.1 from 0 to 1 with w,p = 0, and then
wy-p is incremented in steps of 0.1 from 0 to 1 without
changing the other weights.

For the normalized centrality algorithm, the result-
ing optimal weight settings are wy = 1; w. = 1 and
wrp = 0; w-ao = 1. Increasing the value of w,.p = 0
has no effect on the quality of the summaries. Table 1
shows the system’s performance with these settings on
DUC 2006 data. As shown in Table 2, the redundancy-
aware normalized centrality system significantly out-
performs the normalized centrality system (p < 0.05
for Rouge-2 and Rouge-SU4).

For the probabilistic relevance algorithm, the result-
ing optimal weight settings are w, = 1; w. = 0.1;
wya = 0.2; w,p = 1. This configuration shows a sig-
nificant performance gain compared to all previously
mentioned systems (p < 0.01 for Rouge-2 and Rouge-
SU4) except the (non-redundancy aware) probabilistic
relevance system. Compared to the latter, the perfor-
mance was increased but no significant differences were
found.

5 Validating the results

The previous section outlined a comparison of differ-
ent configurations of the summarization framework.
However, the way the graph weight configurations are
determined implies that the weights are tailored to the
DUC 2006 data set. As a result, there is a risk that the
weights are overfitted to this particular set. In order
to validate the results, I ran the experiments on the
DUC 2005 data set with the graph weight configura-
tions determined in section 4.

Fig. 3 shows the average Rouge-2 and Rouge-
SU4 scores achieved with the DUC 2005 corpus. Ta-
ble 3 shows an overview of the pair-wise significance
tests. The redundancy-aware probabilistic relevance
system significantly outperformed all other systems
when Rouge-2 is used (p < 0.1), and all except the



Table 3: Percentage of DUC 2005 topics (Rouge-
2/Rouge-SU4) for which one system (rows) beat an-
other (columns). Note that percentages do not add up
to 100 if both systems receive the same score for at
least one topic. The compared systems are (a) query-
relevance (Ag); (b) normalized centrality (Ag.); (c)
probabilistic relevance (Ag.); (d) normalized central-
ity (Ag,c,r); (e) probabilistic relevance (Agcr; Pr).

2 (a) (b) (c) (d) (¢)

(a) - 46/44  42/42 50/50  40°/40°
(b)  52/54 - 50/34>  50/54  38°/34*
() 54/58  50/66° - 58°/64*  36° /42
(d)  44/44  46/44  38"/36* - 30°/30%
(e) 58°/60° 60°/66> 54°/54  60°/70* -

# Significant at p < 0.01.
b Significant at p < 0.05.
¢ Significant at p < 0.1.

I Query-relevance Ay
108 L Normalized centrality Ag,c |
' Probabilistic relevance Ay .
Normalized centrality Agc,»
1.06 | Probabilistic relevance Ay c,r; Pr B
Best DUC 2005 submission rzrz7]
1.04 + §
102 | 7
1
0.98

Rouge-2 Rouge-SU4

Fig. 3: Indexed performance on DUC 2005 data: 1
indicates the performance of the query-relevance sys-
tem.

redundancy-aware normalized centrality system ac-
cording to Rouge-SU4. This system would have ranked
first (Rouge-2) or second (Rouge-SU4) if it had par-
ticipated in DUC 2005.

Note that it is not guaranteed that the combination
of graph weights that leads to the best performance
has been found. Apart from the risk of overfitting, the
number of possible graph weight combinations is infi-
nite and a greater number of graphs makes it more dif-
ficult to find the best combination of weights. A future
extension would use machine learning methods such as
genetic algorithms to be better suited to find the op-
timal solution. As mentioned before, Rouge measured
only one aspect of a summarization system. That said,
the results may teach us the following:

1. The graph-based approach to summarization rep-
resents a promising direction, given the good re-
sults in spite of the superficial linguistic analysis
performed by the evaluated systems. Even better
results are to be expected when more sophisti-
cated features are used.

2. The probabilistic interpretation of semantic net-
works (i.e., probabilistic relevance) seems to be
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more suitable for content selection than the so-
cial network interpretation (i.e., normalized cen-
trality).

6 Conclusion

The aim of this paper is to bring automatic summa-
rization practice in line with insights from discourse
theory. To this end, it provides a framework for auto-
matic summarization which is founded on graph the-
ory. The content selection algorithm is entirely based
on relations between text passages. The evaluated sys-
tem is just one implementation of this framework; it
can be extended to exploit more textual features, and
discourse oriented features in particular. The frame-
work represents a step toward context aware sum-
marization. Previous work on query-based summa-
rization has mainly focused on extracting the set of
sentences which best match the query, ignoring their
broader context.

The features used for relating sentences are compu-
tationally cheap and easy to port to other languages,
but knowledge-intensive methods may detect relations
between sentences more accurately. Despite this, the
graph-based approach showed good results compared
to DUC participant systems (the redundancy-aware
probabilistic relevance system would have ranked first
for Rouge-2 and second for Rouge-SU4 if it had par-
ticipated in DUC 2005), which indicates that we are
on the right track. Further performance gains may
be achieved by using more different sources of infor-
mation for detecting relations, including knowledge-
intensive methods such as rhetorical relation detection
or anaphora resolution.

References

[1] R. Barzilay and M. Elhadad. Using lexical chains for text sum-
marization. In Proceedings of the ACL Workshop on Intelli-
gent Scalable Text Summarization, pages 10-17, Aug. 1997.

[2] S. Blair-Goldensohn and K. McKeown. Integrating rhetorical-
semantic relation models for query-focused summarization. In
Proceedings of DUC, 2006.

[3] J. Carbonell and J. Goldstein. The use of MMR, diversity-
based reranking for reordering documents and producing sum-
maries. In Proceedings of the 21st annual international ACM
SIGIR conference on Research and development in informa-
tion retrieval, pages 335-336, New York, NY, USA, 1998.

[4] H. Edmundson. New methods in automatic extracting. Journal
of the ACM, 16(2):264-285, Apr. 1969.

[5] G. Erkan and D. Radev. Lexrank: Graph-based centrality as
salience in text summarization. Journal of Artificial Intelli-
gence Research (JAIR), 2004.

[6] C.-Y. Lin. Rouge: a package for automatic evaluation of sum-
maries. In Proceedings of the ACL workshop: Text Summa-
rization Branches Out, Barcelona, Spain, 2004.

[7] H. Luhn. The automatic creation of literature abstracts. IBM
Journal of Research and Development, 2(2):159-165, 1958.

[8] I. Mani and E. Bloedorn. Multi-document summarization by
graph search and matching. In Proceedings of the Fourteenth
National Conference on Artificial Intelligence (AAAI’97),
pages 622-628, 1997.

[9] W. Mann and S. Thompson. Rhetorical Structure Theory: To-
ward a functional theory of text organization. Text, 8:243-281,
1988.

[10] D. Marcu. Discourse trees are good indicators of importance in
text. In I. Mani and M. Maybury, ed., Advances in Automatic
Text Summarization, pages 123-136. MIT Press, 1999.

[11] P. Over, H. Dang, and D. Harman. DUC in context. Informa-
tion processing and management, 43(6):1506-1520, 2007.

[12] M. Porter. Snowball: A language for stemming algorithms,
2001. http://snowball.tartarus.org/texts/introduction.html.

[13] F. Wolf and E. Gibson. Representing discourse coherence: A
corpus-based study. Computational Linguistics, 31(2):249—
288, 2005.



Integrating Document Structure
into a Multi-Document Summarizer

Aurélien Bossard and Thierry Poibeau
Laboratoire d’Informatique de Paris-Nord
CNRS and Université Paris 13
99, avenue Jean-Baptiste Clément — F-93430 Villetaneuse
{firstname.lastname}@lipn.univ-parisi3.fr

Abstract

In this paper, we present a novel approach for
automatic summarization. CBSEAS, the sys-
tem implementing this approach, integrates a
method to detect redundancy at its very core,
in order to produce more expressive summaries
than previous approaches. The evaluation of our
system during TAC 2008 —the Text Analysis
Conference— revealed that, even if our system
performed well on blogs, it had some failings
on news stories. A post-mortem analysis of the
weaknesses of our original system showed the im-
portance of text structure for automatic summa-
rization, even in the case of short texts like news
stories. We describe some ongoing work dealing
with these issues and show that first experiments
provide a significant improvement of the results.

Keywords

Multi-document Summarization; Text structure; Evaluation;
Text Analysis Conference.

1 Introduction

During the past decade, automatic summarization,
supported by evaluation campaigns and a large re-
search community, has shown fast and deep improve-
ments. Indeed, the research in this domain is guided
by strong industrial needs: fast processing despite ever
increasing amount of data.

We have developed a system called CBSEAS that
integrates a new method to detect redundancy at its
very core, in order to produce more expressive sum-
maries than previous approaches. We have evaluated
our system by participating in two tasks of TAC 2008
(the Text Analysis Conference):

e Opinion Task (Summarizing opinions found in
blogs);

e Update Task (News stories summarization and
detecting updates).

We obtained very competitive results during TAC 2008
on the “Opinion Task”. However, our system did not
rank as well on the “Update Task”. A post-mortem
analysis of the weaknesses of our original system re-
vealed the importance of text structure for automatic
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summarization, even in the case of short texts like
news stories.

Therefore, we will only focus on the “Update task”
in this paper. We present our approach for automatic
summarization and the first results of our current work
dealing with the detection of document structure along
with its integration for the production of summaries.
The reader who wants to get information on the sys-
tem we have developed for the Opinion task —for
which we obtained among the best results— may refer
to the system description in the TAC 2008 proceed-
ings, see [1].

The rest of this paper is structured as follows: we
first give a quick overview of the state of the art. We
then describe our system, focusing on the most im-
portant novel features implemented and on the results
obtained for the TAC 2008 “Update” task. Lastly, we
show that news stories structure is meaningful and we
detail some preliminary techniques that improve the
results.

2 Related Works

Interest in creating automatic summaries began as
soon as in the 1950s with the work by Luhn at IBM
[8]. Following this line of research, Edmundson [3] pro-
posed a set of features in order to assign a score to each
sentence of a corpus and rank them accordingly: the
sentences which get the highest scores are the ones to
be extracted. The features that Edmundson used were
the sentence position (in a news stories for example,
the first sentences are the most important ones), the
presence of proper names and keywords in the docu-
ment title, the presence of indicative phrases and the
sentence length.

More recently, research has mainly focused on multi-
document summarization. In this context, a central is-
sue consists in eliminating redundancy since the risks
of extracting two sentences conveying the same infor-
mation is more important than in the single-document
paradigm. Moreover, identifying redundancy is a crit-
ical task, as information appearing several times in
different documents is supposed to be important.

The “centroid-based summarization” method devel-
oped by Radev and his colleagues [9] is probably the
most popular one in the field. It consists in identify-
ing the centroid of a cluster of documents, that is to
say the terms which best describe the documents to
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summarize. Then, the sentences to be extracted are
the ones that are closest to the centroid. Radev im-
plemented this method in an online multi-document
summarizer called MEAD.

Radev further improved MEAD using a method in-
spired by the concept of prestige in social networks.
This method called “graph-based centrality” [4] con-
sists in computing similarity between sentences, and
then selecting sentences which are considered as “cen-
tral” in a graph where nodes are sentences and edges
are similarities. Sentence selection is then performed
by picking the sentences which have been visited most
after a random walk on the graph. The main limitation
of this method is that it only selects central sentences,
which means that most of them can be redundant. It is
thus necessary to add a module to detect redundancy
before producing the final summary.

In order to avoid dealing with redundancy as a post-
processing task, various methods have been proposed
to integrate redundancy detection during the summa-
rization process itself. For example, Goldberg [10] uses
a “Markov absorbing chain random walk” on a graph
representing the different sentences of the corpus to
summarize.

MMR-MD, introduced by Carbonnel in [2], is a mea-
sure that needs a “passage” (snippet) clustering: all
passages considered as paraphrases are grouped into
the same clusters. MMR-MD takes into account the
similarity to a query, the coverage of a passage (clus-
ters that it belongs to), the content of the passage,
the similarity to passages already selected for the sum-
mary, the fact that it belongs to a cluster or to a doc-
ument that has already contributed a passage to the
summary. The problem of this measure lies in the clus-
tering method: in the literature, clustering is generally
fulfilled using a threshold. If a passage has a similar-
ity to a cluster centroid higher than a threshold, then
it is added to this cluster. This threshold has to be
specifically defined for each new corpus, which is the
main weakness of this approach.

Our method is inspired from these last series of
work: we think that it is crucial to integrate redun-
dancy identification as soon as possible, and not as
a last processing step. The main novelty of our ap-
proach is that we try to better characterize the content
of news stories depending on their type. Most summa-
rizers keep using standard features introduced in [3] to
rank the sentences and do not take into account the
document structure itself. Our goal is to determine
the impact of the type and structure of news stories
in automatic summarization, since these features have
rarely been used.

3 CBSEAS: A Clustering-Based
Sentence Extractor for Auto-
matic Summarization

We give in this section a brief overview of our TAC-
2008 summarization system. Since we are most in-
terested in the improvements we have added to the
system since then, we will not give the full details but
the reader may have a look at our TAC-2008 paper to
get a more thorough description [1].
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for all ejinE
01 — ej
for i from 1 to k do
for j from 1 to i
center(Cj) «— em|emmazimizes Z sim(em, €n)
eninCj
for all e; in E
e; — C|Ciymazimizessim(center(Cy, e;)
add a new cluster: C;. It initially contains only its
center, the worst represented element in its cluster.
done

Fig. 1: Fast global k-means algorithm

We assume that, for multi-document summariza-
tion, redundant pieces of information are the most im-
portant elements to produce a good summary. There-
fore, the sentences which carry those pieces of infor-
mation have to be extracted. Detecting groups of sen-
tences conveying the same information is the first step
of our approach. The developed algorithm first es-
tablishes the similarities between all sentences of the
documents to summarize, and then apply a clustering
algorithm — fast global k-means [6] — to the similar-
ity matrix in order to create clusters in which sentences
convey the same information.

First, our system ranks all the sentences according
to their similarity to the documents centroid, or to
the user query if there is one. We have chosen to build
up the documents centroid with the m most impor-
tant terms, importance being reflected by the tf/idf of
each terms. We then select, to create a n sentences
long summary, the n? best ranked sentences. We do
so because the clustering algorithm we use to detect
sentences conveying the same information, fast global
k-means, behaves better when it has to group n? ele-
ments into n clusters. The similarity with the centroid
is a weighted sum of terms appearing in both centroid
and sentence, normalized by sentence length.

Once the similarities are computed, we cluster the
sentences using fast-global kmeans (description of the
algorithm is in figure 1) using the similarity matrix. It
works well on a small data set with a small number of
dimensions, although it has not yet scaled up as well
as we would have expected.

This clustering step completed, we select one sen-
tence per cluster in order to produce a summary that
contains most of the relevant information/ideas from
the original documents. We do so by choosing the cen-
tral sentence in each cluster. The central sentence is
the one which maximizes the sum of similarities with
the other sentences of its cluster. It should be the one
that characterizes best the cluster in terms of conveyed
information.

The overall process of our summarization system is
shown in fig. 2.

4 CBSEAS at TAC 2008

In this section, we briefly describe the TAC 2008 “Up-
date” task and the adaptation we had to implement
in order to make our system compliant with the task
requirements. Here again, the interested reader can
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Fig. 2: Summarization system

refer to [1] for more details.

4.1 Description of the Update Task

The “Update task” consists in generating two types
of summaries for each evaluation topic. Each topic is
composed of a user query and of two groups of docu-
ments. Documents are extracted from the AQUAINT-
2 corpus (a collection of news stories issued by sev-
eral press agencies). The first type of summary is the
“standard” one, a simple summary of the first docu-
ment set. The second type of summary is more com-
plex: it has to summarize the information found in the
second document set that was not already present in
the first document set. Summaries are to be 100 words
long at most.

For the Update task, two evaluations were given to
participants: the first one using PYRAMID, the sec-
ond one using ROUGE scores [5]. The PYRAMID
score depends on the number of basic semantic units
the summary contains which are considered as impor-
tant by human annotators (the importance of a se-
mantic unit depends on the number of times it ap-
pears in the summaries generated by human anno-
tators). Summaries have also been scored using five
different scores attributed manually for grammatical-
ity, non-redundancy, structure, fluency and overall re-
sponsiveness (responsiveness is a subjective score cor-
responding to the question “How much would you pay
for that summary?”). ROUGE metrics are based on
n-gram comparison between the automatic summary
and a reference summary which has been written by
TAC annotators.

4.2 Adaptation of CBSEAS for the
“Update Task”

Our system, CBSEAS; is a “standard” summarization
system. We had to adapt it in order to deal with the
specific requirements of TAC 2008.

The adaptation for the “Update Task” mainly con-
sisted in managing update. The first step, summariz-
ing the first document set, is done using CBSEAS as
it stands. After the selection of sentences for the first
document set, we re-compute all sentence similarities
including the new sentences (i.e. sentences from the
second document set).
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