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Abstract

Status is widely used to incentivize user en-
gagement online. However, visible status indi-
cators could inadvertently bias online delibera-
tion to favor high-status users. In this work, we
design and deploy a randomized experiment
on the ChangeMyView platform to quantify
status biases in deliberation online. We find
strong evidence of status bias: hiding status on
ChangeMyView increases the persuasion rate
of moderate-status users by 84% and decreases
the persuasion rate of high-status users by 41%
relative to the control group. We also find that
the persuasive power of status is moderated by
verbosity, suggesting that status is used as an
information-processing heuristic under cogni-
tive load. Finally, we find that a user’s status
influences the argumentation behavior of other
users they interact with in a manner that disad-
vantages low and moderate-status users.

1 Introduction

Fair and equitable deliberation facilitates consen-
sus among decision makers with diverse viewpoints
(List et al., 2013). Deliberation increasingly takes
place online, on platforms such as Wikipedia, Red-
dit, and GitHub (Im et al., 2018; Murić et al., 2019).
Such platforms typically incentivize user engage-
ment by rewarding active users with some form
of visible status (Anderson et al., 2013; Gallus,
2017). While status is a powerful incentive (Richter
et al., 2015), it could also act as an information-
processing heuristic under cognitive overload (Kah-
neman, 2011), and bias deliberation to favor high-
status users by virtue of its persuasive power.

Status effects have been reported in the con-
text of collaborative software development (Mar-
low et al., 2013), organizational communication
(PingWest, 2020), knowledge curation (Danescu-
Niculescu-Mizil et al., 2012), social media discus-
sions (Jaech et al., 2015), among other settings.
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Figure 1: Opinion challengers such as Arctus9819 earn
status (displayed as ∆ points) for each opinion poster
persuaded to change their view. In our experiment, we
hide the status of randomly selected treated users to
quantify the causal effect of a user’s status visibility
on their persuasion rate. We define status bias as the
causal impact of status visibility on persuasion.

However, these effects cannot be viewed as causal
due to the possibility of unobserved confounders.
For example, Xu et al. (2018) find that the reported
effect of status differences on linguistic coordina-
tion (Danescu-Niculescu-Mizil et al., 2012) is po-
tentially confounded by low-level linguistic fea-
tures. In general, observational (non-experimental)
studies can only quantify (non-causal) correlations.

In this work, we design and deploy a random-
ized experiment1 to quantify status bias in deliber-
ation online. Specifically, we hide the status of ran-
domly selected treated challengers on the Change-
MyView online argumentation platform (see Fig-
ure 1), and compare the persuasion rate of treated
and untreated challengers during the experiment pe-
riod. Randomization enables unbiased estimation
of the causal effect of status visibility by eliminat-
ing the impact of confounders.

1Our experiment was deployed with the consent of the
ChangeMyView moderators and is approved by the Carnegie
Mellon University IRB (Study ID: STUDY2020_00000370).
Replication code and data are available at https://github.
com/emaadmanzoor/2022-emnlp-status_biases.
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We find that the causal impact of hiding status
is heterogeneous with challengers’ pre-experiment
status. For moderate-status challengers (having
pre-experiment status between 10∆ and 40∆), we
find that hiding status increases their persuasion
rate by 1.2 percentage points (p < 0.05); this cor-
responds to an 84% increase over the respective
control group. For high-status users (having pre-
experiment status greater than 40∆), we find that
hiding status decreases their persuasion rate by 2.3
percentage points (p < 0.05); this corresponds to a
41% decrease over the respective control group.

To explore the psychological mechanisms un-
derlying the persuasive power of status, we quan-
tify how the impact of status is moderated by ver-
bosity (as measured by challengers’ average re-
sponse length). We find that among high-status
challengers, status has a higher impact for verbose
challengers (in the fourth response length quartile)
than for succinct challengers (in the first response
length quartile). This suggests that status is used
as an information-processing heuristic (Chaiken,
1980) by posters under cognitive overload.

We further show that displaying status increases
the transactivity (Berkowitz and Gibbs, 1979) of
the replies by posters to low and moderate-status
challengers, and decreases the transactivity of the
replies by posters to high-status challengers. This
result suggests that, for low and moderate-status
challengers, showing status increases critique and
cross-examination (possibly signifying mistrust).

Implications for deliberation platforms. Our
results provide causal evidence of status bias in
deliberation online. They suggest that heuristic
information-processing under cognitive overload
is a psychological mechanism underlying the per-
suasive power of status, and that status affects per-
suasion by affecting the transactivity of the replies
users receive. While deliberation platforms could
mitigate bias by hiding status indicators, this would
likely also suppress user engagement. Alterna-
tively, platforms could reduce the feasibility of us-
ing status as an information-processing heuristic by
using ambiguous status indicators (such as colors,
that are less reliable as heuristics) or by requiring
more effort to view a user’s status (which increases
the cognitive cost of using status as a heuristic).

Summary of contributions. Our work is the
first to deploy a randomized experiment on Change-
MyView, which has been previously studied obser-
vationally (Tan et al., 2016; Atkinson et al., 2019;

Al Khatib et al., 2020; Jo et al., 2018). Our work is
one of the few studies that experimentally quantify
the causal impact of status on persuasion in the
field (in contrast with prior observational, quasi-
experimental, and laboratory studies). Our work
also contributes a new dataset and case-study to the
literature on causal inference with natural language
processing (Feder et al., 2021) (specifically with
text as an outcome and as a moderator).

2 Research Context — ChangeMyView

ChangeMyView is an online deliberation platform
hosted on Reddit (Tan et al., 2016). Posters on
ChangeMyView share posts that are subsequently
attacked by challengers seeking to persuade the
poster to change their view. At any point in the
conversation with a challenger, the poster may ex-
plicitly indicate that their view has changed using
the ∆ symbol (or equivalent alternatives), which
awards the challenger a ∆ point. The total number
of ∆ points earned, if non-zero, is displayed next
to each challenger’s username (illustrated in Fig-
ure 1); we term this their status. We only consider
challengers that respond directly to posts, and not
users that comment on challenger responses but do
not respond to the post itself.

The availability of explicit indicators of persua-
sion is unique to ChangeMyView and has been
widely used by research on computational argu-
mentation (Lawrence and Reed, 2019). We use
these persuasion indicators to measure the persua-
sion rate of each challenger in a time period (the
fraction of posts they challenged in that time period
which led to the poster changing their view). This
is the outcome in our randomized experiment.

The possibility of status biasing deliberation has
been raised by ChangeMyView users in the past2,
but not led to any subsequent policy changes. A
key reason for this is the difficulty of interpreting
a disparity in persuasion rates between low and
high-status challengers as a status bias. A dispar-
ity could arise from high status challengers being
more skilled at debating than low status challengers,
for example. However, a status bias is the dispar-
ity caused by status visibility, and not by other
confounders. By randomizing the challengers for
whom we hide status, we eliminate the impact of
all confounders to quantify this causal effect.

2https://reddit.com/r/changemyview/comments/
1esxu3/meta_i_suggest_that_deltas_be_refreshed_
every_so/

6352

https://reddit.com/r/changemyview/comments/1esxu3/meta_i_suggest_that_deltas_be_refreshed_every_so/
https://reddit.com/r/changemyview/comments/1esxu3/meta_i_suggest_that_deltas_be_refreshed_every_so/
https://reddit.com/r/changemyview/comments/1esxu3/meta_i_suggest_that_deltas_be_refreshed_every_so/


3 Randomized Experiment Design

In this section, we use the potential outcomes
framework (Imbens and Rubin, 2015) to formalize
our causal inference setup.

3.1 Causal Estimands
Notation. Denote by i = 1, . . . , N the index of
each challenger included in our randomized exper-
iment. Let Yi ∈ [0, 1] be the persuasion rate3 of
challenger i over the experiment period: the frac-
tion of posts challenged by challenger i during the
experiment period that led to the poster changing
their view and awarding challenger i a ∆.

Let Di ∈ Z+ be challenger i’s pre-experiment
status: the number of ∆s earned by challenger i
prior to the experiment being deployed. Let Ti ∈
{0, 1} be an indicator of whether challenger i has
visible status (Ti = 0) or not (Ti = 1). Before
the experiment is deployed, for all challengers i,
Ti = 1 if Di = 0 and Ti = 0 if Di > 0. After the
experiment is deployed, Ti depends on challenger
i’s randomized treatment assignment.

Let Y 0
i be the counterfactual persuasion rate of

challenger i had their status been visible, and let
Y 1
i be the counterfactual persuasion rate of chal-

lenger i had their status been hidden. For each
challenger i, only one of Y 0

i and Y 1
i is observable

at any instant. If challenger i was treated, Y 1
i = Yi

and Y 0
i is unknown. If challenger i was untreated,

Y 0
i = Yi and Y 1

i is unknown.
Status bias. We define status bias as the follow-

ing expected difference in counterfactual quantities
over all challengers i:

τ = E[Y 1
i − Y 0

i ] (1)

This can be interpreted as how much a challenger’s
persuasion rate would have changed on average had
their status been hidden instead of being visible.

Conditional status bias. We define the condi-
tional status bias as τ(G) = E[Y 1

i − Y 0
i |i ∈ G].

For example, G could be challengers who had low
pre-experiment status prior to the experiment, or
challengers who tend to use verbose arguments.

3.2 Stratified Treatment Assignment
We adopt a stratified (or blocked) treatment ran-
domization strategy to quantify the effect of hiding
status on those challengers who had visible status.

3Note that the persuasion rate as defined in this paper is
synonymous with persuasion probability, and not equal to the
persuasion rate defined in (DellaVigna and Gentzkow, 2010).

We assign each challenger i to a stratum Si ∈ [1, 7]
based on their pre-experiment status Di. Table 1
(rows 1 to 3) shows our mapping from Di to Si.
We exclude challengers with Di = 0 who have no
visible status to hide. Within each stratum, we treat
each challenger by hiding their status during the
experiment period with a 50% probability:

P[Ti = 1|Si = s] = 0.5 ∀s = 1, . . . , 7 (2)

Stratified randomization provides three main bene-
fits for our experiment (Athey and Imbens, 2017).
First, pre-experiment stratification on variables cor-
related with the outcome improves the precision
of causal effect estimates. Second, pre-experiment
stratification enables quantifying causal effect het-
erogeneity more precisely than post-experiment
stratification. Third, most challengers have low
pre-experiment status, and stratification ensures
that challengers with high pre-experiment status
are not excluded from treatment.

3.3 Causal Identifiability Assumptions
The causal estimands defined in Section 3.1 in-
clude the unobservable counterfactuals Y 0

i and Y 1
i .

Equating these counterfactuals to observable quan-
tities requires making identifiability assumptions.

We rely on three identifiability assumptions that
are standard in the analysis of stratified randomized
experiments (Hernan and Robins, 2020). For all
challengers i = 1, . . . , N and for each a ∈ {0, 1},
we assume that the following hold:

Assumption 1 (Ignorability) Y a
i ⊥⊥ Ti | Si

Assumption 2 (Positivity) P[Ti = 1|Si] ∈ (0, 1)

Assumption 3 (Consistency) Ti = a⇔ Y a
i = Yi

Our randomized treatment assignment guarantees
ignorability by design. Further, our treatment as-
signment probabilities in Equation (2) guarantee
positivity by design. However, our randomized
treatment assignment does not guarantee consis-
tency. Consistency will be violated if the treatment
assignment of one challenger affects the potential
outcomes of another; an issue called interference
(Rosenbaum, 2007). We assume no interference
and delegate addressing this to future work.

3.4 Estimation and Inference
The identifiability assumptions in Section 3.3 en-
able equating our causal estimands in Section 3.1
to observable quantities. In this section, we fo-
cus on (i) estimating these observable quantities
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given a dataset of independently and identically
distributed samples {Yi, Ti, Si} for i = 1, . . . , N ,
and (ii) assessing the statistical significance of our
estimates.

Following Duflo et al. (2007), we compute or-
dinary least squares (OLS) estimates of the coeffi-
cients of the following linear regression model:

Yi = τTi +
7∑

j=1

ρjI[Si = j] (3)

where Yi is the persuasion rate of challenger i, Ti
is the treatment assignment of challenger i, and Si
is the stratum assignment of challenger i.

Since the fraction of treated challengers in each
stratum is identical and equal to 50%, the OLS esti-
mate τ̂ is a consistent estimate of the status bias (or
average treatment effect) as defined in Equation (1).
τ̂ is also equivalent to the nonparametric stratified
difference-in-means estimator (Imbens and Rubin,
2015); the linearity of Equation (3) is not restrictive
since all the regression covariates are indicators.

To assess the statistical significance of τ̂ , we
compute heteroskedasticity-robust (HC1) standard
errors (Long and Ervin, 2000) and derive p-values
from a t-test on τ̂ in the linear regression model
of Equation (3). Since the fraction of treated chal-
lengers in each stratum is identical and equal to
50%, this t-test is exact (Bugni et al. 2018, §4.2).

3.5 Deployment Details
We deployed our experiment on ChangeMyView
from December 27, 2020 to March 5, 2021. We
randomized treatment with stratification for those
challengers who had non-zero pre-experiment sta-
tus (detailed in Section 3.2). Table 1 shows the
number of total and treated challengers in each stra-
tum, the number of posts they challenged, and the
number of challenged posts where the poster was
persuaded to change their view.

We acquired moderation privileges on Change-
MyView and developed scripts to programmati-
cally remove treated challengers’ flair4. Removing
flair completely hides status (rather than replac-
ing it with alternative text like 0∆). The status of
treated challengers is thus identical to the status of
challengers who never earned a ∆.

ChangeMyView runs a script5 that reinstates
each challenger’s hidden flair every time they earn

4https://mods.reddithelp.com/hc/en-us/
articles/360010541651-User-Flair

5https://github.com/hallidev/delta-bot-four
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Figure 2: Heterogeneous effects of status: Average
persuasion rates (as fractions) of treated and untreated
challengers within each stratum.

a new ∆. To counter the status-reinstating effect of
this script, we ran our status-hiding scripts every
minute for the duration of the experiment.

4 Quantifying Status Bias

We first examine the average persuasion rates of
treated and untreated challengers within each stra-
tum. Figure 2 shows that the impact of hiding
status is heterogeneous. Among low-status chal-
lengers (stratum 1), there is a negligible difference
in the average persuasion rates of treated and un-
treated challengers. Among moderate-status chal-
lengers (stratum 2-4), treated challengers have a
higher average persuasion rate than untreated chal-
lengers. Among high-status challengers (stratum
5-7), treated challengers have a lower average per-
suasion rate than untreated challengers.

Based on this heterogeneity, we partition chal-
lengers into 3 groups (as shown in Figure 2) and
report estimates of the unconditional status bias
along with estimates of the conditional status bias
by group in Table 2. We estimate the uncondi-
tional status bias using Equation (3). To estimate
the conditional status bias by group, we use a lin-
ear regression model similar to Equation (3) that
includes interactions between the treatment indica-
tor Ti and group indicators I[Gi = 1], I[Gi = 2],
and I[Gi = 3], where I[Gi = k] indicates that
challenger i belongs to group k:

Yi =
3∑

k=1

τkTi × I[Gi = k]

+
7∑

j=1

ρjI[Si = j] +
3∑

l=1

ηlI[Gi = l] (4)
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Stratum (pre-experiment status range)

All 1 2 3 4 5 6 7
Strata (1 - 9) (10 - 19) (20 - 29) (30 - 39) (40 - 49) (50 - 99) (100+)

All Challengers 19965 18892 581 188 75 58 99 72
Treated Challengers 9981 9446 290 94 37 29 49 36
Posts Challenged 37524 21073 3598 1770 1294 1198 3120 5471
Views Changed 2248 1224 204 103 81 66 193 377

Table 1: Stratum Statistics: Based on our randomized experiment deployed from December 27, 2020 to March
5, 2021. Each challenger i is assigned to stratum Si based on their pre-experiment status Di. Challengers with
Di = 0 have no status to hide and are excluded. 50% of the challengers are treated within each stratum.

Challenger Group (Conditional) Status Bias p-value NNN

All Challengers −0.0006 (0.001) 0.680 19965

Group 1 (Low Status, Stratum 1) −0.0009 (0.001) 0.559 18892
Group 2 (Moderate Status, Stratum 2-4) 0.0120∗(0.005) 0.010 844
Group 3 (High Status, Stratum 5-7) −0.0232∗(0.012) 0.043 229

Table 2: (Conditional) status bias estimates with heteroskedasticity-robust standard errors (in brackets). See Sec-
tion 3.4 and Section 4 for details. ∗p < 0.05,∗∗ p < 0.01,∗∗∗ p < 0.001.

Stratum Conditional Status Bias p-value

1 −0.0009 (0.001) 0.555
2 0.0117∗(0.006) 0.036
3 0.0114 (0.010) 0.241
4 0.0158 (0.016) 0.324
5 −0.0223 (0.012) 0.064
6 −0.0231 (0.025) 0.347
7 −0.0242∗(0.010) 0.019

Table 3: (Conditional) status bias estimates by stra-
tum with heteroskedasticity-robust standard errors (in
brackets). ∗p < 0.05.

τ̂1, τ̂2, and τ̂3 quantify the conditional status bias
for low, moderate, and high-status challengers.

Table 2 shows that the unconditional status bias
is statistically insignificant (p = 0.680), which we
attribute to the opposite signs of the status effect for
moderate and high-status challengers. The status
bias for low-status challengers is also statistically
insignificant (p = 0.556), which may be due to low-
status challengers being unskilled and unpersuasive
regardless of their status visibility.

In contrast, the status bias for moderate-status
challengers is statistically significant (p = 0.010);
hiding the status of moderate-status challengers
increases their persuasion rate by 1.2 percentage
points, which corresponds to an 84% increase
over the control group average persuasion rate for
moderate-status challengers. The status bias for

high-status challengers is also statistically signifi-
cant (p = 0.043); hiding the status of high-status
challengers decreases their persuasion rate by 2.3
percentage points, which corresponds to a 41% de-
crease over the control group average persuasion
rate for high-status challengers. Separate t-tests
show that the difference between the estimated con-
ditional status bias in each pair of challenger groups
is also statistically significant (p < 0.05).

We further decompose the status effect hetero-
geneity by estimating the conditional status bias
in each stratum. We use a linear regression model
similar to Equation (4) that includes interactions
between the treatment indicator Ti and stratum in-
dicators I[Si = s] for s = 1, . . . , 7 (instead of the
group indicators I[Gi = k]). The estimates in Ta-
ble 3 indicate that the status effect among moderate-
status challengers is driven by challengers in stra-
tum 2, and that status effect among high-status
challengers is driven by challengers in stratum 7.

Interpretation of results. Overall, these results
confirm the existence of a significant status bias on
ChangeMyView. Moderate-status users are disad-
vantaged by their status visibility, and hiding their
status increases their persuasion rate. High-status
users benefit from their status visibility, and hiding
their status decreases their persuasion rate.

The heterogeneous effects of status by stratum
(Table 3) could be explained by two factors: (i)
whether status is perceived negatively or positively

6355



Average Response Conditional Status Bias (Relative to First Quartile)
Length Quartile Stratum 2 Challengers Stratum 7 Challengers

2 0.0210 (0.019) −0.0359 (0.019)
3 0.0004 (0.016) −0.0350 (0.025)
4 0.0627 (0.042) −0.0645∗(0.027)

Table 4: Conditional status bias estimates by challenger verbosity with heteroskedasticity-robust standard errors
(in brackets): Effects are relative to challengers in the first quartile. ∗p < 0.05,∗∗ p < 0.01,∗∗∗ p < 0.001.

on average, and (ii) whether status is noticeable or
salient. For challengers in stratum 1, status is not
salient and hence has no impact. For challengers
in stratum 2, status is salient and perceived neg-
atively by most posters, and hence has a positive
impact when hidden. For challengers in stratum 7,
status is salient and perceived positively by most
posters, and hence has a negative impact when hid-
den. From stratum 3 to 6, the average perception of
status gradually changes from negative to positive.

5 The Moderating Effect of Verbosity

We now examine a possible mechanism underly-
ing the persuasive power of status. Psychological
theory suggests that status could be used as an
information-processing heuristic under cognitive
overload (Chaiken, 1989; Kahneman, 2011). If this
theory holds, we expect status to have a larger im-
pact when the information being processed exerts
a greater cognitive load.

Hence, we use challengers’ average response
length in characters as a proxy for the average
cognitive load they exert on posters. We partition
challengers based on their average response length
quartile and estimate the conditional status bias by
quartile separately for challengers in stratum 2 and
7 (based on the estimated status effects in Table 3).

To estimate the conditional status bias by quar-
tile, we use a linear regression model similar to
Equation (4) that includes interactions between
the treatment indicator Ti and quartile indicators
I[Qi = 2], I[Qi = 3], and I[Qi = 4], where
I[Qi = k] indicates that the average response
length of challenger i is in the kth quartile. We
do not include the group indicators I[Gi = k]. By
excluding the indicator I[Qi = 1], the estimates τ̂2,
τ̂3, and τ̂4 estimate the conditional status bias in
the second, third, and fourth quartile relative to the
conditional status bias in the first quartile.

The estimates in Table 4 show that for chal-
lengers in stratum 2, there is no evidence that ver-
bosity moderates the impact of hiding status. How-

ever, for challengers in stratum 7, the impact of
hiding status becomes more negative by a statisti-
cally significant 6.45 percentage points from the
first to the fourth quartile (p = 0.018). This sup-
ports the psychological mechanism of status being
used as an information-processing heuristic, and
thus having a larger impact for verbose challengers
(in the fourth quartile) than for succinct challengers
(in the first quartile).

6 The Impact of Status on Transactivity

In this section, we further explore how status af-
fects persuasion by quantifying the impact of sta-
tus on argumentative behavior. Specifically, we
quantify the impact of challengers’ status on the de-
gree of transactivity (Berkowitz and Gibbs, 1979)
in posters’ replies to challengers. Transactivity
corresponds to conversational behavior wherein
speakers build on each other’s ideas (Fiacco et al.,
2021). While several types of transactivity ex-
ist (Berkowitz and Gibbs, 1979), we focus on the
strongest form of transactivity exhibited by posters:
when they counter parts of challengers’ responses.

6.1 Measuring Transactivity

Existing models for transactivity classification are
trained on a limited domain (Wen et al., 2015; Fi-
acco et al., 2021) that may not generalize to the
broader topics of deliberation on ChangeMyView.
Hence, we design a transactivity classifier tailored
for ChangeMyView conversations. A poster quot-
ing part of a challenger’s response is an explicit in-
stance of transactivity (a quote is a sequence of one
or more paragraphs that each begin with “>”). How-
ever, a poster may counter parts of a challenger’s
response without explicit quotes. Our transactiv-
ity classifier is designed to classify whether a text
pair (X, Y) is transactive or non-transactive without
relying on X containing explicit quotes of Y.

Dataset. To train our classifier, we build a col-
lection of transactive text pairs using data from our
experiment period as follows. We first locate each
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Figure 3: Constructing a training dataset of transactive
and non-transactive text pairs: Pairs are derived from
each poster’s reply to a challenger (see Section 6.1).

quote in a poster’s reply to a challenger, and com-
bine all of the subsequent paragraphs until the next
quote or until the end of the reply. We call each
such paragraph combination a rebuttal. Figure 3
illustrates this: quotes Q1 and Q2 in the poster’s
reply result in the rebuttals b+c and d, respectively.
Jo et al. (2020) show that 99% of the rebuttals con-
structed in this manner indeed counter the quotes.

We then segment the challenger’s response into
paragraphs, and subsequently segment the para-
graphs into four-sentence spans (depicted as A, B,
C and D in Figure 3). We map each quote in the
poster’s reply to the segment of the challenger’s
response with the most overlapping unigrams, bi-
grams, and trigrams (Q1→B and Q2→D in Fig-
ure 3). Finally, we pair each rebuttal with the seg-
ment mapped to their corresponding quote to con-
struct each transactive text pair. In Figure 3, the
rebuttals b+c and d are paired with the segments B
and D (mapped to quotes Q1 and Q2) to construct
the transactive text pairs (b+c, B) and (d, D).

For efficient computation, we only retain the
first 7 sentences in each paragraph. The strongest
expressions of disagreement with the quoted para-
graphs are usually conveyed early in the subse-
quent paragraphs, and 90% of the paragraphs in
our dataset contain no more than 7 sentences.

We also build a collection of non-transactive text
pairs by pairing each rebuttal with the segments that
are not mapped to their corresponding quote. In
Figure 3, the non-transactive pairs are constructed
by pairing the rebuttal b+c with the segments A,
C, and D, and the rebuttal d with the segments
A, B, and C. We then randomly partition posters’
comments with a ratio of 70:15:15, resulting in
187,088, 38,681, and 37,816 text pairs for training,
validation, and testing, respectively.

Models. We evaluate three binary classification
models to classify transactive text pairs: (i) BERT:
the pre-trained BERT-base model (Devlin et al.,
2019) fine-tuned on our dataset, (ii) BERT+Kialo:
the pre-trained BERT-base model fine-tuned on a
dataset from Kialo and subsequently on our dataset,
and (iii) LogBERT+Kialo: LogBERT (Jo et al.,
2021) fine-tuned on a dataset from Kialo and sub-
sequently on our dataset. BERT outperformed the
other two models, yielding a test set AUC score
of 86.1%, precision of 73.9%, and recall of 45.5%.
The overall F1-score of 56.3% is higher than the
score obtained by random guessing (28.8%). We
derive the transactivity scores for subsequent analy-
ses using BERT, and defer details of the other two
models to Appendix A.1.

Deriving transactivity scores. We segment
each challenger’s immediate comment into four-
sentence segments as described earlier. We seg-
ment each poster’s immediate reply to a challenger
into paragraphs. For each paragraph-segment pair,
we classify whether it is transactive using the
BERT model trained earlier. We define the trans-
activity score of a poster’s reply to a challenger as
the number of unique segments in the challenger’s
response that are transactively paired with a para-
graph in the poster’s reply. For each challenger, we
compute the average of the transactivity scores of
the replies by posters to all of their responses.

6.2 Causal Analysis

Figure 4 shows the average transactivity scores for
treated and untreated challengers in each stratum
(based on the replies they receive from posters).
Posters’ replies to low and moderate-status chal-
lengers (stratum 1-4) are more transactive when
their status is visible than when it is hidden (p <
0.05 with a Wilcoxon’s rank-sum test). In contrast,
posters’ replies to high-status challengers (stratum
5-7) are less transactive when their status is visible
than when it is hidden (though this difference is not
statistically significant).

Interpretation of results. This result suggests
that showing low and moderate-status challengers’
status causes posters to cross-examine and critique
them more, possibly signaling skepticism and mis-
trust due to their (negatively perceived) status. In
contrast, showing high-status challengers’ status
causes posters to cross-examine and critique them
less. These differences in transactivity may in turn
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Figure 4: Transactivity scores of posters for treated and
untreated challengers in each stratum. Error bands in-
dicate one standard deviation.

explain the differences in persuasion rates6. Over-
all, our results suggest that low and moderate-status
challengers are unfairly cross-examined and thus
disadvantaged by their status visibility.

Additional analyses. We also explore the im-
pact of status on posters’ degree of analytical think-
ing in Appendix B.

7 Related Work

Our work is related to several directions of research
on status, persuasion, and causal inference.

Status in Online Platforms. Extensive prior lit-
erature finds that status has powerful effects on user
behavior online (Frey and Gallus, 2017; Botelho
and Gertsberg, 2021). Status-conferring awards
have been shown to increase the retention rate of
Wikipedia editors (Gallus, 2017), to increase the
production of user-generated content on Reddit
(Burtch et al., 2021), to “steer” user behavior on
StackOverflow (Anderson et al., 2013), and to cor-
relate with coordination (Danescu-Niculescu-Mizil
et al., 2012), politeness (Danescu-Niculescu-Mizil
et al., 2013), and other linguistic behavior online
(Puranam and Cardie, 2014). Our work extends
this literature by quantifying the impact of status
on persuasion and on conversational transactivity.

Persuasion and Argumentation Online. Ex-
tensive prior literature has studied various aspects
of persuasion online (Luu et al., 2019; Tan et al.,
2016). This literature primarily relies on observa-
tional or quasi-experimental studies, and focuses
on correlations between content factors and persua-

6We observe the same pattern when using a slightly differ-
ent definition of the transactivity score, namely, the number of
unique transactive paragraphs in posters’ replies (Figure 5 in
Appendix A.1).

sion without considering the role of status or other
source factors. Recently, Xiao and Xiao (2020)
examine (with an observational study) how persua-
sion is correlated with author identity on Wikipedia,
and Manzoor et al. (2020) examine (with a quasi-
experimental study) the impact of status on per-
suasion in ChangeMyView. Our work extends the
literature on source factors and persuasion with a
randomized experiment to establish causality in a
more credible manner than prior studies.

Causal Inference and Natural Language Pro-
cessing. Our work contributes a case study and
dataset to the nascent literature on causal inference
and natural language processing (Feder et al., 2021;
Sridhar and Getoor, 2019; Shi et al., 2019; Egami
et al., 2018; Keith et al., 2020), specifically in the
settings where text is a moderator (Section 5) and
where text is an outcome (Section 6).

8 Conclusion and Future Work

We design and deploy a randomized experiment on
the ChangeMyView online deliberation platform
to quantify the causal impact of status visibility on
persuasion, and hence, the existence of status bias.
We find that moderate-status users are disadvan-
taged and high-status users benefit from their status
visibility. We also find that the persuasive power
of status is moderated by verbosity, suggesting that
status is used as an information-processing heuris-
tic by posters to alleviate the cognitive load of ver-
bose (cognitively costly) challenger responses. We
also find evidence for increased transactivity (cross-
examination and critique) in the replies to low and
moderate-status challengers that is caused by their
status visibility, suggesting a possible mechanism
via which status affects persuasion.

In future work, we plan to address violations of
the consistency identifiability assumption by deriv-
ing bounds on the treatment effect (Manski, 2013).
We also plan to examine the moderating effect of
linguistic factors on the persuasive power of status,
such as politeness (Danescu-Niculescu-Mizil et al.,
2013) and the usage of emotional appeals.

9 Ethical Concerns and Broader Impact

As with all causal analyses, the lack of statistical
significance in any of our findings does not confirm
the lack of a finding in itself. In addition, our mod-
eration analyses are exploratory (since the moder-
ator is not jointly randomized with the treatment),
and the moderation results only provide suggestive
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but not confirmatory evidence. We urge the reader
to exercise caution when interpreting these results.

We deploy a randomized experiment on Reddit
without seeking express consent from Reddit users.
We believe the benefits from our findings outweigh
the potential harm our experiment may have caused
users or the Reddit platform (such as via disincen-
tivizing users from participating by hiding their
status). Nevertheless, we restrict the potential harm
caused by our experiment by limiting its duration,
and have a dissemination plan in collaboration with
the ChangeMyView moderators to release our find-
ings to the broader ChangeMyView community.

10 Limitations

Our work has three key limitations. First, we as-
sume no interference to establish causality, despite
the possibility that a challenger being treated my
affect the outcome of other challengers (if the chal-
lengers respond to the same post, for example).
Second, we do not jointly randomize the modera-
tor with the treatment in our moderation analyses,
rendering our moderation analyses non-causal and
exploratory. Third, we do not include any addi-
tional controls when estimating the (conditional)
status bias in our analyses, resulting in estimates
that are potentially less precise than they could
have been had controls been included.
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A Transactivity

A.1 Measure
For automated prediction of transactivity given a
text pair, we explored three models. BERT is

the pre-trained BERT-base (Devlin et al., 2019)
that is fine-tuned on our data. Since transactivity
is similar to the attack relation among the com-
mon argumentative relations (support, attack, neu-
tral), it might be helpful to pre-train BERT on
some data for argumentative relation classifica-
tion. To that end, we chose arguments from Kialo
(https://www.kialo.com/), a collaborative argu-
mentation platform covering a wide range of top-
ics. Specifically, we use the pre-processed ver-
sion where statement pairs are tagged with sup-
port, attack, and neutral relations (Jo et al., 2021).
BERT+Kialo is the pretrained BERT-base that is
further pre-trained on the Kialo data and then fine-
tuned on our data. For the fine-tuning, ‘transactive’
and ‘non-transactive’ are mapped to the attack and
neutral relation, respectively, and the classification
layer of the support relation is not updated. Lastly,
LogBERT+Kialo uses LogBERT (Jo et al., 2021),
a state-of-the-art argumentative relation classifier,
in place of BERT. LogBERT is pre-trained for four
classification tasks—textual entailment, sentiment,
causal relation, and normative relation—which im-
proves classification of argumentative relations.

Table 5 shows the accuracy of each model. Over-
all, BERT performs best on the AUC score for both
dev and test sets. But the three models show differ-
ent behaviors. BERT has relatively high precision
and low recall. Pre-training BERT on Kialo (i.e.
BERT+Kialo) reduces the gap between precision
and recall, and using LogBERT in place of BERT
(i.e. LogBERT+Kialo) balances them even further,
achieving relatively high recall. In our causal anal-
ysis, we want to minimize false accept to reduce
noise and measure transactivity with high precision.
Hence, BERT is used for the subsequent analysis.

A.2 Causal Analysis

Figure 5 shows transactivity scores across chal-
lengers’ strata, with the definition of transactivity
score being the number of transactive paragraphs in
posters’ comments. The effects of status visibility
are almost the same as when we used the definition
in the main text.

B Analytical thinking

Analytical thinking indicates how well propositions
are supported by evidence within an argument. The
more supporting evidence the arguer brings, the
deeper analytical thinking the arguer engages with.
To that end, we define the analytical thinking score
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Dev Test

Prec Recl F1 AUC Prec Recl F1 AUC

BERT 74.5 45.6 56.6 85.8 73.9 45.5 56.3 86.1
BERT+Kialo 67.0 54.8 60.3 85.5 66.8 54.6 59.9 86.1
LogBERT+Kialo 62.0 57.6 59.7 84.8 61.6 57.3 59.4 85.4

Table 5: Transactivity accuracy.

Untreated
Treated

Untreated
Treated

Untreated
Treated

Figure 5: Posters’ transactivity scores across chal-
lengers’ strata. Here, the transactivity score is defined
as the number of transactive paragraphs in posters’
comments. The error bands indicate one standard de-
viation.

as the number of supported propositions for each
comment.

B.1 Measure

To measure the score, we trained an argumenta-
tive relation classifier (Jo et al., 2020) that takes a
pair of propositions as input and predicts support
or non-support relation. For each comment, after
applying anaphora resolution and extracting propo-
sitions using syntactic rules, we ran the model on
every pair of neighboring propositions.

There are two main approaches to identifying
support links between propositions in the argument.
The first approach is a discourse parser-like model
that takes an argument (e.g., essay) as input and
constructs an argumentation graph where nodes are
propositions and edges are support relations (Morio
et al., 2019). But these models have been reported
to rely heavily on discourse markers rather than the
meaning of text (Opitz and Frank, 2019). In con-
trast, we want to measure the logical development
within an argument rather than its surface-level
structure.

The second approach, which we use, is argumen-
tative relation classification, similar to Natural Lan-
guage Inference (NLI). The model takes two propo-
sitions as input and predicts whether they have a
support relation (Hua and Wang, 2022). There are
rich data available for this approach from both NLI
and argument mining, and the models are trained to
attend to the meaning of text rather than discourse
markers. At inference time, given propositions
within an argument, its analytical thinking score is
the number of propositions that are supported by
either the preceding or following proposition.

Models: We explore four models. LogBERT (Jo
et al., 2021) is a recently published model that is
BERT-base pretrained on four logical tasks (textual
entailment, sentiment analysis, causal relation clas-
sification, normative relation classification). BERT
is the pretrained BERT-base and is equivalent to
LogBERT without pretraining on the logical tasks.
These models are trained and tested on the Kialo
argumentation data (Jo et al., 2021), where propo-
sition pairs are labeled with support, attack, or
neutral. We randomly split pairs with the ratio of
70:15:15, resulting in 139,196, 29,888, and 29,647
instances for train, dev, and test, respectively. Since
our task is only binary (support vs. non-support),
we explored training these models after binarizing
the Kialo data, which we call LogBERT+Bi and
BERT+Bi. Note that we do not use CMV data
directly for training, since it requires expensive an-
notation and the Kialo data already cover a wide
range of topics (more than 1400 topics). Among
the four models, LogBERT performs best for the
support relation, achieving F1-score, precision, and
recall of 76.8 (see Table 6 for details).

B.2 Causal Analysis
For each comment written by an poster in response
to a challenger’s comment, we extracted proposi-
tions using simple rules. We first ran coreference
resolution using Huggingface’s neuralcoref library.
This is important to produce fully-specified (de-
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Support Attack Neutral

AUC Prec Recl F1 Prec Recl F1 Prec Recl F1

LogBERT 96.5 76.8 76.8 76.8 77.5 76.1 76.8 98.2 99.1 98.7
BERT 96.4 74.3 78.6 76.4 78.8 71.2 74.8 97.5 99.5 98.5

Support Non-Support

AUC Prec Recl F1 Prec Recl F1

LogBERT+Bi 94.8 80.8 70.4 75.2 90.7 94.5 92.5
BERT+Bi 94.6 77.9 73.7 75.8 91.5 93.1 92.3

Table 6: Analytical thinking accuracy.

Untreated
Treated

Untreated
Treated

Untreated
Treated

Figure 6: Posters’ analytical thinking scores across
challengers’ strata. The error bands indicate one SD.

contextualized) propositions. Next, we extracted
clauses using the spaCy parser and removed dis-
course markers (e.g., “so”, “because”). Each clause
is treated as a proposition. For each proposition,
we determine whether it is supported by the preced-
ing or following proposition using LogBERT, and
count the number of supported propositions as the
analytical thinking score.

Figure 6 shows the average analytical thinking
score by challengers’ status. Overall, we find no
strong evidence that the visibility of challenger
status affects posters’ analytical thinking. However,
we do observe the tendency that when a challenger
is highly skilled (group 3), posters engage with
analytical thinking more when the status is hidden
than visible (albeit not statistically significant).

Our transactivity and analytical thinking analy-
ses suggest different strategies for promoting de-
sirable argumentation by challengers’ skill levels.
When challengers are highly skilled, hiding their
status helps engage in desirable argumentative be-
havior and resist concession. But if challengers

are less skilled, revealing their status seems to en-
courage making counterarguments although not
necessarily stronger arguments internally.
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