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Abstract

Humor plays an important role in our daily
life, as it is an essential and fascinating ele-
ment in the communication between persons.
Therefore, how to recognize punchlines from
the dialogue, i.e. conversational humor recog-
nition, has attracted much interest of computa-
tional linguistics communities. However, most
existing work attempted to understand the con-
versational humor by analyzing the contextual
information of the dialogue, but neglected the
character of the interlocutor, such as age, gen-
der, occupation, and so on. For instance, the
same utterance could bring out humorous from
a serious person, but may be a plain expression
from a naive person. To this end, this paper
proposes a Character Fusion Conversational
Humor Recognition model (CFCHR) to ex-
plore character information to recognize con-
versational humor. CFCHR utilizes a multi-
task learning framework that unifies two highly
pertinent tasks, i.e., character extraction and
punchline identification. Based on deep neu-
ral networks, we trained both tasks jointly by
sharing weight to extract the common and task-
invariant features while each task could still
learn its task-specific features. Experiments
were conducted on Chinese sitcoms corpus,
which consisted of 12,677 utterances from 22
characters. The experimental results demon-
strated that CFCHR could achieve 33.08% im-
provements in terms of F1-score over some
strong baselines, and proved the effectiveness
of the character information to identify the
punchlines.

1 Introduction

Humor recognition is an important task of humor
computation, which can not only enable machines
to recognize humor, but also lay an important foun-
dation for humor generation. According to the
form of humorous text, humor recognition can be
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One-liners humor
I failed math so many times at school,

I can’t even count.
Conversational humor

Character Utterance
志国(Zhiguo)
middle age, male

唉，你们不能剩我一人儿啊。
Oh, you can’t leave me alone.

圆圆(Yuanyuan)
child, female

不剩您一人，还有小芳大妈
You are not alone.
Aunt Xiaofang is with you.

志国(Zhiguo)
那还不如剩我一人儿呢
I’d rather be left alone.

傅明(Fuming)
old man, male

都是你自己惹的麻烦，
不剩你剩谁
It’s all your own troubles,
who else is left without you?

Table 1: Examples of one-liners humor and conversation
humor. The sentence in bold is a punchline, while the
rest is set-up.

generally divided into two types: one-liners humor
recognition and conversational humor recognition
(CHR). As shown in Table 1, one-liners humor fo-
cusing on one single sentence or passage, e.g. joke,
while conversational humor is brought out based on
the dialogue, which can be widely applied to a va-
riety of scenarios, including chat robots, machine
translation, etc. So, to recognize or even under-
stand conversational humor is very significant for
both academical and industrial fields (Lin et al.,
2016).

The objective of this paper is to recognize humor
from dialogue. Generally speaking, a dialogue is
formed by a serial of utterances, and the utterances
can be divided into set-up and punchlines. The
punchline is the part of the sentences taking the role
of laughing, while the rest of utterances are set-ups
(Taylor and Mazlack, 2005; Attardo and Raskin,
1991). The conversational humor recognition can
be considered as identifying whether an utterance

2927



is a punchline, such as "I’d rather be left alone"
as shown in Table 1.

Different from one-liners humor, the character
is one of the most important influencing factors in
conversational humor according to the theory of
General Verbal Theory of Humor (1991). Note
that the character refers to the sitcom role in this
paper. However, existing studies for conversational
humor recognition mainly considered it as a punch-
line recognition task. Most methods did not distin-
guish conversational humor from one-liners humor,
and focused on the context representation to cap-
ture the humorous semantics. To the contrary, char-
acter information in the dialogue was neglected,
such as, speaking style, gender, age, etc., and these
information has some specific features, that are in-
herently funnier, and more likely to make people
laugh. As a result, existing methods performed
sub-optimal in conversational humor recognition.

To solve the above issues, this paper attempts
to explore character information to facilitate the
machines to understand humor in the dialogue. A
Character Fusion Conversational Humor Recogni-
tion (CFCHR) model is presented by integrating
the character information and the contextual infor-
mation to represent the conversational humorous
information.

To capture the contextual information, an utter-
ance embedding is derived from each utterance;
to capture the character information, character fea-
tures and the attributes are learned from utterances
and predefined attributes respectively. Then, the
utterance embedding and the character embedding
are fed into the a multi-task learning framework
(Hastie et al., 2009). In this way, CFCHR can
capture both of the contextual information and the
character information for character extraction and
punchline recognition.

We conducted experiments on Chinese sitcoms
corpus, which consisted of 12,677 utterances from
22 characters. CFCHR was effective in character
extraction task. Compared with some strong base-
lines, CFCHR could achieve the best performance
of punchline recognition, i.e. 51.5%, in terms of
F1-score. Moreover, 33.08% improvements were
achieved in terms of F1-score over the baseline
model, and it proved the effectiveness of the char-
acter information in identifying the punchlines.

2 Related Work

Humor recognition is usually formulated as a bi-
nary classification problem. Most of the existing
work on humor recognition mainly focus on one-
liners, and a classifier is usually trained based on
the whole texts to predict whether it is humorous
or not (Cattle and Ma, 2018; Liu et al., 2018a; Xie
et al., 2021; Zhou et al., 2020; Zou and Lu, 2019;
Liu et al., 2018b).

In recent years, much research work has a grow-
ing interest in conversational humor recognition.
Early work on conversational humor recognition
attempted to use LSTM, RNN, GRU models (Bert-
ero and Fung, 2016; Ramakrishna et al., 2018) to
predict punchlines in dialogues. Due to the lack
of corpus for conversational humor recognition,
there were some studies (Pamulapati and Mamidi,
2021; Blinov et al., 2019; Pamulapati et al., 2020)
later focused on constructing humorous dialogue
corpus based on sitcoms. However, none of the
above work accounted for the character informa-
tion, which was a crucial source of information
for conversational humor recognition. This paper
will explore the character information and integrate
multi-faceted information of character into the hu-
morous semantics representation.

3 Task Formulation

Given a dialogue as the input text, and it is con-
sisted of a sequence of M utterances. For an utter-
ance si, it is consisted of N words, and denoted by
si = {wi,1, wi,2, . . . , wi,j , . . . , wi,N}, where wi,j

is the jth word in the utterance si. Note that each ut-
terance in the dialogue corresponds to an interlocu-
tor with the character features denoted as RoleV

and the character attributes denoted as RoleD. We
detail both of these in Section 4.1. The objective of
this paper is to identify if an utterance is a punch-
line by exploring the character information.

4 CFCHR

In this paper, we propose Character Fusion
Conversational Humor Recognition (CFCHR) for
punchline recognition from the dialogue. CFCHR
consists of three sub-components: character extrac-
tion, punchline recognition, and multi-task learn-
ing framework. Character extraction module is
firstly designed to obtain the character information
representation; punchline recognition module is
then followed to obtain contextual information rep-
resentation; and a multi-task learning framework
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Figure 1: The overall architecture of CFCHR. CFCHR
is designed for a multi-task. Task 1 is character extrac-
tion to identify each utterance from which character.
Task 2 is punchline recognition. Multi-task learning
is to introduce the character information in the hidden
layer in the process of recognizing punchlines.

is finally employed for character extraction and
punchline identification.

Given a dialogue M , input each utterance
si and its corresponding character information
(RoleV , RoleD) into the model. For each utter-
ance, we firstly derive an utterance embedding by
the contextual sentence to capture the semantics in
the text. To obtain the character features RoleV ,
CFCHR will classify the interlocutor into the pre-
defined category of the character based on each
utterance. The character information RoleK can
be represented by the character features RoleV to-
gether with the character attributes RoleD. Then,
both of the utterance embedding and the charac-
ter embedding are fed into the a multi-task learn-
ing framework (Hastie et al., 2009). In this way,
CFCHR can capture both of the contextual seman-
tics and the character information for character ex-
traction and punchline recognition.

4.1 Character extraction

In the scenario of a dialogue, the character of a
interlocutor is essential for creating humor, which
contains rich information, including the character
attributes, such as gender, etc., and the character
features, such as speaking style, personality, etc.,
which are learned from utterances. Therefore, we
represent the character information RoleK by two
parts, character features RoleV and character at-
tributes RoleD. Hence, we propose to apply ut-
terance embedding and character attributes con-
structed by human to derive character information

representations. In CFCHR, BERT (Devlin et al.,
2018) is utlized to derive utterance embedding with-
out loss of generality.

For each utterance si, we can obtain the cor-
responding utterance embedding through the pre-
trained model, BERT. BERT deploys a multi-layer
bidirectional encoder based on transformers with
multi-head self-attention (Vaswani et al., 2017),
which contains a special token [CLS]. [CLS] can
be an embedding to represent the semantics of the
whole utterance. Here, the dH -dimensional utter-
ance embedding is denoted by T[CLS].

Based on T[CLS], we apply multi-layer percep-
tron with one single hidden layer to identify char-
acters as follows.

ŷE = argmax
e∈{0,...,21}

F(w(T[CLS]) + b)e (1)

ŷE denotes the prediction results of character clas-
sification. e denotes the index of each character
class. 22 characters are predefined in total. Since
many characters in the sitcom have only appeared
once or twice, such as passers-by, couriers and so
on, we group the above characters into one cate-
gory and the remaining 21 characters are the main
characters. Thereby, most features of characters
like speaking style and personality can be learned
in this single layer, which can be extracted from
weight. Here, we use RoleV to denote the character
features, and use RdC×dH to denote the dimension.

RoleV = w,RoleV ∈ RdC×dH (2)

F(·) is the activation function, which is set to Relu
function (Hastie et al., 2009) in this paper. dC is the
number of character classes, 22. For each i ∈ dC ,
RoleVi represents the i-th category of the characters.
Moreover, we can further derive the joint character
information RoleKi to indicate both character fea-
tures and character attributes by concatenating two
different vectors as follows:

RoleKi = [RoleVi ;RoleDi ] (3)

RoleKi denotes the joint character information
of the i-th character.

4.2 Punchline recognition
For the task of punchline recognition, it is essential
to capture the semantics of the utterance, and we
adopt a classic representation(Bertero and Fung,
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2016). Since character information is one of the
most important factors for creating humor. Thus,
we combine the character information embedding
RoleKi and the utterance embedding to capture the
overall semantics for punchline recognition as fol-
lows.

T[ALL]i = RoleKi ⊕ T[CLS]i (4)

We deploy MLP (Hastie et al., 2009) to capture the
overall semantics representation T[ALL] for recog-
nizing punchlines as follows, .

ŷP = argmax
p∈{0,1}

F(T[ALL])p (5)

ŷP represents the prediction results of punchline
recognition. p indicates whether it is the punchline.

4.3 Multi-task learning

In our work, CFCHR is designed for character ex-
traction and punchline recognition based on the
multi-task model structure (Caruana, 1997). We
jointly train both tasks by sharing the weight to ex-
tract the common and task-invariant features while
each task can still learn its task-specific features.
The loss functions of two tasks are calculated sepa-
rately, and in the same iteration, two gradients are
accumulated.

5 Experiment

5.1 Experiment Settings

Dataset To evaluate the performance of our pro-
posed method, experiments were conducted based
on a publicly available dataset which was collected
from a famous Chinese sitcom 我爱我家(I Love
My Family). In this dataset, the scripts of the sit-
com was divided into several dialogues depending
on the scene and the plot changing. Each dialogue
consisted of several utterances, while each utter-
ance was in accordance with a character of the
sitcom. For each utterance, it was assigned a label,
punchline or non− punchline. The statistics of
the dataset was shown in Table 2.
Parameter setting During the training processing,

we used Adam optimizer (Kingma and Ba, 2015)
with an initial learning rate of 1× 10− 5, and the
batch size was set as 32 utterances. Besides, we
also dynamically adjusted the learning rate via a
linear function for each iteration of training. For
other parameter settings, we followed the standard
configuration.

Dataset of I Love My Family
Dialogues 348
Utterances 12,677
Avg. length of dialogues 36.34
Avg. length of utterances 9.99
Punchline ratio (%) 28.76

Table 2: The statistics of dataset.

Model P R F1
CFCHRRoberta 0.833 0.799 0.775
CFCHRBERT 0.877 0.824 0.784

Table 3: The results of character extraction task.

Evaluation Metrics We adopted the classic metrics
in NLP, precision (P), recall(R), and F1-score(F1)
(Ceri et al., 2013; Powers, 2020) to assess the per-
formance.

5.2 Experimental Results
We compared CFCHR with five baseline mod-
els, including LSTM+Attention (Lin et al., 2017),
Bi-LSTM (Graves and Schmidhuber, 2005), BC-
LSTM (Mousa and Schuller, 2017), BERT (Devlin
et al., 2018), Roberta (Liu et al., 2019).

Table 3 demonstrated the performance of the
character extraction task. From the results, we
could find that the representation of the character
information could be learned by CFCHR.

Table 4 demonstrated the performance of the
punchline recognition task based on the sitcom
dataset. It could be seen that after adding char-
acter knowledge, the performance of the model
was significantly improved. Compared to the
baseline models, CFCHRBERT achieved the best
performance, i.e. 51.5% in terms of F1-score,
which has 33.08% improvements over Bert model.
CFCHRRoberta achieved 30.23% improvements of

Model P R F1
LSTM+attention 0.453 0.258 0.329
Bi-LSTM - - 0.326
BC-LSTM - - 0.358
Roberta 0.337 0.437 0.381
BERT 0.354 0.428 0.387
CFCHRRoberta 0.613 0.458 0.504
CFCHRBERT 0.649 0.453 0.515

Table 4: The results of punchline recognition task.
CFCHRBERT denotes CFCHR based on BERT, and
CFCHRRoberta denotes CFCHR based on Roberta.
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F1-score over BERT and 32.28% improvements
of F1-score over Roberta. It was proved that the
character information was able to improve the
model’s ability of understanding conversational
humor. Moreover, the performances in F1-score
of BERT model were better than that of Roberta
whether considering character information or not.

6 Conclusions

In this paper, we explore character information
for conversational humor recognition, and present
a multi-task learning framework for character ex-
traction and punchline recognition. Experimen-
tal results demonstrated that character information
was effective for punchline identification and could
achieve the performance of 51.5% in terms of F1-
score. Compared with some strong baselines, our
proposed model could achieve 33.08% improve-
ment on Chinese sitcom dataset.

7 Limitations

In our work, we explored the character information
for punchline recognition, and pre-defined 22 char-
acters on the specific sitcom. However, the charac-
ters’ personalities are different in different sitcoms,
so when transferring to new sitcoms, CFCHR needs
to be retrained to learn the new characters’ informa-
tion. For the future work, CFCHR can be improved
to learn coarse-grained common features of differ-
ent clusters of characters.
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