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Abstract

We study sentence-level generative data aug-
mentation for Bangla semantic classification
across four public datasets and three pretrained
model families (BanglaBERT, XLM-Indic,
mBERT). We evaluate two widely used, repro-
ducible techniquesparaphrasing (mT5-based)
and round-trip backtranslation (BnEnBn)and
analyze their impact under realistic class im-
balance. Overall, augmentation often helps,
but gains are tightly coupled to label quality:
paraphrasing typically outperforms backtrans-
lation and yields the most consistent improve-
ments for the monolingual model, whereas
multilingual encoders benefit less and can be
more sensitive to noisy minority-class expan-
sions. A key empirical observation is that
the neutral class appears to be a major source
of annotation noise, which degrades decision
boundaries and can cap the benefits of aug-
mentation even when positive/negative classes
are clean and polarized. We provide practical
guidance for Bangla sentiment pipelines: (i)
use simple sentence-level augmentation to re-
balance classes when labels are reliable; (ii)
allocate additional curation and higher inter-
annotator agreement targets to the neutral
class. Our results indicate when augmentation
helps and suggest that data qualitynot model
choice alonecan become the limiting factor.

1 Introduction

Semantic classification is an important task in nat-
ural language processing, facilitating the under-
standing of textual content by machines. Among
the myriad languages worldwide, Bangla stands
out as one of the most spoken, yet it encounters
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challenges related to data scarcity and resource
limitation. It is important to note that, many ef-
forts were undertaken to create datasets for sen-
timent analysis in Bangla but very few meet the
rigorous quality benchmarks such as measuring
Inter-Annotator Agreement (IAA). In the literature
of data augmentation, word replacement with syn-
onyms or nearest embedding has been a traditional
strategy. However, its efficacy is limited, espe-
cially in the context of complex languages and nu-
anced semantics. On the other hand, generative
data augmentation provides an avenue to produce
more diverse and contextually relevant data sam-
ples. Paraphrasing and backtranslation emerge as
notable generative strategies, with the latter being
a staple in the machine translation domain.

In this study, we show how generative data aug-
mentation can be used to improve the performance
of sentiment classification. For this purpose we
use four different datasets and three different mod-
els. We show our results for both multilingual and
monolingual models. We found that monolingual
models along with paraphrased data augmentation
performed best, followed by backtranslation. Fur-
thermore, the multilingual language models per-
formance did not improve with data augmentation.
While improving variation of good datapoints, we
found that these techniques can also magnify the
noise in the datasets. Additionally, we also found
considerable label noise in the datasets and we em-
pirically showed how this noise impeded the per-
formance of sentiment classifiers. In this paper
we study the potential of generative data augmen-
tation, with a specific focus on its application in
Bangla semantic classification.

Our goal is not to propose a new augmenta-
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tion algorithm. Rather, we provide a controlled,
Bangla-centric study across four public datasets
and three pretrained model families (monolingual,
Indic-multilingual, massively multilingual). We
quantify when simple sentence-level augmenta-
tions help and, crucially, show that benefits are
bounded by label quality, with the neutral class
emerging as the primary source of noise. In sum-
mary, our contributions are primarily three-fold:

1. We investigate the viability of generative data
augmentation for Bangla sentiment classifica-
tion across four public Bangla social media
datasets.

2. We find that paraphrasing works better as a
generative data augmentation method com-
pared to backtranslation and this effect is
more prominent in monolingual language
models.

3. We further identify that the neutral class is
the main source of label noise in the chosen
datasets.

2 Related Work

There have been numerous foundational works
that have shaped the field of Sentiment Analysis
(SA). One of the earliest notable researches was
conducted by Hu and Liu (2004), where they pre-
sented the Aspect-Based Opinion Mining model, a
predecessor of the Feature-Based Opinion Mining
Model. Their work emphasized the nuances of cus-
tomer reviews, providing an analytical framework
for subsequent studies.

Benchmark datasets play a significant role in
the evolution and validation of SA techniques.
Prominent among them are the Stanford Sentiment
Treebank (Socher et al., 2013), IMDB Movie Re-
views Dataset (Maas et al., 2011), Amazon Prod-
uct Data, and Sentimentl40 (Go et al., 2009).
Over the years, these datasets have served as stan-
dard benchmarking resources for sentiment analy-
sis.

2.1 Sentiment Analysis in Bangla

When it comes to studies specific to Bangla, many
prioritized the creation of clean datasets with ex-
tensive pre-processing, as seen in the works of
Khatun and Rabeya (2022) and Islam et al. (2020).
Furthermore, some studies, like Hossain et al.

(2020), have even incorporated code-mixed sam-
ples integrating both Bangla and English. In con-
trast, others such as Islam et al. (2021) have made
efforts to represent real-world data by incorporat-
ing noisy samples from social media platforms.
In terms of classification, most researches have
leaned towards a tri-class labeling system - posi-
tive, negative, and neutral. However, only a se-
lected few, such as Islam et al. (2021), delved
deeper by further dividing the positive and neg-
ative sentiments based on their intensity - weak
or strong. Other techniques, such as the one pre-
sented by Abu Taher et al. (2018), involved N-
Gram Based Sentiment Mining using Support Vec-
tor Machine. Chakraborty et al. (2022) explored
a ternary sentiment classification for Bangla text
using both Support Vector Machine and Random
Forest Classifier.

Expanding the lexicon for sentiment analysis
in Bangla was the primary goal for studies like
(Naim, 2021) and (Bhowmik et al., 2022). An
enriched vocabulary set has been observed to en-
hance the efficacy of sentiment models. Addi-
tionally, these studies employed aspect-based sen-
timent analysis techniques, a testament to the in-
fluence of Hu and Liu’s foundational work. Some
researches ventured into cross-lingual approaches,
such as the work of Sazzed (2020), which involved
translating Bangla sentences into English for sen-
timent analysis. However, the community did not
wholly embrace this due to the dependencies it in-
troduced. Furthermore, certain datasets were in-
hibited by class imbalances, as noted with Wahid
et al. (2019), which had a disproportionate num-
ber of positive or negative samples compared to
neutral ones. Recent works, including Islam et al.
(2021) and Hossain et al. (2020), have not only
emphasized the importance of data quality but
also focused on the meticulousness of data anno-
tation. Related Bangla resource creation includes
BenCoref for coreference, highlighting annotation
design and cross-domain coverage (Rohan et al.,
2023).

Progressing further, Bhowmick and Jana (2021)
applied transformer-based models like BERT and
XLM-ROBERTA, signifying the continuous evo-
lution and adaptability of sentiment analysis tech-
niques in Bangla. Taking a more complex ap-
proach, Rafi-Ur-Rashid et al. (2022) employed
an ensemble of deep learning models. This re-
search also tackled class-imbalanced data using
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Figure 1: Comparison of dataset sizes before and after augmentation. The augmentation can be either backtransla-

tion or paraphrasing.

the focal loss function. Despite the vast array of
datasets available, many suffer from a domain bias.
The SentNoB dataset (Islam et al., 2021) is cur-
rently considered the most robust, offering diver-
sity across 13 domains and presenting a dataset
with 15,000 Bangla samples.

3 Methodology & Experiment Details

We study two sentence-level augmentation meth-
ods, paraphrasing and back-translation, to increase
minority-class coverage while preserving labels in
Bangla sentiment analysis.

Traditional augmentation in NLP often relied
on synonym substitution and embedding-based re-
placement. For temporal expressions, Kolomiyets
et al. (2011) substituted tokens with WordNet
(Miller et al., 1990) or model-predicted syn-
onyms, assuming local replacements largely pre-
serve meaning. Later, Kobayashi (2018) and
Wei and Zou (2019) replaced words with nearest-
neighbor or LM-suggested alternatives. However,
in sentiment analysis even minimal lexical edits
can flip polarity, and single-word substitutions fre-
quently act like adversarial artifacts that distort
semantics and inject label noise (Alzantot et al.,
2018; Kaushik et al., 2020). Surveys further note
that word-level noising yields limited semantic di-
versity and can harm label fidelity, recommending
sentence-level methods when preservation matters
(Feng et al., 2021). Accordingly, we exclude syn-
onym/embedding replacement in our study.

3.1 Paraphrasing

Paraphrase-based augmentation aims to increase
lexical and syntactic diversity while preserving
task-relevant semantics, mitigating overfitting to
surface forms and reducing minority-class sparsity
(Fadaee et al., 2017; Wei and Zou, 2019). We gen-
erate one paraphrase per source sentence using the
mT5-based Bangla paraphrasing model from Akil
et al. (2022), built on Xue et al. (2021). We do
not apply post-generation filtering; given the re-
ported semantic fidelity of this resource, capping
at a single paraphrase limits distributional shift
(Akil et al., 2022).

3.2 Back-translation

Back-translation rewrites a sentence by trans-
lating it to a pivot language and back, typi-
cally preserving meaning while introducing nat-
ural syntactic variation (Sennrich et al., 2016;
Edunov et al., 2018; Xie et al., 2020). We em-
ploy Bangla—English—Bangla using the Bangla—
English MT system of Hasan et al. (2020), choos-
ing English as the pivot due to model maturity
and availability. Although round-trip translation
can introduce minor noise, the resulting variation
is generally label-consistent and improves robust-
ness to social-media artifacts (informality, mis-
spellings, code-mixing) in our datasets (Edunov
et al., 2018; Xie et al., 2020).

To keep the pipeline simple and reproducible-
and to isolate the effect of class rebalancingwe
intentionally avoid perplexity- or classifier-based
filtering. Filtering/selection strategies (e.g.,
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Figure 2: Comparison of semantic preservation between paraphrased and backtranslated sentences from SentNoB

dataset
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Figure 3: Examples of few incorrect labels we identified in the datasets. *Assigned’ shows the original label and
’Correct’ shows our assessment of the appropriate label, illustrating label noise across all classes.

semantic-consistency thresholds, uncertainty-
aware sampling) are orthogonal enhancements
and left to future work.

3.3 Datasets

For our tasks, we utilized four datasets: BLP
Shared Task 1: Violence Inciting Text Detection
(VITD)(Saha et al., 2023), BLP Workshop Shared
Task 2(Saha et al., 2023), SentNoB (Islam et al.,
2021), and BD-SHS(Romim et al., 2022).

These datasets were selected to provide diverse
evaluation scenarios for augmentation techniques.
BD-SHS contains over 50,200 binary-labeled com-
ments (hate/non-hate) from social media, serving
as a control for binary classification against multi-
class tasks. SentNoB comprises 15,000 manu-
ally annotated samples from social media across
13 domains with three-way sentiment labels (pos-
itive, negative, neutral), representing noisy infor-
mal Bangla text. VITD focuses on violence de-
tection with three classes (direct violence, passive
violence, non-violence) from YouTube comments
about violent incidents in Bengal. BLP Task 2 in-
volves three-class sentiment analysis of social me-
dia posts. This diversity in task types (hate speech
detection, violence detection, sentiment analysis),
class configurations (binary vs. ternary), and data
characteristics (formal vs. noisy text) enables com-
prehensive assessment of how dataset properties
affect augmentation efficacy.

These datasets serve as reference points for eval-
uating the effectiveness of the augmentation tech-

niques. Here, BD-SHS serves more as a con-
trol for binary classification against the more com-
plex multi-class classification. Apart from that,
as stated earlier, we only augmented the minority
class samples. For SentNoB and BLP Task 2, the
minority class was the neutral class and for VITD
it was the direct violence class (15%). Our aug-
mentation results can be seen in Figure 1. Through
our augmentation we mostly doubled the samples
of minority class in order to improve the class im-
balance of each of the datasets. We show the qual-
ity of backtranslation and paraphrased sentences
in Figure 2. These sentences were taken from Sent-
NoB dataset.

Additionally, as mentioned earlier, we found
considerable label noise in the datasets from our
qualitative analysis and we showcase some of
these in Figure 3. We can see that samples across
all classes are mislabeled and this is likely to im-
pact the performance of models as this increases
both false positive and false negative rates. We
touch upon the impact of label noise on perfor-
mance in Section 4.3.

Code and recipes. All augmentation scripts,
preprocessing, and training configurations used in
this study are available at this repository.

3.4 Experiment Setup

As described in the previous section, for the experi-
ment setup, two additional versions of each dataset
were produced using (Akil et al., 2022) for para-
phrasing and (Hasan et al., 2020) for backtransla-
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. mBERT XLM-Indic BanglaBert
Dataset Version _ - .
F1-Macro | F1-Micro | Recall Prec. | F1-Macro | F1-Micro | Recall Prec. | F1-Macro | F1-Micro | Recall Prec.

Baseline 91.9648 91.9886 | 92.0494 | 91.8253 | 91.8274 | 91.8441 | 91.9061 | 91.9680 | 91.9666 | 91.8753 | 91.8713
BD-SHS Paraphrased 91.4841 | 91.4894 | 91.4733 | 91.5325 | 92.3445 | 92.3444 | 92.4433 |92.4692 | 92.3443 | 92.3444 | 92.4433 | 92.3444
Backtranslated | 90.9909 | 90.9922 | 90.9922 | 91.0293 | 90.5150 | 90.5150 | 90.6624 | 90.5150 | 91.4295 | 91.4297 | 91.6191 | 91.5874
Baseline 71.6267 | 69.5000 | 69.7422 70.4288 | 69.7352 | 69.7352 | 69.4012 | 73.7705 | 70.3164 | 69.3870
SentNoB Paraphrased | 67.3360 | 69.1677 | 67.4392 | 67.6137 | 67.2832 | 69.4830 | 67.3433 | 67.4474 | 72.2954 | 75.8512 | 73.0009 | 72.1994
Backtranslated | 66.6228 | 68.1589 | 67.0720 | 67.1482 | 68.2108 | 70.1135 | 68.3326 | 68.5054 | 72.0372 | 75.5359 | 72.6263 | 71.8748
Baseline 70.8333 | 64.9746 | 69.2229 | 66.4206 | 71.8254 | 65.1105 | 68.3673 | 72.3954 | 76.8353 | 71.1721 | 76.4834
VITD Paraphrased | 65.0452 | 70.1389 | 64.1128 | 69.8489 | 65.0522 | 70.6845 | 65.1723 | 69.3623 | 74.6663 | 78.6210 | 73.7993 | 77.7827
Backtranslated | 64.1207 | 69.5933 | 63.8942 | 68.2788 70.2396 | 68.1758 | 68.4270 | 74.3087 | 78.1746 | 72.6043 | 78.9988
Baseline 58.6598 58.6969 | 60.2731 | 61.9487 61.5665 | 62.8359 | 66.4386 | 71.3434 | 66.2780 | 66.6474
,]?j;l; 2 Paraphrased | 56.4873 | 59.3112 | 56.8890 | 57.4954 | 59.8386 | 63.7841 | 59.53085 | 60.3757 | 66.6997 | 72.1403 | 70.9197 | 72.1403
Backtranslated | 57.3038 | 59.9374 | 57.4055 | 58.5438 | 60.4425 | 63.8288 | 60.16027 | 61.2324 | 64.5253 | 70.2550 | 64.9660 | 64.5774

indicates the best performing augmentation method for each model and blue indicates the best performing model within each dataset.

Table 1: Evaluation of models on different datasets and their augmentations
tion. We augmented only the minor class in the Augmented datasets consistently required

training split. It should be noted that the dataset
BD-SHS (Romim et al., 2022) is not imbalanced.
Nevertheless, we still augmented it to increase its
size to twice its original volume.

For our experiments, we used three different
models. Here, our main goal was to compare
the results between monolingual, language fam-
ily specific multilingual and general multilingual
language models. Hence, we used BanglaBERT
(Bhattacharjee et al., 2021), as our monolingual
language model, XLLM-Indic (Moosa et al., 2023),
as our language family specific multilingual lan-
guage model and finally mBERT (Devlin et al.,
2018), as our multilingual model with large num-
ber of languages.

All the models were trained for 3 epochs. All
the baseline models except XLLM-Indic had a learn-
ing rate of 2e-5.The learning rate for XLM-Indic
was set at 3e-5 for the BLP Task 2 dataset and 4.5e-
5 for rest of the baseline datasets. Furthermore, the
learning rates required for the augmented datasets
were higher and ranged from 3e-5 to 8e-5. Fur-
ther details on hyperparameters are provided in
Appendix A.

3.5 Hyperparameter Rationale

The hyperparameter selection was guided by
model and dataset characteristics. All models
were trained for 3 epochs, which proved sufficient
for convergence without overfitting. Baseline
models generally performed well with a learning
rate of 2e-5, standard for BERT fine-tuning. How-
ever, XLM-Indic required higher learning rates
(3e-5 to 4.5e-5) for baseline datasets, likely due to
its multilingual pre-training requiring more aggres-
sive updates to adapt to Bangla-specific sentiment
patterns.
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higher learning rates (3e-5 to 8e-5) compared
to baselines. This increase was necessary be-
cause augmentation introduced greater variance
through paraphrasing and backtranslation, re-
quiring models to adapt to a wider distribution
of linguistic expressions. The doubled dataset
size also necessitated more aggressive gradient
steps for convergence within the same epochs.
BanglaBERT, being monolingual, showed more
stability with moderate learning rate increases,
while multilingual models (mBERT and XLM-
Indic) needed more varied adjustments to
effectively utilize the augmented samples.

4 Results and Discussion

In this study, we explored how generative data aug-
mentation can potentially enhance performance in
semantic classification task for Bangla. In the sub-
sequent section, we present the results of our find-
ings and also show how the improvements from
augmentations can be affected in presence of noisy
labels.

4.1 Data augmentation improves
performance

From Table 1, we can see that data augmentation
indeed improves the performance of models. How-
ever, this improvement is not entirely universal.
Here we will discuss from both model and aug-
mentation technique point of view. From augmen-
tation technique side of things, we can observe that
as a technique, paraphrasing outperforms back-
translation. For instance, BanglaBert sees an im-
provement of approximately 2% F1-Micro for BD-
SHS, 3% F1-Macro for SentNoB, 3% F1-Micro
for VITD and finally 1% F1-Micro on BLP Task
2. Although backtranslation did not show improve-



Dataset Classes F1-Macro | Accuracy | Recall | Prec.
No Neutral 90.57 90.61 90.58 | 90.55

SentNoB No Positive 79.19 80.79 80.39 | 78.52
No Negative 74.12 77.54 76.26 | 73.14

No Neutral 83.88 84.57 83.59 | 84.28

BLP Task 2 No Positive 70.24 76.97 71.06 | 69.62
No Negative 75.42 78.24 78.36 | 74.40

No Passive Violence 88.77 93.75 86.78 | 91.23

VITD No Direct Violence 79.42 81.32 82.35 | 78.39
No Non Violence 78.25 82.61 76.14 | 84.03

Table 2: Impact of label noise on performance

ment in all the datasets for Banglabert, we can still
see that it improved the baseline by 2.6% for Sent-
NoB dataset. Apart from that, backtranslation also
improved the baseline results of XLM-Indic on
VITD by 2% and paraphrase improves BD-SHS
baseline by 0.5%. On average paraphrasing gave
the best improvements compared to backtransla-
tion. Given the texts are from social media and
are noisy by nature, it might be that backtransla-
tion further added some noise due to translation
process whereas paraphrasing might have had bet-
ter noise to variance ratio due to its permutation
nature. Another interesting thing to observe is the
BD-SHS dataset. Most models performed quite
well on it and this is likely due to its classes po-
lar and binary nature. Hence, we did not see as
much improvement from augmentation and the re-
sults of XLM-Indic and BanglaBert also seems to
match for the paraphrased BD-SHS.

4.2 Impact of Pretraining

From a pretraining perspective, we see that the
monolingual model performed much better with
augmentations compared to the multilingual mod-
els. In most cases the multilingual models per-
formed worse than their baseline results with the
augmented datasets. This is likely due to the noise
to variance ratio we discussed earlier. It seems
that, monolingual models are better suited to use
the added variance of the augmentation methods
compared to multilingual models. This finding is
not in line with (Ghosh and Senapati, 2022) where
they report multilingual model perform as well as
monolingual models on a similar task in Bangla.

4.3 Label Noise Impedes Performance Gains

In Section 4.1, we saw how data augmentation im-
proved performance over baseline. However, this
performance could be improved much more with
better data quality. For instance, in Figure 3, we

showed how these datasets have noisy labels and
in some cases really poor inter annotator agree-
ment (Islam et al., 2021) and how these noisy la-
bels may impact performance. Here, we show em-
pirically that, noisy label induced ambiguous deci-
sion boundary indeed degrades performance. We
show this by performing binary classification on
the baseline datasets using BanglaBert. Our main
hypothesis here was that, the performance differ-
ence between our binary classifiers would not be
drastically high if they were represented equally
without label noise. However, in presence of label
noise, the class boundary would be ambiguous and
that would degrade the model. We can exactly see
this in Table 2. Here, we can see that on SentNoB,
removing the neutral class results in the best per-
forming model. Whereas, in presence of neutral
class, we see a 10% reduction of accuracy score.
Specially, we can observe that the classifier for
positive and neutral classes performed the worst
out of all three permutations. It is expected that
polarized classes like positive and negative would
be easier to learn and neutral classes being some-
what in the middle might be harder to learn. How-
ever, here we see considerable degradation. Hence,
we believe that the positive class has more overlap
with the neutral class and as stated earlier, this re-
sults in poorer decision boundaries for classifiers.
The baseline result for SentNoB was 69.40 F1-
Macro and the best result was paraphrased Sent-
NoB with a score of 72.30 Fl1-macro. Comparing
these to the results in Table 2 can give us some
idea how the results degrade due to noisy labels.
Furthermore, we can see similar trends for both
VITD and BLP Task 2. Both of them show on av-
erage almost 10% reduction in accuracy score. As
discussed earlier, BLP Task 2 is a mix of SentNoB
and MUBASE dataset. Hence, similar to results
on 1, it gives us a glimpse of the error propagation
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of MUBASE. We can see that compared to 90.57
accuracy score of SentNoB’s no neutral class sub-
set, the no neutral class subset of BLP Task2 has
an accuracy score of 84.57. Again we see that the
main issue here is the neutral class. This leads
us to believe that neutral class annotation are the
main cause of label noise and it requires better at-
tention.

4.4 Issues with Neutral Sentiment

The distinction between neutral and other sen-
timents is where the model struggles the most,
for both positive and negative. Unlike polarized
classes, which may have specific lexical indica-
tors, the neutral class lacks such clear markers. We
hypothesize that the neutral classes have a much
higher distribution than the polarized classes. To
accurately represent the distribution of these neu-
tral classes, we recommend a much higher rep-
resentation of neutral class than the polarized
classes.

We would also advocate for the introduction of
an "indeterminate" class to address another issue.
While a neutral sentiment refers to an unpolarized
yet clearly determined sentiment, an indeterminate
label captures instances where sentiment is gen-
uinely unclear or ambiguous. Whether this de-
serves its own category requires further analysis
and validation.

By adopting this labeling scheme, we can en-
sure that the model does not mistakenly catego-
rize uncertain sentiments into the neutral category,
thereby preserving the integrity of both classes.

5 Limitations

We focus on encoder-only models to control con-
founds across monolingual vs. multilingual set-
tings under matched budgets, leaving decoder-
only and sequence-to-sequence architectures to
future work. While we emphasize sentence-
level augmentation for semantic fidelity, a broader
comparison with additional augmentation families
(e.g., mixup/noising) is also deferred.

6 Conclusion

In this study, we demonstrate that data augmen-
tation techniques, notably paraphrasing and back-
translation, enhance the performance of Bangla
sentiment classifiers. Our results reveal that para-
phrasing significantly benefits monolingual mod-
els, more so than backtranslation does for multilin-

gual models. We also detected noisy labels across
all four datasets. Our analysis provides empirical
evidence that label noise hampers classifier perfor-
mance, with the neutral class emerging as the pri-
mary source of this noise. Given these findings,
we argue for robust protocols for annotating neu-
tral classes. We propose weighting inter-annotator
agreement by class, suggesting the neutral class
be assigned the highest weight. Consequently, the
neutral class should attain higher inter-annotator
agreement scores compared to the positive and
negative classes.
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Dataset Batch Size Learning Rate  Weight Decay Dropout Epochs Warmup Ratio Label Smoothing
BD-SHS Baseline 32 2e-5 le-3 0.15 3 0.10 0.15
BD-SHS Paraphrased 32 Se-5 le-6 0.15 3 0.10 0.15
BD-SHS Backtranslated 32 6e-5 le-3 0.15 3 0.10 0.15
SentNoB Baseline 32 2e-5 le-3 0.15 3 0.10 0.15
SentNoB Paraphrased 32 5.5e-5 le-3 0.15 3 0.10 0.15
SentNoB Backtranslated 32 2e-5 le-3 0.15 3 0.10 0.15
VITD Baseline 32 2e-5 le-3 0.15 3 0.10 0.15
VITD Paraphrased 32 3e-5 le-3 0.15 3 0.10 0.15
VITD Backtranslated 32 6e-5 le-3 0.15 3 0.10 0.15
BLP Task 2 Baseline 32 2e-5 le-3 0.15 3 0.10 0.15
BLP Task 2 Paraphrased 32 3e-5 le-6 0.15 3 0.10 0.15
BLP Task 2 Backtranslated 32 6e-5 le-3 0.15 3 0.10 0.15
Table 3: Hyperparameters for mBERT model
Dataset Batch Size Learning Rate  Weight Decay Dropout Epochs Warmup Ratio Label Smoothing
BD-SHS Baseline 32 4.5e-5 le-6 0.15 3 0.10 0.15
BD-SHS Paraphrased 32 Se-5 le-3 0.15 3 0.10 0.15
BD-SHS Backtranslated 32 6e-5 le-6 0.15 3 0.10 0.15
SentNoB Baseline 32 4.5e-5 le-6 0.15 3 0.10 0.15
SentNoB Paraphrased 32 6e-5 le-6 0.15 3 0.10 0.15
SentNoB Backtranslated 32 3.5e-5 le-6 0.15 3 0.10 0.15
VITD Baseline 32 4.5e-5 le-6 0.15 3 0.10 0.15
VITD Paraphrased 32 5.5e-5 le-3 0.15 3 0.10 0.15
VITD Backtranslated 32 4e-5 le-6 0.15 3 0.10 0.15
BLP Task 2 Baseline 32 3e-5 le-6 0.15 3 0.10 0.15
BLP Task 2 Paraphrased 32 4e-5 le-6 0.15 3 0.10 0.15
BLP Task 2 Backtranslated 32 3e-5 le-6 0.15 3 0.10 0.15
Table 4: Hyperparameters for XLLM-Indic model
Dataset Batch Size Learning Rate  Weight Decay Dropout Epochs Warmup Ratio Label Smoothing
BD-SHS Baseline 32 2e-5 le-3 0.15 3 0.10 0.15
BD-SHS Paraphrased 32 Se-5 le-3 0.15 3 0.10 0.15
BD-SHS Backtranslated 32 5e-5 le-3 0.15 3 0.10 0.15
SentNoB Baseline 32 2e-5 le-3 0.15 3 0.10 0.15
SentNoB Paraphrased 32 5e-5 le-3 0.15 3 0.10 0.15
SentNoB Backtranslated 32 8e-5 le-3 0.15 3 0.10 0.15
VITD Baseline 32 2e-5 le-3 0.15 3 0.10 0.15
VITD Paraphrased 32 Se-5 le-3 0.15 3 0.10 0.15
VITD Backtranslated 32 4e-5 le-3 0.15 3 0.10 0.15
BLP Task 2 Baseline 32 2e-5 le-3 0.15 3 0.10 0.15
BLP Task 2 Paraphrased 32 2e-5 le-3 0.15 3 0.10 0.15
BLP Task 2 Backtranslated 32 5e-5 le-3 0.15 3 0.10 0.15

Table 5: Hyperparameters for BanglaBERT model
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