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Less is More? Investigating Meta-Learning’s Suitability in
Sentence Compression for Low-Resource Data

L. Gustavo Coutinho do R.', José Antonio F. de Macédo',
Ticiana L. Coelho da Silva'

nsight Data Science Lab — Universidade Federal do Ceard (UFC)

{gustavo.coutinho, jose.macedo, ticianalc}@insightlab.ufc.br

Abstract. The sentence compression task is essential in the text summarization
process. Unfortunately, the lack of labeled data for specific domains restricts
the training of deep learning models to address this problem effectively. In this
paper, we present an approach using a meta-learning algorithm called MAML
to tackle this issue and assess the viability of this technique for the given task,
with particular emphasis on its comparison to a fine-tuned BERT model. Our
experiments reveal that a simpler approach involving fine-tuning a language
model, such as BERT, might indeed be more effective in low-resource scenarios,
consistently outperforming the meta-learning techniques for this particular task.

1. Introduction

The dramatic increase in textual data on the Internet has made it challenging for users to
extract valuable information in a reasonable time. Natural Language Processing (NLP)
systems can help reduce this workload by performing tasks such as text classification,
named entity recognition, and text summarization. In the context of text summariza-
tion, sentence compression plays a crucial role in generating concise yet meaningful sum-
maries.

Sentence compression aims to create a shorter version of an input sentence while
retaining essential information and ensuring grammatical correctness. There are two types
of compressions: extractive and abstractive [Tas and Kiyani 2007]. Extractive compres-
sions remove words without altering the word order, while abstractive compressions gen-
erate summaries by rearranging or introducing new words without restrictions.

Existing sentence compression models often rely on large-scale data, but specific
domains and Low Resource Languages (LRL) face data scarcity challenges. To address
this, we propose employing the few-shot learning paradigm to fine-tune pre-trained mod-
els using limited examples from different domains to simulate the low resource scenario.
We utilize optimization-based meta-learning techniques, specifically the model-agnostic
meta-learning (MAML) algorithm [Finn et al. 2017], to leverage existing models and
datasets.

The main challenges in applying meta-learning techniques in sentence compres-
sion tasks are:

1. The existence of only one compression for each sentence and one sentence for
each compression in the dataset used, unlike image classification tasks that have
large datasets, such as Imagenet, and which have several examples for each class,
such as cats, dogs, lions, and birds classes.
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2. The existence of few datasets for extractive sentence compression, such as the
Google News Dataset (GND) that we will use throughout this work, mainly for
LRL such as Brazilian Portuguese.

3. Even the most popular dataset for the sentence compression task (GND) does not
have any information about grouping the pairs of sentences into categories. Most
papers that use meta-learning for few-shot learning tasks group the data for task
creation [Mi et al. 2019, Yu et al. 2018].

To the best of authors’ knowledge, no paper addresses these problems for the
sentence compression task.

The main contributions of this paper include the following:

* We present a novel approach to addressing the sentence compression task by fram-
ing it as a Named Entity Recognition (NER) problem.

* We propose a method for modeling the sentence compression task as a meta-
learning problem, utilizing few-shot learning principles and the well-established
model-agnostic meta-learning (MAML) algorithm.

* We conduct comprehensive evaluations using the Google News dataset, exploring
various few-shot scenarios, dataset divisions, and comparing with a BERT-based
solution.

Our findings indicate that while models developed using the meta-learning ap-
proach can rapidly adapt to new tasks, they do not surpass the performance of a BERT
model fine-tuned with the same dataset. This observation somewhat contrasts with find-
ings in the context of other NLP tasks [Mi et al. 2019, Yu et al. 2018].

2. Related Works

Traditional Methodologies for Sentence Compression: Early approaches to extractive
sentence compression relied on parsing tree pruning methods [Filippova and Altun 2013].
However, these techniques were prone to errors in constructing the trees themselves.
Contemporary strategies began to frame the problem as Seq2Seq tasks, incorporating
various modifications in LSTM-based models [Filippova et al. 2015, Soares et al. 2020,
Kamigaito and Okumura 2020]. To the best of the author’s knowledge, none of these
methods effectively address the challenge posed by the limited availability of training
data.

Meta-Learning in NLP Tasks: Meta-learning techniques have gained traction in var-
ious Natural Language Processing tasks [Lee et al. 2022]. One reason for the grow-
ing popularity of meta-learning is its effectiveness in low-resource situations, where
collecting and annotating datasets can be prohibitively expensive, such as in Natu-
ral Language Generation [Mi et al. 2019, Qian and Yu 2019] and Machine Translation
[Gu et al. 2018] tasks. Another factor driving the adoption of these techniques is the
domain shift between training data and real-world testing and application scenarios
[Li et al. 2020, Song et al. 2019]. The sentence compression problem addressed in this
study faces both of these challenges.

3. Meta-Learning for Low-Resource Sentence Compression

One of the goals of this study is to develop an efficient model for the sentence compres-
sion task in low-resource scenarios, such as those found in medical or law enforcement
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domains. To achieve this, we propose framing the task as a meta-learning problem, en-
abling the model to leverage knowledge from related tasks. The modeling process consists
of four main steps:

1. Reformulate the sentence compression problem as a NER problem, utilizing a
pre-trained BERT model as the foundation,

2. Create a dataset comprised of many sentence compression tasks,

3. Train a meta-model using the created tasks and the base BERT model,

4. Perform adaptation of the meta-model for a new sentence compression task, po-
tentially within a distinct domain.

The following subsections provide a detailed description of each of these steps in
the proposed methodology.

3.1. Sentence Compression as a NER problem

The NER problem is a well-established task in NLP, which involves identifying and clas-
sifying named entities within a given text. The goal of redefining sentence compression
as an NER problem is to take advantage of the vast knowledge and tools available for
NER and use them for the sentence compression task. By doing so, we aim to exploit the
pre-existing strengths of BERT models in capturing contextual information and handling
diverse linguistic structures for improved compression performance [Ma et al. 2019].

The process of task adaptation consists of assigning an entity label to each word
in the dataset’s compressions. We use two entity labels: keep for words that should be
retained in the compressed sentence and compress for words that should be omitted.
This transformation allows us to treat sentence compression as a NER task, where the
objective is to identify and classify words in a sentence as either keep or compress.

To train a model to solve this adapted task, we employ a pre-trained BERT model
as the foundation, given its proven success in various NLP tasks, including NER. We
add an additional classification layer to the model to classify each word of each sentence
as either keep or compress. The model is then fine-tuned on the newly created NER-
style sentence compression dataset, learning to recognize and classify essential words and
phrases to be retained in the compressed sentence.

3.2. Dataset creation

When modeling a problem using the meta-learning approach, we assume access to a dis-
tribution of tasks P (7). The objective of assuming this distribution is to sample 7; tasks
from the P(7) distribution — where T} is a task composed of a training set (D7."*",
also known as support set) and a test set (D%?St, also known as query set) — to train a
meta-model that can generalize well to all tasks used in the training process. The trained
meta-model can then be fine-tuned to a task 7", also sampled from the P(7") distribution,
that was not seen in the meta-model training [Bansal et al. 2021]. When dealing with su-
pervised learning tasks using meta-learning, we create the P('7") distribution based on a
fixed set of tasks, subsampled from all classes [Vinyals et al. 2016].

In our sentence compression tasks, a sentence is an input z and its compression is
an output y. An example task includes a Support Set (or Dy,.4,,) of five sentences with
their compressions, and a Query Set (or D) of five distinct sentences and their cor-
responding compressions from the Support Set. Mapped to the N-way, K -shot learning
scenario, it yields values of N = 5 and K = 1.
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3.3. Meta-training a model

Following the creation of the dataset, we utilized the Model-Agnostic Meta-Learning
(MAML) algorithm to train a meta-model. This model is designed to process a range
of sentence compression tasks as input. The meta-model we chose is an instance of the
BERT model, which consists of approximately 107 million parameters.

The meta-model will be initialized with random 6*¢¢ parameters (also called
meta-parameters). In an iteration step of the MAML algorithm, each task 7; will use a
copy of all the parameters 6; (here called task parameters) of the meta-model and will
optimize them using the dataset DIT{“"", generating updated parameters ¢;. Once all tasks
are optimized, the datasets D%St will be used to optimize the meta-parameters §*/¢t
using the parameters ¢ of the tasks that were calculated. This way, the meta-model will

be generalizing all tasks used as input in its own meta-parameters.

3.4. Fine-tuning process

With the meta-model trained from N-way, K-shot learning tasks, we obtain the param-
eters M that should generalize the tasks used in the previous step. Given a new sen-
tence compression task with a small dataset for training, we can use the newly trained
meta-model for the fine-tuning process. The §M¢® parameters will be used to initialize a
new model and update it with the data from the new task. Since the new task has a small
amount of associated data, it will take advantage of the already trained parameters of the
meta-model as a good starting point for optimization.

4. Experiments

In this section, we will first formally present the Research Questions (RQ) that this work
aims to answer:

RQI1. How does a model trained using meta-learning and conventional machine learning
compare?

RQ2. What is the change in the performance of a meta-model if we increase the number
of examples per class of each class?

In summary, the RQs presented try to evaluate if using meta-learning techniques
is viable for the sentence compression problem.

We will also present the baseline and experiment settings, the dataset used and the
data augmentation process applied, and finally, the results of the experiments performed.
4.1. Baseline and Model Settings

Since MAML is model agnostic, for all experiments performed in this work, we
used as a baseline for the conventional machine learning training a BERT model
[Kenton and Toutanova 2019] with an additional classification layer to classify the words
with the entities keep or compress. For the MAML implementation, we used the
Pytorch framework.

For all experiments performed, we considered two different settings:

* Scratch-BERTSC: Fine tune the BERT with only the target N-way, K -shot low-
resource task.
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* Meta-BERTSC: Train a meta-model using MAML and different N-way, K-shot
low-resource tasks and then fine-tune it to an unseen task.

In the Meta-BERTSC setting, the number of tasks used to train the meta-model,
i.e., tasks batch size, is one of the parameters that will be evaluated in the experiments,
varing among 16, 32, 64 and 128. We setted = 0.001 and 5 = 0.0001. A last param-
eter evaluated in this experiment is the size of each task: we considerer a 5-way, 1-shot
scenario and a 5-way, 5-shot scenario.

All models, for both Scratch-BERTSC and META-BERTSC, were evaluated in
the target task. For the evaluation metrics, we used the ROUGE score variances, i.e.,
ROUGE-1, ROUGE-2 and ROUGE-L. We will also present the accuracy for the trained
models. To assess the similarity between the compression ratio of system outputs and
that of gold compressed sentences, we employed the delta compression (AC') metric,
which is the difference between the system compression ratio and gold compression ratio
[Kamigaito et al. 2018].

In terms of training times, the Scratch-BERTSC model outperformed the META-
BERTSC approach. For a batch size of 16 tasks in a 5-way, 1-shot scenario, for exam-
ple, Scratch-BERTSC completed training in 49 seconds, while META-BERTSC took 168
seconds. Similarly, for a larger batch size of 128 tasks, Scratch-BERTSC required 366
seconds, and META-BERTSC required considerably more time, 1326 seconds.

4.2. Google News Dataset for SC

The Google News Dataset [Filippova and Altun 2013], comprising 200,000 pairs of news
article headlines and their compressed versions, is used for all experiments in this work.
Despite the categorized nature of news articles, this dataset doesn’t provide information
about the pairs’ categories.

We adapted the Google News dataset into a meta-learning framework using the
pipeline from Subsection 3.2, dividing it randomly into 5-way, 1-shot learning tasks. This
implies each task has examples from five different classes, with one example per class,
considering each compression as a class with one sentence generating that specific com-
pression.

Unfortunately, with the original Google News Dataset, it is not possible to vary the
size of K in an N-way, K-shot learning sentence compression task since it is practically
impossible for two or more non-related sentences to have the same compression, i.e.,
two or more examples with the same class. We used data augmentation techniques to
work around this problem to create more sentences based on one single compression and
evaluate the scenario of increasing the number of /V and K in the meta-model training.

4.3. Compression Augmentation

For the compression augmentation process, we used a pre-trained BERT model
[Kenton and Toutanova 2019] on English language with a masked language modeling
(MLM) objetive'.

For each compression of our dataset, we randomly place mask tokens between
the words. We empirically choose to insert 10% of the number of words as masks in the

I'The pre-trained model used is available at ht tps: //huggingface.co/bert-base-cased

14



compression (or one mask if the compression had less than ten words). With too many
masks, the sentence generated might not be semantically correct. Once all masks are
placed, we use the previously mentioned pre-trained model to replace them with actual
correct words.

This whole process can be repeated to generate any number of sentences based
on a single compression. Figure 1 presents an example of the compression augmentation
process.

.- Sentence I do like chocolate.
1

1
v >

CCompression I like chocolate.

S_entence [MASK] like [MASK] chocolate.
with Masks

New I really like white chocolate.
Sentence

Figure 1. Example of a compression augmentation using a masked language
modeling (MLM) objective.

After generating new sentences based on each compression, we are now able to
create N-way, K-shot learning tasks with larger values of K: the task will have more
than one sentence leading to the same compression (to do the reverse process of data
augmentation, i.e., compress the sentence, we only need to extract the words added by the
model to get the respective compression).

To verify that the generated sentences have the same meaning as the com-
pressions that originated them, the sentence-level embeddings model Universal Sen-
tence Encoder [Cer et al. 2018] were calculated for all sentences and compressions,
and the values of each pair were calculated using the cosine similarity. We cal-
culated the embedding similarities and extracted some descriptive statistics for the
set of all comparisons: mean=0.95440, median=0.96100, and standard
deviation=0.03443. These values show that the meaning of the newly generated
sentence is very similar to the meaning of the original compression.

4.4. Results and Discussion

Meta-learning Versus Conventional Learning: To answer the RQ1., we compared two
models created using the META-BERTSC and the Scratch-BERTSC settings described
previously.

We trained the model from the META-BERTSC setting with 5-way, 1-shot ran-
domly created tasks, i.e., we randomly chose five pairs of sentences and compression
from the Google News Dataset to create each task. We vary the batch size of tasks from
the list of values [16, 32, 64, 128].

The rest of the dataset was used to sample sentence compression tasks to fine-tune
the meta-model chosen previously individually. Table 1 presents the average F; Score
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(F1), ROUGE-1 (R-1), ROUGE-2 (R-2), ROUGE-L (R-L) and AC metrics of all models
fine-tuned for [16, 32, 64, 128] tasks.

batch Fy R-1 R-2 R-L AC
16 | 0.78002 0.76478 0.52067 0.76478 0.10163
32 [ 0.77046 0.74560 0.50840 0.74522 0.08339
64 | 0.74938 0.72042 0.47680 0.72006 0.07716
128 | 0.78230 0.75714 0.52604 0.75606 0.08180

Table 1. Results for the 5-way, 1-shot learning scenario with the model trained
from the META-BERTSC setting.

Table 2 presents the results of the model trained in the Scratch-BERTSC scenario
with the same tasks and metrics used in the fine-tuning process for the META-BERTSC
scenario described previously.

batch Fy R-1 R-2 R-L AC
16 | 0.80777 0.77974 0.60439 0.77860 0.047612
32 | 0.80951 0.76883 0.59564 0.76835 0.046216
64 | 0.79398 0.75405 0.57421 0.75345 0.050612
128 | 0.80915 0.76810 0.59827 0.76682 0.041529

Table 2. Results for the 5-way, 1-shot learning scenario with the model trained
from the Scratch-BERTSC setting.

The fine-tuned model Scratch-BERTSC consistently outperforms the META-
BERTSC in all different metrics considered. Table 3 shows two examples of predicted
compressions with the Scratch-BERTSC approach and the META-BERTSC approach.

Asda has dropped Saatchi & Saatchi out of the pitch for its
Sentence: £100m advertising account, ending its 20-year relationship
with owner Publicis Groupe.
Compression: Asda has dropped Saatchi & Saatchi for its £ 100m account.
[S-BSC]: Asda has dropped Saatchi & Saatchi for its £100m account.
[M-BSC]: Asda has dropped Saatchi Saatchi accounts for its £100m
account.

Table 3. An example of compressions performed by the two models evaluated.
In this table, the terms “S-BSC” and “M-BSC” are abbreviations for the terms
“Scratch-BERTSC Prediction” and “META-BERTSC Prediction”, respectively.

Increasing the Number A of Examples per Class: To answer RQ2., we com-
pared two models created using the META-BERTSC setting: one with 5-way, 1-shot
randomly created tasks (results from Table 1) and another with 5-way, 5-shot randomly
created tasks. We also fine tuned the Scratch-BERTSC model with the same increased
amount of tasks for the 5-way, 5-shot setting.

Table 4 and Table 5 presents the average I Score (F}), ROUGE-1 (R-1), ROUGE-
2 (R-1), ROUGE-L (R-L) and AC metrics of all models fine-tuned for [16, 32, 64,
128] tasks.
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batch Fy R-1 R-2 R-L AC
16 | 0.75577 0.72926 0.49441 0.72828 0.06936
32 [ 0.75175 0.71070 0.46656 0.70835 0.03720
64 |0.75616 0.72122 0.48416 0.71966 0.05984
128 | 0.76329 0.73454 0.50208 0.73355 0.06201

Table 4. Results for the 5-way, 5-shot learning scenario with the model trained
from the META-BERTSC setting.

batch Fy R-1 R-2 R-L AC
16 | 0.80318 0.75739 0.59899 0.75519 0.02642
32 10.80239 0.76228 0.60694 0.75975 0.02743
64 | 0.79808 0.74732 0.57472 0.74573 0.03689
128 | 0.76638 0.71441 0.49862 0.71321 0.02050

Table 5. Results for the 5-way, 5-shot learning scenario with the model trained
from the Scratch-BERTSC setting.

Based on the presented results, we cannot guarantee that a higher value of K
generate better results, since for none of the two approaches are better than the other for all
metrics, both for the Scratch-BERTSC and META-BERTSC approaches. Unfortunately
there is a current limitation in the increase of the value of K because it would demand the
generation of more sentences based on the same compression. The automatic addition of
too many new words in the compression could generate syntactically incorrect sentences.

5. Conclusions and Future Works

In this work, we used the MAML algorithm for sentence compression via meta-learning,
particularly when data is scarce. The resulting meta-model could be fine-tuned for specific
domains with little data. However, our findings revealed its limitations, as it didn’t outper-
form a fine-tuned BERT model, even with limited data. This suggests BERT’s robustness
and contextual understanding, combined with fine-tuning, may be a better approach for
sentence compression in low-resource scenarios.

In future works, we intend to investigate the following additional research ques-
tions regarding the similarity between the distribution of tasks and the meaning bias be-
tween a sentence and the compressions generated during the work:

RQ1 What would be the impact of training a meta-model with domain-specific tasks,
e.g., sentence compression task with sentences only related to sports, and fine-tune
it to a different domain task?

RQ2 How similar are the tasks of the distribution used? And when we separate by
domain, how similar are the tasks? And the new tasks that the meta-model will be
tuned for, how similar are they to each other?

Finally, the present work can also serve as a basis for researchers who wish to
investigate the advantages of leveraging pre-trained BERT models and fine-tuning tech-
niques and the use of meta-learning in the sentence compression task since we believe
this is the first study to propose this approach to this problem.
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Abstract. This article presents a first study on the use of the ChatGPT dialo-
gue system in a complex and sensitive application, namely, the computational
prediction of mental health disorders from social media text. To this end, we
conducted an experiment to compare a traditional supervised approach based
on BERT with a zero-shot strategy based on natural language prompts submitted
directly to the dialogue system. Results of this evaluation, taking into account
the accuracy of the classification task in view of the need for corpus annotation
in the supervised approach, highlight different advantages of each alternative.

Resumo. Este artigo apresenta um primeiro estudo sobre o uso do sistema de
didlogo ChatGPT em uma aplica¢do complexa e sensivel: a predicdo computa-
cional de transtornos de saiide mental a partir de textos provenientes de redes
sociais. Para esse fim, foi conduzido um experimento comparando uma abor-
dagem supervisionada tradicional baseada em BERT com uma estratégia zero-
shot baseada em prompts em lingua natural submetidos diretamente ao sistema
de didlogo. Resultados desta avaliacdo, levando em conta a acurdcia da tarefa
de classificacdo face a necessidade de anotacdo prévia de corpus da abordagem
supervisionada, destacam diferentes vantagens de cada alternativa.

1. Introducao

As formas de representacdo textual utilizadas em aplicagdes de PLN tém evoluido de
forma acelerada em anos recentes. Partindo-se de modelos simples baseados em con-
tagens de tokens, como o bag-of-words e suas variacdes, no espaco de poucos anos
passou-se ao uso de word embeddings estaticos, como os produzidos com word2vec
[Mikolov et al. 2013], e posteriormente dependentes de contexto, como nos modelos de
lingua pré-treinados do tipo BERT [Devlin et al. 2019]. Este tltimo, até recentemente
considerado o modelo mais expressivo de sua categoria, com 340 milhdes de parametros,
comega a enfrentar a concorréncia de modelos ainda maiores e mais sofisticados, deno-
minados LLMs (large language models) como por exemplo GPT-3 [Brown et al. 2020] e
Bloom [BigScience Workshop 2022], com 175 bilhdes de parametros cada.

A crescente complexidade dos atuais LLMs pode entretanto restringir seu uso a
aplicacdes para o idioma inglés, ou aquelas em que € possivel fazer uso de uma versao
multilingue do modelo. Neste sentido, uma alternativa de interesse para a experimentacao
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em PLN foi a disponibiliza¢io da interface de didlogo ChatGPT!, que combina um LLM
da familia GPT com métodos de aprendizado supervisionado e por reforco utilizando
feedback humano para modelar a tarefa de conversacdo com usudrios humanos com alto
grau de realismo.

Embora sejam modelos do tipo generativo (i.e., que essencialmente completam
um trecho de texto com sua continua¢io mais provavel), LLMs e sistemas deles deriva-
dos (como ChatGPT) possuem, em virtude do grande volume de dados de treinamento a
que tiveram acesso durante sua constru¢ao, ampla capacidade de associar pares de textos,
e podem assim ser facilmente adaptados a diversas tarefas de interpretacao de lingua natu-
ral [Zhang et al. 2023]. Em especial, observa-se que com poucos meses de lancamento o
sistema ChatGPT ja comegou a ser cogitado como uma possivel alternativa a métodos su-
pervisionados tradicionais (i.e., baseados em corpus de exemplos rotulados) por permitir
a consulta direta ao LLM sem exemplos prévios. Em métodos deste tipo, ao invés de ro-
tular um cérpus de avaliagdes de produtos com informacao de sentimento (e.g., positivo,
neutro ou negativo), podemos em tese simplesmente submeter ao LLLM uma instru¢do em
lingua natural perguntando qual o sentimento expresso em um determinado texto.

A auséncia de exemplos de treinamento em métodos baseados em LLMs € uma
forma de classificacdo de texto do tipo zero-shot. Embora haja consideracdes relativas a
seguranca e contamina¢do de dados (i.e., o fato de que estes modelos sd@o constantemente
atualizados e podem ter sido expostos aos dados de teste da tarefa em tempo de treina-
mento, cf. [Zhang et al. 2023]), o uso de ferramentas como ChatGPT em tarefas de PLN
como sumarizacdo, sistemas de respostas a perguntas, andlise de sentimentos e outras
[Qin et al. 2023] tem se difundido com rapidez, e recentemente foi levantada até mesmo
a hipotese do ‘comeco do fim da tarefa de anotacdo de corpus’ [Kuzman et al. 2023].

Com base nestas consideragdes, neste trabalho apresentamos um primeiro estudo
sobre o0 uso de ChatGPT em uma aplica¢do complexa e enfocando um tema intencional-
mente sensivel, carregado de questdes éticas do tipo que sistemas como ChatGPT notoria-
mente tentam evitar: a predicao computacional de transtornos de saide mental a partir de
textos provenientes de redes sociais. Aplicacdes deste tipo, ja amplamente desenvolvidas
com uso de métodos supervisionados convencionais [Chancellor and Choudhury 2020,
Su et al. 2020], sao aqui tratadas pela primeira vez com uso de métodos zero-shot, ndo
havendo (até onde temos conhecimento) risco de contamina¢do de dados.

De forma mais especifica, o presente trabalho objetiva avaliar a deteccdo de in-
dividuos com maior risco de desenvolver transtorno depressivo a partir de suas postagens
no Twitter brasileiro, utilizando para este fim uma abordagem supervisionada tradicio-
nal baseada em BERT e, como alternativa, uma estratégia do tipo zero-shot baseada em
prompts submetidos diretamente ao sistema de didlogo ChatGPT, levando-se em conta a
acurdcia da tarefa de classificacdo face a necessidade de anotacdo prévia de cérpus da
abordagem supervisionada. As principais contribuicdes previstas sao as seguintes:

* Método inédito do tipo zero-shot para deteccdo de transtorno depressivo a partir
de postagens no Twitter em Portugués.

* Comparacao com modelo supervisionado do tipo estado-da-arte para essa tarefa,
baseado em BERT e Bi-LSTMs.

'"https://chat.openai.com/chat
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O restante deste artigo estd organizado da seguinte forma. A secdo 2 apresenta
um breve levantamento de estudos existentes da drea de predi¢do de transtorno de de-
pressdo a partir de textos. A secao 3 introduz os modelos baseados em BERT e ChatGPT
desenvolvidos. A secdo 4 descreve a avaliacdo conduzida, e a se¢do 5 apresenta seus re-
sultados. Finalmente, a secdo 6 sumariza a presente discussao e apresenta futuras direcoes
de pesquisa sobre 0 assunto.

Consideracoes éticas

Os modelos computacionais discutidos foram desenvolvidos com base em dados publi-
camente disponibilizados na plataforma Twitter, aqui tratados de forma anonimizada e
confidencial. A presente abordagem linguistico-computacional ndo deve ser vista como
substituto a outras formas de aquisi¢do de conhecimento (em especial, derivadas da drea
médica) e ndo objetiva diagnosticar individuos com transtornos de satide mental, mas ape-
nas contribuir para a drea de andlise computacional de redes sociais enfocando o estudo
da linguagem empregada nestas circunstancias.

2. Trabalhos relacionados

A deteccdo transtorno depressivo com base em dados textuais (e.g., provenientes de
redes sociais ou outras fontes) € tipicamente modelada na forma de um problema de
aprendizado de mdaquina supervisionado, ou seja, fazendo uso de cérpus de textos ro-
tuladas com informacdes relativas ao estado de satide mental de seus autores (e.g.,
usudrios de redes sociais) para treino e teste de classificadores. Sob esta perspec-
tiva, a tarefa pode ser vista como uma instancia do problema de caracterizacdo auto-
ral [dos Santos et al. 2020b, Pavan et al. 2023, Flores et al. 2022] combinado a detec¢ao
de linguagem afetiva [da Silva et al. 2020]. Um levantamento de estudos recentes
deste tipo é apresentado na Tabela 1, com indicacdo do género de texto conside-
rado (Reddit, Twitter), a forma de representacdo dos dados textuais (b=bag of words,
BERT [Devlin et al. 2019], d=caracteristicas de dominio, e=embeddings, h=horério
da publicacdo, i=imagens, I=atributos LIWC [Pennebaker et al. 2001], m=metadados,
n=informacdes de rede, p=part-of-speech, s=atributos afetivos, t=tdpicos, u=informagdes
demograficas), e métodos computacionais (e.g., CNN=redes neurais convolucionais,
LSTM=long short-term neural networks, LR=regressdo logistica, RF=Random Forest,
etc.).

Dentre os estudos selecionados, observa-se uma ligeira predominancia de traba-
lhos baseados na rede social Reddit. Esta preferéncia pode ser explicada pela maior
facilidade de acesso e reuso de dados desse tipo para fins de pesquisa, o que € mais
restrito no caso da plataforma Twitter. Assim, postagens Reddit sdo usadas em alguns
dos conjuntos de dados mais conhecidos para o idioma inglés, como os cérpus SMHD
[Cohan et al. 2018] e eRisk [Losada and Crestani 2016], sendo este ultimo também a base
de uma série de desafios computacionais (ou ‘shared tasks’) Early Risk Prediction on the
Internet [Parapar et al. 2022].

Quanto aos tipos de modelos textuais utilizados, a Tabela 1 reflete a evolucdo na-
tural da pesquisa em dreas correlatas do PLN, com predominéncia inicial de modelos do
tipo bag-of-words e engenharias de caracteristicas, € sua substitui¢do gradual por mo-
delos baseados em word embeddings e, mais recentemente, BERT [Devlin et al. 2019].
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Tabela 1. Deteccao de transtorno depressivo a partir de texto

Estudo Género Repres. textual Método
[Cohan et al. 2018] reddit b,e FastText
[Trotzek et al. 2018] reddit e,p,m,d CNN
[Kumar et al. 2019] twitter d,s,h ensemble
[Aragén et al. 2019] reddit S SVM
[Cacheda et al. 2019] reddit h,m,n RF
[Burdisso et al. 2020] reddit b SS3

[Lin et al. 2020] twitter e, CNN
[Yazdavar et al. 2020] twitter b,s,t,i,n,l,u RF

[Souza et al. 2020] reddit e LSTM
[Souza et al. 2021] reddit e LSTM+CNN
[Ansari and Ji 2022] reddit,twitter e,s LR+LSTM
[dos Santos et al. 2023] twitter BERT Bi-LSTM

No que diz espeito aos métodos computacionais empregados, de modo geral observa-se
a mesma trajetoria, com o uso de classificadores tradicionais baseados em contagens de
tokens sendo gradualmente substituido por métodos de classificagdo de sequéncias base-
ados em aprendizado profundo, incluindo o uso mais recente de arquiteturas baseadas em
transformers.

Com excecdo dos estudos para o portugués em [dos Santos et al. 2020a,
dos Santos et al. 2023], que introduziram o corpus denominado SetembroBR para
deteccao de transtorno de depressdo e ansiedade no Twitter brasileiro, todos os traba-
lhos identificados sdo dedicados ao idioma inglés. Assim, este corpus serd tomado como
base no presente trabalho, conforme discutido nas préximas secdes.

Finalmente, observa-se que nenhum dos estudos identificados faz uso de métodos
zero-shot, baseados em prompt ou em modelos de lingua de grande escala e similares.
Destacamos, entretanto, que o sistema ChatGPT tem sido utilizado da forma que preten-
demos aplicar ao presente problema de deteccdo de depressdao em diversas outras tarefas
de PLN, como a classificacdo de género linguistico [Kuzman et al. 2023], deteccao de ati-
tudes ou posicionamentos [Zhang et al. 2023] e analise de sentimentos [Qin et al. 2023].

3. Modelos de predicao de transtorno depressivo

O estudo conduzido avalia dois modelos de predi¢do de transtorno depressivo a partir
de textos publicados na rede social Twitter. O primeiro modelo, baseado no sistema de
didlogos ChatGPT, é uma abordagem do tipo zero-shot que nao faz uso de nenhum tipo
de anotacdo manual de dados. O segundo modelo segue uma abordagem supervisionada
tradicional baseada em dados de um corpus rotulado e uso do modelo de lingua BERT
[Devlin et al. 2019]. O objetivo da avaliacao € o de verificar qual destas duas abordagens
apresenta melhores resultados para um subconjunto de timelines (conjuntos de postagens
ou tweets) de teste do corpus SetembroBR [dos Santos et al. 2023].

O modelo de predicao baseado no sistema ChatGPT foi construido da seguinte
forma. Quando questionado diretamente sobre saide mental ou outras questdes de natu-
reza sensivel, o sistema ChatGPT geralmente evita fornecer uma resposta, usando justifi-
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cativas como ‘o diagnostico de depressdo so pode ser feito por um médico’, ‘sou apenas
um modelo de lingua’ e similares. Assim, como forma de contornar estas medidas de
prote¢do, foi utilizado um prompt que solicita informagdes sobre possiveis indicadores
linguisticos de depressdo que podem ou ndo estar presentes em um dado tweet. O prompt
submetido ao sistema ChatGPT 14 March Version foi o seguinte:

Desconsidere o didlogo anterior e avalie se o texto a seguir apresenta indicadores
linguisticos de depressdo em uma escala de 0 a 10, onde 0 significa nenhum
indicio e 10 significa indicios muito fortes. Ao responder, informe apenas um
ntimero de 0 a 10, sem justificar ou explicar sua resposta. O texto a ser analisado
é <texto do tweet aqui>.

A escala de 0 a 10 foi utilizada porque, em testes preliminares, este tipo de prompt
se revelou mais preciso do que solicitagdes mais diretas, como no caso de resposta binaria
(e.g., ‘indique se o texto possui ou ndo indicadores de depressdo’). Além disso, sendo um
sistema de conversacao dotado de memdria de didlogo, foi solicitado explicitamente que
as interagdes anteriores (que podiam ser referentes ao mesmo autor do tweet atual ou outro
qualquer) fossem desconsideradas, forcando o sistema a analisar cada mensagem de forma
independente das demais. Finalmente, para maior rapidez na resposta do sistema, foi
solicitado que ndo fosse apresentada nenhuma explicagcdo adicional motivando a resposta.

Com base neste método, uma colecao de tweets de teste foi rotulada pelo sistema
ChatGPT com escores de 0 a 10. Para a combinagdo desses escores individuais em um
rotulo de classe global (i.e., considerando todos os tweets de uma timeline de um deter-
minado individuo), a média destes escores foi comparada a um valor de threshold fixo
previamente computado a partir de dados de treino ndo utilizados na presente avaliacao.

De forma mais especifica, o sistema ChatGPT foi utilizado para rotular um con-
junto de 30 timelines de treino da classe de Controle (ou seja, um conjunto de individuos
aleatdrios selecionados a partir da populaciao geral) contendo 80 tweets cada. A seguir,
foi computada a média de escores de todos os 30 x 80 = 2400 tweets de treino, e este
valor foi utilizado como threshold para definir os rétulos (Diagnosticados ou Controle)
das timelines de teste.

Como alternativa ao modelo baseado em ChatGPT, foi considerada também uma
abordagem tradicional de aprendizado supervisionado baseada em modelos de lingua do
tipo BERT. Para este fim, utilizou-se o0 modelo BERTabaporu [da Costa et al. 2023], um
modelo BERT treinado com base em 2.9 bilhdes de tokens obtidos a partir de 237 milhdes
de tweets em portugués. Nesta abordagem, a representacdo das timelines a serem rotu-
ladas como Diagnosticado ou Controle € feita em sequéncias consecutivas de 10 tweets
iniciadas em uma posi¢do aleatdria da timeline a cada época. Esta representacdo textual
alimenta uma camada Bi-LSTM com 100 neurdnios seguida de 3 camadas do tipo MLP,
cada uma com dropout de 0,1 e fun¢do de ativagdo softmax.

4. Avaliacao

Como forma de comparar o desempenho dos modelos baseados em ChatGPT e BERT
discutidos na se¢do anterior, foi conduzido um experimento de aplicacdo destes mo-
delos preditivos a uma por¢dao do corpus SetembroBR [dos Santos et al. 2023] de -
melines de usudrios do Twitter brasileiro com diagndstico de depressdo, e de usudrios
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Tabela 2. Subconjunto Depressao do cérpus SetembroBR

Métrica Diagnosticados Controle
Usuarios 1684 11788
Tweets (milhoes) 2,43 16,99

Tokens (milhoes) 29,32 201,94

aleatérios formando um grupo de controle de proporcdo 7 vezes superior. Nesta
defini¢do do problema, também seguida em [Coppersmith et al. 2015, Losada et al. 2017,
Lynn et al. 2018, Cohan et al. 2018, Losada et al. 2019, Parapar et al. 2022] e outros, o
objetivo € distinguir individuos depressivos da populacdo em geral, e ndo distinguir in-
dividuos depressivos de nao-depressivos.

A Tabela 2 sumariza estatisticas descritivas da por¢ao de dados referentes ao trans-
torno depressivo presentes no corpus.

O corpus possui uma divisdo aleatéria pré-definida entre timelines de treinamento
(80%) e teste (20%) que foi respeitada no experimento realizado. Entretanto, os dados de
treino sdo usados de forma diferente pelos dois modelos desenvolvidos. Para o modelo
baseado em ChatGPT, a por¢do de treino foi utilizada apenas para calculo do valor de
threshold de separagdo das classes Diagnosticados e Controle, conforme descrito na se¢ao
anterior. O modelo BERT, por outro lado, utiliza a por¢ao de treino completa do cérpus
para sua construcao.

No que diz respeito aos dados de teste utilizados por ambos os modelos, observa-
se que ndo seria praticavel submeter manualmente para avaliacao do sistema ChatGPT
cada um dos cerca de 3,9 milhdes de rweets de teste do corpus SetembroBR. Assim, na
presente avaliag@o foi utilizado apenas um subconjunto reduzido de timelines, contendo
cada uma um numero também reduzido de tweets.

O experimento realizado baseou-se em um subconjunto de 50 timelines de cada
classe, selecionadas aleatoriamente a partir do conjunto de teste do cérpus, e cobrindo
cada uma um intervalo fixo de 80 rweets consecutivos com a maior frequéncia possivel
dos termos ‘depressdo’ e ‘ansiedade’. Esta estratégia de selecdo objetivou maximizar
as chances de que, mesmo analisando-se uma porcao reduzida dos dados, algum indicio
de discussdo sobre questdes de satide mental pudesse ser encontrado no trecho avaliado,
ressaltando-se que esta simplificacdo ndo representa uma vantagem para nenhum dos dois
modelos sob avaliacdo (ja que ambos utilizam os mesmos dados de teste), e ndo torna a
tarefa computacional menos complexa (dado que tanto individuos das classe Diagnosti-
cados como Controle podem mencionar ou nao estes termos).

5. Resultados

Os dados de teste selecionados foram submetidos para avaliacdo dos modelos ChatGPT
e BERT conforme descrito nas se¢Oes anteriores. Para este fim, foram computadas as
medidas de acurdcia por classe e a acurdcia média de cada modelo, observando-se que o
conjunto de teste € perfeitamente balanceado. A Tabela 3 apresenta os resultados obtidos.

Os presentes resultados motivam uma série de consideracdes. Em primeiro lugar,
observa-se que, na média global, os dois modelos sdo essencialmente similares, um resul-
tado que é em certo sentido inesperado tendo-se em vista a grande diferenca metodolégica
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Tabela 3. Resultados de predicao de transtorno de depressao.

Modelo  Diagnosticados Controle Média
ChatGPT 0,70 0,60 0,65
BERT 0,48 0,84 0,66

entre as duas abordagens. Entretanto, observando-se o comportamento individual de cada
modelo nas classes Diagnosticados e Controle, esta diferenca se reflete de forma mais
evidente. O modelo baseado em ChatGPT possui capacidade relativamente elevada de
classificar corretamente as timelines de individuos Diagnosticados, mas apresenta menor
sucesso ao tratar o grupo Controle. No caso do modelo baseado em BERT, o efeito € o
contrério, ou seja, uma menor acuracia na classe Diagnosticados ¢ compensada por uma
melhoria na classe Controle.

Uma possivel explicacdo para estes resultados seria a de que o modelo baseado
em ChatGPT € realmente superior ao modelo baseado em BERT quando aplicado a tarefa
de identificar indicadores linguisticos de depressao mas, como a tarefa modelada pelo
corpus € a de distin¢do entre Diagnosticados e um grupo de Controle aleatério (e que nao
representa uma classe negativa do tipo ‘ndo diagnosticados’, mas apenas uma populacao
média), o conjunto Controle também apresenta alguns indicadores deste tipo (ainda que
certamente em menor proporcdo do que no conjunto Diagnosticados). Assim, embora
o modelo ChatGPT tenha ampla vantagem em relagao ao modelo BERT na identificacao
destes indicadores, a separacdo entre estes casos e os exemplos aleatérios carece da no¢ao
de ‘populagdo média’ que, crucialmente, estd presente no conjunto de treino empregado
pelo modelo BERT, e que possivelmente explica a superioridade do modelo BERT na
classe Controle. Em outras palavras, a habilidade de deteccao do sistema ChatGPT ¢ sig-
nificativa, mas o conceito de ‘populacdo média’ ainda € algo que ndo foi adequadamente
modelado pela presente engenharia de prompts dado que o modelo ChatGPT zero-shot
nao conta com exemplos do que seria essa populacdo.

6. Conclusoes

Este artigo apresentou um primeiro estudo sobre o possivel uso da ferramenta ChatGPT
em uma tarefa de PLN de natureza notadamente sensivel e complexa - a predi¢do de
transtorno depressivo em redes sociais - € sua compara¢ao com um método tradicional
baseado em BERT. Nossos resultados indicam que, embora ambos modelos tenham ob-
tido acurdcia média semelhante, o modelo baseado em ChatGPT pode ser considerado
superior no sentido de ndo fazer uso de dados rotulados manualmente, enquanto o mo-
delo BERT supervisionado exige cOrpus de treinamento anotado.

Voltando a questao do titulo deste artigo - BERT supervisionado ou ChatGPT
zero-shot - propomos uma resposta indireta. Apesar dos resultados médios similares,
o método zero-shot é melhor na classe positiva (i.e., na deteccdo de usudrios diagnos-
ticados), enquanto o método supervisionado € melhor na classe negativa (ou grupo de
Controle). Como essa diferenca decorre da forma como a presente tarefa computacional
¢ definida (ou seja, como uma tarefa de distin¢ao entre individuos diagnosticados e in-
dividuos aleatérios que representam uma populacdo média), ndo € possivel verificar essa
questio com base no cérpus empregado no presente estudo. E possivel entretanto que a
vantagem do modelo ChatGPT seja ainda mais expressiva em um cendrio de classificacdao
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dito tradicional, como o da distin¢do entre individuos depressivos e ndo depressivos. Um
estudo desta natureza é deixado como sugestao de trabalho futuro.

Mesmo considerando-se as peculiaridades da presente definicao do problema, ob-
servamos também que a fragilidade do modelo baseado em ChatGPT parece ndo estar
tanto no modelo de lingua em si, mas sim na forma como o rétulo de classe é decidido.
No presente estudo, optou-se por utilizar a média simples dos escores do sistema com uso
de um valor de threshold previamente computado para decidir se a resposta do modelo
seria Diagnosticado ou Controle, mas é possivel que um método mais sofisticado possa
aproximar esses resultados dos obtidos pelo modelo BERT supervisionado.

Finalmente, cabe observar que o uso de métodos baseados em ChatGPT e afins
pode ser menos adequado a tarefas de caracterizagdo autoral como no presente caso, €
mais adequado a tarefas de interpretacdo de lingua natural para extragao de significado
textual, como andlise de sentimentos ou detec¢ao de posicionamentos [Pavan et al. 2020,
Pavan and Paraboni 2022] aos moldes apresentados em [Zhang et al. 2023]. Uma inicia-
tiva de investigacao desta natureza também € deixada como sugestdo de trabalho futuro.
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Abstract. Wordnets have long been used as a tool for evaluating the semantic
similarity between short texts. In addition to being simpler than recent deep
learning approaches, methods based on wordnets offer an important advantage:
they deliver results that are easy to interpret as their decisions are usually taken
by considering the proximity between graph nodes. In this work, we explore a
lightweight approach based on a Portuguese wordnet to solve the ASSIN 2
Semantic Textual Similarity (STS) shared task. In this task, each object of a
dataset consists of a pair of Portuguese sentences annotated with its semantic
score and the goal is to learn an STS model to estimate the similarity value of
new, previously unseen, sentence pairs. Experiments show that our results are
competitive with state-of-the-art methods in terms of mean squared error.

1. Introduction

Semantic Textual Similarity (STS) is the task of assessing the degree of semantic
equivalence between two short pieces of text [Chandrasekaran and Mago 2021, Agirre et
al. 2012]. A popular application of STS can be found in Question Answering (QA)
Systems [Soares and Parreiras 2020], i.e., systems that automatically answer questions
posed by humans in natural language. Consider, for instance, two distinct users of a
medical QA System who are interested in obtaining information about the symptoms of
diabetes. The first user could ask “what are the signs of diabetes?” whereas the second
might pose the question as “how can I check if I have diabetes?”. Once the questions are
equivalent, the system should be capable of providing the same answer for both users.

In addition to QA Systems, there are several other important applications of STS,
varying from plagiarism detection [Ferrero et al. 2017] to the comparison of product
descriptions [de Lima and Goncalves 2022]. As a result, a number of competitions
(challenges and shared tasks) to promote research in STS have been run over the last few
years, such as n2c2/OHNLP Clinical STS Track [Wang et al. 2020], SemEval Task on
STS [Agirre et al. 2012, Cer et. al 2017], and ASSIN, Avaliacdo de Similaridade
Semantica e Inferéncia Textual (Evaluating Semantic Similarity and Textual Entailment)
[Fonseca et al. 2016, Real et. al. 2019]. The second and last edition of ASSIN — which
we will refer to as ASSIN 2 in the remainder of this paper — is the focus of the present
work.

The organizers of ASSIN 2 shared task made available a dataset composed of
about 10,000 pairs of sentences in Brazilian Portuguese (6,500 for training, 500 for
validation, and 2,448 for testing). Each pair is assigned a semantic similarity score
between 1.0 (the sentences are completely unrelated) and 5.0 (the sentences are
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equivalent). For instance, the pair “Um homem esta tocando uma flauta” (“A man is
playing a flute”) and “Um homem esta tocando um instrumento” (“A man is playing an
instrument”) is scored with 4.5. A total of nine teams participated in the challenge whose
aim was to produce the best model in terms of Pearson correlation (p), with Mean Squared
Error (MSE) being considered as a secondary evaluation metric.

At the end of the challenge, state-of-the-art BERT-based models have shown
remarkable performance, obtaining the overall best results [Fonseca and Alvarenga 2019;
Rodrigues et al. 2019a; Rodrigues et al. 2019b]. However, despite their effectiveness, it
is necessary to observe that BERT and its variants suffer from a drawback: they were
designed to maximize predictive performance, but do not consider the comprehensibility
(interpretability) of the model. This is a relevant issue for application domains in which
it is necessary to determine how a model came to its conclusions, either for
legal/transparency reasons or to follow ethical guidelines. For example, this is often the
case of natural language processing (NLP) applications in the context of public
administration, as stressed in [Anthopoulos and Wood 2021; Darrazdo et al. 2023; de
Lima and Gongalves 2022].

In this paper, we explore a lightweight approach based on a Portuguese wordnet,
namely Onto.PT [Gongalo Oliveira and Gomes 2014], to solve the ASSIN 2 STS task.
More specifically, the proposed strategy is based on the combination of a few traditional
lexical and distributional features with semantic features computed with the utilization of
Onto.PT. The choice of a wordnet-based solution was mainly motivated by the fact that
this kind of structure provides the user with means for understanding how the model is
generating predictions, since model’s decisions are usually taken by considering the
proximity between nodes in the wordnet graph. Experiments with ASSIN 2 collection
showed that our proposal achieved competitive MSE results compared with most of the
state-of-the-art deep learning methods.

The remainder of the paper is divided as follows. Section 2 reviews work related
to our proposal and gives a short overview on wordnets. Section 3 outlines the advantages
of wordnet-based STS models and presents our proposed approach. Section 4 reports the
experimental results. Concluding remarks and future directions are given in Section 5.

2. Related Work and Background

This section revises the work related to our proposal and gives an overview of
wordnet concepts relevant to this paper.

2.1. Best-Performing Methods from ASSIN 2

In this subsection, we briefly describe six of the best performing algorithms developed
for ASSIN 2. The model of Rodrigues et al. (2019a) ranked first place in the competition
— with a Pearson p of 0.826 and an MSE of 0.52 — using a solution based on a pre-trained
multilingual version of BERT-Base. To improve the effectiveness, they added one
untrained layer of neurons, and then trained the new model using the ASSIN 2 training
set along with the Brazilian Portuguese training set of the first ASSIN task (ASSIN 1).

The Stilingue team [Fonseca and Alvarenga 2019] attained the best MSE
performance (0.47) and the second-best Pearson correlation score (0.817). Their proposal
consists of a wide / deep learn model (based on multilingual BERT-Base and Universal
Sentence Encoder-Large multilingual) combined with 18 features that describe lexical,
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syntactic and semantic information from the sentences in the dataset (e.g.: jaccard
similarity, negation agreement, difference in the amount of tokens between the two
sentences, among others).

The method proposed in [Rodrigues et al. 2019b] consists of a stacked ensemble
approach that combines the predictions generated by two models: a multilingual BERT
model fine-tuned over ASSIN 1 and ASSIN 2 datasets; and a RoBERTa model fine-tuned
over the automatic translation of the datasets into English. The method obtained a Pearson
p 0f 0.785 (third best) and MSE of 0.59 (fourth best).

Following a different approach, more related to the present work, Santos et al.
(2019) developed a traditional machine learning framework based on the evaluation of a
collection of lexical, distributional, syntactic, and semantic attributes. Feature selection
strategies were employed as preprocessing step to discover the subset of input features
most relevant for the STS task. As a result, the original set of 71 attributes was reduced
to 12, comprising only lexical and distributional features (surprisingly, none of the
syntactic and semantic features were considered as relevant). The technique achieved
competitive results, with Pearson p and MSE of 0.740 and 0.60, respectively.

Other good-performing methods were proposed by Cabezudo et al. (2019) and de
Souza et al. (2019). The first fine-tuned multilingual BERT on ASSIN 2 corpus without
any extra feature whilst the later trained a Siamese neural network model using various
distinct features, including lexical-based, word2vec embeddings, and also incorporating
similarity metrics obtained from a multilingual wordnet.

2.2. Wordnets

A wordnet is a lexical database of a given language [de Paiva et al. 2016, Fellbaum 1998].
In this Kind of structure, words are organized into groups of synonymous lexical items,
known as synsets, which are linked to each other according to their conceptual-semantic
relations. Examples of such relations, among others, include “is-a”, which links more
specific synsets (called hyponyms) to more general ones (called hypernyms) and
“antonymy”, which indicates semantic opposition between two synsets. Princeton’s
WordNet (PWN) [Fellbaum 1998], the first wordnet released, was manually created by a
multidisciplinary team in the early 1990s having English as its target language. Since then,
wordnets in dozens of other languages including Portuguese have been developed and
successfully established [de Paiva et al. 2016].

A wordnet can be constructed as a graph where nodes are synsets and edges
represent their semantic relations. Figure 1 shows an excerpt from Onto.PT [Goncalo
Oliveira and Gomes 2014] — the Portuguese wordnet used in this study — showing five
different synsets and the “is-a” (hyponym-hypernymy) relations between them. In this
example, the topmost node represents the general concept {cardume, peixe, peixes}
({shoal, fish, fishes}). Three hyponym (more specific) synsets are linked to this synset,
denoting three distinct kinds of fishes: {truta, truite} (trout fish), {linguado} (halibut),
and {bocaréu, biguerdo, manjuba, enchova, anchova} (five distinct Portuguese names
for anchovy fish). In the same way, {truta-salmonada} (salmon trout, i.e., a specific kind
of trout) is linked to its hypernym {truta, truite}. Aside from relations, each synset in the
wordnet hold two properties: its part of speech and a dictionary-style definition called
gloss (see Figure 2).
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{cardume, peixe, peixes}

{truta, truita}
{linguado} {bocaréu, biquerao,
manjuba, enchova, anchova}

{truta-salmonada}

Figure 1. An excerpt from Onto.PT

{truta-salmonada} (substantivo): truta com pintas rosas e carne mais avermelhada’.

Figure 2. A synset and its properties

Given a wordnet, there are a few different approaches for measuring the semantic
similarity between two words wy and w2 [Pilehvar and Navigli 2015]. Initially, it should
be verified if both words belong to the same synset. If this occurs, then there is a sense of
w1 and w2 in which they are synonymous. Otherwise, the most adopted approach is the
one known as edge counting. According to this strategy, the similarity between w; and w»
is computed by finding the shortest path between a synset containing w1 and another
synset containing w. in the wordnet graph. The less the number of edges in the path, the
more semantically similar the words are.

The above approach can straightforwardly be extended to account for the STS task
by computing the similarity between two sentences as the average of the similarity
between the closest (most similar) word pairs in both sentences. This idea has been
applied with good results in [Li et al. 2006, Croft et al. 2013, de Lima and Gongalves
2022].

3. In Defense of Wordnet-based STS

When it comes to means of incorporating semantic knowledge into NLP algorithms, there
are two main approaches: wordnets and word embeddings [Gongalo Oliveira 2018].
Recently, BERT contextual embeddings [Delvin et al. 2019] and its variants have been
preferred over wordnets due to their remarkable performance in a number of distinct NLP
tasks — including the STS task [Fonseca and Alvarenga 2019; Rodrigues et al. 2019a;
Rodrigues et al. 2019b, Wang et al. 2020].

1 {salmon trout} (noun): species of trout that has pink spots and a redder meat
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Although wordnets’ disadvantages compared to BERT and other embedding
technologies are widely acknowledged, their advantages are rarely mentioned.
Nonetheless, wordnets have appealing properties for STS applications. First, as shown in
Section 2, wordnets are theoretically simple and intuitive. Aside from this, wordnets like
PWN are more formalized since they have been created and maintained by experts who
are responsible for grouping synsets and defining relations amongst them [Gongalo
Oliveira et al. 2021].

Second and more importantly, methods based on wordnets can deliver results that
are easy to interpret, as their decisions are usually taken by considering the graph topology
(i.e., semantically similar concepts are located in nodes that are close to each other). On
the other hand, BERT architecture was designed to maximize predictive performance but
do not consider the comprehensibility (interpretability) of the model. This is a
disadvantage because in certain domains, like public administration [Anthopoulos and
Wood 2021; Darrazdo et al. 2023; de Lima and Gongalves 2022], the ability of users to
understand relevant aspects of the modeling process is also important or even required
due to legal reasons, transparency issues or to follow ethical guidelines [Freitas 2014].

Motivated by these issues, in this paper we explore a lightweight wordnet-based
approach to solve the ASSIN 2 STS task. Our approach is based on a small set of five
features, where each takes account of either lexical / distributional similarity or semantic
similarity between Portuguese sentences. The semantic features are computed with the
utilization of Onto.PT [Gongalo Oliveira and Gomes 2014], the largest Portuguese
wordnet. In the next subsection we describe our approach. First, we present the
preprocessing steps that were performed before generating the features. Next, the features
themselves are described.

3.1. The Proposed Approach

3.1.1 Preprocessing

Two preprocessing steps were carried out in the ASSIN 2 datasets: stop word removal
and stemming. In the stop word removal step, pronouns, articles, prepositions,
conjunctions, and linking verbs were removed from the sentences. However, adverbs
were kept as they can modify the meaning of an entire sentence. The process was done
with the use of the NLTK standard Portuguese stoplist [Bird et al. 2009].

Next, we assessed the coverage of Onto.PT with respect to the set of tokens
(individual words or unigrams) present in the ASSIN 2 training set. We identified that
from a total of 2,253 distinct tokens in the training set, only 63.43% (1,429) could be
found as lexical items in Onto.PT. To mitigate this problem, we decided to submit both,
the ASSIN 2 collection and Onto.PT to a stemming process employing the RSLP
algorithm [Orengo and Huyck 2001]. In the stemming process, suffixes common in the
Portuguese language (due to plurals or tenses) are trimmed to reduce any word to its stem.
As a result, the number of distinct tokens in the ASSIN 2 training dataset was reduced
from 2,253 words to 1,466 stems, where 1,364 (93.04%) could be found in Onto.PT.
Table 1 summarizes the results of the stemming process. From now on, the terms stem
and token will be used interchangeably in this paper, since in our approach tokens are
represented by their stems.
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Table 1. Summary of the stemming process

ASSIN 2 training dataset | Number of distinct tokens Number and percentage of tokens
found in Onto.PT

Before stemming 2,253 1,429 (63.43%)

After stemming 1,466 1,364 (93.04%)

3.1.2 Features

In this subsection, we present the set of five features used to build our STS model. In the
definitions throughout the text, we adopted the following notation:

e tand h: the two sentences whose similarity score is to be computed with their
words transformed into stems.

e Tok: and Tokn: the set of tokens obtained from t and h, respectively. As
aforementioned, tokens are represented by the stems of the words in t and h.

Semantic Features

Two semantic features were used in our model. Both were computed according to the
wordnet-based semantic similarity function presented in Equation (1).

|ExtTok, N Tokg|
max(|Tok,|, |Toks|)

(1)

Fyordnet(t, h) =

In Equation (1), ExtTok: corresponds to Tok: augmented with additional tokens
that are somehow related to each token in Tok: according to a wordnet. Greater values
indicate higher similarity between the sentences. We employed two different approaches
to determine ExtTok:, which consequently led to the generation of two different semantic
features, named Fuwordnet_synonyms @Nd Fwordnet_hypernyms:

o Fuordnet_synonyms: t0 compute this feature, ExtTok: was generated by augmenting Tok:
with the synonyms found in Onto.PT for each of its tokens.

o Fuwordnet_ hypernyms: IN this case, ExtTok: was generated by augmenting Tok: with the
hypernyms found in Onto.PT for each of its tokens.

Lexical and Distributional Features

Following the approach of some of the teams that participated in ASSIN 2 [Fonseca and
Alvarenga 2019, Santos et al. 2019, de Souza et al. 2019], we combined the above
semantic features with three additional features that explore either lexical or distributional
information contained in the sentences. They are described below:

e Frokensratio: COrresponds to the ratio of the amount of tokens (stems) in t to the
amount of tokens in h. The rationale is that semantically similar sentences are
expected not to have a large difference in their corresponding number of tokens.

e Fngrams: COrresponds to the cosine between the character n-grams vectors of t and
h. In this work, we chose n=5 since our preliminary experiments found character
5-grams to be more effective than 2-grams, 3-grams, and 4-grams.

o F.iar: the cosine of the TF-1DF vectors of the sentences. This distributional feature
reflects the importance of each word stem in a sentence.
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4. Results

We performed two distinct experiments. The first was carried out on the validation dataset
in order to compare the performance of the features when used alone and when combined.
l.e.: we created six different regression models, the first five trained with a single feature
and the last one trained with the complete set of features (Fwordnet_synonyms, Fwordnet_hypernyms,
FokensRatio, Fn-grams, @nd Fit.iar). The models were trained using the multi-layer perceptron
regressor implementation available at scikit-learn [Pedregosa et al. 2011], with default
parameters, except for the maximum number of iterations (max_iter), which was set to
1,000. Results are shown in Table 2. It is possible to observe that, amongst the models
trained with a single feature, those that performed better in the validation dataset were the
model trained with Fi.igr (Pearson p of 0.694 and MSE of 0.51) and the one trained with
Fwordnet_synonyms (Pearson p and MSE of 0.688 and 0.51, respectively). Nonetheless, the
regression model trained with the complete set of features achieved superior performance
in the validation dataset, with Pearson correlation of 0.730 and MSE of 0.46. It is worth
mentioning that we also evaluated combinations of two, three, and four features, but they
did not perform as effectively as the model trained with the full set of features.

Next, we conducted a second experiment on the test collection. We compared the
performance of our proposed wordnet-based approach against the Pearson p and MSE
results originally obtained by the nine teams that participated in ASSIN 2 (these results
had been previously published in [Real et al. 2019]). The comparison includes the six
methods presented in Section 2: ASAPPy [Santos et al. 2019], Deep Learning Brasil
[Rodrigues et al. 2019b], IPR [Rodrigues et al. 2019a], NILC [Cabezudo et al. 2019],
PUCPR [Souza et al. 2019], and Stilingue [Fonseca and Alvarenga 2019]. Results are
presented in Table 3. In this table, the rank obtained by each method in each performance
metric (Pearson and MSE) is presented in parenthesis.

Table 2. Preliminary results on the validation set

Feature(s) used to build the model Pearson MSE

Tokens Ratio (Frokensratio) 0.354 (5) 0.85 (5)
Character 5-gram (Fs-grams) 0.568 (4) 0.66 (4)
TF-IDF (Fit-igf) 0.694 (2) 0.51 (2)
Semantic Feature — Synonyms (Fwordnet synonyms) 0.688 (3) 0.51 (2)
Semantic Feature — Hypernyms (Fuwordnet hypernyms) 0.117 (6) 0.96 (6)
Full wordnet-based model — all features combined 0.730 (1) 0.46 (1)
(FTokensRatio + F5-gram + th-idf + Fwordnet synonyms + Fwordnet hypernyms)

Table 3. Final results on the test dataset: our method versus ASSIN 2 participants

Method Pearson MSE

Wordnet-based model 0.735 (6) 0.52 (2)
(FTokensRatio + Fs-gram + th-idf + Fwordnet synonyms + Fwordnet hypernyms)

ASAPPj 0.652 (9) 0.61 (7)
ASAPPy 0.740 (5) 0.60 (6)
Deep Learning Brasil 0.785 (3) 0.59 (5)
IPR 0.826 (1) 0.52 (2)
L2F/L2F INESC 0.778 (4) 0.52 (2)
LIACC 0.493 (10) 1.08 (10)
NILC 0.729 (7) 0.64 (8)
PUCPR 0.678 (8) 0.85 (9)
Stilingue 0.817 (2) 0.47 (1)
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Table 3 shows that our method obtained competitive results with state-of-the-art
BERT methods in terms of MSE (second best result) even though it was built using basic
semantic features (proportion of synonyms and hypernyms) combined with a small set of
lexical and distributional features. These results encourage us to continue investigating
other, more sophisticated approaches based on wordnets to solve STS tasks.

In what follows, some drawbacks related to the use Onto.PT in STS problems will
be discussed. These drawbacks might have been responsible for negative impacts on the
effectiveness of the proposed method. First, it is important to state that differently from
PWN and several other wordnets, Onto.PT was not handcrafted by experts. Instead, it
was built through an automated process of extracting, clustering and connecting terms
present in Portuguese dictionaries, thesauri, and wordnets. Consequently, it has
limitations and errors. For instance, Gongalo Oliveira and Gomes (2014) reports that an
evaluation by two judges on a random sample of 774 distinct Onto.PT synsets showed
that only 73.9 % of those were considered correct by both judges.

Aside from this, other relevant disadvantage of Onto.PT for STS is the fact that
56.82% of its synsets are directly connected to the root node of the graph (i.e., they do
not have a hypernym). This characteristic of Onto.PT topology has hindered us from
evaluating edge counting algorithms, which is the category of similarity algorithms most
commonly adopted by wordnet-based STS systems [Li et al 2006, Croft et al. 2013, de
Lima and Gongcalves 2022]. Another important disadvantage is that only 39.48% of
synsets in Onto.PT have an associated gloss. Thus, it is not possible to employ gloss-
based approaches often used for disambiguating short texts and thus improving the
performance of PLN systems [Pilehvar and Navigli 2015].

5. Conclusions and Future Work

This work addressed the Portuguese STS task. We explored a lightweight wordnet-based
approach that is suitable for use in domains where not only the effectiveness, but also the
interpretability of the model is important. We evaluated our proposed approach on ASSIN
2 collection and achieved an MSE of 0.52 and Pearson Correlation of 0.735.

As future work, we first plan to evaluate other Portuguese and multilingual
wordnets [Gongalo Oliveira 2018; de Paiva et al. 2016]. We also intend to follow an
approach similar to Rodrigues et al. (2019b) — one of the best-performing methods from
ASSIN 2 — by evaluating the use of PWN over the automatic translation of the ASSIN 2
datasets into English. Since PWN is not prone to the same limitations as Onto.PT and is
more complete the other Portuguese wordnets, the translation will allow the evaluation of
several distinct similarity measures [Pilehvar and Navigli 2015], including those based
on edge counting, along with the incorporation of gloss-based techniques for
disambiguation.

Other two topics for future research that seem to deserve special attention are the
following: (i) taking into consideration not only individual words (unigrams) as tokens
during the STS process, but compound words as well (bigrams and trigrams); (ii)
evaluating the performance of different regression algorithms instead of MLP,
prioritizing transparent and easily auditable techniques.
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Abstract. This paper introduces a prompt-based method for few-shot learning
addressing, as an application example, contextual stance classification, that is,
the task of determining the attitude expressed by a given statement within a con-
versation thread with multiple points of view towards another statement. More
specifically, we envisaged a method that uses the existing conversation thread
(i.e., messages that are part of the test data) to create natural language prompts
for few-shot learning with minimal reliance on training samples, whose prelim-
inary results suggest that prompt engineering may be a competitive alternative
to supervised methods both in terms of accuracy and development costs for the
task at hand.

1. Introduction

The increasingly popular use of transformers [Vaswani et al. 2017] in NLP and related
fields, and the availability of so-called Large Language Models (LLMs), machine learn-
ing tasks based on text data have undergone significant changes in how training and clas-
sification may be implemented. For a start, these advances allowed a fixed pre-trained
language model to be reused across multiple tasks by means of fine-tuning, that is, by
adjusting a general (and sometimes multilingual) model to a particular downstream task
[Liu et al. 2023]. This approach, also known as “pre-train, fine-tune”, is perhaps best il-
lustrated by the wide-spread popularity of models such as BERT [Devlin et al. 2019] in
the NLP field.

Nowadays the release of progressively larger language models is commonplace
and, accordingly, further advances in the field have followed. In particular, since the
introduction of GPT-2 [Radford et al. 2019] and GPT-3 [Brown et al. 2020] models, we
may speak of a second paradigm shift known as “pre-train, prompt and predict”. In this
approach, instead of fine-tuning a pre-trained language model to address a specific task,
the task itself is reformulated to serve as an input to the language model as text data
[Liu et al. 2023]. For instance, in a “pre-train, prompt and predict” approach to, e.g.,
sentiment analysis of film reviews, we may craft a natural language instruction - or prompt
- as in “[X] the movie is [Z]”, in which X is the input text to be classified and Z is the
label (e.g., ‘good’, ‘bad’, etc.) that we would like the model to predict. By following this
method, known as prompt engineering [Liu et al. 2023], a sufficiently robust LLM should
be able to fill in the prompt slots with the most likely tokens, which in turn would provide
a sentiment class label Z without the need for any fine-tuning of model parameters and,
crucially, requiring little or no labeled training data, in what is known as few- or zero-shot
learning.
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A particular NLP task that may potentially benefit from these methods is the
stance classification task, which consists of identifying the point of view or judgment
of an individual (e.g,, in favor, against, neutral, etc.) upon a target object of interest
[ALDayel and Magdy 2021]. For instance, given the target ‘vaccination’, a statement as
in ‘I believe that everyone should be vaccinated compulsory’ conveys a stance in favor of
vaccination. Stance classification may in principle seem analogous to sentiment analysis
[Zhang et al. 2018]) but, unlike sentiment (e.g., positive, negative, etc.) stance (e.g., for,
against, etc.) is anchored on a specific target, and stance and sentiment do not actually
correlate [ALDayel and Magdy 2021].

Central to our present work, we notice that standard (i.e., supervised) approaches
to stance classification will require a usually large amount of training data for every target
under consideration. Thus, for instance, we may need a labeled corpus of stances towards,
e.g., vaccination, and in a second project we may need a new corpus labeled with stances
towards climate change, and so forth. This unlimited dependency on labeled data arguably
makes stance classification an ideal testbed for prompt engineering methods.

Based on these observations, in this work we introduce a prompt-based method
for few-shot text learning using stance classification as an application example. More
specifically, we focus on the issue of contextual stance classification, that is, the task
of determining the stance expressed by a given statement within a conversation thread
with multiple points of view [Derczynski et al. 2017]. Our method consists of using the
existing messages (which are part of the test data) as prompts for few-shot learning with
minimal reliance on training samples and, in doing so, we would like to show that prompt
engineering is a competitive alternative to supervised methods both in terms of accuracy
and development costs.

The rest of this article is organized as follows. Section 2 discusses the concept
of prompt engineering and how it compares to standard supervised learning. Section 3
describes related work in the field of stance classification. Section 4 presents the materials
and methods used in our own work. Section 5 presents the results of our experiments.
Finally, Section 6 draws a number of conclusions from the present work.

2. Background

In this section we introduce the issue of prompt-based learning and discuss how this
compares to standard supervised approach.

Let x be an input (text), and let y be an output (label or text, for instance) based on
a model P(Y'|z,0). Learning the parameters 6 require a labeled set of input — > output
pairs, from which we may train a model to predict the described conditional probability
[Liu et al. 2023]. In a supervised approach, learning is dependent on a set of training
samples to obtain the probability P(Y'|x,#). However, it is often the case that a suffi-
ciently large train dataset is not available for the required class or domain. Moreover,
as discussed in the previous sections, we notice that standard target-based stance classi-
fication will require a specific training dataset for every target topic under consideration
[Mohammad et al. 2016].

As an alternative to supervised learning, the recent availability of large language
models (LLMs) has enabled the use of prompt-based methods in text classification tasks.
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Prompt-based learning circumvents the lack of training data by creating language models
that output the probability P(z, ) based on x by itself, that is, models that can describe
an output without the need to specify what the expected output would be in a training
fashion [Liu et al. 2023].

Prompt-based learning comprises of three main steps: prompt addition, answer
search, and answer mapping. In what follows we briefly review each of these steps in
turn. Further details are provided in [Liu et al. 2023].

Prompt addition makes use of a prompting function fomp: () to modify an input
text = into a prompt &’ = fyompe(2). This consists of applying a pre-defined template
to the input = based on an input slot [X] and output slot [Z], and then filling in the slot
[X] with the input text « [Liu et al. 2023], thus creating a natural language instruction
(or prompt) to be submitted to the language model. There are at least two methods for
modeling the input [X] and the slot [Z] as text. The first method, called cloze prompt,
takes place when slot Z appears in the middle of the text. The second method, called
prefix prompt, takes place when the input appears entirely before [Z].

Answer search computes the highest-score text z’ that maximizes the score
of the language model [Liuetal. 2023]. This involves defining a set of permissi-
ble values Z for z, and then using a function fy;;(zo,2) to fill in the location [Z]
in prompt x, with the candidate answer z. In classification tasks, we may define,
e.g., Z = {excellent, good, OK, bad, horrible} to represent a set of possible classes
Y = {++,+4, ,—,——}. A prompt is said to be an answer prompt when it fills in the
output slot correctly. [Liu et al. 2023].

Finally, answer mapping establishes a mapping between the computed answer 2’
and the target output value y. This step may in some cases be trivial but, since multiple
answers may result in the same output (e.g., ‘bad’, ‘very bad’, ‘horrible’ etc. may all be
mapped onto a ‘0’ class label in a particular application), it is often necessary to establish
a mapping from 2’ to y [Liu et al. 2023].

3. Related Work

Stance classification has been established as a major research topic in
the NLP field since the SemEval stance detection shared task series
[Mohammad et al. 2016, Derczynski et al. 2017] in 2016-2017, followed by Ru-
mourEval 2019 [Gorrell et al. 2018]. In what follows we briefly review these initiatives
and the best-performing participant systems in each task.

SemEval 2016 Task 6 [Mohammad et al. 2016] introduced two stance detection
tasks by providing a stance corpus of tweets in the English language. Task A addressed
stance classification in a standard supervised setting, and Task B addressed the task in
an unsupervised fashion. The SemEval 2016 corpus consisted of 4,163 tweets conveying
a stance (for, against, or neutral) towards five target topics (Atheism, Climate Change,
Feminist Movement, Hillary Clinton, and Abortion Legalization). An additional, unla-
beled topic (Donald Trump) was used in (unsupervised) task B.

The three best-performing participant systems in SemEval 2016 Task 6
[Mohammad et al. 2016] were  Mitra  [Zarrella and Marsh 2016], Pkudblab
[Wei et al. 2016] and Takelab [Tutek et al. 2016]. Mitra’s approach was based on a
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recurrent neural network, whereas Pkudblab [Wei et al. 2016] used a convolutional
neural network. Takelab, on the other hand, took a different approach by using an
ensemble of models created with the aid of a genetic algorithm.

Of particular interest to the present work, SemEval 2017 Task 8
[Derczynski et al. 2017], also known as RumourEval, introduced a novel Twitter
dataset for stance classification that included contextual information represented by
rumors associated with the stance target, and which could be used as an aid to the
classification task. The RumourEval corpus is divided into pre-defined training and a
test subsets. The training portion contains 297 conversations about 8 rumors discussed
across 297 tweets that initiated a conversation thread, and 4,222 answers, making 4,519
tweets in total. The test dataset has 28 conversations, being 20 about the same rumors
introduced in the training dataset, and 8 are about different rumors. Table 1 presents the
class distribution of the train and test datasets.

Table 1. RumourEval 2017 class label distribution.

Support | Deny | Query | Comment
Training 910 344 358 2,907
Test 94 71 106 778

The three best-performing participant systems in SemEval 2017 Task 8 were
Turing [Kochkina et al. 2017], UWaterloo [Bahuleyan and Vechtomova 2017] and ECNU
[Wang et al. 2017]. Turing proposed an approach based on a recurrent neural network
with LSTM neurons and additional features derived from the training data. UWaterloo
[Bahuleyan and Vechtomova 2017] based their approach mainly on feature selection and
engineering, some of which manually curated with external knowledge provided by anno-
tators, and using a XGBoost classifier. ECNU [Wang et al. 2017] combined an ensemble
approach with hierarchical training to take advantage of the contextual information pro-
vided.

SemEval 2019 Task 7 [Gorrell et al. 2018] (also known as RumourEval 2019) im-
proved upon the original RumourEval task definition by adjusting a number of issues
found in the original dataset, and by adding data from Reddit. The three best-performing
participant systems were BLCU NLP [Yang et al. 2019], BUT-FIT [Fajcik et al. 2019],
and eventAl [Lietal. 2019]. BLCU NLP fine-tuned a Generative Pre-Trained Trans-
former (GPT) for contextual stance classification taking as an input the entire conver-
sation history, and not only the target tweet. To this end, the conversation history was
submitted to the model as a natural language prompt with tweets divided by separators,
and the model was subsequently fine-tuned using a fully connected layer that followed
the GPT layers. BUT-FIT’s used a fine-tuned BERT model prompted with a contextual
representation comprising the text that generated the conversation thread (i.e., the first
text in a conversation), and the texts that appeared before and after it in the conversation.
The eventAl approach, by contrast, did not use any LLM, proposing instead a recurrent
neural network approach based on LSTM neurons alongside a rule-based model.

After the initial SemEval and RumourEval shared tasks, multiple stance clas-
sification datasets and models have been publicly released. These include, for in-
stance, studies devoted to Arabic [Alhindi et al. 2021, Jaziriyan et al. 2021], Portuguese

45



[Won and Fernandes 2022], German [Gohring et al. 2021], and multilingual scenarios
[Chen et al. 2022]. Moreover, although most studies are purely text-based, the issue of
multimodal stance classification (e.g., combining text and social media relations or other
knowledge sources) has also been investigated [Sakketou et al. 2022]. We notice also that
some of these resources are considerably larger than the original SemEval corpus. This
is the case, for instance, of the P-Stance corpus in [Li et al. 2021], comprising over 21k
labeled tweets.

Finally, we notice that all of the above studies, including those that used an LLM
in their architecture, addressed the issue of contextual stance classification in a standard
supervised fashion, that is, none of them addressed the task using zero- or few-shot prompt
engineering. Examples of this kind are only beginning to emerge in the field, and include,
for example, [Yin et al. 2019, Zhang et al. 2023].

4. Materials and Methods

We envisaged an experiment in prompt-based learning to address the task of contextual
stance classification as described in the previous sections. In what follows, we outline the
materials and methods employed in the present work.

Our experiment makes use of the contextual stance data provided by the SemEval
2017 Task 8 corpus [Derczynski et al. 2017]. The corpus consists of a series of conversa-
tion threads in which individual messages may either Support, Deny, Query or Comment
the root statement. This structure is illustrated in Figure 1, in which each example u; con-
sists of an input text z;, an output yz and a context C'i, where (' is every u; that occurs
before the current example in the conversational tree.

SDQC support classification. Example 1:

ul: We understand there are two gunmen and up to a dozen hostages inside the cafe under siege at Sydney.. ISIS flags
remain on display #7News [support]
u2: @ul not ISIS flags [deny]
u3: @ul sorry - how do you know it’s an ISIS flag? Can you actually confirm that? [query]
u4: @u3 no she can’t cos it’s actually not [deny]
usd: @ul More on situation at Martin Place in Sydney, AU —LINK- [comment]
u6: @ul Have you actually confirmed its an ISIS flag or are you talking shit [query]

SDQC support classification. Example 2:

ul: These are not timid colours; soldiers back guarding Tomb of Unknown Soldier after today’s shooting #StandforCanada
—PICTURE- [support]
u2: @ul Apparently a hoax. Best to take Tweet down. [deny]
u3: @ul This photo was taken this morning, before the shooting. [deny]
ud: @ul I don’t believe there are soldiers guarding this area right now. [deny]
us: @ud wondered as well. I've reached out to someone who would know just to confirm that. Hopefully get
response soon. [comment]
u4: @u5 ok, thanks. [comment]

Figure 1. Two ‘support’ classification instances from [Derczynski et al. 2017].

In this scenario, our present approach makes use of the existing conversation
thread to implement prefix prompt addition. More specifically, given an user who au-
thored a sample message u;, the prompt is introduced by using a structure as follows.

This is a conversation between some friends about an article in Twitter.
They decided that they can only support, deny, query or add a comment
about the article.
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The introductory statement is followed by the context C of the current example, its
corresponding text [X], and the answer [Y] provided by the model, in the form “[C][X].
A:[Y]”. The context itself comprising a series of (few-shot) query-answer example pairs
in the format “Q: User said [X]. A: User wants to [Y] the article” according to the struc-
ture of the conversation. In our approach, all available contextual messages are taken as
learning prompts and, if necessary, additional prompts are created as discussed below.

An example of the complete prompt structure is illustrated in Figure 2, in which
the current text is shown in green, the expected answer [Z] appears in red, and the context
[C] appears in blue. The [Y] labels for each example ares shown as [Y].

This 1 a conversation between some friends about an article in Twitter. They decided that they
can only support, denv, query or add a comment about the article.

Q: John said ““We understand there are two gunmen and up to a dozen hostages mside the cafe
under siege at Sydney.. ISIS flags remain on display #7News™

A: John wants to [support] the article
Q: Benjamin answered John ““/mention/ not ISIS flags™
A: Benjamin wants to [deny] the article

Q: Charlotte answered John “/mention] sorry - how do you know 1t’s an ISIS flag? Can you
actually confirm that?”

A: Charlotte wants to [query] the article

Q: Amelia answered Charlotte “/mention] no she can’t cos it’s actually not™

A: Amelia wants to [deny] the article

Q: Mia answered John “/mention] More on situation at Martin Place in Sydney, AU -LINE-"
A: Mia wants to [comment] the article

Q: Paul answered John *“/mention] Have you actually confirmed its an ISIS flag or are you
talking shit™

A: Paul wants to [query] the article
Figure 2. A prompt structure example and its expected output (in red).

In this representation, whenever an input is a reply to another message, the text
changes to “Q: UserA answered UserB [X]. A: UserA wants to [Y] the article”, in which
User is a placeholder for the user to whom a message is assigned. To this end, the orig-
inal username of each individual is replaced with a name within a pre-defined set of
possible names N = {John, Paul, Lily, Noah, Olivia, James, Lucas, Emma, Amelia,
Henry, Liam, Charlotte, Elijah, Ava, William, Sophia, Benjamin, Isabella, Mia, Evelyn,
Theodore, Harper}.

The goal of the classifier is to complete the last query-answer pair in the sequence
of the conversation with the intended class prediction, and for that reason it is imperative
that context [C] includes at least one example of each possible answer. Since not all corpus
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conversations are complete in this way, if necessary the context will be expanded with
additional query-answer pair taken from the training portion of the RumourEval corpus,
which is otherwise discarded. These additional samples are selected from messages with
a time prior to the time of the current message and according to cosine similarity.

By following this procedure, prompts were engineered for every test instance in
the RumourEval corpus, and then submitted to the OpenAl GPT 3.5 text-davinci-003
model with default temperature. This choice was partially motivated by its ability to
handle up to 4,097 tokens as an input, which is sufficiently large to handle most of the
prompts generated by the present method.

As a generative model, GPT 3.5 may naturally provide answers in multiple for-
mats and, accordingly, some form of answer mapping is called for. In the present work,
answers are mapped onto Deny, Support, or Query class labels according to the presence
of certain keywords, or otherwise mapped onto Comment class labels as summarized in
Table 2.

Table 2. Keyword-based answer mapping.

Class Keywords
Deny deny, denies, denying
Support | back up, reinforce, support
Query | query, querying, queries
Comment | none of the above

5. Results

Table 3 presents RumourEval test data F1 results obtained by our prompt engineering
approach, and by the two top-performing systems at RumourEval. The best results for
each class are highlighted.

Table 3. RumourEval F1-score test results.

Approach Overall | Comment | Deny | Query | Support
Turing [Kochkina et al. 2017] 0.43 0.87 0.00 0.46 0.40
UWaterloo 0.45 0.87 0.06 | 0.49 0.40
[Bahuleyan and Vechtomova 2017]

Our work 0.47 0.76 037 | 0.54 0.22

Results in Table 3 show that our current work, although only outperforming the
baseline systems in two individual tasks (Deny and Query), obtained overall highest F1-
scores among the systems under evaluation. Moreover, our work was the only system
capable of handling - albeit still in a limited fashion - the more challenging Deny task.
This outcome, and the observation that our work, unlike the two baseline systems, does
not require training data, suggest that the use of prompt-based methods for contextual
stance classification may represent a compelling alternative to standard approaches that
rely on model supervision.
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6. Conclusion

This article introduced a few-shot method to contextual stance classification using test
messages available from the current conversation thread (i.e., within which the target
message occurs) to prompt a large generative model, with results that show improvement
over the two best-performing participant systems at RumourEval. In addition to that,
results also show a considerably higher accuracy in handling so-called ‘Deny’ statements
if compared to previous work, which is a likely benefit of using a large language model
for the task.

More importantly, unlike previous work in the field, we notice that the current
results were obtained in a few-shot fashion, that is, with no reliance on a large training
dataset. Thus, if taking into account its underlying development costs, the present ap-
proach affords a significant advantage over existing methods. This is particularly the case
of manual corpus annotation, a task that, in standard stance classification, would normally
have to be performed for every single target topic of interest, with substantial costs that
are presently negligible.

The present work leaves a number of opportunities open to investigation. First,
we notice that the current model may be further assessed using the extended RumourEval
2019 dataset in [Gorrell et al. 2018], or other similar resources. Second, we may consider
alternative prompt engineering methods including, for instance, enriching the prompt in-
structions with external knowledge about the conversation topic (e.g., from news articles,
Wikipedia, etc.) Moreover, the present approach may in principle be applied to other text
classification tasks based on contextual information including, for instance, sarcasm or
sentiment detection.
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Abstract. Associating songs with genres is not easy. The subjectivity and di-
versity in musical works make assigning unequivocal labels a challenging task.
However, textual features can aid in characterizing genres. This work proposes
a system for classifying song lyrics in Portuguese, exploring Deep Learning mo-
dels, such as LSTM networks and Transformers. It also includes more straight-
forward strategies like Logistic Regression classification of TF-IDF-generated
embeddings. Experiments demonstrated that the Transformer model achieved
the best performance, reaching an accuracy of 61.6% for ten music genres.

Resumo. Associar cangoes a géneros ndo é fdcil. A subjetividade e diversidade
das obras musicais tornam a atribuicdo de rotulos inequivocos uma tarefa de-
safiadora. Porém, atributos textuais podem contribuir para a caracterizacdo de
géneros. Este trabalho propoe um sistema para classificar letras de miisicas
em portugués, explorando modelos de Aprendizado Profundo, tais como Redes
LSTM e Transformers. Sdo também incluidas estratégias mais simples como a
classificacdo por Regressdo Logistica de representacoes geradas por TF-IDF.
Experimentos demonstraram que o modelo Transformer apresentou o melhor
desempenho, alcancando uma acurdcia de 61,6% para dez géneros musicais.

1. Introducao

A musica, enquanto prética artistica e cultural, tem como esséncia a diversidade e a plura-
lidade. Neste sentido, muitos fatores podem influenciar sua concep¢ao, como, por exem-
plo, o seu local de origem, seu enquadramento cronoldgico e o seu contexto etnografico.

A fim de atender tal diversidade, as obras musicais sdo comumente categorizadas
em géneros, de acordo com as similaridades observadas entre elas. Entretanto, tal tarefa
pode ser desafiadora e demandante, uma vez que os estilos musicais podem inspirar e
gerar novas formas de musica com caracteristicas especificas. Entre alguns exemplos
tém-se: o “pop-rock”, que une caracteristicas dos géneros “pop” e “rock”; a “bossa nova”,
a qual pode ser considerada tanto um género musical préprio quanto um subgénero do
“samba” ou do “jazz”; e a “pisadinha”, que é um género recente, surgido em meados
dos anos 2000, oriundo do “forr6” [Vicente 2022]. Um outro ponto problemdtico € o
fato de uma cangdo ser uma expressao artistica complexa, podendo admitir diferentes
interpretacdes, o que dificulta a sua caracterizacao plena por rétulos pré-determinados.

Uma vez que uma cancdo € uma conjugacdo de dois tipos de linguagens: a ver-
bal e a musical, aspectos especificos podem estar presentes tanto em percepgdes au-
ditivas, como melodia, ritmo e harmonia, como em elementos textuais [Bonds 2018].
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Neste contexto, as técnicas de Processamento de Linguagem Natural (NLP) tém tornado
mais factivel a automatizagdo da tarefa de identificacdo de géneros a partir das letras de
musicas. Tal processo pode ser util para diferentes aplicagdes, tais como a indexacao,
recomendacao e a distribui¢ao de miusicas, cada vez mais relevantes a vida digital.

Desenvolver um modelo de NLP dedicado a esta tarefa presume a coleta de um
volume expressivo de letras. Em particular, o portugués, apesar de ser significativamente
falado ao redor do mundo, carece de maiores corpora e de modelos especificos. Motivado
por tais questdes, este trabalho busca apresentar um conjunto de dados balanceado, espe-
cialmente elaborado para a classificacdo de géneros musicais através de letras de cancdes
em portugués, e disponibilizado em um repositério publico [de Oliveira 2023]. Adici-
onalmente, é proposto um modelo de classificagdo automdtica que opera com géneros
tipicamente brasileiros e pouco observados na literatura, os quais sao identificados ape-
nas por meio do conteido semantico contido nas letras, portanto de forma independente
ao ritmo segundo o qual a musica € executada.

Neste estudo, considerando-se diferentes métodos de geracdo de representagcdes
distribuidas das palavras na forma de vetores numéricos, processo conhecido como
“geracdo de embeddings”, foram avaliados algoritmos promissores para o tratamento
do problema, tais como as Redes Neurais do tipo Long Short-Term Memory (LSTM)
[Hochreiter and Schmidhuber 1997] e os Transformers [Vaswani et al. 2017], bem como
a classificacdo por Regressao Logistica [Hastie et al. 2009], uma alternativa mais simples,
a fim de melhor relacionar a complexidade dos modelos adotados e o desempenho obtido.

Este artigo € estruturado da seguinte maneira: a Secao 2 realiza uma breve revisao
bibliografica sobre o tema de classificacdo de géneros musicais; a Se¢do 3 descreve a base
de dados e o seu pré-processamento, bem como aponta algumas caracteristicas estatisticas
de interesse dos dados; a Sec¢ao 4 apresenta a metodologia utilizada para o projeto dos mo-
delos, descrevendo as arquiteturas e os processos de geracao de embeddings empregados.
Por fim, a Sec¢do 5 exibe os resultados obtidos, enquanto a Se¢do 6 discute as conclusdes.

2. Trabalhos Relacionados

Trabalhos sobre a classificacdo automdtica de musicas a partir de sinais de dudio sdo
frequentes na literatura. Em [Jeong and Lee 2016] foi proposta uma estrutura para o
aprendizado de caracteristicas temporais discriminantes que alcancou 63% de acuricia
para a identificacdo de 10 géneros, quando combinada com o aprendizado conven-
cional de caracteristicas espectrais. De forma similar, uma acurédcia de 85% ¢ re-
portada por [da Silva Muniz and de Oliveira e Souza Filho 2023], o qual considerou a
geracdo de 81 atributos especificos. Cabe destacar que um estudo subjetivo descrito
em [Gjerdingen and Perrott 2008] sinaliza 70% de acerto para humanos quando ouvidas
amostras com uma duragdo de 3 segundos.

Quando consideradas letras de can¢des em portugués, em [Guimaraes et al. 2020]
foram realizados experimentos considerando 6000 canc¢des e 7 gé€neros: forrd, gospel,
MPB, samba, sertanejo, bossa nova e axé. Cada cancao foi transformada num vetor de in-
teiros em que cada componente € o indice no vocabulério de suas 200 primeiras palavras.
Em seguida, foram avaliados seis modelos de classificagcdo: LSTM, FastText, eXtreme
Gradient Boosting, Random Forest (RF), Arvore de Decisdo e Multilayer Perceptron. O
melhor resultado foi obtido pelo modelo LSTM (50% de acuricia), ao considerar uma ca-
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mada de Embedding de 100 dimensdes e treinamento explorando as técnicas de Dropout
e Gradient Clipping. Em [de Aratjo Lima et al. 2020], foi apresentado um conjunto de
dados com cerca de 138 mil cang¢des brasileiras e 14 gé€neros. Os experimentos com ele
realizados exploraram os modelos Support Vector Machine (SVM), RF e LSTM Bidireci-
onal (BiLSTM), cada um associado a diferentes técnicas para a geracao dos embeddings.
Os melhores resultados foram obtidos a partir da combina¢do da rede BiLSTM com o mo-
delo Wang2Vec pré-treinado em portugués, que alcancou 48% na média do F1-score in-
ferido para cada classe. Em [Pimenta and Pugliesi 2022], foram considerados 3 géneros:
sertanejo, MPB e funk, e 12 mil musicas, realizando-se a vetoriza¢ao das letras através
da técnica TF-IDF. Para a classificacdo, foram avaliados os modelos Linear Discriminant
Analysis, k-Nearest Neighbors, SVM, Arvore de Decisao, RF e Regressdo Logistica, o
ultimo de melhor eficacia, que atingiu uma acuricia de 80%. Uma tendéncia natural ob-
servada nestes trabalhos € que os modelos com um menor nimero de géneros obtiveram
um melhor desempenho, visto resolverem tarefas mais simples.

3. Base de Dados

Nesta secdo sdo apresentadas as etapas envolvidas na geracao e tratamento dos dados.

3.1. Coleta dos Dados

A base de dados [Neisse 2022] explorada neste trabalho foi coletada no repositorio “Kag-
gle”, comunidade virtual de ciéncia de dados, e integra letras de 379,893 cancdes de 4,239
artistas, das quais cerca de 41% delas estdo em portugués, e foram portanto consideradas
para este trabalho, exceto quando dispunham de campos com dados faltantes.

Esta base se encontra dividida em duas tabelas distintas. A primeira, “lyrics-data”,
relaciona cada letra de musica a seu nome e idioma, bem como apresenta os enderecos
web para a letra e para o perfil do artista; a outra, “artists-data”, relaciona cada artista com
0s seus géneros musicais, o numero de can¢des que possui, sua pontuagdo de popularidade
inferida pelo niimero de acessos ao site e o endereco web do seu perfil.

3.2. Pré-processamento e Formacao da Base

A preparacao da base de dados para a classificacdo envolveu os seguintes passos: para
cada letra presente na lyrics-data, foi utilizado o endereco web para o perfil do ar-
tista como item de busca dos géneros a ele associados na artists-data. Em seguida,
mantiveram-se apenas as colunas correspondentes a letra (atributos) e ao primeiro - por
ser o mais relevante ao artista - desses géneros (alvo). A fim de expressar um bom com-
promisso quanto a variedade de géneros e o quantitativo de cang¢des disponivel por género,
foram enumerados e selecionados apenas os 10 géneros com a maior quantidade de dados
(forrd, funk carioca, gospel, MPB, pagode, pop-rock, rock, romantico, samba e sertanejo).
Para balancear a base, foi utilizada a técnica de undersampling. Com efeito, notou-se que
dentre estes géneros, o que possuia menos letras associadas contava com 3990 cangdes,
assim foi assumida tal quantidade de letras para todos os demais géneros. Logo apos, foi
realizada a divisao da base em dados de treino (para o ajuste dos parametros internos dos
modelos), validacdo (para a sintonia de seus hiperparametros) e teste (para a avaliacao fi-
nal e comparacao entre modelos), de forma aleatdria, em proporcoes de, respectivamente,
72%, 8% € 20% do total de dados. Por fim, foram identificadas e removidas 12 letras
cujos conteudos nao representavam cangoes reais, com contetidos como “Essa musica €
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INSTRUMENTAL”, “(Mensagem)” e “Introducao”. Como tal quantitativo ndo é subs-
tancial, assumiu-se que a base continuou balanceada, dispondo-se de 3986 musicas de
pop-rock, 3987 de MPB, 3988 de rock, 3989 de forrd, funk e gospel, e 3990 de pagode,
romantico, samba e sertanejo.

3.3. Analise Exploratoéria

A Tabela 1 descreve a quantidade de palavras, versos e estrofes médios por can¢do, bem
como os valores minimo, médio e méximo de palavras Unicas por can¢do; e a Tabela 2,
as 3 palavras mais comuns ao longo das letras, cada uma com a sua respectiva taxa de
ocorréncia (1), dada pela razao entre a quantidade de ocorréncias de uma dada palavra
ao longo de todas as cancdes de um género pelo total de cangdes deste género.

Cabe destacar que todas as andlises ndo diferenciaram letras maidsculas de
minusculas. Relativamente a Tabela 2, foram excluidas as stopwords indicadas pela bi-

€639 ¢ 29 ¢ 39

blioteca NLTK [Bird et al. 2009], bem como pontuagdes e as palavras “ai”, “vou”, “vai”,
2 13 2% ¢ 99 GCL A (g L9 Ceg~ 2% ¢ 29 6 299

“vem”, “pra”, “pro”, “t0”, “td”, “tao”, “mim”, “ti”, “entdo”, “la”, por ndo se acreditar que
contribuiriam significativamente para a discriminac¢ao dos géneros.

Tabela 1. Comprimentos médios e palavras unicas por cancao

Género Palavras Versos Estrofes | Minimo | Média | Maximo
Forro 142,1 £89,6 | 25,1 +16,0 | 5,7+43 13 70,1 459
Funk 213,3+131,1 | 359+21,6 | 7,5+5,1 6 86,2 660

Gospel 130,4+73,6 | 220+11,3 | 4,7+3,1 11 68,4 571
MPB 1269 £ 81,3 | 250+16,2 | 45+42 4 68,0 643

Pagode 1446 £84,9 | 254147 | 4,9+3,7 13 73,1 487

Pop-Rock | 160,5+82,8 | 30,2+14,8 | 6,3+42 4 75,3 466
Rock 153,3+73,2 | 28,3+14,1 | 6,1 +4,3 6 75,2 492
Romantico | 128,1 +62,8 | 23,8+11,8 | 4,8+2,9 5 66,3 378
Samba 122,5+70,0 | 23,6 £13,7 | 4,5+4,1 11 68,2 309
Sertanejo | 158,0+65,8 |272+124|58+39 15 86,9 307

E interessante observar na Tabela 1 o quanto os géneros se diferenciam no com-
primento médio de suas cangdes. Neste quesito, cabe destaque ao funk, que apresenta,
para as trés medidas realizadas, o valor mais expressivo e distinto dos demais. Por outro
lado, nota-se uma grande semelhanca entre os trios de valores apresentados pelos géneros
MPB, romantico e samba. Além disso, é surpreendente a variabilidade dos géneros, que
contém alguns exemplos de cangdes com mais de 300 palavras tnicas. Por outro lado, ha
canc¢des com um numero muito pequeno de palavras. Um caso digno de nota € a miusica
do género MPB “Tutano” do artista Walter Franco, cuja letra é “Quem tem tutano, tutano
tem. Quem ndo tem tutano, tutano nao tem.”, formada portanto por apenas 4 palavras
tnicas.

Pela Tabela 2 constata-se que o género gospel é o que possui uma maior dispari-
dade quanto as palavras mais frequentes em suas letras, visto “Deus”, “senhor” e “Jesus”
nao figurarem como resultado de nenhum outro estilo. Além disso, cabe destacar a grande
similaridade entre as palavras mais frequentes dos demais estilos, demonstrando que o
uso de palavra(s)-chave(s) € ineficaz para uma determinacao direta do género da musica,
ressaltando assim a nao-trivialidade do problema.
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Tabela 2. Palavras mais frequentes por cancao

| Género | Palavra | To | Género | Palavra | To |

amor 1,427 quero | 0,788

Forro quero | 0,684 Funk quer 0,709
coracao | 0,623 amor 0,623

Deus 1,808 amor | 0,851

Gospel | senhor | 1,021 MPB tudo 0,466
Jesus | 0,948 vida 0,455

amor 1,475 tudo 0,872

Pagode | quero | 0,701 | Pop-Rock amor | 0,767
gente | 0,583 quero | 0,728

tudo 0,809 amor 1,696

Rock quero | 0,693 | Romantico | quero | 0,628
amor | 0,601 coracao | 0,607

amor 1,094 amor 1,270

Samba | samba | 0,489 | Sertanejo vida 0,595
vida 0,431 coracdo | 0,591

Por fim, a Tabela 3 indica a propor¢do percentual de palavras do vocabulério de
cada género (disposto nas linhas) que também pertencem ao vocabulario de um outro
estilo (disposto nas colunas). Os géneros estao sinalizados conforme se segue: forré (0),
funk (1), gospel (2), MPB (3), pagode (4), pop-rock (5), rock (6), romantico (7), samba
(8) e sertanejo (9). Para facilitar a anélise, o menor e o maior valor observados para cada
género (linha) sdo destacados com as cores vermelha e azul, respectivamente.

Tabela 3. Matriz de coocorréncia de vocabularios

O @O 2 @D SH]6G D] S0

(0) | 100 | 50,4 | 39,1 | 54,7 | 46,7 | 51,6 | 54,5 | 45,6 | 52,7 | 54,6
1) ]36,5| 100 | 29,7394 | 36,8 | 41,6 | 43,1 | 32,8 | 38,0 | 39,2
(2) | 43,4 | 45,6 | 100 | 51,1 | 41,7 | 50,1 | 51,9 | 45,5 | 48,4 | 50,1
3) 41,7 | 41,4 | 35,0 100 | 37,8 | 48,4 | 50,8 | 38,6 | 48,2 | 45,2
4 | 51,3559 41,3 |54,6 | 100 | 54,7 | 56,4 | 46,3 | 55,3 | 53,8
(5 | 42,1 | 46,9 | 36,8 | 51,8 | 40,6 | 100 | 56,2 | 40,0 | 46,1 | 46,3
(6) | 41,3 | 45,2 | 35,5] 50,6 | 38,9 | 52,3 | 100 | 38,6 | 44,9 | 45,3
(7) | 55,1 | 549 |49,5 61,3509 |593|61,5| 100 | 59,2 | 61,0
(8) | 43,9 | 43,8 | 36,3 | 52,7 | 41,8 | 47,1 | 49,3 | 40,8 | 100 | 48,6
9) | 474|470 39,2 |51,5|424 492 | 51,8 43,8 |50,7| 100

Nessa tabela verifica-se que a coluna (2) é a que contém 0s menores valores para
todas as linhas, exceto a propria (2), sinalizando que o gospel é o estilo de menor coin-
cidéncia com os demais vocabuldrios. Por sua vez, a coluna (6) mostra que o rock é o
género de maior similaridade de vocabulario com os demais, exceto forré e samba. Cabe
destacar que nem sempre as relacdes sdo reciprocas, ou seja, tal matriz ndo € simétrica.
Por exemplo, ha muitas palavras do género rock nas letras do género romantico (61,5%),
porém ha poucas do género romantico nas letras de rock (38,6%).
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4. Metodologia

Nesta secdo € apresentado breve resumo dos modelos avaliados. O LSTM € de uma
arquitetura capaz de armazenar padrdes de interesse ao longo de intervalos de iteragao
arbitrarios. Por sua vez, o Dropout [Srivastavaetal. 2014]: ¢é uma estratégia de
regularizagdo que consiste em excluir aleatoriamente um percentual (“taxa de Dropout”)
das conexOes de entrada e das conexdes recorrentes a cada iteragdo de treinamento. O
LSTM Bidirecional (BiLSTM) consiste em uma variante LSTM com duas camadas, com
fluxos de informagdes em direcdes contrarias. Os Bidirecional Encoder Representati-
ons from Transformers [Devlin et al. 2019] (BERT) representam modelos pré-treinados,
formados por camadas empilhadas de Transformers. Operam realizando o mapeamento
das palavras do texto em embeddings que sdo submetidos a um cabecote interno de
classificagao [HuggingFace 2018]. O modelo utilizado neste trabalho foi o BERTimbau-
Base [Souza et al. 2020]. A estratégia BERT + Regressdo Logistica explora o modelo
BERT pré-treinado e sem ajuste fino, que € utilizado apenas para a geracao dos em-
beddings, submetidos a um classificador baseado em Regressdao Logistica. Por fim, o
esquema Term Frequency - Inverse Document Frequency [Salton and Buckley 1988] (TF-
IDF) + Regressao Logistica se refere aos experimentos em que os embeddings sao gerados
através da técnica TF-IDF e classificados em sequéncia por Regressao Logistica.

4.1. Geracao de Embeddings

A geracdo de embeddings para os modelos LSTM e BERT envolveu os seguintes passos:

1. Cada palavra do corpus foi indexada por um nimero inteiro tnico (o tamanho do
dicionédrio considerando todos os géneros foi de 78307 palavras);

2. Cada letra de misica foi associada a um vetor de inteiros, cujas componentes
foram definidas pelos indices (em ordem) de suas palavras;

3. Cada vetor foi ampliado com zeros até que se alcancasse a dimensdo daquele
correspondente a letra com a maior quantidade (1996) de palavras, no caso do
LSTM, e truncado ou ampliado com zeros até 512 palavras, no caso do BERT;

4. Cada vetor resultante foi mapeado num vetor real denso de 100 e 768 dimensdes
no caso dos modelos LSTM e BERT, respectivamente. No primeiro, por restri¢des
computacionais. No segundo, por ser um valor comumente utilizado na literatura.

Cabe destacar que tais procedimentos foram realizados por c6digos proprios para
os modelos LSTM, e pela versdo pré-treinada BertTokenizerFast, para o modelo BERT.
Com relacdo as classificagcdes por Regressao Logistica, os embeddings gerados pelo
BERT foram diretamente obtidos através do modelo pré-treinado através de sua versao
SentenceTransformer. A abordagem TF-IDF, para uma melhor comparacao dos resul-
tados, considerou as 768 palavras mais frequentes das musicas, para todos os géneros
musicais.

5. Resultados

Este trabalho foi realizado utilizando a linguagem de programacdo Python e as bibliote-
cas de codigo aberto Pandas [Wes McKinney 2010], Scikit-learn [Pedregosa et al. 2011],
TensorFlow [Abadi et al. 2016] e Keras [Chollet et al. 2015]. Os modelos foram treina-
dos e avaliados através da plataforma “Google Colab”, considerando uma GPU “Tesla
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T4” de 12GB. O desenvolvimento e a avaliacdo dos modelos consideraram a estratégia de
hold-out [Japkowicz and Shah 2011], conforme as divisoes explicitadas na Subsecdo 3.2.

Os hiperparametros dos modelos foram sintonizados de maneira gulosa e consi-
deraram os valores presentes na Tabela 4. Tal sintonia comegou pela LSTM padrio, assu-
mindo B.S = 32, por ser o valor intermediario. A busca pelo melhor niimero de épocas re-
sultouem N E = 5, por early stop. Em seguida, fixando-se este valor, buscou-se o melhor
tamanho do lote, dado por BS = 8. Logo ap6s, passou-se a LSTM com Dropout e, man-
tidos os demais hiperparametros, os melhores resultados foram obtidos com 7'D = 0, 5.
Por fim, a BILSTM com Dropout considerou os valores sintonizados anteriormente. Com
relacdo ao BERT, a sintonia comegou pelo nimero de épocas, fixando-se a taxa de apren-
dizado em LR = 2e — 5. A partir deste ponto, encontrou-se NE = 3 por early stop.
Em seguida, de posse deste valor, buscou-se a melhor taxa de aprendizado, resultando em
LR = 5e — 5. Para os classificadores por Regressao Logistica, todos os hiperparametros
adotados consideraram os valores padroes da biblioteca [Pedregosa et al. 2011].

Tabela 4. Valores avaliados durante a sintonia de hiperparametros para as redes
do tipo LSTM e para o modelo BERT

Hiperparametro Valores para LSTM | Valores para BERT
Numero de épocas (NE) 2,5, 10 2,3,4
Tamanho do lote (BS) 8, 16,32, 64, 128 16
Taxa de Dropout (TD) 0,1, 0,25, 0,5 N3ao se aplica
Taxa de aprendizado (LR) Nao se aplica 2e-5, 5e-5, 1,25e-4

Para todos os modelos, a fungdo-custo utilizada foi a “Entropia Cruzada Ca-
tegdrica” [Goodfellow et al. 2016] e o método de otimizacdo empregado foi o “Adam”
[Kingma and Ba 2015]. Ademais, como a base € balanceada e visando uma comparacao
mais direta com outros trabalhos, a figura de mérito considerada foi a acurécia.

A Tabela 5 sintetiza os resultados obtidos. Cabe observar que as duas aborda-
gens baseadas em BERT apresentaram um desempenho melhor do que as baseadas em
LSTM. Tal fato era em parte esperado, pois o0 BERT é um modelo pré-treinado e mais
complexo, portanto mais hdbil para a captura de nuances semanticas no conteido das
letras. Ademais, em relacao aos modelos LSTM, a técnica de Dropout combinada com
a abordagem bidirecional resultou no modelo de maior acuricia dentre os desta catego-
ria: 52,4%. Numericamente, os ganhos da estratégia de Dropout (~1,6%) se mostraram
bem superiores aos associados ao uso de camadas bidirecionais (~0,6%). Cabe ainda
ressaltar que o tempo de treinamento do modelo bidirecional foi praticamente o dobro
do unidirecional. A abordagem BERT com ajuste fino atingiu a maior acuricia: 61,6%,
valor similar ao percentual de acertos obtido por pessoas ao ouvir amostras de dudio
com uma duracdo de 3 segundos (70%) [Gjerdingen and Perrott 2008] e, com relacdo a
classificacdo a partir do contetido de letras em portugués, superior aos 50% de acertos
reportados em [Guimaraes et al. 2020], mesmo que esse ultimo tenha considerado uma
menor quantidade (7) de géneros.

As acurdcias por género foram 58,4% (forr6), 78,4% (funk), 89,7% (gospel),
47,2% (MPB), 63,7% (pagode), 40,5% (pop-rock), 58,3% (rock), 59,1% (romantico),
55,3% (samba) e 64,4% (sertanejo). Assim, o modelo se mostrou mais acurado para o
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Tabela 5. Resultados obtidos pelos modelos

Abordagem Melhor i Temp(.) de treino Acuréacia
configuragao (minutos) no teste (%)

(comiﬁlls{:a fino) Lf]gV:EE,:e i 5 147,4 61,6
Regre]:sl.f?:){{:gl’stica (Sem ajuste fino) 5,9 54,5
co];ilbs}:xut NETT)&:%%: ; 53,3 52,4
conIlJ ?)rffl)\l/)[out NET735,:%’S5: ; 28,7 51,8
LSTM ]lgg = g 25.9 50.2
RegriféiDI?o;istica (Sem ajuste fino) 0,2 47,3

género gospel, face ao seu vocabuldrio particular. Por sua vez, os maiores erros, 37,9%
e 17,3%, se referem as letras de pop-rock classificadas como rock e vice-versa, respecti-
vamente, o que estd provavelmente associado a similaridade dos vocabularios, conforme
as Tabelas 2 e 3. Outra medida relevante € a razdo entre o total de cangdes corretamente
classificadas em cada género pelo total de cancdes classificadas como pertences a este
género, que foram 58,1% (forrd), 87,4% (funk), 84,8% (gospel), 58,2% (MPB), 60,4%
(pagode), 54,3% (pop-rock), 43,8% (rock), 46,8% (romantico), 63,4% (samba) e 66,6%
(sertanejo). Convém notar que o gospel e o rock obtiveram o segundo maior € 0 menor
entre todos os valores, respectivamente, o que estd em acordo com a discussao ao final da
Secdo 3.

6. Conclusao

Este trabalho propds a criacdo de uma base de dados balanceada, considerando letras de
cangdes em portugués distribuidas em dez estilos musicais, e avaliou métodos de Apren-
dizado Profundo para automatizar sua classificacdo. O modelo BERT superou os demais,
tendo sido atingida uma acuricia de 61,6%, valor préximo ao desempenho humano no
reconhecimento de amostras de dudio com uma duragao de 3 segundos.

Como trabalhos futuros, espera-se refinar os modelos, explorando a sintonia de
outros hiperparametros e a pluralidade de estilos por artista, visto que a rotulagem pelo
seu género mais frequente € uma das limitagdes do estudo presente. Ademais, almeja-
se utilizar técnicas de validagc@o cruzada para uma avaliacdo estatistica mais rigorosa dos
resultados. Considera-se também avaliar o modelo BERTimbau /arge, bem como modelos
baseados na fusao de atributos derivados das letras e dos sinais de dudio das musicas.
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Abstract. This work reports experiments based on the Psychology Implicit As-
sociation Test to identify and quantify biases in a Word Embeding (WE) of the
Portuguese language. For this, we use a GloVe model trained on an Internet
corpus collection. The results show that several common sense and gender
stereotypes can be found in WE. Within the context of professions, we note a
historical sexism, since the identified bias often reflects the statistics of gender
performance in occupation groups in Brazil. The results show discrimination
similar to those of international studies and allow discussing the impact of the
use of language models in our society.

Resumo. Este artigo relata experimentos baseados no Teste de Associacdo
Implicita da Psicologia para identificar e quantificar vieses em um Word Embe-
ding (WE) de lingua portuguesa. Para isso, usamos um modelo GloVe treinado
em uma colegdo de corpus da Internet. Os resultados mostram que diversos es-
tereotipos de senso comum e de género podem ser encontrados no WE. Dentro
do contexto de profissoes, notamos um sexismo historico, pois frequentemente
o0 viés identificado reflete as estatisticas da atuacdo dos géneros em grupos de
ocupagdo do Brasil. Os resultados evidenciam discriminagoes semelhantes aos
de estudos internacionais e permitem discutir sobre o impacto do uso de mode-
los de linguagem em nossa sociedade.

1. Introducao

A discriminacdo de género, também chamada sexismo ou viés de género,
¢ extensamente analisada na drea de Processamento de Linguagem Natural (PLN).
[Sun et al. 2019] classificaram os tipos de discrimina¢do de género no PLN em qua-
tro categorias, sendo: (a) difamagao ou uso cultural ou histérico de termos depreciati-
vos; (b) estereotipagem, que intensifica esteredtipos sociais ja existentes; (c¢) reconheci-
mento, que se refere a despropor¢do ou imprecisio de certo algoritmo em alguma tarefa
de reconhecimento e (d) sub-representacdo, que define a baixa representacdo de certos
grupos. Todas as quatro categorias sao encontradas em modelos de Word Embeddings
(WE). Exemplos de reconhecimento podem ser encontrados em maquinas de traducdo
[Tatman 2017, Prates et al. 2020].

[Prates et al. 2020] mostraram que o Google Tradutor exibe uma tendéncia a tra-
duzir frases como “X € engenheiro”, onde “X” € um pronome neutro de idiomas que
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nao possuem flexdo de género como o Hingaro, para o pronome masculino no inglés.
Tradugdes desse tipo tornam-se mais frequentes quando nas sentencas s@o utilizadas pro-
fissdes com sub-representacdo de mulheres na sociedade. Sao os casos das dreas de
Ciéncia, Tecnologia, Engenharia e Matematica (do inglés STEM). Similarmente, essa
desproporcionalidade de representacdo pode ser vista em modelos de linguagem onde
a probabilidade condicional para profissdes consideradas femininas ou masculinas sdao
maiores para seus respectivos pronomes, amplificando padrdes sexistas.

Ademais, [Suresh and Guttag 2021] demonstraram que modelos de WE podem
apresentar viés histérico, o qual surge quando os sistemas produzem resultados preju-
diciais e discriminatodrios, apesar das medi¢cdes e amostras nos dados terem sido feitas
corretamente, refletindo os dados do mundo real. Em [Caliskan et al. 2017], os autores
mostraram que modelos de WE conseguem captar relacdes implicitas de género, assim
como ocorre nas respostas de participantes do Teste de Associagdo Implicita (IAT, do
inglés) da Psicologia [Greenwald et al. 1998].

O teste IAT segue um paradigma de tempo de reag@o no qual os participantes sao
encorajados a classificar palavras rapidamente e o tempo de resposta observado quanti-
fica a saida do teste. A reproducdo do IAT com WE e PLN usa os mesmos atributos e
palavras-alvo do trabalho original. No entanto, em vez de usar o tempo de resposta para
a associacdo de palavras, usam a similaridade entre os vetores que as representam.

Além dos trabalhos que avaliam sexismo na lingua inglesa usando PLN
e modelos de WE, diversos trabalhos relacionados tém sido propostos em ou-
tras linguas tais como a chinesa [Chen et al. 2022, Lietal. 2022, Jiang et al. 2023,
Qin et al. 2023], espanhola [Torres Berru et al. 2023], alema [Wagner and Zarrie3 2022],
filipina [Gamboa and Justina Estuar 2023], linguas africanas [Wairagala et al. 2022] e
linguas indigenas [Hansal et al. 2022].

Carecem estudos sobre sexismo na lingua portuguesa, mesmo com a
disponibilizacdo de diversos modelos de WE por [Hartmann et al. 2017] ainda em 2017.
Assim, inspirado no trabalho de [Caliskan et al. 2017] e dando continuidade ao traba-
lho iniciado em [Taso et al. 2023], este artigo tem como objetivo verificar a existéncia
de vieses de gé€nero por estereotipagem e sub-representacao, utilizando metodologias si-
milares as que foram empregadas em [Caliskan et al. 2017, Greenwald et al. 1998], mas
utilizando um dos modelos de WE criados por [Hartmann et al. 2017]. Deve-se ainda ana-
lisar a relag@o dos vieses sexistas encontrados em profissdes tradicionais com a propor¢ao
de mulheres no mercado de trabalho nacional.

Como resultado, este trabalho valida uma metodologia de identificacao de vieses
para WE da lingua portuguesa, apresentando associacdes estereotipadas e, no caso da
area profissional, sua relacio com dados do mundo real. Adicionalmente, também abre
caminho para o uso da metodologia no diagndstico de outros tipos de discriminagao.

2. Testes de associacao implicita

O Teste de Associagcao Implicita (IAT) € um instrumento da Psicologia utilizado
para quantificar o posicionamento de pessoas de maneira indireta, tal como o nome su-
gere. O seu uso € indicado em pesquisas onde os participantes ndo devem ou ndo querem
expressar suas opinides, mas as evidenciam ao associarem em tempos muito distintos
pares de conceitos que consideram similares ou opostos [Greenwald et al. 1998].
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Os criadores do IAT usaram o teste para comprovar alguns vieses humanos.
Durante os experimentos, os participantes deviam associar dois conceitos, tais como
flores e insetos, a um atributo, tal como agraddvel. Notaram-se tempos de resposta
menores quando os envolvidos tiveram que classificar, por exemplo, um tipo de flor
como agraddvel e um tipo de inseto como desagraddvel do que quando foram soli-
citados a fazer a classificacdo com os objetos trocados (flores como desagradéveis e
insetos como agradaveis). O fato de um emparelhamento ser mais rdpido indicaria
que as partes envolvidas estdo relacionadas no cognitivo dos individuos. Essa pre-
missa motivou o uso do IAT para identificar e quantificar preconceitos étnicos e de es-
teredtipo [Kiefer and Sekaquaptewa 2007, Nosek BA 2002].

2.1. WEAT

Word Embedding Association Test (WEAT) € um método variante do IAT, pro-
posto para o diagndstico de vieses em WE [Caliskan et al. 2017]. O WEAT assume que
a similaridade por cosseno, métrica frequentemente utilizada para medir a semelhanca
semantica entre palavras representadas no espaco vetorial, é andloga ao tempo de reacdo
do IAT, isto é, quanto menor o tempo de decisdo, maior a proximidade semantica.

Em cada teste WEAT ha dois conjuntos de palavras-alvo e dois conjuntos de atri-
butos. Verifica-se entdo se o primeiro conjunto de palavras-alvo estd mais associado ao
primeiro conjunto de atributos e se o segundo conjunto de palavras-alvo estd mais asso-
ciado ao segundo conjunto de atributos. A hipétese nula € que ndo existe diferenca de
similaridade entre os conjuntos e seus respectivos atributos. O valor-p é utilizado para
testar esta hipétese por meio do teste de permutacgdo, e verificar a possibilidade de rejeitar
a hipétese nula, ou seja, quanto menor o valor-p, maior a chance de rejei¢dao. O valor-p de
10~2 foi mantido para rejeitar a hip6tese assim como sugerido por [Caliskan et al. 2017].

Mais formalmente, considere o conjunto W' = X UY’, onde X e Y sdo conjuntos-
alvo de uma associacdo. Considere A e B seus respectivos conjuntos de atributos. A
diferenca entre as médias (1) de similaridade entre uma palavra-alvo w, onde w € W, e
os conjuntos de atributos A e B é dada pela Equacido 1:

s(w, A, B) = pigea {cos(W,d@)} — ppep {cos(w,b)} . (1

Para exemplificar a Equagdo 1, considere X = {rosa, azaléia, orquidea} o con-
junto de palavras de flores, Y = {formiga, pulga, mosca} o conjunto de insetos, A =
{paz, paraiso, arco-iris} o conjunto de palavras que denotam o conceito de agradavel
e B = {fedor, veneno, agonia} o conjunto de palavras que denotam o conceito desa-
graddvel. A equag@o para w = rosa pode ser lida da seguinte forma: s(w, A, B) repre-
senta a média do cosseno entre rosa e todos os conceitos agradaveis de A menos a média
do cosseno entre rosa e todos os conceitos desagradaveis de B. A mesma logica pode ser
utilizada paraw € Y.

O effect size d, medida que determina o tamanho da significAncia entre os
conjuntos-alvos e seus respectivos atributos, é dado pela Equacdo 2, onde o denota o
desvio padrao:

d— Haex {8(1‘7A, B)} — Hyey {S(y,A, B)} .

2
OweXUYy {S(U),A, B)} ( )
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A medida da associacdo diferencial de dois conjuntos de palavras-alvo com os
atributos € dada pela Equacao 3:

s(X,Y,A,B) =) s(z,A,B) =) s(y.A B). (3)

zeX yey

Por fim, o valor-p, medida estatistica para determinar a probabilidade da signi-
ficancia do valor d para os conjuntos e seus atributos é dado pela Equacdo 4. Nela,
os valores {(X;,Y;)}; representam a unido dos conjuntos X e Y distribuidos aleatoria-
mente. A equacao retorna o valor-p aproximado utilizando dez mil iteragdes com fungio
de distribui¢ao normal:

p="Pr;[s(X;,Y;, A, B) > s(X,Y, A, B)|. 4)

No estudo de [Caliskan et al. 2017] sdo usados os mesmos conjuntos de palavras
adotados em [Greenwald et al. 1998] para a anélise de um modelo GloVe treinado em
textos encontrados na rede mundial de computadores. Naquele trabalho, todos os vieses
linguisticos descritos no artigo original sdo também identificados, incluindo preconceitos
raciais e de género. Por esse motivo, os proponentes do WEAT argumentaram que as
associacdes nos vetores de representacdo dos WE ndo poderiam existir por casualidade e
que seriam reflexo da perspectiva cultural da populagdo.

A relevancia académica do trabalho de [Caliskan et al. 2017], aboa documentacao
dos experimentos realizados e a consolida¢do das métricas em trabalhos posteriores tor-
naram oportuna a valida¢do da metodologia em modelos ainda pouco estudados, como de
WE em portugués.

2.2. WEFAT

Word Embedding Factual Association Test (WEFAT) € um teste de associacao
implicita também proposto por [Caliskan et al. 2017]. Ele busca extrair informagdes
empiricas sobre o0 mundo dentro de modelos de WE. Para isso, consideram-se, assim
como no WEAT, um conjunto de palavras-alvo W e dois conjuntos de atributos A e B
como definidos pela Equacao 2.

Observe que o WEAT € usado para verificar se existem diferencas entre conjuntos
de palavras-alvo em termos de sua similaridade relativa com conjuntos de atributo. Com
o WEFAT, uma propriedade factual que pode ser valorada € associada a cada palavra-alvo
e se deseja testar se os vetores correspondentes as palavras-alvo incorporam o conheci-
mento dessa propriedade, isto é, se é possivel extrair ou prever a propriedade dado o vetor.
Assim, o valor do WEFAT ¢ utilizado para verificar a correlagdo com as informacdes do
mundo real que foram informadas.

[Caliskan et al. 2017] utilizaram o WEFAT para mostrar que a representacdo de
profissdes em WE de lingua inglesa embutem conhecimento sobre a composi¢ao da forca
de trabalho em ocupagdes nos Estados Unidos, ou seja, os esteredtipos de profissao en-
contrados no WEAT apresentavam alta correlagdo com a proporcdo de mulheres atuantes
naquela atividade. Neste trabalho, usaremos o teste para o0 mesmo objetivo dentro do
contexto brasileiro e da lingua portuguesa.
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3. Procedimentos metodologicos

A metodologia seguida neste trabalho é consolidada na literatura no contexto ame-
ricano e da lingua inglesa. Para realizar experimentos no cendrio brasileiro, foi preciso
escolher um modelo de WE em portugués que ja tivesse sido validado pela comunidade
de PLN e contivesse um numero suficiente de tokens para validar palavras nos mais va-
riados escopos. Além disso, foram necessarias adaptacdes nas métricas adotadas para
contemplar a marcacdo de género nas palavras.

3.1. Escolha do modelo

O modelo GloVe com 300 dimensdes, avaliado por [Hartmann et al. 2017], de-
monstrou ter um bom desempenho em tarefas de analogias de sintaxe e semantica. Ele é
formado pela jun¢do de diferentes corpus, em portugués brasileiro e europeu, tendo mais
de 1,2 bilhdo de tokens e sendo amplamente utilizado para diversos tipos de aplicacdes
[Grave et al. 2018, Fortuna et al. 2019, Garcia and Berton 2021, Silva et al. 2020]. Di-
ante de seu bom resultado e uso no trabalho de [Caliskan et al. 2017], o modelo GloVe
foi escolhido para ser usado na andlise de discriminacdo de género em portugués.

3.2. Associacoes

Seis associacOes sdo analisadas: Flores vs Insetos, Instrumentos vs Armas, Car-
reira vs Familia, Matemdtica vs Artes, Ciéncia vs Artes, e Atuacoes Femininas vs
Atuagoes Masculinas. As duas primeiras fazem parte do grupo de associacdes univer-
salmente aceitas como agradédveis ou desagradaveis. Elas servem principalmente para
validar o WEAT em assuntos neutros, sobre os quais nao ha nenhuma questio social a
ser discutida. As demais associagdes contém supostos vieses de género e empregam 0s
seguintes grupos de atributos:

¢ Termos Femininos: feminino, mulher, menina, irma, ela, dela, delas, filha;
¢ Termos Masculinos: masculino, homem, menino, irmao, ele, dele, deles, filho.

Todas as associagdes, exceto as relacionadas a carreiras e areas de atuagdo profis-
sional, foram traduzidas de [Caliskan et al. 2017] para a lingua portuguesa.

Para que o WEAT verificasse a existéncia de viés em profissoes, foram construidos
dois conjuntos de areas de atuagdo. Atuagoes Femininas e Atuagbes Masculinas referem-
se, respectivamente, as dreas de atuacdo com maior € menor propor¢do de mulheres no
mercado de trabalho brasileiro de acordo com pesquisas de 6rgdos oficiais do Brasil'.
Esses conjuntos apresentam a seguinte formacao?:

* Atuacoes Femininas: culindria, artes, educacao, psicologia, pedagogia, enferma-
gem, assisténcia, estética, limpeza, farmdcia, jornalismo, biblioteconomia, gas-
tronomia, comunicagao, literatura, sociologia, antropologia, nutri¢cdo, fisioterapia,
musica;

» Atuacoes Masculinas: atletismo, pesca, mecanica, comércio, inddstria, agro-
pecudria, ciéncia, economia, engenharia, fisica, medicina, diretoria, construcao,
administracdo, biologia, policia, geréncia, aviagdo, computacgao, direito.

"nttps://bit.ly/3X3jhZnw, https://bit.1ly/46dBzp5
20s dados e cédigos utilizados nos experimentos estdo disponiveis em https://github.com/
nandayot /WEAT-WEFAT.
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3.3. Grupos ocupacionais

Para os experimentos com o WEFAT, foi criado um conjunto com 104 profissoes
cadastradas na Classificagdo Brasileira de Ocupagdes (CBO) agrupadas em 35 catego-
rias ocupacionais de acordo com a similaridade de atuagdo. Paralelamente, obteve-se a
propor¢ao de mulheres atuantes em cada grupo, de acordo com dados do Instituto Bra-
sileiro de Geografia e Estatistica (IBGE) de 2018 e outras institui¢des. Um exemplo de
grupo ocupacional € o “Especialistas em métodos pedagdgicos” , o qual apresenta 88%
de mao de obra feminina. Nele constam profissdes tais como pedagoga, psicopedagoga,
fonoaudidloga e educadora.

4. Resultados

Os resultados foram divididos em duas categorias, onde se discute primeiramente
o teste WEAT e, em seguida, o teste WEFAT.

4.1. WEAT

Na Tabela 1 sdo apresentados os resultados dos testes WEAT. Os valores obtidos
para d apontam para vieses em todos os grupos de associacdo, indicando que os con-
juntos de palavras-alvo possuem significativas diferencas de similaridade de acordo com
os diferentes grupos de atributos®. Portanto, para todos os resultados, o 1° conjunto de
palavras-alvo estd mais associado ao 1° conjunto de atributos assim como o 2° estd mais
associado ao 2° conjunto de atributos.

Tabela 1. Resultados do teste WEAT. “A vs D” representam Agradavel vs Desa-
gradavel e “TM vs TF” Termos Masculinos vs Termos Femininos.

Palavras-alvo Atributos R§SUIta20

Flores vs Insetos AvsD 0,87 1073
Instrumentos vs Armas AvsD 0,91 1074
Carreira vs Familia T vsTF 1,62 107*
Matematica vs Artes TMvsTF 1,38 1073
Ciéncia vs Artes TMvsTEF 0,86 102
Atuacdes Masculinas vs Atuagdes Femininas TMvsTF 0,93 1073

Foi possivel identificar vieses universais nas associagoes Flores vs Insetos e Ins-
trumentos vs Armas. Dessa maneira, o WEAT esté validado para relacdes assumidamente
fortes, onde ndo ha necessidade de discussdo sobre posicionamentos, e abre espaco para
a andlise de de associagdes que evidenciam discriminagdo de género.

Os grupos Carreira vs Familia e Matemdtica vs Artes foram os que obtiveram os
maiores effect size (d), com valores maiores do que os obtidos para os grupos de vieses
universais. Esse resultado demonstra a existéncia de profundos esteredtipos de género
no campo de ocupagdes, com uma grande forca de associacdes entre os conceitos e seus
atributos. Assim, palavras tais como executivo € carreira estariam mais associadas a
termos masculinos e palavras tais como casa e filhos, a termos femininos.

3Segundo [Caliskan et al. 2017], valores de d maiores que 0,8 indicam grande diferenca de associacdo.
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Ainda no contexto de profissdes, notou-se uma clara associacdo das Atuacoes
Masculinas com termos masculinos e das Afuagdes Femininas com termos femininos.
Todos os vieses de género identificados colaboram na perpetuacao de discriminagdo, prin-
cipalmente contra as mulheres que, na sociedade atual, ainda sdo associadas a papeis re-
lacionados a familia, artes ou a profissdes estereotipadas que envolvem, em sua maioria,
cuidados e educacdo.

Todos os grupos obtiveram valores-p suficientes para refutar a hipétese de que
ndo ha diferenca de associacdes entre os conjuntos-alvos. Dessa maneira, conclui-se
que no WE utilizado identificam-se relacdes inquestiondveis, assim como associacdes
carregadas de esteredtipos de género. Os resultados vao ao encontro dos relatados em
[Caliskan et al. 2017].

4.2. WEFAT

O teste WEFAT foi alterado para satisfazer as particularidades linguisticas da
lingua portuguesa, na concordancia de género das palavras. Considere 17} e palavras de
profissdes com flexdo de género feminino e masculino, respectivamente (ex: advogada-
advogado) e A e B os conjuntos de palavras que denotam os respectivos géneros (Ter-
mos Femininos e Termos Masculinos, respectivamente). A nova férmula para o calculo
da diferenca entre as médias de similaridade entre palavras-alvo e atributos € dada pela
Equacao 5:

— — _ NaGA{COS(p—J">7 6)} - ,ubeB{COS<p_>m7 b)}
S(pfapmaAaB) - g . (5)
U;ceAuB,weFuM{COS(wa :I:)}
A Figura 1 ilustra a correlagdo entre a forca de associacdo média de cada grupo

ocupacional com a propor¢ao de mulheres atuantes nele. O coeficiente de Pearson obtido
foi de 0, 86.
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Figura 1. Relacao entre a proporcao de mulheres em ocupacoes no mercado de

trabalho e a média de valores do teste WEFAT para ocupac6es com termos
femininos e masculinos. Coeficiente de correlacao de Pearson p = 0,86.
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Observa-se que grande parte dos valores WEFAT estdo abaixo do eixo z, indi-
cando baixa forca de associacdo com os termos femininos. De fato, muitas profissoes,
apesar de possuirem forte atuacao de mulheres, possuem embeddings fracamente associ-
ados com termos femininos, o que pode indicar baixa co-ocorréncia dessas palavras com
estes termos dentro do modelo. A andlise das frequéncias de palavras em embeddings
feita por [Caliskan et al. 2022] corrobora essa hipdtese. Os autores quantificaram o viés
de género em grupos de 100, 1000, 10000 e 100000 mil palavras mais frequentes no mo-
delo de lingua inglesa e puderam verificar que 77% das mil palavras mais frequentes estdo
mais associadas a termos masculinos do que femininos.

Nota-se que a replicacdo do WEFAT consegue captar caracteristicas reais do
mercado de trabalho feminino no Brasil com um nivel significativamente positivo de
correlacao.

5. Conclusoes

Considerando que a Inteligéncia Artificial compreende a linguagem humana a par-
tir de textos do mundo real, espera-se que os modelos de aprendizado gerados apresentem
preconceitos encontrados nas sociedades onde os corpus se originaram. Tratando dessa
hipétese, [Caliskan et al. 2017] mostraram que vieses universais, raciais e de género exis-
tem em WE da lingua inglesa treinados em corpus obtidos na Internet. Para isso, os auto-
res validam uma metodologia que utiliza duas novas métricas, WEAT e WEFAT, baseadas
no Teste de Associacao Implicita da Psicologia.

Neste trabalho, estendemos a proposta de [Caliskan et al. 2017] para o contexto
brasileiro. Foi utilizado um modelo de Aprendizado de Maquina puramente estatistico
treinado em diversos corpora com textos de paginas da Internet. As andlises incluiram
associagdes neutras, tidas como universais, assim como associagdes de género, dentro do
contexto de profissoes.

Os resultados mostraram a existéncia dos mesmos vieses humanos identificados
em [Caliskan et al. 2017]. Além disso, é possivel identificar vieses histéricos no ramo de
profissdes do Brasil. Assim, concluimos que o uso de similaridade por cosseno € uma
boa aproximacdo para a associa¢ao implicita de conceitos também na lingua portuguesa.
Nosso trabalho é a continuagdo do estudo iniciado em [Taso et al. 2023], sendo ambos
pioneiros na detec¢ao de vieses de dados no contexto brasileiro.

Criticas sobre o uso de associacdes e pares de gé€nero existem e devem ser le-
vadas em consideracdo nas andlises e discussdes, mas reconhecemos que outras alter-
nativas que contrapdem as métricas utilizadas ainda ndo sdo unanimidade dentro da
area [Ethayarajh et al. 2019, Gonen and Goldberg 2019, Zhang et al. 2020]. Possiveis
solugcdes para a mitigacdo de esteridtipos em WE devem ser pensadas para os proximos
trabalhos. Também propomos analisar outros tipos de modelo, assim como tratar diferen-
tes tipos de discriminagdo e tragar a interseccionalidade entre eles.

A contribui¢do deste trabalho extrapola os limites da Computag¢dao. Entendemos
que a interdisciplinaridade deve ser utilizada para abrir o escopo sobre como 0 sexismo
em PLN pode ser entendido por meio de estudos da Sociolinguistica e Ci€ncias Sociais
[Blodgett et al. 2020]. Além disso, o estudo sobre como aplicacdes de PLN impactam as
comunidades que as utilizam deve ser essencial para os objetivos de pesquisa.
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Abstract. Part of speech tagging is a process that seeks to identify the gram-
matical classes of words and symbols (tokens) in a sentence. For Brazilian
Portuguese, there is a variety of approaches using corpora of the journalistic
genre with different tagsets. In this paper, we present results better than the
current state of the art, investigating tagging methods and evaluating their abi-
lity to perform multi-genre analysis in corpora of journalistic, academic and
user-generated content genres. To do so, we use the Universal Dependencies
model. Finally, we present a qualitative assessment of the systematic tagging
errors made in the process.

Resumo. A etiquetagem morfossintdtica é um processo que busca identificar
as classes gramaticais de palavras e simbolos (tokens) em uma sentenga. Para
o portugués brasileiro, hd uma variedade de trabalhos utilizando corpora de
género jornalistico com diferentes conjuntos de etiquetas. Neste artigo, apre-
sentamos resultados que superam o estado da arte atual, investigando métodos
de etiquetagem e avaliando sua capacidade de andlise multigénero em cor-
pora dos géneros jornalistico, académico e de “user-generated content”. Para
tanto, usamos o modelo “Universal Dependencies”. Por fim, apresentamos uma
avaliagcdo qualitativa dos erros sistemdticos cometidos pelo modelo.

1. Introducao

A drea de Processamento de Linguas Naturais (PLN) busca automatizar tarefas que en-
volvam a interpretacdo e a geracao de lingua natural [Jurafsky e Martin 2009]]. Em varias
dessas tarefas, faz-se necessario utilizar caracteristicas linguisticas dos documentos, como
as classes gramaticais de palavras e simbolos (ou etiquetas morfossintaticas dos fokens —
do inglés, part of speech tags) e a estruturacdo sintdtica das sentencgas.

Apesar da dominancia atual das abordagens neurais e dos grandes modelos
de lingua, que na maioria das vezes processam textos em suas formas originais sem
anotacdo linguistica sofisticada, hd muitas evidéncias da importincia de informacdes
linguisticas em PLN. Por exemplo, [Lin et al. 2021]] combinam etiquetas morfossintaticas
com representacoes vetoriais para aprimorar um analisador de opinides baseado em aspec-
tos. [Zhao et al. 2019]], na frente de sumariza¢ao automatica, demostram a importancia
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de utilizar informagdes lexicais e de etiquetas morfossintdticas em conjunto com meca-
nismos de atencdo. [Cabral et al. 2022]], por sua vez, fazem uso desses conhecimentos
no desenvolvimento de um sistema de extracdo de informacdo aberta para o portugués.
[Garimella et al. 2019], em um estudo socio-linguistico, demonstram que ha diferencas
gramaticais em textos escritos por homens e mulheres.

Motivadas pela importancia desse tipo de conhecimento em PLN, hd vérias ini-
ciativas cldssicas e mais recentes para o desenvolvimento de recursos e ferramentas
relacionados para o processamento computacional da lingua portuguesa. Pode-se ci-
tar, por exemplo, a amplamente conhecida Floresta Sintd(c)tica [[Afonso et al. 2002
e o treebank Porttinari [Pardo et al. 2021], o léxico de lingua geral Portilexicon-
UD [Lopes et al. 2022], o etiquetador morfossintatico LX-Tagger [Branco e Silva 2004
e o etiquetador do estado da arte de [Fonseca etal. 20135] treinado com o corpus de
referéncia Mac-Morpho [Aluisio et al. 2003]], assim como o conhecido parser PALA-
VRAS [Bick 2000]], entre muitas outras pesquisas relevantes.

Visando a contribuir nesta frente e avancar a fronteira do conhecimento, este artigo
foca na tarefa de etiquetagem morfossintatica para o portugués, mas trazendo ambigdes
maiores. Por um lado, sdo investigados métodos variados e do estado da arte para con-
juntos de dados de referéncia em portugués, avaliando-se a capacidade de andlise mul-
tigénero dos métodos. Objetiva-se, com isso, o desenvolvimento de um etiquetador de
alta acuracia e de amplo uso, possibilitando o desenvolvimento de aplicacdoes de PLN
mais robustas. Para tanto, utilizam-se os corpora Porttinari [Pardo et al. 2021]], DANTES-
tocks [[D1 Felippo et al. 2021]] e PetroGold [Souza et al. 2021]], dos gé€neros jornalistico,
gerado por usudrio (do inglés, User-Generated Content - UGC) e académico (do dominio
de dleo e gas), respectivamente. Por outro lado, explora-se o modelo Universal Depen-
dencies (UD) [de Marneffe et al. 2021]], de ampla aceitacdo, inclusive para o portugués
[Rademaker et al. 2017]]. Mostramos que nossos melhores resultados ultrapassam 99%
de acuricia e que € possivel produzir um etiquetador morfossintatico multigénero de alta
acurdcia, superando o estado da arte. Mais do que isso, na andlise qualitativa realizada,
evidencia-se que muitos dos erros remanescentes sdo linguisticamente plausiveis.

O restante desse trabalho estd organizado como segue. Na Segédo 2] os trabalhos
relacionados sdo sucintamente apresentados. Na Secdo[3] os corpora utilizados sdo intro-
duzidos. Os experimentos realizados e os resultados atingidos sdo relatados nas Segdes 4]
ef5} Por fim, a Se¢do[6] conclui esse trabalho.

2. Trabalhos relacionados

Ha vérios trabalhos em etiquetagem morfossintatica para o portugués, dos quais desta-
camos alguns. [Fonseca et al. 2015]] utilizam uma rede neural com representagdes veto-
riais das palavras e atributos linguisticos adicionais (como capitalizacdo e sufixos) para
prever suas etiquetas. Os autores utilizam diferentes versdes do corpus jornalistico Mac-
Morpho [Aluisio et al. 2003]), atingindo 97, 57% de acurdcia (ou seja, a propor¢ao de fo-
kens corretamente classificados). Utilizando o mesmo corpus, [de Sousa e Lopes 2019]]
avaliam as Redes Neurais Recorrentes (RNRs) bidirecionais com representacdes veto-
riais em nivel de palavra e caractere. Essa abordagem alcangou 97,36% de acuricia.
[Domingues 2011]] apresenta um etiquetador que utiliza o aprendizado baseado em
transformacoes para os géneros jornalistico e académico. Foram utilizados um 1éxico
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Tabela 1. Exemplos dos corpora selecionados

Corpus Exemplo

Porttinari-base = Foram/AUX avaliados/VERB 5.281/NUM municipios/NOUN ,/PUNCT ou/CCONJ
95/NUM %/SYM de/ADP o/DET total/NOUN de/ADP 5.569/NUM existentes/ADJ
em/ADP o/DET Brasil/NOUN ./PUNCT

DANTEStocks BBAS3/PROPN comprar/VERB por/ADP R$/SYM 20,05/NUM indicado/VERB
em/ADP 27/02/2014/NUM 10:41/NUM http://t.co/zJRs3Eeyz9/SYM

PetroGold Segundo/ADP  Luiz/PROPN &/PROPN  Silva/PROPN (/PUNCT 1995/NUM
)/PUNCT estas/DET fei¢cdes/NOUN definem/VERB a/DET maioria/NOUN de/ADP
0os/DET lineamentos/NOUN em/ADP mapas/NOUN magnéticos/ADJ ./PUNCT

para o tratamento de nomes proprios, regras manuais € a saida de outros dois etiquetado-
res disponiveis na literatura. Além do Mac-Morpho, o trabalho também utilizou o Bosque
(que integra a Floresta Sintd(c)tica) para o género jornalistico. Para o género académico,
utilizou a Selva Cientifica (também parte da Floresta Sintd(c)tica). A avaliagdo apre-
sentou acuracias de 98,06%, 98,30% e 98,07%, respectivamente. Outros trabalhos ba-
seados em RNRs e com uso de diferentes representacdes vetoriais alcangaram alto de-
sempenho no corpus Bosque. Destacam-se o UDPipe 2 [Straka 2018, com 96, 37% de
acurdcia, o CNCSR [Heinzerling e Strube 2019, com 98, 1%, e o Stanza [Qi et al. 2020],
com 97,04%. Por fim, destaca-se o trabalho de [Bohnet et al. 2018]], que utiliza a técnica
de Meta-BILSTM, com a premissa de que o uso de diferentes representagdes vetoriais
pode contribuir para o desempenho na tarefa. O modelo alcangou 98, 11% de acuracia no
corpus Bosque.

Os conjuntos de etiquetas morfossintdticas (tagsets) variam nos diferentes traba-
lhos. Os trabalhos mais recentes fazem uso do fagset do modelo Universal Dependencies
(UD) [de Marnefte et al. 2021l], composto por 17 etiquetas. As classes abertas sdo repre-
sentadas pelas etiquetas ADJ, ADV, INTJ, NOUN, PROPN e VERB; as classes fechadas
sao ADP, AUX, CCONIJ, DET, NUM, PART, PRON e SCONIJ; h4 também as etiquetas
para outros casos, como PUNCT, SYM e X. O modelo UD ja é adotado por mais de
100 linguas, contando com aproximadamente 200 treebanks catalogados. Esse modelo
tem tido grande aceitacdo em fun¢do de sua proposta de “universalidade”, com aplicacao
para linguas tipologicamente diferentes, ja tendo passado por algumas versdes. Como
comentado anteriormente, este trabalho também se filia ao modelo UD.

3. Corpora

Neste trabalho, foram utilizados trés corpora de géneros diferentes, anotados manual-
mente segundo o modelo UD. Para o género jornalistico, foi utilizada a por¢ao “base”
do treebank Porttinari [Pardo et al. 2021]], com noticias do jornal Folha de Sao Paulo.
A porcido “base” € a semente com base na qual o restante do treebank foi anotado.
Para o género de UGC, adotou-se o corpus DANTEStocks [D1 Felippo et al. 2021]], que
contém tweets do mercado financeiro. Contemplando o género académico, o corpus Pe-
troGold [Souza et al. 2021]] apresenta uma coletanea de textos da drea de 6leo e gés, pro-
venientes de teses, dissertacdes e monografias. Na[Tabela I| para evidenciar os desafios
da tarefa, € possivel visualizar um exemplo manualmente anotado de sentenga ou tweet

de cada corpus (a etiqueta morfossintética € separada dos fokens pela barra).
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A mostra o total de sentencas e fokens de cada corpus. E possivel obser-
var que o corpus DANTEStocks tem uma quantidade menor de fokens quando comparado
aos corpora Porttinari-base e PetroGold. Ressalta-se que os corpora DANTEStocks e
Porttinari-base originalmente nao possuem a divisdo em conjuntos de treino, validacdo e
teste. Dessa forma, para fins de avaliacdo e comparagao justa entre métodos, foi realizada
essa divisdo com a amostragem aleatoria, utilizando a propor¢éo de 10% para validagio e
20% para o conjunto de teste, resultando nos nimeros mostrados na tabela.

Tabela 2. Estatisticas dos corpora utilizados

Corpus Género Treino Validagdo Teste Sentencas | tokens
Porttinari-base  Jornalistico  5.894 585 1.668 8.420 168.400
DANTEStocks UGC 2.833 413 802 4.048 81.048
PetroGold Académico  8.054 447 445 8.946 250.905

E interessante notar dois pontos adicionais sobre os corpora selecionados.
Em primeiro lugar, eles contém textos bastante diferentes entre si, tanto em género
quanto dominio. Isso € importante para o teste que este artigo se propde a fa-
zer, de avaliar a capacidade multigénero dos métodos. Em segundo lugar, hd ou-
tros corpora que sao anotados com UD e disponibilizados publicamente, como o Bos-
que [Rademaker et al. 2017, o CINTIL [Branco et al. 2022[] e o PUD (Parallel Universal
Dependencies) [Zeman et al. 2017/l], mas que foram preteridos por nao seguirem diretrizes
de anotacdo similares e ndo conterem apenas textos em portugués brasileiro. Os trés cor-
pora selecionados, além de serem para o portugués brasileiro, fazem parte de um esforco
nacional de estudo e uniformizagdo de UD para o portuguéﬂ Dessa forma, hd menos
variaveis envolvidas nos experimentos realizados.

4. Experimentos

A experimentagdo foi dividida em duas etapas. A primeira consistiu em avaliar diferentes
técnicas de etiquetagem no corpus jornalistico, o Porttinari-base. Em seguida, aplicou-se
no contexto multigénero a técnica de melhor desempenho, considerando entdo os demais
corpora. Essa estratégia visou a otimizar a sequéncia de testes necessarios.

4.1. Técnicas de etiquetagem morfossintatica

Foram selecionadas sete técnicas/modelos de etiquetagem morfossintdtica para a
avaliacdo no corpus Porttinari-base, sendo esta selecdo feita com base na representati-
vidade e no desempenho dessas técnicas na literatura.

O primeiro modelo, UDPipe 2 [Straka 2018], foi avaliado com o tamanho de lotes
(batch size) de 128 amostras, com um treinamento de 16 épocas, onde, nas primeiras 8
épocas, ¢ utilizada a taxa de aprendizagem de 1072, e de 10~ nas demais. Como modelo
de lingua, foi utilizado o BERTimbau [Souza et al. 2020]].

O Stanza [Q1 et al. 2020] possui um médulo de etiquetagem morfossintitica que
utiliza redes Bi-LSTM para a classificacao. Para este modelo, foi utilizado o tamanho em
lotes padrdo de 5.000, taxa de aprendizagem de 1073 e nlimero méaximo de atualizagdes
de etapas de gradiente de 1.000.

lhttps://sites.google.com/icmc.usp.br/poetisa
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O terceiro modelo, Meta-BiLLSTM [Bohnet et al. 2018J], foi treinado com o tama-
nho de lotes de 40.000 para o modelo em nivel de palavras e 80.000 para o modelo em
nivel de caracteres. A taxa de aprendizagem é de 2 x 1073, com 3 camadas ocultas com
400 neurdnios cada. O modelo utiliza representacdes estaticas em nivel de palavra, obti-
das do Skip-gram do Word2Vec com dimensao 300 [Hartmann et al. 2017].

Outra técnica foi a CNCSR [Heinzerling e Strube 2019], que se baseia no uso de
representacdes vetoriais em nivel de palavra e caractere com rede Bi-LSTM. Foram uti-
lizadas as representacdoes em nivel de caractere e subpalavra, sendo elas combinadas por
meio de uma rede RNR meta. O modelo foi treinado com tamanho de lotes de 64, nimero
de épocas minimo de 50 e maximo de 1.000, taxa de aprendizagem de 10, tamanho de
vocabuldrio de 100.000 e taxa de dropout de 0, 2. O modelo em nivel de caractere possui
representacdo vetorial de tamanho 50 e camada oculta com 256 neurdnios; os modelos de
subpalavra e meta possuem o mesmo nimero de neurdnios na camada oculta.

Além destes modelos, foram realizados experimentos com trés diferentes mo-
delos de lingua em conjunto com etapas de ajuste fino. Dessa forma, sdo utiliza-
das as representagOes da primeira subpalavra de cada token da sentenca de entrada
para detectar a classe gramatical. Foram utilizados os modelos de lingua BERTim-
bau [Souza et al. 2020]], DeBERTa-v3 [He et al. 2021]] ¢ XLM-R [[Conneau et al. 2020)]].
Para os trés modelos, foram utilizados os seguintes hiper-par@metros: maximo de 30
épocas, taxa de aprendizagem de 2x 107° e weight decay rate de 0, 01, que é um pardmetro
do otimizador AdamW [[Loshchilov e Hutter 2019]]. Os modelos BERTimbau e XLLM-R
utilizaram tamanho de lotes de 32 e, para o DeBERTa-v3, foi utilizado tamanho 16.

O procedimento experimental conta com a realizacdo de 10 execug()esﬂ de treina-
mento no conjunto de treino do corpus Porttinari-base, para, entdo, realizar a comparacao
entre os modelos e realizacdo de testes de hipétese para identificar diferengas estatisti-
camente significativas na acurdcia. O teste Anova [Fisher 1992]] com post hoc de Tu-
key [Tukey 1949] foi selecionado para realizar esta avaliacdo. O teste Anova avalia se
existem diferencas significativas entre as médias de dois ou mais grupos. Se identificada
tal diferenca, o teste de Tukey € aplicado para determinar quais 0s grupos que possuem
médias significativamente distintas entre si, com correcao para multiplas testagens.

4.2. Resultados

A apresenta os resultados da avaliacdo da etiquetagem morfossintatica no cor-
pus jornalistico. Sao apresentadas a acurdcia média e a Medida-F Macro média das 10
execucdes de experimentos para cada abordagem avaliada, além dos respectivos desvios
padrdes. E possivel observar que os métodos baseados em RNRs possuem desempenho
inferior aos métodos baseados em modelos de lingua com ajuste fino, tanto em termos de
acurécia quanto em Medida-F macro. Além disso, a abordagem com o BERTimbau possui
o maior valor absoluto médio para acuricia e Medida-F Macro. Os modelos DeBERTa-v3
e XLM-R possuem valores proximos. As diferencas observadas com relacdo a acuricia
foram significativas (Anova Z(70,69) ~ 890, p = 6e — 59), com nivel de confianca de
95%). Em analise par-a-par, as diferengas observadas foram significativas para todos os
pares, exceto para BERTimbau x DeBERTa-v3 e XLM-R x DeBERTa-v3.

2Cada experimento utilizou o mesmo conjunto de treinamento, com variacio na semente aleatéria que
¢ utilizada na inicializag¢@o dos pesos do modelo.
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Tabela 3. Acuracia no corpus jornalistico Porttinari-base

Modelo Abordagem Acuracia média (%) Medida-F macro média (%)
BERTimbau Modelo de lingua 99,07 + 0,03 96,39 + 0,32
DeBERTa-v3 Modelo de lingua 99,02+ 0,05 95,81+ 0,39
XLM-R Modelo de lingua 99,00 £ 0,04 96,36 £ 0,42
Meta-BiLSTM RNR 98,47+ 0,06 94,89 + 0, 28
Udpipe 2 RNR 98,01 + 0,03 93,13+ 0,54
Stanza RNR 98,22 4+ 0,05 94,60 + 0,27
CNCSR RNR 98,10 +£ 0,07 94,04 4+ 0,30

Dado que nao foi observada diferenca significativa entre os métodos baseados nos
modelos BERTimbau e DeBERTa-v3, o método baseado no BERTimbau foi selecionado
para a proxima etapa de experimentacdo, devido a seu menor nimero de parametros.
O método foi avaliado nos trés corpora de géneros diferentes (jornalistico, académico e
UGC), em que o experimento € constituido pelo treinamento do modelo em cada cendrio
de combinacao dos corpora, seguido de sua avaliacdo separada em cada corpus individual.
A [Tabela 4]exibe a acurdcia média dos experimentos nos conjuntos de teste.

Tabela 4. Acuracia no contexto multigénero

Acuracia média (%)

Corpora de treinamento Porttinari-base | DANTEStocks PetroGold

Porttinari-base 99,07 + 0,03 87,14 £ 0,60 | 96,46 + 0,17
DANTEStocks 96,55 + 0,23 97,98 + 0,08 | 94,95 + 0,20
PetroGold 96,99 + 0,10 84,96 + 0,46 | 98,93 + 0,06
Porttinari-base + DANTEStocks 99,05 + 0,04 97,91 +£ 0,10 | 96,58 + 0,16
Porttinari-base + PetroGold 98,95 + 0,06 85,29 + 0,34 98,85 + 0,07
DANTEStocks + PetroGold 97,86 + 0,06 97,99 + 0,07 | 98,92 £+ 0,05
Port.-base + DANTEStocks + PetroGold | 99,00 & 0,05 97,92 + 0,13 | 98,89 + 0,06

E possivel observar que o cendrio que obteve a maior acuricia média foi o cendrio
onde o modelo foi treinado apenas com dados do género alvo. Por exemplo, o melhor
cendrio para o corpus de género académico foi o cendrio em que o treinamento foi ex-
clusivamente neste género. Contudo, estes modelos possuem acurdcias mais baixas nos
outros géneros, por exemplo, o modelo treinado no corpus PetroGold com acurécia de
98, 93% no género académico possui acuracia de 84, 96% no género UGC.

Também se pode notar maior discrepancia entre 0s géneros que seguem a norma
culta da lingua e o género UGC, que possui caracteristicas linguisticas diferentes. Quando
o cendrio com o PetroGold € avaliado no gé€nero jornalistico, por exemplo, € possivel
observar uma acurdcia de 96,99% (ou seja, ha uma diferenca relativamente pequena
em relacdo ao melhor resultado para esse género). Ja no género UGC, observa-se uma
diferenga maior em relagdao ao melhor modelo treinado no corpus DANTEStocks.

Em relacao ao treinamento multigénero, é possivel observar que o modelo treinado
em todos os géneros (dltima linha da tabela) alcangou desempenho similar aos modelos
treinados isoladamente, sendo que a diferencga entre as médias possui valor maximo de
0,067. Como esperado, essa diferenca ndo foi estatisticamente signiﬁcativaﬂ

3Anova Z(70,69) ~ 1107,p = Te — 62). Tukey: Multigénero vs Porttinari-base Z ~ 0,7e — 4,p ~
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Além da acuracia em nivel de fokens, também foi calculada e acuracia em nivel
de sentenga nos corpora, computando-se a porcentagem de sentengas que foram anotadas
de forma completamente correta, obtendo-se os seguintes resultados médios nos corpora:
Porttinari-base — 64, 59%; DANTEStocks — 54, 25%; PetroGold — 47, 36%; Porttinari-
base + DANTEStocks — 68, 31%; Porttinari-base + PetroGold — 55,01%; DANTES-
tocks + PetroGold — 72, 79%; Porttinari-base + DANTEStocks + PetroGold — 77, 70%.
Novamente, o cendrio multigénero destaca-se. Aprofundando o estudo, na andlise das
sentengas com erros no cendrio multigénero, é possivel observar que: em 77% das
sentencas, houve apenas 1 erro; em 18%, dois erros; em 4%, 3 ou 4 erros; o restante
(< 1%) tem 5 ou mais erros (que incluem casos de sentengas de estrutura incomum). Os
resultados indicam um novo estado da arte para a lingua portuguesa, além de demonstra-
rem que € possivel ter um sistema multigénero robusto que possibilite o desenvolvimento
de aplicagdes de PLN mais generalistas e que possam ser aplicados para textos variados.

Ap6s a avaliagdo quantitativa, partiu-se para a avaliacdo qualitativa, essencial para
entender a potencialidade real desse tipo de sistema e suas limitacdes. Partindo do modelo
treinado no contexto multigénero, foi realizada a analise manual de erros (com o apoio
de um linguista experiente), buscando-se encontrar erros ocorridos para cada etiqueta
morfossintdtica. Aqui sdo reportados apenas os erros sistematicas observados.

Com relacdo a etiqueta ADJ, no corpus Porttinari-base, foram encontrados 23 ca-
sos onde os fokens estavam na forma de participio. Participio € uma forma nominal do
verbo e pode assumir as etiquetas ADJ, NOUN ou VERB, sendo um caso particularmente
desafiador para a Linguistica [Duran 2021]]. Naturalmente, o mesmo tipo de erro € en-
contrado ao analisar os erros das etiquetas NOUN e VERB. Nos corpora DANTEStocks
e PetroGold, foram encontradas 4 ocorréncias em ambas as analises.

Para a etiqueta PROPN, é possivel identificar casos em que o modelo classificou
como NOUN, consistindo em outra dificuldade conhecida da area. No corpus Porttinari-
base, foram 10 ocorréncias; no DANTEStocks, 21; e 8 ocorréncias no PetroGold. Em es-
pecial, no DANTEStocks, foi observado que alguns tweets continham indices da bolsa de
valores sendo classificados com a etiqueta X. No total, foram encontradas 30 ocorréncias
desse tipo. Esse corpus adotou a etiqueta X para indices da bolsa que niao possuiam fungao
linguistica no tweet e, quando possuiam funcdo, a etiqueta PROPN deveria ser utilizada.

Finaliza-se com a etiqueta X, utilizada para casos a que outras etiquetas ndao po-
dem ser associadas. No corpus Porttinari-base, todos os erros encontrados foram casos
de estrangeirismos a que o modelo tentou associar uma classe gramatical diferente da
etiqueta X. Este tipo de erro foi encontrado em 11 casos no corpus DANTEStocks e ndao
ocorreu no corpus PetroGold. Esse € um erro considerado plausivel, ja que estrangeiris-
mos poderiam ter outras etiquetas associados a eles.

E interessante observar que, caso esses erros relatados fossem computados como
andlises plausiveis no cédlculo da acurécia, a acurécia geral do melhor modelo de etique-
tagem se aproximaria dos 100%. Esses casos também podem servir de base para futuras
discussdes e eventuais aprimoramentos nos corpora anotados.

0, 77, Multigénero vs DANTEStocks Z ~ 0, 7Te—4, p = 0,99, Multigénero vs PetroGold Z ~ 0,4e—4,p ~
0,99 ao nivel de confianga de 95%.
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5. Experimentos adicionais: o corpus Mac-Morpho

Dada a relevancia histérica do corpus Mac-Morpho [Aluisio et al. 2003]] para a tarefa de
etiquetagem morfossintitica para o portugués, testamos nesse corpus a melhor técnica
de etiquetagem observada no experimento anterior. O Mac-Morpho contém cerca de 1
milhdo de palavras em portugués brasileiro, criado a partir de textos de jornais e revistas.
A versao atual, Mac-Morpho v2 [Fonseca e Rosa 2013]], conta com 23 etiquetas morfos-
sintaticas de base e 7 complementares. Sendo assim, o conjunto de etiquetas € distinto
do conjunto da UD. A contribui¢do desses experimentos adicionais reside, portanto, na
avaliacdo da robustez da melhor técnica identificada em dados com um fagset diferente.

A exibe as acurécias obtidas por trabalhos prévios da literatura e pelo
etiquetador deste artigo baseado no modelo BERTimbau. E possivel observar que o eti-
quetador deste trabalho obteve a maior acuracia, demonstrando sua robustez e avangando
o estado da arte de etiquetagem para o corpus Mac-Morpho também.

Tabela 5. Acuracia para o corpus Mac-Morpho

Meétodo | [Fonseca e Rosa 2013] | [de Sousa e Lopes 2019] | [EFonseca et al. 2015] | [Santos e Zadrozny 2014| | BERTimbau
Acuricia 96,48% 97,62% 97,31% 97,47 % 98,36 %

6. Consideracoes finais

Este trabalho avancou a fronteira do conhecimento e o estado da arte ao demonstrar a
potencialidade multigénero de um método de etiquetagem morfossintdtica baseado em
modelagem de lingua e ao produzir resultados superiores ao estado da arte.

O melhor método observado, baseado no modelo BERTimbau, demonstrou uma
boa capacidade de generalizacdo nos géneros abordados, mas pode ser interessante no
futuro avalii-lo ainda em outros géneros e dominios a fim de confirmar tal robustez. Outro
fator importante a ser considerado € o custo computacional desse etiquetador. Possuindo
cerca de 110 milhdes de parametros e complexidade quadrética no mecanismo de auto-
atencao, o tempo de inferéncia é consideravel. Pode ser interessante explorar técnicas de
compressao de modelos para reduzir o tamanho e tempo de inferéncia.

Para reproducgdo dos resultados apresentados, o reposit(’)ri(ﬂ de coédigo € disponi-
bilizado. Além disso, uma aplicagé(ﬂ foi criada para que interessados possam utilizar o
melhor etiquetador desenvolvido (no cendrio multigénero ou ndo). Outras informagdes
sobre este trabalho e sobre iniciativas relacionadas podem ser encontradas no portal web
do projeto POeTiSAﬁ
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Abstract. Chatbots have become indispensable for answering e-commerce cus-
tomer queries, which is crucial for selling products online. However, in Brazil-
ian e-commerce, finding scalable solutions can be challenging. This article pro-
poses an automatic question-answering system by replying to incoming ques-
tions with Frequently Asked Questions from stores. Our solution builds a store-
specific database populated with question-answer pairs by generating the em-
bedding of questions. We rank candidate questions using a neural network to
retrieve known answers. Our solution was tested on data from South American
e-commerce platforms in Portuguese and Spanish. The development approach
achieved 97.75% of satisfaction with the given answers.

1. Introduction

Customer service has become an essential part of e-commerce. Offering an excellent
experience to clients through a virtual platform is the key to establishing trust. Customers
spend hours researching products with thousands of choices available, and supporting
eventual questions in real time about the product is vital to guarantee a sale.

E-commerce companies focus on automatizing this process with artificial intelli-
gence solutions; some solutions involve finding the question’s intent (the user’s purpose)
and its entities (relevant terms and objects in the query). This approach is hard to scale
because answering a question requires knowing all possible intents and entities for that
type of product. Furthermore, while large language models can provide answers for e-
commerce stores, they are often private and too expensive for small businesses.

This article offers a solution for customer questions by comparing them to previ-
ously answered ones. If a past customer has asked a question about a product before, our
solution uses the answer provided by customer service. The defined approach does not
rely on detecting any intent or entities for a product or an incoming question in free text.

We face a challenging task in sentence similarity detection. First, it requires a co-
herent way to represent sentences so that questions presenting similar meanings also have
similar numeric values. In this context, the main issue is to obtain models for our specific
goal, which must address the informal Portuguese language spoken on e-commerce plat-
forms. Although we may have accurate sentence representations, finding similar ques-
tions takes time. Our problem requires handling a high precision rate, as a misleading
answer can be an inadequate experience for the customer.
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A semantic search retrieval process finds questions already answered that have the
same meaning as the new incoming question. This first stage acts as a filter to get possi-
ble similar candidates. Our solution converts sentences to vectors to enable a similarity
computation and verifies that they are semantically identical; we perform this conversion
with the Universal Sentence Encoder model large multilingual [Cer et al. 2018]. Then a
semantic search occurs in a database using Elasticsearch [Gormley and Tong 2015]. This
reduces the vector space. Finally, our trained neural network performs a classification
task to evaluate pairs of questions’ similarity in these reduced spaces to obtain the sen-
tence with the highest score (similar).

We deployed the system to online stores in the massive marketplace in Brazil and
monitored the system for one month. We report results from May 14, 2023, to June 14,
2023. Our system helped to answer 13,991 input questions from real-world customers.

The evaluation results show that our system can answer questions that current
chatbots have difficulties, increasing the total number of questions answered correctly,
and it is suited to improving customers’ experience without needing manual labor.

The remainder of this article is organized as follows: Section 2 presents related
studies. Section 3 reports on the full description of the developed system. Section 4
describes the experimental results in deploying and assessing the solution in the GoBots
company environment, along with an automatic evaluation with annotated data. Section
5 discusses the obtained findings; Section 6 presents the conclusion and future work.

2. Related Work

Question-Answering systems are well-known Natural Language Processing applications;
in literature [Kulkarni et al. 2019] propose a solution that analyses the product’s descrip-
tion and user’s review content by exploring semantic annotation based on ontologies, an
intent classifier, and an answer ranking component.

[Chen et al. 2019] use sentence embedding with two multi-layer convolution net-
works: one to find relevant user review snippets and another to obtain the answer for the
desired question from these snippets. [Gupta et al. 2019] that follows a similar with a
review-based QA to synthesize the review and answer the customer questions. The so-
lutions provided rely on user reviews and community answers, which may not always
be entirely reliable due to their bias towards users’ opinions. The closest study to our
proposal is the one built by [Sakata et al. 2019]. In their work, a suitable response is cho-
sen based on the query-question similarity through a query and frequently asked question
chart and their answers. Furthermore, they consider the query-answer relevance with a
BERT [Devlin et al. 2019] based component. This solution produced relevant results.

However, the research focuses on a formal domain in contrast e-commerce context
in marketplace platforms that handle several online stores. Besides, for the query-question
component, a system focused on Japanese queries (I'SUBAKI [Shinzato et al. 2008]) in-
stead of universal ones was explored. A problem with this solution is that it requires an
expensive GPU server to train and run, which can be a problem for smaller companies.

Moreover, [Mass et al. 2020] study FAQ retrieval using BERT to train two mod-
els to match questions and answers relevance from a given query. Furthermore, the au-
thors proposed using question paraphrasing to overcome the size limitation of datasets.
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[Gupta and Carvalho 2019] propose a multiple deep learning architecture based on atten-
tion [Vaswani et al. 2017] mechanism to compute both query-question and query-answer
similarities to retrieval a response.

Alternatively, [Finardi et al. 2021] explore FAQ retrieval oriented to a specific do-
main constructing BERTat, a Portuguese financial model, which learns a specific context
representation. This model uses the data from the Itau Bank chatbots to train a neural net-
work. The research applied the models for FAQ retrieval as a robust test over the objective
domain, improving over other BERT models.

Although the existing approaches match question-answer relevance, e-commerce
solutions might not benefit because historical stores’ answers can be simple short sen-
tences. For example, a simple answer might be “yes it works” and customized responses
to specific questions such as “Hi, thanks for buying with us. You can change the product
if they have a problem”. For actual e-commerce applications, this can derive from de-
ploying specific solutions for each store, which is not scalable for big businesses. Thus, e-
commerce FAQ retrieval likely finds more benefits from exploring only similarities across
questions and criteria for deciding whether to answer.

3. Deep FAQ: A question-answering system based on sentence similarity

Our proposed solution called DeepFAQ is organized into two parts: Buildtime (cf. Subsec-
tion 3.1) and Runtime (cf. Subsection 3.2). The former consists of operations performed
before the system answers a question; the latter consists of operations performed during
the execution of the system to find an answer to a new incoming question. The proposed
system works alongside another chatbot developed by GoBots company. From now on,
we refer to this company system as the Base System. The Base System works by extracting
intention and keyword entities from a given question and matching patterns between them
with pre-made answers. The DeepFAQ system works on top of this solution, answering
questions that the Base System cannot handle. Therefore, the GoBots team who manages
the bots can control the question that goes to it or any other system parameter.

3.1. Buildtime

Before the system can reply to an incoming question for a given store in an e-commerce
platform, it is necessary to generate a vector space from which it is possible to retrieve
potential candidate questions. A neural network called DeepSim, which ranks questions
on their similarity, is trained so that it is possible to use it on the Runtime (cf. Subsec-
tion 3.2). Figure 1 presents the components and procedures. The upcoming subsections
explain each component in detail.

Question Answer retrieval and pre-processing: The first step involves building
a vector space with potential candidate questions to retrieve the question-answer pairs
from a store. To achieve this, we have created a script that accesses the Mercado Livre
API and retrieves the questions from the store, obtaining all QA pairs in the store’s his-
tory since the store joined the Mercado Livre e-commerce platform. Once we have the
QA pairs from the store, we perform some basic pre-processing: removing stop words,
converting the characters to lowercase, and removing accent marks. The process of re-
moving stop words from answers is essential because customer service answers usually
contain greetings such as daytime (e.g., good morning, good night, etc.). Additionally,
there exists a signature from the store’s employee.
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Figure 1. DeepFAQ’s Buildtime procedure

Question Encoding: After cleaning QA, we encode these questions using the
Universal Sentence Encoder (USE) proposed by [Cer et al. 2018]. Encoding involves
sending questions to a remote service running to obtain their embedding and associate
response. Our solution is suited to replace USE for any other encoders to be updated to
improvements over the field of semantic representation.

Question-Answer Pair Storage: After obtaining the sentence embeddings, each
QA pair and its question embeddings are sent to our vector space database with Elas-
ticsearch. This avoids storing repeated questions so that the candidate retrieval step in
Runtime is not affected (cf. Subsection 3.2). Finally, we store the QA pair and the ques-
tion embedding, and the product identifier for which the asked question.

DeepSim Training: We trained a neural network called DeepSim alongside the
QA pair database population process. We found the optimal architecture for a Siamese
network with one layer, 512 neurons, relu activation, and 0.001 learning rate through
random search, over this setup we trained using early stopping criteria of three over its
loss function. This network compares two encoded questions and outputs the probability
of them being identical, improving the system’s accuracy for finding similar questions.

Finding Portuguese datasets for sentence similarity for e-commerce can be chal-
lenging; the few available, like ASSIN [Fonseca et al. 2016], are small and oriented for
formal language, which is unsuitable for e-commerce queries. We decided to combine
different kinds of datasets in this scenario. The first kind of data was the Quora Question
Pair dataset !, we translated from English to Portuguese using the AWS Translator .

The second kind of data was auto-generated pairs of sentences based on a pair
of sentences template; those templates are common questions. We use a simple script to
change selected words from the query to achieve similar or different questions. We ob-

'https://www.kaggle.com/c/quora-question-pairs
https://docs.aws.amazon.com/translate/latest/dg/API_TranslateText.
html
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tained a dataset from the DeepFAQ system by deploying a beta version to some stores and
logging similar questions. We ended up with about 6000 pairs of questions annotated by
a freelancer and verified by two others for reliability. All datasets contain two annotated
sentences, whether they are similar or not.

3.2. Runtime

Figure 2 presents the system with the active components at the runtime of the solution.
The process of answering a new incoming question explores the constructed vector space
database (in build-time — cf. subsection 3.1) with the QAs history for a particular online
store in the e-commerce platform. Our solution determines if two questions are similar or
not. In the following sections, we explain how the system works in more detail.

Top K
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Figure 2. DeepFAQ’s Runtime — deployed system ready to answer clients’ new
incoming NL questions in an online e-commerce store

Question pre-processing and encoding: The basic pre-processing performed on
the incoming question is similar to the one made in the Buildtime. This processed question
is then encoded with the USE model, obtaining the sentence embedding.

Top-K similar question retrieval: With the encoded question available, a query
is performed in the database holding the vector space of previous questions; this procedure
retrieves the top-k most similar questions using cosine similarity, and k is a parameter in
the system. The set with the potential candidates holds their encoded questions and their
QA pair in natural language. Elasticsearch does not implement natively an excellent way
to search the top k questions, so we used the AWS Elasticsearch Service that is based on
Elasticsearch Open Distro that comes with a KNN algorithm ready to use.

Ranking candidate questions via the DeepSim network: In some tasks, this
first retrieval is enough to provide good results to the final user. However, in our case,
we still need one more step further to answer questions correctly. The reason for this is
that the vectors provided by [Yang et al. 2020], which is a multilingual version of USE
encapsulates the intention of a question, but fail to notice that the object (ex. Product).

In our context, this is crucial because a particular question about a product A
specification may have a completely different answer than a product B. Therefore, to
solve this, each question from the set of top-k candidates is then used as input for the
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DeepSim network in conjunction with the incoming encoded questions. This process
enables the Deep-sim to rank each element in the top-k candidates by associating them
with confidence, reflecting a possibility of being similar to the original incoming question.

Answer generation: Once the candidates are ranked, the solution selects the
question candidate in the set with the highest confidence to being similar, given by Deep-
Sim. The candidate’s question must satisfy a probability threshold set by the online store
on the e-commerce platform to respond to the client’s question, which can change dy-
namically. Such question has an associate answer pair from the Store’s Questions History
(Figure 1), we use this historical information to provide answers to our clients’ questions.

After generating an answer, the system performs post-processing by adding greet-
ings and signatures from the store. Occasionally, responses may contain URLs, and the
system checks if they are still available before providing the answer. Finally, if it has a
problem, it chooses not to answer. After the system answers, a procedure called answer
review is performed by human attendants from the stores to evaluate the answer and ask
for its correction.

Continuous populating: When the system fails to answer a question, a human
attendant answers the question on the platform as (s)he would do it if there were no
automatic solution to this end. When the human does this, we implement a system that
sends a notification to DeepFAQ and then stores this new question answered. This action
allows us to be updated with new products, pairs of question and answers by promoting
continuously the system evolution, and thus, answering more questions.

4. Experimental Evaluation

Our system was evaluated based on real-world stores that sell various products, such as
clothes, car parts, electronics, and furniture. The evaluation covered the entire solution,
currently deployed on the largest e-commerce platform in South America. All stores
are utilizing our DeepFAQ tool in their production process. We gathered quantitative
results to understand how crucial DeepFAQ is for these stores. Our main focus is to
provide reports on the effectiveness of responses and the cash conversion rate connected
to customer inquiries. Essentially, we analyzed whether questions answered by deepFAQ
result in product sales.

4.1. Overall effectiveness on a real scenario

This analysis aimed to understand how many questions our system could answer and how
these results automatize the human attendance process. In this sense, the objective of this
analysis was to measure the impact of the proposed solution, observing how well it does
in conjunction with the Base System. The collected data corresponded from stores of
338 clients. All stores have their vector space databases, which could have more than 3
million questions. For this experiment, we evaluated the efficiency of DeepFAQ in actual
stores by gathering data for one month. We chose this timeframe because our solution’s
application remained unchanged, with no significant software updates. In the period of
our evaluation, DeepFAQ answered 13,991 questions.

Regarding its accuracy, since it would be very laborious to evaluate all these ques-
tions manually, we used the feedback from the stores themselves, which uses a review
system to indicate if a response is correct or not. The revised question achieved a total
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effectiveness of 97.75% from the questions answered by DeepFAQ during the evaluation
time. Additionally, none of the stores using the system asked for it to be shut down in no
time, indicating high user satisfaction.

Table 1 shows a summary of most common questions’ intentions answered by
DeepFAQ. These questions are related to specification, compatibility, availability, and
others for intentions as greetings and acknowledge, which do not represent 1% of the
total questions. We notice that the specification question means 41.33% of the question
answered by DeepFAQ solutions. While compatibility, availability, and others categories
represent 23.36%, 23.92%, and 11.39%, respectively. Moreover, DeepFAQ achieved a
precision higher than 0.97 for each intention.

Table 1. Questions answered by DeepFAQ from May 14, 2023 to June 14, 2023

Client feedback
Intention n questions Effectiveness (%)
Overall 13991 97.75
Specification 5783 97.75
Compatibility 3269 98.01
Availability 3346 97.46
Others 1593 97.80

4.2. Cash conversion using DeepFAQ by countries marketplaces

In this analysis, we utilized a recently implemented report to demonstrate to our clients
(marketplaces) how our system can help to sell their products. We are reporting on the
Cash Conversion between May 14, 2023, and June 14, 2023. The instability of the dollar
exchange rate in the long term has made it challenging to measure long past periods,
which is why we have chosen to focus on a shorter period.

Table 2 presents the cash conversion of the questions managed by DeepFAQ in the
four countries where DeepFAQ operates; we use a money exchange provided by Google
on June 20, 2023 to convert the local currency to USD. We notice a significant conversion
in Brazil regions where DeepFAQ helped marketplaces obtain $45,177.07 while others
regions got around 10% of this quantity; the total conversion amount is $58,683.17.

Table 2. Cash convertion using DeepFAQ from May 14, 2023 to June 14, 2023

Cash conversion ($USD)
Argentina 4,939.07
Brazil 45,177.24
Chile 4,513.37
Mexico 4,053.49

5. Discussion

In our first analysis, we observed that DeepFAQ can perform well in a real-world scenario
over a one-month period. Even though the number of answer question answered by Deep-
FAQ is “low” (13991), this can be explained by the absence of appropriate candidates for
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a given question. A DeepFAQ solution relies on the existing appropriate candidates in the
space to provide relevant answers. However, our solutions fix such problems for future
questions applying the Continuous populating described in Section 3.

Our experiments showed that the system’s answer effectiveness is 97.75 %, which
reveals that our system can usually give a correct answer. Additionally, Table 1 indicated
that client satisfaction remains high across questions with different intentions, demon-
strating that our solution is not biased toward specific questions.

Marketplaces are interested in understanding how our solutions can assist them in
resolving customer inquiries. Also, they want to know if our solutions generate sales for
their stores, measuring their monetary value. Our solutions provide adequate answers to
multiple intentions of questions, which makes them suitable for retrieving FAQs from the
e-commerce domain. Our quality analysis indicated a high keyword sensibility that only
allows answering a question with the most ranked candidate.

Our analysis demonstrated that the presence of DeepFAQ is helpful during the
sales, being a crucial key factor because its absence can have noticeable effects, especially
for Brazilian marketplaces in a few months. The low conversion rate in countries out-
side of Brazil may be attributed to the fact that the GoBots company initially began with
Brazilian stores, which make up approximately 80% of all DeepFAQ-affiliated stores.

6. Conclusion

Question answering based on sentence similarity computation remains an open research
challenge. This requires solutions to handle several domains simultaneously and ade-
quately addresses informal issues raised in Portuguese language questions. This study
presented and evaluated a system by combining semantic search with a neural network
as a classification system to rank similarity scores. Our system retrieves similar ques-
tions based on vector space encoding. The proposal showed an effective solution to help
to solve the problem of question-answering in e-commerce platforms with a small need
for data labeling or large languages models services. Furthermore, working with existing
software systems implemented in this context made it possible to significantly increase
the number of questions answered by maintaining a good enough precision, considering
the 97.75% of assertiveness in the answers given. Our evaluation process in a real-world
setting showed that our solution is an up-and-coming technique to contribute to address-
ing question-answering in e-commerce platforms. In future work, we plan to overcome
the problems of auto-populating Questions-Answers pair using Large Language Models.
This might reduce the need to have human historical questions-answer pair and anticipate
the need for inquiries from customers.
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Abstract. The internet and, especially social media, are fertile ground for pu-
blishing opinions on various subjects, products, and services. Traditionally,
automatic analysis of opinions has been based on words that denote polarity or
emotion. However, with the emergence of large language models like ChatGPT,
the way in which we process text for subjective analysis has changed a lot. In
this context, this paper aims to investigate the potential of ChatGPT — compared
to a neural model for emotion identification in texts, and lexicon-based appro-
aches — in polarity classification oriented towards opinion targets in comments
on political debate in Portuguese.

Resumo. A internet e, em especial as midias sociais, sdo um terreno fértil para
a publicagdo de opinides sobre os mais diversos assuntos, produtos e servigos.
Tradicionalmente a andlise automdtica de opinioes é realizada com base nas pa-
lavras que denotam alguma polaridade ou emog¢do. Contudo, com o surgimento
dos grandes modelos de linguagem, como o ChatGPT, a maneira com a qual
processamos textos para realizar andlises subjetivas mudou bastante. Neste
contexto, este artigo tem como foco investigar as potencialidades do ChatGPT
— comparada com a de um modelo neural de identificacdo de emogoes em textos
e de abordagens baseadas em léxico — na classificacdo de polaridade orientada
para os alvos de opinido em comentdrios sobre debate politico em portugués.

1. Introducao

O enorme volume de textos opinativos compartilhados nas midias sociais como textos
de avaliacdo de produtos em sites de comércio eletronico, comentérios de noticias so-
bre politica, publicagdes em redes sociais, etc. tem despertado um interesse cada vez
maior por algoritmos capazes de analisar a opinido publica. Essas opinides e sentimentos
tém grande apelo comercial e académico, por influenciar nas tomadas de decisdes dos
individuos.

A andlise de opinides expressas em textos € o objeto de estudo da drea de
Andlise de Sentimentos (AS), ou Mineracdo de Opinides, uma subdrea do Processa-
mento de Linguagem Natural (PLN) que visa a utilizacdo de recursos e ferramentas
linguistico-computacionais para analisar automaticamente as opinioes e sentimentos de
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pessoas com relacdo a entidades como produtos, servigos, organizagdes e individuos
[Liu and Zhang 2012]. A AS se divide em duas tarefas principais: (i) mineracdo de
opinido e (ii) minera¢ao de emog¢do. A mineragdo de opinido estd relacionada a detec¢do
de polaridade (ou valéncia) associada a opinido do autor de uma postagem a respeito
de uma entidade ou assunto em discussdo, podendo ser positiva, negativa ou neutra. A
mineracdo de emocao refere-se a identificacdo da emocgao associada ao texto da postagem
produzido pelo autor, como alegria, surpresa, raiva ou tristeza [Yadollahi et al. 2017].
Este estudo, mais especificamente, tem como foco a mineragdo de opinido (daqui em
diante, classificacdo de polaridade) em textos de comentérios do dominio politico.

Tradicionalmente, a classificacdo de polaridade se refere ao sentimento geral con-
duzido por um documento ou sentenga em particular. Contudo, as abordagens que anali-
sam o sentimento geral de um documento/sentenca podem apresentar limitacoes, quando
um mesmo texto expressa opinides sobre diferentes entidades, chamadas de alvos de
opinido. Por exemplo, em um dos comentdrios presente no cOrpus utilizado neste es-
tudo: “Portas muito bem, Sdcrates a patinar.”, o sentimento em relagdo ao alvo “Portas”
€ positivo, enquanto o sentimento em relacdo ao alvo “Socrates” é negativo. Para tra-
tar adequadamente esses casos, € necessario considerar os diferentes alvos de opinido
expressos em um mesmo comentdrio. E neste contexto que este trabalho se insere.
Mais especificamente, o foco de interesse € a classificagdo de polaridade orientada para
os alvos de opinido em textos politicos escritos em portugués. Ou seja, uma tarefa
mais especifica e desafiadora do que a analise geral do sentimento expresso pelo texto
todo e menos refinada que a andlise de sentimentos baseada em aspectos (por exemplo,
[Assi et al. 2022, Schouten and Frasincar 2016]).

Para a classificagdo de polaridade orientada aos alvos de opinido em comentérios
sobre politica, neste trabalho foram investigadas as potencialidades e limitacdes de uso
do ChatGPT e de um modelo BERT de identificacdo de emocdes, conhecido por GoE-
motions, pré-treinado para o portugués [Hammes and Freitas 2021]. Além desses mode-
los, abordagens baseadas em 1éxicos de sentimentos — LIWC [Balage Filho et al. 2013]
e SentiLex-PT [Carvalho and Silva 2015] — foram usadas como base de comparacao. Os
resultados de um experimento preliminar mostraram que o ChatGPT tem um potencial
maior na realizac@o da tarefa proposta, comparado aos demais modelos, apesar de nao ser
muito estavel nas respostas. Até onde se sabe, este é o primeiro trabalho para o portugués
a investigar o uso do ChatGPT na classificacdo de sentimento orientado ao alvo de opinido
em textos em portugueés.

O restante deste artigo estd organizado da seguinte forma. A secdo 2 apresenta de
forma breve alguns trabalhos da literatura relacionados a este. Na secdo 3 sdo apresenta-
das as estratégias investigadas para a classificagdo de sentimentos orientada aos alvos de
opinido em textos, bem como o corpus de trabalho e os recursos e ferramentas linguistico-
computacionais usados. Os resultados obtidos com cada estratégia sdo sumarizados na
secdo 4. Por fim, a secdo 5 apresenta as principais conclusdes deste trabalho.

2. Trabalhos relacionados

Na literatura, os trabalhos relacionados a classificacdo de polaridade tem como
foco a andlise do sentimento geral de documentos ou sentengas (por exemplo, vide
[Franca and Oliveira 2014], [Araujo et al. 2020] e [Capellaro and Caseli 2021]) ou de um
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aspecto (caracteristica) especifico de uma entidade (por exemplo, [Assi et al. 2022] e
[Schouten and Frasincar 2016]).

Muitas abordagens distintas ja foram investigadas [Liu and Zhang 2012,
Pereira 2021, Hung and Alias 2023]. Dentre elas destacam-se as seguintes abordagens:
(i) baseadas em conhecimento, que identificam palavras e expressdes que carregam sen-
timentos a partir de 1éxicos construidos com base em cdrpus ou em recursos como a
Wordnet (por exemplo, [Taboada et al. 2011] e [Akilandeswari and Jothi 2018]), (ii) ba-
seadas em modelos tradicionais de aprendizado de maquina supervisionados ou ndo su-
pervisionados (por exemplo, [Carvalho et al. 2017] e [Aradjo et al. 2020]) e (iii) baseadas
em aprendizado profundo [Zhang et al. 2018]. Abordagens hibridas combinando essas
técnicas também sdo comuns [Appel et al. 2016].

Em [Carvalho et al. 2017], por exemplo, os autores compararam o desempenho
de trés algoritmos de aprendizado supervisionado (Naive Bayes, SVM e MaxEnt) e de
trés métodos de selecdo de atributos (Qui Quadrado, CPD e CPPD) na classificacio
de polaridade em pardgrafos de textos relacionados as eleicoes de 2014 no Brasil. A
melhor performance, medida em termos de acurdcia (cerca de 85%), foi obtida com
o classificador MaxEnt usando o CPPD como método de selecdo de atributos. Ja em
[Capellaro and Caseli 2021] os autores usaram modelos do tipo BERT, baseados em
aprendizado profundo, na andlise de polaridade e de tépicos em tweets relacionados as
elei¢des de 2018 no Brasil. Usando um modelo pré-treinado para o portugués, a aborda-
gem dos autores alcancou um FI-score de 96,6% na classificagdo da polaridade associada
ao sentimento geral dos tweets.

Um trabalho que tem maior proximidade com esta pesquisa € o
de [Assietal. 2022]. Usando o modelo GoEmotions para o portugués
[Hammes and Freitas 2021], os autores analisaram as emog¢des relacionadas a aspectos
especificos de entidades em textos de revisao do setor de acomodacdo e, posteriormente,
mapearam cada emog¢do para uma das trés polaridades possiveis (positiva, negativa ou
neutra), obtendo, assim, a classificacdo de polaridade para cada aspecto de uma entidade
particular presente no texto. A estratégia dos autores alcangou um F/-score de 61,0%. De
maneira similar a realizada por [Assi et al. 2022], neste trabalho o modelo pré-treinado
por [Hammes and Freitas 2021] foi também usado para a identificacio de emog¢des em
comentdrios sobre debate politico e, posteriormente, as emogdes detectadas foram mape-
adas para polaridades (conforme Secdo 3). Porém, diferentemente de [Assi et al. 2022]
nesta pesquisa a AS € realizada em nivel de sentengas e ndo de aspectos.

3. Analise de sentimentos orientada aos alvos de opiniao

Para a classificacdo de sentimentos (polaridade) orientada aos alvos de opinido em co-
mentarios sobre debate politico em portugués, foi investigado o uso do ChatGPT e do
modelo GoEmotions [Hammes and Freitas 2021]. A versao usada do ChatGPT se re-
fere ao modelo GPT 3.5, disponivel online' no periodo de 24 a 28 de junho de 2023.
O GoEmotions, por sua vez, é um ajuste fino do BERTimbau [Souza et al. 2020] para a
classificacdo de emocdes em portugués. Esse modelo produz como saida uma lista de
emogoes ranqueadas de acordo com um valor probabilistico. Sdo 27 emogdes possiveis

IDisponivel em: https://chat.openai.com/, versio de 24 de Maio, segundo a pagina. (Aces-
sado em: 28/06/2023).
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mais a emocao “neutra”. Quanto maior o valor associado a uma emocao, maior a proba-
bilidade dela ocorrer no texto. Assim, para associar uma polaridade aos alvos de opinido,
cada emocao foi mapeada para um sentimento positivo (1), negativo (-1) ou neutro (0),
conforme apresentado na Tabela 1.

Tabela 1. Mapeamento das emocoes retornadas pelo GoEmotions para polarida-
des
Polaridade | Emocoes

-1 (negativo) | aborrecimento, constrangimento, decepcdo, desaprovagao, luto, medo,
nervosismo, nojo, raiva, remorso e tristeza

0 (neutro) neutro, curiosidade, confusio, percepcao e surpresa

1 (positivo) | admiracdo, alegria, alivio, aprovagdo, amor, desejo, diversdo, entusi-
asmo, gratidao, orgulho, otimismo e zelo

Além dos modelos GPT e GoEmotions, também foram implementadas estratégias
baseadas em léxicos de sentimentos, que serviram de base de comparacdo com os
dois modelos neurais. Mais especificamente, foram usados os léxicos LIWC-PT?
[Balage Filho et al. 2013] e SentiLex-PT? [Carvalho and Silva 2015]. O LIWC-PT é um
1éxico geral do portugués constituido por 127.149 instancias organizadas em categorias.
As categorias posemo e negemo indicam emocao (polaridade) positiva e negativa, respec-
tivamente. H4 também categorias para minera¢ao de emog¢des como afeto, raiva, tristeza,
etc., porém essas ndo foram exploradas neste estudo. O SentiLex-PT, por sua vez, foi
concebido especificamente para a andlise de sentimento e opinido sobre entidades hu-
manas. Ele é composto por 7.014 lemas e 82.347 formas flexionadas organizadas em
adjetivos, substantivos, verbos e expressoes idiomadticas. Nos experimentos apresentados
neste artigo, as expressoes idiométicas ndo foram usadas.

A subsecdo 3.1 apresenta uma descri¢ao das abordagens investigadas neste traba-
lho e a subsecdo 3.2 descreve o cérpus usado na avaliagdo de cada abordagem.

3.1. Descricao das abordagens de classificacao de polaridade

A primeira abordagem € baseada no modelo GPT. Em linhas gerais, o ChatGPT recebe
um texto de entrada (daqui em diante, prompt) com a descri¢cdo da tarefa a ser realizada
pelo sistema e gera as saidas conforme solicitado. O desafio principal em lidar com o
ChatGPT consiste em definir um prompt que gere as saidas exatamente como se espera
para determinada tarefa. Essa “engenharia de prompt” nao se mostrou uma tarefa sim-
ples, pois o sistema € bastante varidvel e por vezes até contraditério. Depois de algumas
tentativas usando uma pequena amostra do corpus (10 sentengas), chegou-se ao seguinte
prompt: “Dada a sentenca <sentenca> e o alvo sendo <alvo> qual a polaridade asso-
ciada a ele, negativa (-1), positiva (1) ou neutra (0)?”, sendo <sentengca> a sentenga do
comentério e <alvo> o alvo de opinido marcado no corpus (conforme explicado na Sec¢ao
3.2).

’Disponivel em: http://143.107.183.175:21380/portlex/index.php/pt/
projetos/liwc. Acesso em: 28 jun. 2023.

3Disponivel em: https://github.com/sillasgonzaga/lexiconPT. Acesso em: 27 jun.
2023.
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A segunda abordagem € baseada no GoEmotions. Para este modelo duas es-
tratégias também foram investigadas: (BASE) a que considera o comentario como um
todo para predicao da emocdo e (VIZ) a que considera apenas a regido de vizinhanga
seguindo abordagem similar a de [Assi et al. 2022]. A polaridade atribuida € aquela re-
sultante da combinacao das top-3 melhores emogdes retornadas com pontuacao maior ou
igual a 0,3, mesmo limiar adotado em [Assi et al. 2022].

Por fim, a terceira abordagem investigada faz uso de léxicos (LIWC-PT ou
SentLex-PT). Essa abordagem consistiu em atribuir ao alvo de opinido do comentario
a polaridade resultante da soma das polaridades das palavras presentes no léxico. Neste
sentido, duas estratégias de atribui¢do de polaridade foram investigadas: (BASE) uma que
considera o comentdrio como um todo e (DEP) uma que considera apenas as palavras
associadas ao alvo do comentario, ja fornecido para cada sentenga do cOrpus (Secdo 3.2),
via dependéncia sintitica.* Assim, para cada palavra com polaridade presente no 1éxico
(SentiLex-PT ou LIWC-PT) que também estava presente no comentario recuperou-se sua
polaridade. Na estratégia BASE considerou-se como resultado a soma das polaridades de
todas as palavras e no caso da estratégia DEP apenas as polaridades das palavras associa-
das ao alvo por alguma relagido de dependéncia sintatica.

3.2. Corpus de investigacao

Como corpus de trabalho foi usado o SentiCorpus-PT [Carvalho et al. 2011]. A escolha
desse corpus se deu pelo fato de que ele dispde de anotacdes de polaridade de referéncia
(isto é, realizada por humanos) e orientada aos alvos de opinides presentes nos textos.
O SentiCorpus-PT € composto por comentarios sobre debates televisivos referentes as
elei¢oes de 2009 do Parlamento Portugués. A versao usada do cérpus € composta de 1.082
comentérios, totalizando 3.868 sentencas anotadas. Porém, neste estudo foram usadas
apenas as primeiras 200 sentencas do cOrpus. Este nimero limitado se deve ao fato de
que a versao livre do ChatGPT nao dispde de API e, portanto, o processamento do cérpus
¢ feito manualmente, ou seja, os comentdrios sao fornecidos em pequenas quantidades
como entrada para o sistema.

Cada sentenga no corpus pode ter diferentes alvos de opinido. Os alvos de opinido
sao entidades humanas, nomeadamente politicos, organizacdes politicas (geralmente uti-
lizadas para se referir aos seus membros), personalidades da midia (por exemplo, jor-
nalistas) ou usudrios (comentadores). Cada sentenca do corpus dispde de anotacdes de
polaridade variando de -2 (o valor negativo mais forte) até 2 (o valor positivo mais forte)
e de alvos de opinido. Entretanto, nos experimentos realizados neste estudo a polaridade
-2 foi mapeada para -1 (negativa) e a polaridade 2 foi mapeada para 1 (positiva).

4. Avaliacao das estratégias

A avaliagdo das estratégias investigadas nesta pesquisa foi realizada tendo como
referéncia a anotagdo manual de polaridades associadas aos alvos, fornecida pelo
SentiCorpus-PT. Apesar do cérpus dispor da anotacdo de polaridade orientada aos al-
vos de opinides, optou-se por fazer uma nova anotacao, a fim de verificar a concordancia
entre a anotacao original feita por falantes do portugués europeu e a anotagdo realizada

“A dependéncia sintdtica neste caso foi gerada pelo modelo pt _core_news_l1g do Spacy, disponivel
em: https://spacy.io/models/pt. Acesso em: 30 jun. 2023.
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por falantes nativos do portugués na variante falada no Brasil. Os anotadores foram dois
autores deste trabalho com larga experiéncia em anotac¢do de corpus. A Figura 1 traz a
distribui¢do de polaridade atribuida pela Referéncia (anotagdo original), pelos humanos
falantes do portugués do Brasil e por cada uma das estratégias investigadas neste trabalho.

Referéncia
Humano1
Humano2
ChatGPT
SL-BASE
LW-BASE
GE-BASE
SL-DEP

LW-DEP

GE-VIZ
SL+LW-BASE
SL+GE-BASE
LW+GE-BASE
SL+LW+GE-BASE
SL+LIWC-DEP
SL-DEP+GE-VIZ
LW-DEP+GE-VIZ
SL+LW-DEP+GE-VIZ

0 50 100 150 2

=

0

B Positivos [l Megativos Meutros [ N/A

Figura 1. Distribuicao de classes da Referéncia (anotacao original), dos brasilei-
ros e das estratégias investigadas neste trabalho

Como € possivel notar na Figura 1, a anotacdo de Referéncia tem a maioria dos
alvos associados a polaridade negativa. Os dois anotadores humanos (brasileiros) e o
ChatGPT geraram uma distribuicdo de classes similar a da Referéncia, porém com uma
quantidade maior de neutros do que ela. Acredita-se que o fato da anotacdo original ter
sido realizada por anotadores que tinham um conhecimento do contexto do debate re-
alizado em Portugal pode ter influenciado a atribuicao de polaridades negativas mesmo
quando o comentdrio em si ndo trazia explicitamente palavras ou sentimentos que deno-
tassem essa polaridade.

O grafico também traz a distribuicdo de classes para as abordagens baseadas em
Iéxicos (SL e LW) e emocodes (GE). Neste caso, nota-se que o SentiLex é mais balance-
ado, o LIWC tende para o positivo e o GoEmotions, para o neutro. As estratégias que
limitam a associacdo de palavras de polaridade aquelas ligadas por alguma relacdo de
dependéncia sintética ao alvo (DEP) levaram a um nimero muito grande de alvos ndo as-
sociados a polaridades (N/A); enquanto que a andlise de emocao usando apenas a regiao
de vizinhanga do alvo (GE-VIZ) diminuiu a quantidade de alvos associados a polaridade
negativa e aumentou a quantidade de alvos associados a polaridade neutra. Por fim, na
parte inferior da figura sdo apresentados os valores para as combinagdes das estratégias,
sendo que combinou-se as estratégias base (BASE) entre elas e as estratégias que con-
sideram o alvo na determinacao da polaridade, seja por dependéncia sintitica (DEP) ou
regido de vizinhanca (VIZ), entre elas.

A Tabela 2 traz os resultados da comparagdo das saidas geradas por cada estratégia



investigada neste artigo em comparagdo com a referéncia. Os resultados (porcentagens)
sdo apresentados para cada classe (positiva, negativa e neutra) em termos de Precisdo,
Cobertura e Fl-score. Seja ¢ uma classe qualquer, a Precisao considera a quantidade de
instancias da classe ¢ corretamente classificadas em relagdo ao total de instancias clas-
sificadas como sendo da classe c. A Cobertura representa a quantidade de instancias da
classe c corretamente classificadas sobre o total de instancias classificadas como classe ¢
na anotacdo de referéncia. Por fim, Fl-score representa a média harmonica entre a Pre-
cisdo e a Cobertura. Apds obter o Fl-score de cada classe, calculamos a média aritmética
entre os valores de Fl-score das trés classes, representada pela medida Macro-F1.

Tabela 2. Resultados das estratégias investigadas neste trabalho em termos de
Precisao (P), Cobertura (C), F1-score e Macro-F1 (M-F1)
Positiva Negativa Neutra
P C F1 P C F1 P C F1 | M-F1
Humano 1 85,0 | 85,0 | 85,0 | 100,0 | 100,0 | 100,0 | 83,8 | 44,3 | 57,9 | 82,1
Humano 2 84,2 | 80,0 | 85,0 | 82,0 | 98,0 | 73,0 | 83,6 | 43,3 | 96,3 | 75,1
ChatGPT 72,7 [ 80,0 | 76,2 | 88,3 | 51,1 | 64,8 | 234 | 66,7 | 34,6 | 58,5
SL-BASE 3577 | 375|366 | 76,8 | 323 | 455 | 10,0 | 148 | 11,9 | 31,3
LW-BASE 26,0 | 60,0 | 36,4 | 64,1 188 | 29,0 | 53 | 3,7 | 43 | 233
GE-BASE 538 | 350 | 424 | 81,8 | 13,5 | 23,2 | 18,6 | 96,3 | 31,1 | 32,3
SL+LW-BASE | 25,6 | 55,0 | 349 | 73,7 | 55,0 | 63,0 | 6,0 | 550 | 10,9 | 36,3
SL+GE-BASE | 38,0 | 47,5 | 422 | 79,6 | 353 | 49,0 | 18,0 | 59,3 | 27,6 | 39,6
LW+GE-BASE | 27,0 | 60,0 | 37,2 | 68,9 | 233 | 348 | 9,4 | 60,0 | 162 | 294
SL+LW+
GE-BASE 27,6 | 60,0 | 37,8 | 73,3 | 33,1 | 456 | 7,7 | 60,0 | 13,6 | 32,3
SL-DEP 66,7 | 50 | 93 | 84,6 8,3 151 | 00 | 0,0 | 00 | 122
LW-DEP 60,0 | 15,0 | 24,0 | 85,7 45 86 |87 | 00 | 0,0 | 10,9
GE-v1z 68,4 | 32,5 | 44,0 | 83,3 7,5 13,8 | 16,2 | 92,6 | 27,6 | 28,5
SL+LW-DEP | 72,7 | 20,0 | 31,4 | 86,7 9,8 17,6 | 50,0 | 3,7 | 69 18,6

SLDEP+ | 667 1350 | 459 | 833 | 150 | 255 | 162 | 889 | 27.4 | 32,9
GE-v1z
LW-DEP+
GE-VIZ 60,9 | 350 | 44,5 | 88,9 | 120 | 21,2 | 16,0 | 889 | 27,1 | 309
SLALW-DER+ | 650 1 375 | 47,6 | 880 | 165 | 278 | 164 | 889 | 27,7 | 344
GE-viz

Como € possivel notar na Tabela 2, o ChatGPT apresentou o melhor desempenho
global (i.e. 58,5% de Macro-F1), comparado a todas as estratégias avaliadas, ou seja, o
modelo GPT foi o que mais se aproximou dos valores obtidos pelos humanos. O segundo
melhor desempenho (ou seja, 39,6%) foi alcangado com a combinagdo do SentiLex-PT e
o GoEmotions sem usar as dependéncias sintaticas (SL+GE-BASE). Os piores desem-
penhos foram obtidos pelas estratégias baseadas no SentiLex e LIWC usando as de-
pendéncias sintdticas (i.e. SL-DEP, LW-DEP e SL+LW-DEP). Entretanto, a estratégia
SL+LW-DEP, que combina os dois 1éxicos com as dependéncias sintaticas, alcangou um
desempenho muito similar ao do ChatGPT em termos de Precisdo na classificacdo de
sentimentos positivos e negativos e obteve uma Precisdo ainda superior a daquele mo-
delo na classificacdo de sentimentos neutros. Porém, essa estratégia obteve um desem-
penho muito ruim em termos de Cobertura, o que prejudicou o seu desempenho global.
A baixa cobertura apresentada pelas estratégias que usaram dependéncia sintdtica pode
estar relacionada ao fato de que varios comentarios no corpus nao apresentam a estrutura
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esperada de sujeito-verbo-objeto, o que pode ter impactado na qualidade da andlise de
dependéncia gerada, fazendo com que a palavra com polaridade ndo fosse corretamente
associada ao alvo do comentério. Quando se observa o desempenho de cada estratégia em
relac@o a cada classe de forma isolada, percebe-se que os melhores valores de Fl-score
para todas as classes foram alcangados com o modelo GPT, sendo que ele teve um desem-
penho melhor na classificagdo de sentimentos positivos do que negativos e neutros. De
maneira geral, todas as estratégias tiveram um pior desempenho na classificacao de senti-
mentos neutros, sendo que a estratégia SL-DEP, baseada no Sentilex e nas dependéncias
sintdticas, ndo conseguiu classificar corretamente nenhuma das instancias da classe neu-
tra. Para esta estratégia, especificamente, o valor de Macro-F1 foi calculado considerando
os Fl-scores apenas das classes positiva e neutra.

Tabela 3. Exemplo de comentario e as saidas retornadas pelas estratégias inves-
tigadas neste trabalho (IND representa as palavras de sentimento)
Comentario: Foi de facto um debate cordato, civilizado, em que Jer6nimo se mostrou um senhor
e o Loucd meteu a viola no saco.
Alvo: Jerénimo

Polaridade: 1

SL-BASE | SL-IND | LW-BASE | LW-IND | GE-BASE | GE-EMO CHATGPT
1 cordato, -1 debate, 1 neutro,
civilizado viola admiracdo 1
SL-DEP SL-IND LW-DEP | LW-IND | GE-viz | GE-EMO
N/A - N/A - 0 neutro
Alvo: Louca Polaridade: -1
SL-BASE | SL-IND | LW-BASE | LW-IND | GE-BASE | GE-EMO CHATGPT
1 cordato, -1 debate, 1 neutro,
civilizado viola admiracdo -1
SL-DEP SL-IND LW-DEP | LW-IND | GE-viz | GE-EMO
N/A - N/A - 0 neutro

A titulo de ilustracdo a Tabela 3 traz um exemplo de comentério do corpus e as
saidas retornadas pelas estratégias investigadas neste trabalho.

5. Conclusao

Este estudo avaliou as potencialidades do ChatGPT na tarefa de anélise de polaridade
orientada para os alvos de opinido em comentérios do dominio politico, comparando seu
desempenho com o de outro modelo neural de classificacdo de emog¢des em textos e com
o de estratégias baseadas em léxicos. Experimentos preliminares usando um conjunto de
dados pequeno (200 comentérios) mostraram que o ChatGPT tem potencial para iden-
tificar a polaridade associada a cada alvo de opinido em um comentdrio, sendo esta a
estratégia que mais se aproxima do desempenho obtido por humanos na mesma tarefa.
Contudo, cabe ressaltar que o uso do ChatGPT apresenta vérios desafios como (i) a esco-
lha do prompt de entrada apropriado com a descri¢do da tarefa a ser realizada pelo sistema,
crucial para que ele entenda o que o usudrio espera como saida, (ii) a variabilidade das
respostas dadas para uma mesma entrada para usudrios distintos e (iii) a necessidade de
relizar o processo manualmente na versao gratuita.

Como trabalho futuro pretende-se avaliar um conjunto de dados maior e experi-
mentar outros analisadores sintdticos de dependéncia, uma vez que os maiores valores de
precisdo foram alcancados pelas estratégias que usaram dependéncia sintatica para atri-
buir o sentimento ao alvo. Porém, elas apresentaram uma cobertura muito baixa.
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Abstract. This study evaluates OpenAl’s ChatGPT, a large language model, for
its efficacy in detecting hate speech in Portuguese tweets, comparing it with
purpose-trained models. Despite incurring considerable computational costs,
ChatGPT as a zero-shot classifier demonstrated commendable performance, even
superior to or on par with state-of-the-art methods, with an F1-score of 73.0% on
the ToLD-BR. In a cross-dataset evaluation on the HLPHSP dataset, it secured
a superior Fl-score of 73%. The choice of prompt significantly impacts the
outcome, with a wider scope prompt balancing precision and recall metrics.
ChatGPT, due to its interpretability and resilience against data distribution shifts,
could be a preferred choice for tasks prioritizing these factors.

1. Introduction

The considerable increase in users and time spent on social media has led to a growing
prevalence of hate attacks, as the false sense of anonymity encourages individuals to post
derogatory comments online. Hate speech encompasses messages that convey intolerance
or aversion towards specific groups, such as ethnic, religious, sexual, or gender minorities
and immigrants. It may include derogatory comments, threats, and incitements to violence
[Walther 2022].

Given the importance of detecting hate speech on social media in recent years,
particularly as more toxic posts on networks like Twitter tend to receive higher engagement
[Salehabadi et al. 2022], it is crucial to implement content moderation rules to prevent the
sharing of toxic content.

Hate speech detection on social media can be viewed as a text classification
problem involving natural language processing (NLP) techniques and machine learning to
identify and filter offensive messages. Researchers have addressed this issue in various
languages, including Arabic [Mubarak et al. 2017], German [Wiegand et al. 2018], and
English [Davidson et al. 2017, Zampieri et al. 2019, Mandl et al. 2019], highlighting the
need to consider each language’s structural and social aspects [Radfar et al. 2020]. This
work focuses on the Portuguese language.

Advancements in Portuguese hate speech detection have been marked, with several
studies contributing significantly. [de Pelle and Moreira 2017] compiled a corpus of 1,250
comments, mostly offensive, from a news site and established a benchmark using naive
Bayes and SVM classifiers, the latter outperforming with a 77-82 F1-score. A European-
Portuguese dataset of 5,668 tweets was developed by [Fortuna et al. 2019], labeled by
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annotators of varying expertise using binary and hierarchical schemes. The dataset’s utility
was demonstrated using pre-trained embeddings and LSTM.

Further advancements include the categorization of 7,000 Instagram comments
as hate speech/offensive or non-offensive by [Vargas et al. 2022], using n-grams and
bag-of-n-grams with tf-idf preprocessing and achieving an Fl1-score of 85% for hate
speech detection and 78% for offensive speech. [Leite et al. 2020] introduced a large-scale
Brazilian Portuguese dataset, ToLD-Br, containing 21,000 annotated tweets. BERT-based
models were applied, achieving a macro-F1 score of 76% in binary mode. Despite these
developments, there is room for improvement of large-scale monolingual data.

With the growing public interest in generative pre-trained transformer (GPT) mod-
els, such as OpenAI’s ChatGPT [Brown et al. 2020] !, it is natural for this type of model
to be employed for various natural language tasks, including toxicity analysis in social
media texts. However, Large Language Models (LLM) like ChatGPT are designed to be
generalists and function as a chatbot. In this work, we investigate three research questions:
(1) As a chatbot model, can ChatGPT effectively detect hate/toxic speech in social media
texts? (i1) How well does ChatGPT perform compared to models specifically trained for
hate/toxicity detection tasks? And (iii) what is the impact of the prompt? To address these
questions, we propose a methodology for classifying tweets as hate speech or non-hate
using the ChatGPT API in a zero-shot classification fashion. Additionally, we compare
ChatGPT’s performance against a published baseline and a naive approach.

Our findings suggest the promising feasibility of employing ChatGPT to classify
toxic/hateful textual content within Portuguese tweets. Furthermore, ChatGPT provides
a more interpretable solution, a characteristic of considerable desirability, albeit at a
significantly elevated computational cost. Hence, it may not represent the most optimal
solution, given that alternative methods, characterized by simplicity and less computational
intensity, have demonstrated comparable performance. The highest efficiency attained
using ChatGPT was a macro-average Fl-score of 73%, whereas the method based on
BERTimbau-large generated a mean macro-average Fl-score of 75%. However, in a
cross-dataset scenario, ChatGPT presented better figures (macro-average F1-score of 74%
vs. macro-average F1-score of 69%). This comparison underscores the need to consider
a balance between computational cost and classification performance in selecting the
appropriate model.

2. Methodology

2.1. ChatGPT as hate speech classifier

ChatGPT, developed by OpenAl, is a LLM utilizing the multi-layered Transformers
architecture as its information processing units. We believe that the ease of use and
accessibility of ChatGPT make its adoption inevitable for natural language processing
tasks by non-specialized individuals.

This study employed the OpenAl API with the GPT-3.5-turbo model and the
ChatCompletion module to classify social media texts as toxic/hate speech. As the module
operates as a chat interface, the inclusion of two types of messages, a system message and
a user message, was necessary to create the appropriate prompt. This study explores two

"https://chat.openai.com/
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variations of user messages (prompt). One with a more narrow focus, which we refer to as
Prompt #1, and another with a broader content message, which we refer to as Prompt #2.
Since the queries are in Portuguese, find following the english translation for the reader
reference:

System: “Vocé estd realizando andlise de texto.” (You are performing text analysis.)

»

User Prompt #1: “Me diga, com sim ou ndo, se vocé considera esse texto toxico:
(Tell me, with a simple ’yes’ or 'no’, whether you regard this text as toxic.) + text

User Prompt #2: “Responda apenas ’sim’ ou 'ndo’ caso o texto abaixo contenha
discurso de ddio, ofensa, agressividade ou outras formas de toxicidade:” (Respond with a
simple ’yes’ or 'no’ if the following text contains hate speech, offense, aggression, or any
other forms of toxicity:) + text

In this case, the “text” refers to each comment (tweet) from the test dataset, which
is processed individually. To illustrate, some prompts are structured as follows:

User: “Me diga, com sim ou ndo, se vocé considera esse texto toxico: @user
ridiculo isso” (Tell me, with a simple ’yes’ or 'no’, whether you regard this text as toxic:
@user this is ridiculous)

User: “Me diga, com sim ou ndo, se vocé considera esse texto toxico: @user
neguinho td cansado de apanhar e baixar a cabega” (Tell me, with a simple ’yes’ or 'no’,
whether you regard this text as toxic: @user the n****’s tired of taking hits and bowing

his head)

2.2. Baseline methods

For the baseline models, we followed the methodology proposed in [Leite et al. 2020] for
BERT-based models since BERT-based models approximate the state-of-the-art for other
languages [Zampieri et al. 2019] and Portuguese as well.

The process of classification with BERT-based models encompasses several steps.
Initially, the input text undergoes tokenization, breaking it into subwords or WordPieces.
Following this, the tokenized input is transformed into high-dimensional continuous
representations in a process known as embedding. BERT enhances these token embeddings,
integrating token, segment, and positional embeddings to generate a more contextually
enriched representation.

The core of the BERT-based model comprises multiple layers of transformer
blocks. To facilitate classification, a linear layer is appended atop the BERT model. In
this procedure, an activation function is employed - softmax was the chosen function for
the work at hand. Lastly, the model undergoes training on labeled data employing an
appropriate loss function. In this instance, the binary cross-entropy loss was utilized. In
the case of all BERT-based methodologies, the larger variant of the model was employed.

To more faithfully reproduce the work of [Leite et al. 2020], we use the simple-
transformers library 2 with arguments set to default values. Three model versions were
investigated using different language models: BERTimbau® [Souza et al. 2020], Distil-

Zhttps://simpletransformers.ai/
3https://huggingface.co/neuralmind/bert-large-portuguese-cased
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Bert* [Sanh et al. 2019], and BertPierreguillou® [Guillou 2021]. In each model, the lan-
guage base was established on BERT and subjected to training across diverse databases
and tasks. The DistilBert is a multilingual case.

A naive approach was also implemented using a non-sequential model for com-
parison, called Linear Model. Following the preprocessing, the text data was tokenized
and transformed into sequences using a straightforward Tokenizer. These sequences were
then padded to achieve a consistent length of 280 tokens, corresponding to the maximum
length of a tweet, thereby ensuring a uniform input shape for the model. The architecture
comprised an Embedding layer with 16-dimensional embeddings, a Flatten layer, a Dense
layer containing 32 neurons with a ReLLU activation function, and a Dense output layer
featuring a single neuron with a sigmoid activation function.

The study focused on binary classification, and the metrics employed included
precision, recall, F1-score per class, and macro-F1. For all experiments, data preprocessing
consisted of removing links and anonymizing user mentions. All models were trained
using binary cross-entropy loss and the Adam optimizer, adhering to standard practices in
the field. The source code can be accessed at https://github.com/ufopcsilab/
ToxicSpeech-ChatGPT-STIL.

2.3. Evaluation Metrics

The models are evaluated with regard to several metrics, including class-specific F1-score,
precision, and recall, along with their macro and weighted variants. The “macro” version of
these metrics calculates the metric independently for each class and then takes the average,
treating all classes equally. At the same time, the “weighted” version calculates metrics for
each class independently, but when it averages them, it uses a weight that depends on the
number of instances for each class. Confusion matrices are also employed, offering a more
visual depiction of model performance across different classes.

3. Results and Discussion

This section presents the datasets used in the experimental design and the results of the
experiments aimed at answering the research questions.

3.1. Datasets

The ToLD-Br is the primary dataset employed for evaluating the methodology. In contrast,
the HLPHSD is a supplementary dataset aiming for cross-dataset evaluation. Here we only
used HLPHSD as a test dataset.

ToLLD-Br: The work proposed in [Leite et al. 2020] presents an extensive dataset
focused on detecting toxic language in Brazilian Portuguese. Collected from Twitter, the
dataset is larger than others found in the literature, covering various demographic groups
and considering different types of toxic language: LGBTQ+ phobia, obscenity, insults,
racism, misogyny, and xenophobia. Tweets outside of these toxic categories were deemed
non-toxic (or non-hateful). A stringent annotation criterion was employed, in which three
volunteers independently classified each tweet. A total of 21,000 annotated tweets were

“https://huggingface.co/Davlan/distilbert-base-multilingual-cased-ner-hrl
Shttps://huggingface.co/pierreguillou/bert-large-cased-squad-v1.1-portuguese
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selected to compose the dataset, out of which 9,255 were classified as toxic and 11,745
as non-toxic. Data collection took place over two months (July and August 2019). The
authors divided the dataset into 80% for training and the remaining for testing using a
stratified strategy.

HLPHSD: Proposed in [Fortuna et al. 2019], the HLPHSD consists of 5,668
tweets from 1,156 users collected from January to March 2017. Each tweet was ini-
tially labeled in a binary manner (hate vs. no hate) by non-expert volunteers. Subsequently,
a second round of labeling was conducted by specialists, with each tweet receiving multi-
ple labels, resulting in a hierarchical taxonomy. In total, 81 hate speech categories were
identified. Cohen’s Kappa [Gamer et al. 2012] was used to verify the agreement between
annotators. The authors collected data from Brazilian and European profiles, making the
dataset diverse regarding this criterion. A total of 31.5% of the tweets are annotated as
hate speech.

3.2. Can ChatGPT effectively detect hate/toxic speech in social media texts?

Large Language Models like ChatGP incorporate a certain degree of randomness in their
output generation. Thus, the same query to ChatGPT can yield slightly different results.
The “temperature” parameter primarily controls this randomness during the inference
process. A higher temperature produces more diverse and creative outputs, while a lower
temperature leads to more focused and deterministic outputs. To obtain deterministic
output from the OpenAl API for each tweet in the ToLD-Br test set, we set the temperature
parameter to zero. This implies that every query consistently generates the exact same
result. In Table 1, we present the results for the two types of prompts investigated.

Table 1. Classification using ChatGPT-3.5-Turbo on the TolD-BR test set with GPT
Temperature set to zero.

Prompt #1 Prompt #2
Precision Recall F1-score | Precision Recall F1-score
No-hate 0.84 0.55 0.66 0.80 0.69 0.74
Hate 0.60 0.87 0.71 0.66 0.78 0.72
Macro Avg. 0.72 0.71 0.69 0.73 0.74 0.73
Weight Avg. 0.73 0.69 0.68 0.74 0.73 0.73

3.3. How well does ChatGPT perform compared to models specifically trained for
hate/toxicity detection tasks?

The experiment was conducted five times for each baseline approach, altering the seed value
to generate variability in the stochastic components. Figure 1 illustrates the comparative
results between the baseline method and the classification outcomes achieved by ChatGPT-
3.5 Turbo. Each baseline method underwent training for ten epochs, utilizing a learning
rate of 3 x 107°, batch size of 8, the Adam optimizer, and a binary cross-entropy loss
function. Figure 2 displays the confusion matrix for the best model based on BERT and
the classification by ChatGPT-3.5 Turbo with Prompt #2.

3.4. How well does the baseline model perform on a cross-dataset evaluation?

In an effort to enhance the complexity of hate speech classification for baseline models, a
cross-dataset scenario has been evaluated in this study. The HLPHSD, similar to the ToLD-
BR dataset, was collected from Twitter, albeit at a distinct temporal point, and focused
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Figure 1. The results for precision, recall, and the F1-score pertaining to the hate
speech class (1.0) within the ToLD-BR dataset are presented. Each experiment
was conducted five times to ensure reliability.
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Figure 2. The confusion matrices from an experimental round on the ToLD-Br test
dataset.

on Twitter profiles that utilized European Portuguese. The optimal model (employing
BERTimbau) trained on the ToLD-BR dataset was selected for cross-evaluation. For this
experiment, we balanced the HLPHSD dataset to align the distribution of instances per
class with the ToLD-BR test set. The balancing consisted of randomly subsampling the
majority class to equal the number of instances in the ToLD-BR test set, while retaining
all samples from the minority class (hate speech). The results can be observed in Table 2.
Also in Table 2, one can see the performance of ChatGPT-3.5 Turbo on the same dataset,
the HLPHSD. Figure 3 displays the confusion matrix for the best model based on BERT
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and the classification by ChatGPT-3.5 Turbo with Prompt #2.

Table 2. Cross-dataset results on the HLPHSD-balanced test set in terms of
Precision (P), Recall (R) and F1-Score (F1).

BERTimbau ChatGPT Prompt#1 ChatGPT Prompt#2

P R F1 P R F1 P R F1
No-hate 0.70 0.82 0.76 0.81 0.62 0.70 0.79 0.75 0.77
Hate 0.70 0.55 0.62 0.62 0.81 0.71 0.69 0.73 0.71
Macro Avg. 0.71 0.69 0.69 0.72 0.72 0.71 0.74 0.74 0.74
Weight Avg. 0.71 0.71 0.70 0.73 0.71 0.70 0.74 0.74 0.74
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Figure 3. The confusion matrices from an experimental round on the HLPHSD test
dataset.

3.5. Discussion

Figure 1 clearly elucidates that ChatGPT-3.5 Turbo maintains a strong competitive stance,
even without the employment of fine-tuning on the training data, hence exemplifying its
capability for zero-shot classification. An important observation from the study is that
the choice of the prompt dramatically influences the outcome. When the analysis utilizes
Prompt #1, narrowly centered around the term ’toxic’, it garners an exceptionally high
recall albeit with a slight sacrifice in precision. In contrast, Prompt 2, characterized by its
wider scope, yields a more harmonious balance between precision and recall metrics, albeit
with a slight inclination towards precision. Notably, with the HLPHSD dataset - classified
under a hate-speech-oriented taxonomy - Prompt #1 failed to provide any discernible
advantages.

Furthermore, ChatGPT’s distinct prowess is strikingly accentuated in the context of
cross-evaluation, as evidenced by Table 2, as well as in Figure 3. Notably, the BERTimbau-
cased-based model, originally trained with the ToLD-BR dataset, exhibited a decrease in
performance during cross-evaluation. These findings decisively underline the exceptional
abilities of ChatGPT-3.5 Turbo in its role as a Zero-shot Classifier for this task.
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An intriguing observation emerged during experiments with ChatGPT, where the
model not only classified tweets as “yes” or “no” for toxicity, but also autonomously
provided justifications for its decisions, ranging from simple affirmations to sophisticated
explanations. This indicates ChatGPT’s understanding of offensive content, which likely
contributed to its effective ’toxic” categorization. However, its interpretations can skew
when offensive language is used colloquially or rhetorically, leading to potential errors.
Despite this, ChatGPT’s explanation capability could be invaluable in an industry setting,
where model interpretability often holds significant importance.

Regarding computational cost, it is important to note that the ChatGPT-3.5 Turbo
model has more than 175 billion parameters. In stark contrast, BERT-based models have
an approximate parameter count of 100 million, and the simplest model, referred to here as
the linear model, features roughly 1.74 million parameters. The employment of ChatGPT
for this task will inevitably necessitate a significant energy outlay, thus entailing greater
financial costs for inference.

4. Conclusion

The utilization of LLM-based models, such as ChatGPT, is observing an increasing surge
of interest, with expectations pointing towards an expanded deployment in various NLP
tasks, inclusive of text toxicity or hatefulness detection by both individuals and corporate
entities. The insights gleaned from this study underline the competitiveness of ChatGPT-
3.5 Turbo for this task, even when compared to models specifically fine-tuned for the
same purpose. The results demonstrate a notable proficiency in toxic speech detection,
boasting exceptional performance metrics and showcasing resilience towards shifts in
data distribution. However, this prowess comes at a markedly higher computational cost
when compared to other models assessed within this investigation. This highlights that,
in practical terms, ChatGPT may not be the optimal selection for production use unless
the requirement for interpretability is paramount. Smaller language models, such as
Falcon [Penedo et al. 2023] and Llama [Touvron et al. 2023], can be an interesting future
research path to balance computational cost, performance, and interpretability.
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Abstract. Social media platforms are crucial for understanding public opinion
about policy issues. In this regard, detecting stance in Twitter posts is a vital
tool. In this study, we built a corpus of tweets from 2020 and 2021, annotated
with stance towards COVID-19 vaccines and vaccination, and test BERTimbau
as a way to automatically detect stance in such tweets. Our model reached 86%
accuracy in 2020, 77% in 2021, and 79% in the combined 2020/2021 set. Our
results also highlight the time-dependent nature of data distribution and, as a
consequence, stance classification. Therefore, this research also contributes to
the field by shedding some light on the existing methodological challenges in
analyzing complex public policy debates over time.

1. Introduction

Social media platforms, such as Twitter, are crucial for understanding public opinion on
policy issues given their widespread use by the population. Its main drawback, however,
lies in this popularity, in the sense that its users create enormous amounts of data every day
and analyzing these data can become a cumbersome task. In this regard, automatically
detecting stance in such media becomes a vital tool.

Automatic Stance Detection (SD) is a sub-field of Natural Language Processing
(NLP) that seeks to automatically identify the stance of the author of some text towards a
proposition or pre-chosen target [Mohammad et al. 2017]. Given its increased relevance
in public debate and its widespread use by the public, Twitter has received increasing
attention as a valuable source for monitoring public opinion (e.g. [Walker et al. 2012,
Bar-Haim et al. 2017, Dey et al. 2017]).

Understanding the stance of tweet authors on a particular issue provides real-time
user-generated information, which is valuable but is also challenging due to the highly nu-
anced and subjective nature of the language used by those expressing their opinions using
this platform. To address these challenges, we introduce a corpus of tweets' by Brazilian
Political Elites (i.e. candidates supported by their parties in local elections), collected
during 2020 and 2021 and annotated with the position toward COVID-19 vaccines and

'Available at https://github.com/PedroSchmalz/covidl9-tweets-brazilian—
mayoral-candidates under CC BY-NC-SA 4.0.
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vaccination, and propose an approach to automatically classify stance in such tweets?.

The remainder of this article is organized as follows. Section 2 presents some
related work on stance detection and the use of BERT [Devlin et al. 2018] and BERTim-
bau [Souza et al. 2020] in NLP tasks. Next, in Section 3 we describe the procedure we
followed to collect and classify the corpus of tweets, along with the steps taken to train our
automatic stance classifier. Section 4, in turn, presents and discusses our results. Finally,
our conclusions and directions for future work are presented in Section 5.

2. Related Work

Stance detection has been extensively studied in the field of NLP, and is
often used in opinion analysis (e.g. [Bar-Haim etal. 2017]), policy debates
(e.g. [Somasundaran and Wiebe 2009, Addawood et al. 2017,  Zhang et al. 2017,
Augenstein et al. 2016, Walker et al. 2012]), social media monitoring
(e.g. [Dey etal. 2017]) and fake news detection (e.g. [Lillie and Middelboe 2019]).
We contribute to the stance detection literature by using a deep learning approach to
identify political elites’ stances on the subject of COVID-19 vaccines.

In this regard, one of the most successful deep learning models for NLP is the
Bidirectional Encoder Representations from Transformers (BERT) [Devlin et al. 2018],
which has achieved state-of-the-art results on a wide range of tasks. Minaee et al.
[Minaee et al. 2021] analyze the increase in the usage of deep learning models for text
classification. They review, amongst other things, the rise of Transformer-based PLMs
(Pre-trained Language Models). As noted by the authors, when used for sentiment analy-
sis on popular data sets (e.g. IMDB, SST-2, Amazon, etc.), BERT and its variants (BERT-
large, ROBERTa, ALBERT, etc.) obtain promising results in classification tasks.

Although BERT has been successfully applied to tweet classification, chal-
lenges remain to be addressed. First, it should be noted that there are
few corpora available in Brazilian Portuguese that could be used to this end.
Still, some authors undertake the task of classifying text in Brazilian Por-
tuguese (e.g. [Aguiar et al. 2021, Nascimento et al. 2015, Junqueira and Fernandes 2018,
Torres et al. 2020, Brum and Nunes 2017, Silva et al. 2021]) with some of them using
BERTimbau [Souza et al. 2020], a pre-trained BERT model for Brazilian Portuguese
(e.g. [Martins 2022, Hammes and Freitas 2021, Silva and Freitas 2022]). We seek to con-
tribute to this literature by providing an annotated data set in Portuguese for stance detec-
tion, proposing a keyword method for replicating and expanding the corpora, and apply-
ing BERTimbau to stance classification.

3. Material and Methods

To build our corpus, in January 2022 we retrieved tweets from 2020, a year with high
uncertainty on the development of COVID-19 vaccines, and 2021, the beginning of the
vaccination campaign that changed the debate on COVID-19 immunization from the pre-
vious year. Source profiles on Twitter were selected based on candidates registered and
certified by the Brazilian Superior Electoral Court (TSE). Of the 300 candidates running

’Replication files available at https://github.com/PedroSchmalz/when-tweets—
get-viral-replication-files.
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for mayor at the 2020 elections in the 26 state capitals, we identified existing Twitter
accounts for 243. Among them, 20 profiles were inactive® and 80 accounts did not pub-
lish content related to our research topic during the analyzed period and were therefore
excluded from the analysis.

Our final sample consisted then of 143 mayoral candidates. We used Twitter’s
REST API*to collect all tweets from these candidates and filtered them in using a key-
word selection. As noted by [Barbera et al. 2020], this method is preferred over other
approaches, such as using subjective categories, because it allows for researcher control
and can be replicated and even used in different media.

The set of keywords (Table 1) used in this study was developed in four test trials
based on observations of spelling variations, term frequency, and usage. Orthographic and
spelling issues were addressed after a preliminary analysis of common variations used by
Twitter users. Moreover, we consider both lower and upper cases of terms. Subsequently,
we classified tweets that could be excluded after determining that their content, while
mentioning keyword terms, did not refer to COVID-19 vaccines or vaccination.

Table 1. Keywords used to retrieve tweets

Topic Keywords
Vaccines and [Vv]acin; [Vv]assina; [Vv]acinacao [Vv]asina; [liJmunizacdo;
Vaccination (Gen.) [liJmunisacdo; Vaccine Symbol (0)
Covid-19 Vaccines CoronaVac - [Cclorona[Vv]ac; [CcJomuna[Vv]ac; [Ss]inovac
and Laboratories AstraZeneca - [Aa]stra[Zz]eneca; [Aa]stra[Zz]enica; [Oo]xford;

[Oo]xfort; [Oo]xfor; [Vv]axzvria Pfizer - [Pplfizer; [Pp]eizer;
[Pplpfaizer; [Fflaizer; [Ff]eizer; [Bbliontech; [Bbliontec;
[Cclomyrnaty; [Cclomimaty; [Bb]iontech [Mm]anufacturing [Gg]mbh;
Moderna - [Vv]acina da [Mm]oderna; [Vv]acina [Mm]oderna;
[Ss]pikevax; [Mm]oderna [BbJiontech; mRNA=1273; CX-024414
Sputnik - [Ss]putnik; [Ss]putinik; [Ss]putink; [Ss]putinic;[Ss]putinikV;
[Gglamaleya; [Gg]amaleia Janssen -[Jjlansen; [Jjlanssen; [Jj]1&[J]]:
[Jjohnson & [Jjohnson: [Jj]honson & [Jj]honson: [JjJonson: [Jj] & [Jj]:
[Jjohnson: [Jjjohnsons; [Jj]honson; [Jjancen;[Aa]d26.COV2S Covaxin
- [Cclovaxin; [Cc]ovachin; [Bb]harat [Bb]iotech Novavax -
[Nn]Jovavax; [Cclovavax; [NnJuvaxovid; NVX-CoV2373; TAK-019;
SARS- CoV-2 rS with Matrix-M1 adjuvant; [Ss]erum [li]nstitute of
[li]ndia; [Nn]ovavax; [Fflormulation Sinopharm - [Ss]inopharm; BIBP;
[Ss]inofarm Other Laboratories - [Bb]Jutantan; [BbJutanta; [Ff]iocruz;
@fiocruz; [Ffliocrus

Localities [Vv]achina; [Vv]axina; [Vv]acina da [Cc]hina; [Vv]acina [Cc]hinesa;
[Vv]acina [Bb]ritanica; [Vv]acina [Cc]ubana; [Vv]acina [Rr]ussa;
[Vv]acina da [Rr]ussia
Additional Terms [Dd]oriavac; [Cc]obaia; [Jjlacaré; [Jj]lacare; [Dd]itaddria; [Dd]itadoria;
[Vv]a-china; [Vv]achina¢do; [Vv]a-chinacao; [Cc]olateral; [Ee]feito
[Cc]olateral; [Oo]brigatoriedade; [Oo]brigar

3The activity status of these Twitter accounts was determined manually by coders to ensure these were
professional candidate profiles with recent posts.
4Documentation available at: https://developer.twitter.com/en
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As a result, of the 2,335 tweets retrieved in 2020, 1,589 referred to COVID-19
vaccines, which built our 2020 part of the corpus. During 2021, we managed to retrieve
more than 17,000 tweets, of which we randomly selected a sample of 5,000 and, after the
above-mentioned analysis, we kept 4,831 tweets related to Covid-19 vaccines. In total,
the corpus comprises 6,420 tweets from 2020 and 2021.

Next, the corpus was manually annotated by five volunteers, which also reviewed
each other’s work. Our unit of analysis was an individual tweet and each post was classi-
fied either as Favorable to Covid-19 Vaccines, Neutral, or Unfavorable. Examples of the
latter include calling Coronavac “Vachina” (vaccine + China), or expressions of doubt
about vaccine effectiveness. Favorable tweets relate to those praising vaccines and their
arrival. Finally, neutral tweets refer to factual posts, including news posts and those that
do not communicate a clear stance about COVID-19 vaccines or vaccination in general.

Table 2 shows the class distribution for 2020, 2021, and the total for both years.
During both years, the majority of tweets were classified as favorable. However, there is
a higher percentage of unfavorable vaccine tweets in 2020 than in 2021 and a significant
increase in neutral tweets in 2021 compared to 2020. In 2021, there was a larger volume
of tweets related to Covid-19 vaccines, and most were favorable or neutral.

Table 2. Distribution of Classes
Class 2020 2021 Combined

Favorable 1,319 2,682 4,001
Neutral 82 2,085 2,167
Unfavorable 188 64 252
Total 1,589 4,831 6,420

With this corpus at hand, we set out to fine-tune a BERTimbau classi-
fier [Souza et al. 2020] (a pre-trained language model for Brazilian Portuguese, based
on BERT [Devlin et al. 2018]) to the task of automatic stance classification. To do
so, we first randomly set (with stratified sampling) 10% of the corpus apart, as a fi-
nal test set. We then preprocessed both sets separately, so as to avoid data leakage
[Zheng and Casari 2018, Kuhn and Johnson 2019]. Preprocessing consisted of lowercas-
ing, hyperlink removal, and other minor cleanings (retweets, emoticons, etc.).

Next, both corpora were tokenized with the BERT Tokenizer (WordPiece algo-
rithm) [Wu et al. 2016, Song et al. 2020]. The models were then trained and validated at
the training set (i.e. with 90% of the data). Training was done using five epochs, a 32
batch size, and a 2 x 1075 learning rate for the ADAM optimizer. The model was vali-
dated through stratified 5-fold cross-validation [Sobhani 2017], so as to preserve a higher
number of observations for the minority classes in all folds.

Three different models were then trained: one with observations only from 2020,
another from 2021, and an additional one with the merged sample from both years.
The metrics used for model evaluation were training and validation cross-entropy loss
(which measures the difference between the output of the model and the expected class)
[Sukhbaatar and Fergus 2014], Precision (the fraction of true positives among all posi-
tives pointed out by the classifier), Recall (the fraction of all positives the were correctly
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identified by the classifier) and F1-score (the harmonic mean between precision and re-
call) [Olson and Delen 2008].

4. Results and Discussion

Figure 1 shows the average loss in both training and validation sets, along with precision,
recall and F1-score for each class, at each epoch and averaged across all folds in 2020.
As it turns out, loss values seem to indicate an overfitting process after the second epoch.
Figures for precision, recall and F1-score indicate that the model can successfully predict
favorable tweets in 2020, peaking at the second or third epochs. At the remaining classes,
performance drops, probably as a consequence of the small amount of available data.
Overall, two or three epochs are enough for the model to reach stability with this data set.
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Figure 1. Loss, along with per class precision, recall and F1-score (2020)

During 2021, one sees a raise in the number of tweets related to COVID-19
vaccines and vaccination, possibly due to the authorization and start of vaccination in
Brazil. In this year, although Favorable remained as the majority class, minority moved
from Neutral to Unfavorable, with a pronounced increase in the Neutral class (see Ta-
ble 2), thereby changing data distribution. Neutral tweets mostly corresponded to recently
elected mayors advertising their municipal vaccination campaign progress.

Figure 2 shows training and validation average loss, along with precision, recall
and Fl1-score for each class, at each epoch and averaged across all folds in 2021. As
in 2020, loss values point to an overfitting after the second epoch, with precision, recall
and F1-score being higher for the majority class, decreasing as the number of available
examples drops, usually stabilizing at the second or third epoch. By comparing results
from Figures 1 and 2, one sees how data drift impacts model performance, even for models
trained at the specific data set, i.e. even after accounting for the new data distribution.

Considering the results obtained from 2020 and 2021, it comes as no surprise that
the same behavior can be seen in the union of both sets, as illustrated in Figure 3. In
this figure, one sees the model overfitting and all evaluation metrics stabilizing after the
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Figure 2. Loss, per class precision, recall and F1-score (2021)

second epoch. Despite this common behavior, overall performance was superior when
using data from both years than from each individual year, in the sense that the model
was more assertive in its classification of the minority class, even if it still lagged behind
the other two classes.
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Figure 3. Loss, precision, recall and F1-score (2020 and 2021)

Average validation performance (across the five folds) for all data sets can be seen
in Table 3, with a per-class breakdown being shown in Table 4. In these tables, we focus
on the results at the second epoch only, so as to avoid overfitting and still reach model
stability, and present both average and their associated 95% confidence interval (within
parentheses). From these data, it becomes clear the difference in performance between
2020 and 2021 data. Interestingly, when dealing with 2020 and 2021 data together, there
was a raise in macro-F1, reflecting the better performance at the minority classes.
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Table 3. Average validation results (Epoch 2)

Data Set Training  Validation Validation Micro F1 = Macro F1
Loss Loss Accuracy
2020 0.45 0.44 0.86 0.86 0.51
(0.43:0.46)  (0.40:0.49) (0.84:0.88) (0.84:0.88)  (0.44:0.57)
027 0.48 0.55 0.77 0.77 0.67
(0.48:0.49)  (0.53:0.58) (0.76:0.78) (0.76:0.78)  (0.66:0.69)
2020 and 0.46 0.52 0.79 0.79 0.67
2021 (0.45:0.47)  (0.50:0.53) (0.78:0.80) (0.78:0.80)  (0.65:0.69)
Note: 95% Confidence Intervals in parentheses.
Table 4. Per-class average validation results (Epoch 2)
Year Class Precision Recall F1-Score Support
0.87 0.986 0.92
Favorable ) ¢56.0.884)  (0.971:1.00) (0.911:0.929) ~27
0 0 0
2020 Neutral (0.00:0.00)  (0.00:0.00)  (0.00:0.00) ~15
0.81 037 0.476
Unfavorable <760 041)  (0.201:0.539) (0.303:0.649) %
0.802 0.792 0.794
Favorable ) 764.0.840) (0.735:0.849) (0.777:0.811) 483
0.740 0.766 0.748
2021 Neutral ) 703.0777)  (0.702:0.830) (0.732:0.764) "2
0 0 0
Unfavorable 6 00,000y (0.00:0.00)  (0.00:0.00) ~12
0.808 0.882 0.840
2020 Favorable ) 7¢5.0831)  (0.85:0914) (0.834:0.846) 0
o Neutral 0.762 0.664 0.708 290
037 (0.716:0.808)  (0.605:0.723) (0.692:0.724)
Unfavorable 0.768 0.358 0.430 s

(0.701:0.835)

(0.297:0.419)

(0.425:0.535)

Note: 95% Confidence Intervals in brackets.

One possible reason for this difference in class distribution may lie in the observed
structural change in the COVID-19 vaccine debate. During 2020, COVID-19 vaccine
availability was uncertain, and so candidates tweeted less often and only a few expressed
their hope that clinical trials would turn into vaccines. When vaccines were authorized
by Anvisa, Brazil’s regulatory agency, and began to be offered to some adult groups in
January 2021 with a slow roll-out to additional adults, there were significant rise in tweets
about COVID-19 vaccines and vaccination. Interestingly, unfavorable tweets were rare in
both years, especially in 2021, revealing that these individuals were not likely to voice

unfavorable positions on COVID-19 vaccination.

Finally, from the models shown in Tables 3 and 4, the best performance model
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Table 5. Results for the Test Set

Year Class Precision Recall F1-Score Support
Favorable 0.89 0.98 0.94 132
2020 Neutral 0.50 0.12 0.20 8
Unfavorable 0.82 0.47 0.60 19
Favorable 0.79 0.88 0.83 269
2021 Neutral 0.81 0.71 0.76 209
Unfavorable 0.0 0.0 0.0 6
2020 Favorable 0.79 0.87 0.83 400
and Neutral 0.73 0.65 0.69 217
2021 Unfavorable 0.73 0.32 0.44 25

among all folds, in terms of macro F1, was run in the test set, whose results can be seen in
Table 5. Results were aligned to those obtained during validation in that the model run on
2020 data performs poorly on the neutral class and the results for unfavorable tweets were
worse in 2021. Overall, the results improve over all classes for the combined 2020 and
2021 data set, but there are still problems related to the unfavorable class, with poor recall
and F1-scores. In future steps, measures to deal with class imbalance may be explored.

5. Conclusions and Future Work

The present work introduced a corpus collected from Twitter with posts from Brazilian
political elites about COVID-19 vaccines. The corpus was used to detect stance using a
deep learning model (BERTimbau). The results indicate that class imbalance increased
the difficulty of the task, given the . Poor results were obtained for the minority class in
each set. This highlights that even in a short period the model can be affected by data
drift, where data distribution changes, influencing the performance of the learner.

This study contributed to the understanding of political discourse during a crisis
period (COVID-19 pandemic), which may generalize to other domains or moments. Al-
though BERTimbau is recognized as state of the art for Portuguese, we are still confined to
its text representation and the use of a linear layer of neurons as a classifier. In this sense,
using its language model with other classifiers could yield better results. This will be a
subject of future investigation. Furthermore, the five-fold approach restricts the poten-
tial generalization of the model, although it was necessary to maintain class distribution
across sets. In future work, we plan to collect additional data to overcome this problem.
Finally, we plan to compare our results to those by other commonly used models, fol-
lowing more traditional machine learning techniques, such as support vector machines
(SVMs) or random forests (RFs), or other deep learning methods (RNNs, CNNs).
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Abstract. This paper introduces the journalistic portion of the Porttinari
treebank, which aims to be a multigenre NLP resource for Brazilian
Portuguese. We report the construction of the treebank, in particular, the
human-revised portion with 8,418 sentences, whose annotation process lasted
almost three years and involved more than a dozen trained annotators. The full
treebank offers to the Portuguese-speaking NLP community nearly 4 million
sentences annotated according to the Universal Dependencies framework.

1. Introduction

Treebanks, corpora whose sentences are accompanied with their syntactic trees, play
important roles for both linguistic and NLP (Natural Language Processing) research.
For linguists, treebanks enable detailed analysis of syntax, leading to the discovery of
linguistic patterns and a deeper understanding of language structure. In NLP, treebanks
can be used for the development or improvement of computational language processing
models, especially those that require labeled data with explicit syntax knowledge.

Among the theoretical options to build treebanks, the Universal Dependencies
(UD) project (de Marneffe et al., 2021) stands out as an international grammar
framework, with more than 140 languages available in more than 240 corpora.
Portuguese has four corpora among the UD datasets: Bosque (Rademaker et al., 2017),
PUD (Zeman et al., 2017), CINTIL (Branco et al., 2022), and PetroGold (Sousa et al.,
2021). Together, these corpora result in less than a million tokens. In order to contribute
on this front, we are committed to the construction of a large multigenre treebank for
Portuguese, the Porttinari (which stands for “PORTuguese Treebank™). In this sense,
this paper introduces the journalistic portion of Porttinari, which is its first annotated
genre, composed by three subcorpora with different characteristics and purposes:
Porttinari-base, a corpus revised in detail to serve as gold standard; Porttinari-check,
a small corpus structurally similar to Porttinari-base to serve as testbed and to illustrate
the contrast between manual and automatic annotation; and Porttinari-automatic, a
large corpus that was automatically annotated.

The rest of this paper is organized as follows. In Section 2, we briefly present
UD, adopted in the treebank. In Section 3, we present the three subcorpora of Porttinari,
and, in Section 4, we draw our conclusions and outline future work.
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2. The Universal Dependencies framework

UD (de Marneffe et al., 2021) is a language independent initiative originally designed to
annotate morphology, part of speech (PoS) and syntactic dependency relations, in an
approach inspired by Tesniere (2015) dependency grammar. UD currently has a fixed set
of 17 PoS tags and 37 dependency relations, plus a non-fixed set of morphological
features. The UD annotation scheme has enabled the training of automatic classifiers
and several comparative studies of language typology. As an example, Figure 1 shows
an annotated sentence according to UD. Above the sentence, it is possible to see the
relations (labeled arcs), pointing from the heads to their dependents; below them, there
are the PoS tags of the words, their lemmas and their morphological features.

root

punct

nsubj

Ele fugiu de o local sem prestar S0CorIro a a vitima

PRON VERB ADP DET NOUN ADP VERB NOUN ADP DET NOUN PUNCT

ele fugir de o local sem prestar socorro a °] vitima
Number=Sing Number=Sing Number=Sing Number=Sing VerbForm=Inf Number=Sing Number=Sing Number=Sing
PronType=Prs VerbForm=Fin PronType=Art Gender=Masc Gender=Masc PronType=Art Gender=Fem
Person=3 Tense=Past Gender=Masc Gender=Fem

Gender=Masc  Person=3
Mood=Ind

Figure 1. An example of sentence annotated according to UD framework

Much of the annotation in the UD scheme can be accomplished simply by transferring
into Portuguese the guidelines described and exemplified in English. However, a number
of issues typical of the Portuguese language required linguistic studies and annotation
decisions, including phenomena as auxiliary verbs (Duran et al., 2021a), numerals
(Duran et al., 2021b) and comparatives (Duran et al., 2023a), among others.

3. The journalistic portion of Porttinari

Porttinari is a large multi-genre treebank (Pardo et al., 2021) and the three subcorpora
presented here, containing news texts, are the foundation for the other genres that will
follow. Specifically, we used the Folha-Kaggle dataset', publicly available, composed of
167,053 news articles extracted from the electronic edition of the Brazilian newspaper
Folha de Sao Paulo published from January 2015 to September 2017.

For preprocessing the corpus, we performed the sentencing and tokenization of
each news article. In this phase, Portuguese characteristics had to be taken into account,
as the truncated form of infinitive verbs when employed with clitic pronouns (e.g.,

! https://www.kaggle.com/datasets/marlesson/news-of-the-site-folhauol
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“fazé-lo” was tokenized into the words “fazer” and "lo" ) and the contracted words (e.g.,
“na” was tokenized into the words “em” and “a”). The ambiguities of some contracted
words were of particular interest in this part of the process, and we had to use heuristics
to solve them. Some examples are the words “consigo” (that can be either an inflection
of the verb “conseguir’ or a contracted word decomposable into “com” and “si”’) and
“nos” (that can be a clitic pronoun or a contraction of the words “em” and “o0s”

The preprocessing also assigned an ID to each produced sentence with the
generic format FOLHA_DOCxxxxxx_SENTxxx, where DOC has a number between
000001 and 167048, referring to the news article the sentence comes from, and SENT
has a number referring to the order of the sentence within the news article (no article has
more than 999 sentences). For example, the ID FOLHA_DOC006009_SENTO013
corresponds to the thirteenth sentence in the 6,009th news article of the original dataset.

Since 5 documents of the original dataset contained no text, the 167,048 news
articles resulted in 3,964,292 sentences and 94,799,734 tokens. The three journalistic
subcorpora (Porttinari-base, Porttinari-check, and Porttinari-automatic) were produced
from this material. Figure 2 depicts the relative size of the three subcorpora in number
of sentences. In what follows, we describe each of them.

3,954,189

4,000,000

1,0000
8,000
6,000
4,000

2,000

base check automatic

Figure 2. The size of the three subcorpora in terms of number of sentences

3.1. The Porttinari-base subcorpus

The Porttinari-base subcorpus is composed of 8,418 sentences (168,080 tokens - in
average, 19.97 tokens per sentence) selected from the initial 5,000 news documents of
Folha-Kaggle. The original Folha-Kaggle dataset includes topic classification, as world,
economy, education, etc. Therefore, we avoided incorporating full news documents to
provide a better diversity of authors and subtopics. The specific choice of sentences was
made giving preference for sentences of sizes from 10 to 40 tokens, since small
sentences are sometimes too simple and other times are just a juxtaposition of words
with no syntax, while too large sentences usually repeat patterns of combined clauses,
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either by coordination or subordination. Nevertheless, we also included some sentences
out of those bounds, for diversity reasons. Figure 3 shows the distribution of sentences
per number of tokens. The resulting subcorpus also has a good lexical diversity of
verbal predicates as it has 1,576 different verb lemmas (534 verbs appear only once).

5,000 —
4,000

3,000

sentences

2,000

1,000

98
4-9 10-19 20-29 30-39 40-79
number of tokens

Figure 3. Number of sentences per number of tokens in Porttinari-base

The Porttinari-base annotation process started with an automatic annotation by the
parser UDPipe 2 (Straka, 2018) using the Bosque-UD model (Rademaker et al., 2017),
which achieves 87% of accuracy (in particular, the Labeled Attachment Score). As the
task of revising syntactic trees is complex, we chose to separate the activity into three
steps: first we revised the morphosyntactic layer, in which PoS tags are assigned; then
we revised the morphological layer, i.e., the lemma and the features of the tokens, in a
semi-automated step; and finally we revised the syntactic dependency relations.

The PoS tag manual annotation was performed by trained human annotators,
using the Arborator-NILC editor (Miranda and Pardo, 2022) and following strictly the
definition made by the PoS tag directives manual (Duran, 2021). The PoS tag
distribution achieved is depicted in Figure 4. One of the challenges of PoS tag
annotation was the ambiguity of function words, as prepositions and conjunctions,
which are sometimes ambiguous with words from other PoS tag classes. Several lexical
studies were made to support this task (Lopes et al., 2021; Lopes et al., 2023).

40,000 —

30,000
25,112
24,103 22,549

20,000

tokens

10,895
10,000

554 247 32

0
NOUN ADP DET PUNCT VERB PROPN ADJ ADV PRON AUX CCONJ NUM SCONJ SYM X INTJ

Figure 4. PoS tag distribution in Porttinari-base
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The revision of lemmas and morphological features was supported by PortiLexicon-UD
(Lopes et al., 2022), which holds the Portuguese forms associated with their PoS tag,
lemma, and morphological features using the UD standards (feature names and values).
For example, for verbs (either VERB or AUX), the lemma is the infinitive form of the
verb and the features include the form of the verb (finite, infinitive, gerund, or
participle), and, according to the form, it may include number (singular or plural),
gender (feminine or masculine), person (1st, 2nd, or 3rd), mood (indicative, subjunctive,
imperative, or conditional), and tense (present, past, future, imperfect, or pluperfect).
Human intervention was required to disambiguate cases where more than one
combination was possible. For example, the form “for” is always a verb, but may have
as lemma the verbs “ir” or “ser”.

The revision of dependencies was a more challenging task. The attribution of
dependency relations starts with the definition of the root token, and the other relations
are defined from it. Functional words (prepositions, conjunctions, and determiners)
usually are only dependents of the relations, while content words (nouns, verbs,
adjectives, and adverbs) can be either head or dependent of relations. Some phenomena
typical of Portuguese are not predicted in the UD, forcing us to decide how to annotate
them consistently throughout the corpus.

The dependency relation annotation becomes an even more complex task when
using subrelations, a way to subspecify some of the original 37 UD relations. In our
corpora, we adopted 10 subrelations (acl:relcl, aux:pass, ccomp:speech, csubj:outer,
csubj:pass, flat:foreign, flat:name, nsubj:outer, nsubj:pass, obl:agent). Given that we do
not employ 4 of the original 37 relations (clf, compound, dep, goeswith), we have an
overall number of 43 dependency relations distributed as depicted by Figure 5.

The revision of the dependency relations was carefully manually executed over
all sentences sequentially, but, due to its natural complexity, we performed an additional
vertical revision of several linguistic phenomena. Such a vertical analysis step grants
more confidence on the homogeneity of the produced data.
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tokens
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5,000
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Figure 5. Relation distribution in Porttinari-base
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For NLP purposes, Porttinari-base is further subdivided into three subsets: training,
validation and test. Such division may be relevant for those interested in training and
testing systems using this subcorpus. The subsets have 5,893, 842 and 1,683 sentences
in train (70%), dev (10%), and test (20%) files, respectively.

3.2. The Porttinari-check subcorpus

The Porttinari-check subcorpus was developed to provide a controlled dataset to serve
as testbed and as a contrast between the careful annotation of the Porttinari-base
subcorpus and an automatic annotation. As such, we randomly chose a set of 1,685
sentences (about 20% of the size of Porttinari-base) (consisting of 33,547 tokens, and an
average of 19.91 tokens per sentence) with similar characteristics. Specifically, we
searched sentences to achieve a proportional distribution of sentence sizes, and similar
distributions of PoS tags and dependency relations.

The annotation process of Porttinari-check was fully automatic with UDPipe 2
(Straka, 2018) using Porttinari-base as training set (which, in a preliminary evaluation,
showed accuracy results over 98% for PoS tags and 91% for dependency relations).

As a testbed, Porttinari-check was designed to be a complementary evaluation
resource. It may be used to check and test (quantitatively or qualitatively) parsing
techniques in more varied ways, to complement other evaluation procedures and
conclusions (providing varied test sets), to search for and assess specific grammar
constructions and to subsidize other studies. As an example, it was already used as the
basis for a detailed qualitative evaluation of a parser (Duran et al., 2023b).

3.3. The Porttinari-automatic subcorpus

The annotation of the Porttinari-automatic subcorpus was done entirely automatically, in
the same manner as the annotation of Porttinari-check. Although the annotation is
completely automatic, careful preprocessing contributes to good results. The quality of
the training corpus annotation is critical to ensure that the automatic annotation is
consistent.

The purpose of Porttinari-automatic is to produce a very large linguistic resource
of NLP for Brazilian Portuguese. It has all the remaining sentences taken from the
Folha-Kaggle dataset. As a result, Porttinari-automatic has 3,954,189 sentences, and
94,598,107 tokens, with an average of 23.92 tokens per sentence.

3.4. Overview of distributions in the three subcorpora

We have shown before the distribution of sentence sizes, PoS tags and dependency
relations for Porttinari-base only, given it was the seed of the treebank annotation. Now,
for comparison purposes, Figures 6, 7 and 8 show such distributions for the three
subcorpora.
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Figure 6. Percentage distribution of sentence sizes in Porttinari-base,
Porttinari-check, and Porttinari-automatic
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Figure 7. Percentage distribution of PoS tags in Porttinari-base,
Porttinari-check, and Porttinari-automatic
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Figure 8. Percentage distribution of dependency relations in Porttinari-base,
Porttinari-check, and Porttinari-automatic

It is possible to see that Porttinari-base and Porttinari-check are very similar in their
distributions, as Porttinari-check was designed this way. As Porttinari-automatic
includes all the remaining sentences of Folha-Kaggle dataset, it diverges from the other
subcorpora. Proportionally, it has fewer sentences in the 10-19 size interval and more
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sentences in the 40+ interval. Interestingly, it also shows more PROPN PoS tags, and,
consequently, more flat:name relations.

4. Conclusion and Future Work

This paper announces the journalistic genre portion that integrates the large multigenre
Porttinari treebank, offering the Portuguese-speaking community a treebank of nearly 4
million sentences annotated with dependency syntax in the UD framework. Together,
the three subcorpora that compose the journalistic genre add up to 3,964,292 sentences
and 94,799,734 tokens, with an average of 23.91 tokens per sentence. To put this
resource in perspective, the Bosque-UD treebank, also for the journalistic genre, has
9,364 sentences and 227,825 tokens, with an average of 24.12 tokens per sentence. The
addition of Porttinari data in this scenario places the amount of Portuguese UD
annotated resources at the same level of well-resourced languages, which opens several
possibilities for NLP applications and linguistic studies.

Future work includes (i) the annotation of enhanced dependencies, which,
according to Nivre et al. (2018), have proven to be useful for more advanced
applications, (i1) the annotation of semantic roles, following the Propbank model
(Palmer et al., 2005), and (iii) the exploration of the treebank for developing NLP
research products for Portuguese. In the near future, we also envision to announce a new
genre in Porttinari, in particular, tweets, whose annotation process is already advanced.

For the interested reader, Porttinari and related materials are publicly available at
the webportal of the POeTiSA project (https:/sites.google.com/icmc.usp.br/poetisa).
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Abstract. The article analyzes variations in PetroGold, a gold standard tree-
bank. The results show that considering the POS tag of multiword expressions
in the annotation of all the words that compose them, as well as simplifying
the syntactic tagset of the treebank, produces models with better performance
on certain metrics, highlighting the importance of linguistic modeling during
annotation for adequate natural language processing (NLP) results. The data-
sets used in the study are available in a dedicated repository and can be further
modified to train better language models.

Resumo. O artigo analisa variacoes no PetroGold, um treebank padrdo ouro.
Os resultados mostram que considerar a classe gramatical das expressoes mul-
tipalavras na anotagdo de todas as palavras que as compdoem, assim como sim-
plificar o tagset sintdtico do treebank, produz modelos com melhor desempenho
em algumas métricas, destacando a importancia da modelagem linguistica du-
rante a anotagcdo para resultados adequados no processamento de linguagem
natural (PLN). Os datasets utilizados no estudo estdo disponiveis em um repo-
sitorio dedicado, podendo ser ainda mais modificados para treinar melhores
modelos de linguagem.

1. Introducao

Corpora anotados padrao ouro sdo recursos de extrema relevancia no atual cendrio do
processamento de linguagem natural, em que modelos de aprendizado de méquina po-
dem se beneficiar dos dados para treinar modelos de predi¢cdo e para avaliar os resultados
dos modelos gerados. Por serem “padrdo ouro”, ha a garantia de que tais recursos passa-
ram por inspecao humana, de tal maneira que as andlises linguisticas codificadas na sua
anotagdo sdo as interpretacdes humanas dos fenomenos de linguagem. Contudo, o tag-
set e o esquema de anotagdo de um recurso — quais etiquetas e como serao utilizadas na
anotagdo do corpus — pode variar de acordo com 0s objetivos para os quais o recurso esta
sendo desenvolvido.

Nesse contexto, partimos de um corpus padrdo ouro e experimentamos algumas
variagdes no seu tagset € na sua anotagao com o objetivo de, por um lado, mostrar algumas
das muitas possibilidades que um recurso como esse proporciona, fazendo mudancas na
anotacdo que nao comprometem a qualidade da informacdo linguistica anotada, e por

134



outro, mostrar o impacto que essas modificagdes produzem no aprendizado de méaquina,
evidenciando o papel da modelagem linguistica durante a tarefa de anotagdo na obtengao
de resultados mais adequados para o Processamento de Linguagem Natural (PLN).

O PetroGold € um treebank padrao ouro composto por documentos do dominio
do petréleo. Foi desenvolvido com o objetivo de gerar bons modelos de anotagcao
morfossintdtica, e se insere em um cendrio de poucos recursos padrdo ouro para por-
tugué€s — nenhum especificamente para o dominio do petroleo. Com o amplo uso de
grandes modelos de linguagem (LLMs), a relevancia de materiais customizados para
um dominio e/ou lingua fica ainda mais evidente, como mostram [Souza et al. 2020,
Lewkowycz et al. 2022, Samuel et al. 2023], o que justifica o desenvolvimento de recur-
sos como o PetroGold.

Embora os resultados apontem para a importancia do desenvolvimento do es-
quema de anotacdo adequado na produgdo de bons modelos de linguagem, € importante
ressaltar que o foco deste trabalho ndo € a avaliacdo dos modelos, mas o papel dos data-
sets no seu treinamento. Por isso, realizamos todos os testes utilizando sempre 0 mesmo
algoritmo e hiperparametros, tendo como varidvel apenas os datasets com anotacao mo-
dificada, que estdo sendo disponibilizados em um repositério dedicado’.

As variagOes incluem alteracdo das etiquetas de classes gramaticais para ex-
pressoes multipalavras, simplificacdo do tagset de anotacdo sintatica e mudanga na forma
de particionar as frases em conjuntos de treinamento, teste e desenvolvimento para o
aprendizado automatico. Além disso, tendo como pano de fundo a recém publicacdo da
terceira versao do PetroGold, realizamos também uma breve comparagdo desta com a
versdao anterior, colocando em evidéncia o impacto das revisdes linguisticas na geragdo de
modelos de linguagem de melhor qualidade.

2. Versoes e variacoes do PetroGold

O PetroGold € um treebank composto por teses e dissertacdes do dominio do
petréleo, com as frases na sequéncia em que aparecem no texto’>. O corpus contém
anotacao morfossintatica padrao ouro no formato do projeto Universal Dependencies
[de Marneffe et al. 2021] , uma iniciativa que visa tornar consistente a anota¢ao gramati-
cal em diferentes linguas.

A anotacdo do PetroGold foi obtida automaticamente, utilizando o anotador
Stanza [Q1 et al. 2020], e foi revista, na maior parte do tempo, por quatro anotadores
familiarizados com a abordagem UD e com a ferramenta de busca, edi¢do e avaliacio
de corpora chamada ET [de Souza and Freitas 2021]. Quando submetidos a um teste de
concordancia interanotadores [Artstein 2017], os anotadores alcan¢aram um indice kappa
de até 95,1%, sugerindo a qualidade dos anotadores e, portanto, da revisdo empregada.

O PetroGold € publicado em duas versdes: uma versdo para o projeto Petrolés,
com um tagset ligeiramente diferente do tagset UD, e uma versao para o projeto Universal
Dependencies®, que segue as diretivas do projeto e pode ser obtida automaticamente a

'Disponivel em: https://github.com/alvelvis/petrogold-stil.

Do PetroGold foram eliminados apenas elementos como resumo, apéndice e a secdo de referéncias
bibliogréficas, além de figuras, tabelas e férmulas matemaéticas, uma vez que atrapalham o processamento
sintatico. Para um detalhamento do material veja-se [de Souza 2023].

SDisponivel em: https://github.com/alvelvis/petrogold-stil. Acesso em 13 de ago. 2023.
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O injetor , isto € , o cone de PVC
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Figura 1. Anotagcao da MWE “isto é” de acordo com UD

partir da versdo Petrolé€s.

O PetroGold passou por trés fases de revisao (versao 1 [de Souza et al. 2021],
versdo 2 [de Souza and Freitas 2022a] e versao 3, final, apresentada aqui, € cujo processo
de construcao estd detalhadamente descrito em [de Souza 2023]. Esta tltima versao traz
um aumento expressivo no numero de revisoes da anotacao linguistica, que foram realiza-
das para enderecar fendmenos linguisticos anteriormente negligenciados ou para corrigir
erros advindos da anotagdo automatica que s6 puderam ser percebidos com a utilizagao de
novos métodos de revisdo semiautométicos*. Entre as modificacdes realizadas, destacam-
se a utilizacdo de um Iéxico computacional, o PortiLexicon-UD [Lopes et al. 2022],
para a revisdo de lemas e caracteristicas morfolégicas, além da introducao de trés no-
vas etiquetas — expl:impers, expl:pass e expl:pv —, cuja anotacdo pode ser encontrada
em detalhes em [de Souza and Freitas 2023c], e a consolidacdo de revisdes para as ex-
pressoes multipalavras (MWESs), utilizando trés fontes diferentes para obten¢do de can-
didatos a MWE e alinhando os resultados com as diretivas do projeto UD (exemplo na
figura 1, e uma descri¢do sobre a anotagcdo de MWEs no corpus pode ser encontrada em
[de Souza and Freitas 2023a]).

Em relacdo ao particionamento das frases dos datasets em conjuntos de treina-
mento, teste e desenvolvimento, as versoes Petrolés e UD do PetroGold realizam o pro-
cedimento da seguinte forma:

Petrolés O particionamento € realizado de forma aleatdria, sendo o mesmo para as versoes
1, 2 e 3 do corpus, garantindo que as versdes sdo comparaveis, € seguindo a
propor¢ao de 90% de frases para treinamento, 5% para teste € 5% para desen-
volvimento®.

UD O particionamento € realizado por documento, de maneira a manter documentos
inteiros em cada particdo. Assim, as particoes de treinamento, teste e desenvol-
vimento tém, respectivamente, 15 documentos (80% das frases), 2 documentos
(12% das frases) e 2 documentos (8% das frases). Embora esta versao ndo possa
ser diretamente comparada com as versdes do PetroGold para o projeto Petrolés,
o corpus pode ser comparado a versoes recentes do Bosque-UD, nas quais essa
recomendacgao de particionamento do projeto ja € seguida.

“Para uma apresentagio e avaliacio dos métodos de revisdo utilizados no desenvolvimento dessa nova
versao, ver [Freitas and de Souza 2023, de Souza 2023].

3 A proporgio 90:5:5 para particionamento das frases foi a escolhida para se alinhar ao Bosque-UD v2.8
que, a época, seguia essa propor¢ao e havia sido utilizado como base para comparacio da qualidade do
treebank [de Souza et al. 2021].
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A tabela 1 resume as caracteristicas de cada versao do Petrogold usada neste tra-
balho, incluindo o nimero de corregdes feitas em cada uma delas. O nimero de corregdes
corresponde ao numero de tokens que tiveram alguma das anotagdes linguisticas modi-
ficadas desde a anotacdo automdtica original. Para enriquecer a comparagao, incluimos
os dados do Bosque-UD, até agora o unico treebank revisto em lingua portuguesa que
integra o acervo UD.

corpus frases tokens correcoes
PetroGold-v3 8.946 250.605 30.948
PetroGold-ud-2.11  8.946 250.605 N/A
PetroGold-v2 8.949 250.595 21.634
bosque-ud-2.11 9.357 227.827 N/A

Tabela 1. Caracteristicas dos corpora

Cada um dos 4 datasets explorados neste trabalho possui também até 3 variacoes
possiveis no tagset: variacdo “base”, variacdo “mwepos” e variacdo ‘“‘simplificado”. A
variacdo “base” € a versdao padrdao dos datasets. No PetroGold v3, corresponde a um
tagset com 5 etiquetas que nem todos os corpora disponiveis no projeto UD possuem.
Quatro delas (obl:arg, expl:impers, expl:pass e expl:pv) sdo previstas nas diretivas do
projeto UD, embora ndo sejam obrigatérias, e uma delas (nmod:appos) é uma criacao
nossa, para enderecar alguns fendmenos linguisticos especificos relevantes para o projeto
Petrolés®, conforme descrito a seguir:

obl:arg Um subtipo da relacdo obl (sintagmas preposicionados dependentes do verbo), ex-
clusivo para quando o sintagma € argumento do verbo. A anotagdo ja foi discutida
anteriormente, em [de Souza and Freitas 2022b], e esta exemplificada na figura 2.
subtipos de expl Etiquetas expl:impers, expl:pass e expl:pv, empregadas para especificar o pro-
nome ‘“‘se” (respectivamente, quando hé indetermina¢do do sujeito, voz passiva

sintética e verbo pronominal, frases 1, 2 e 3) [de Souza and Freitas 2023c].
nmod:appos A etiqueta foi criada para anotar os fendmenos da frase 4, em que o termo em ne-
grito ndo é equivalente ao termo do qual depende sintaticamente, mas tem com ele
uma relacdo ndo explicita que € facilmente interpretada. A etiqueta € empregada
também na anotacdo da frase 5, em que hd uma estrutura de hiperonimia, sendo
os termos em negrito hiponimos dos termos do qual dependem, e na anotacdo da
frase 6, na qual hd uma referéncia bibliografica, sendo que o ano de publicacdo é

anotado como nmod:appos dependente do niicleo da referéncia.

1. expl:impers: A principio, trabalhou-se com a hipétese de que, quanto maior o
percentual de esmectita de uma argila, maior seria sua afinidade pelo metal.

2. expl:pass: Através dos mapas de contorno estrutural do Topo do Embasamento e
Topo do Rifte observou-se a presenca de um adensamento das isolinhas na direcao
NW-se adjacente ao Lineamento Tibagi interpretado na por¢ao continental.

3. expl:pv: Este estudo se baseia nas propriedades magnéticas dos minerais que se
concentram nas rochas da crosta terrestre.

%Quando publicamos o PetroGold no projeto UD, realizamos a simplificacdo da etiqueta nmod:appos
para nmod, o que esta de acordo com as diretivas do projeto.
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Correspondem a o afloramento 194
corresponder a o afloramento 194

Figura 2. Anotacao de argumento verbal introduzido por preposicao (obl:arg)

4. nmod:appos: Proximo a Presidente Olegario (MG) foram escritos em este es-
tudo pacotes siliciclasticos relativamente espessos (até 60 m) pertencentes a esta
formacao.

5. nmod:appos: Para fluidos Newtonianos, como a agua e o ar, a viscosidade é
independente de a taxa de cisalhamento.

6. nmod:appos: A capacidade de absorcao de o solvente é proporcional a a pressao
parcial em a unidade de absor¢do (Gupta, 2003).

A variacdo “mwepos” corresponde ao dataset quando damos as expressdes mul-
tipalavras (MWEs) a anotacdo de classe gramatical correspondente a classe da expressao
como um todo. Assim, na figura que vimos (figura 1), todos os tokens da expressao “isto
€” recebem a etiqueta de POS “CCONJ” (para conjun¢do coordenativa), no lugar das eti-
quetas “PRON” e “AUX”. A solucdo ndo € a adotada pelas diretivas do projeto UD, sendo
utilizada neste trabalho apenas para evidenciar a possibilidade e comparar os resultados de
aprendizado automatico com uma op¢do linguisticamente motivada, apesar de contréria
as diretivas do projeto’.

A variacdo “simplificado” corresponde ao dataset sem a especificacdo das eti-
quetas de relacdo sintdtica: obl:arg é convertido em obl; expl:{impers,pass,pv} sao con-
vertidos em expl, e nmod:appos € convertido em nmod. Com as versdes simplificadas,
conseguimos comparar as diferentes versoes do PetroGold, uma vez que igualamos os
tagsets, possibilitando visualizar com maior clareza o impacto das revisdes linguisticas
nos resultados do aprendizado automatico. Essa variacdo é também a que nos permite
comparar o PetroGold ao Bosque-UD, uma vez que este ndo possui o tagset tao especi-
ficado quanto o do PetroGold, e a outros corpora em UD que ndo tenham usado essas
etiquetas especificas.

A tabela 2 ilustra as diferengas nos tagsets e no particionamento das frases de
todos os datasets. As células em cinza indicam as caracteristicas dos datasets que 0s
deixam em desacordo com as diretivas do projeto UD.?

A informago relativa a classe “geral” das MWEs, codificada como “MWEPOS”, ja havia sido adotada
— ainda que de forma assistemadtica e sem revisdo — em versdes iniciais do corpus Bosque-UD. Anotar
MWESs como uma unidade, e nao literalmente, como propde UD, era (e €é) a opcdo de andlise do parser
PALAVRAS [Bick 2014], responsdavel pela anotacdo original do Bosque.

8Notamos que o dataset “bosque-ud-2.11” encontra-se apenas na variagio “simplificada” por dois mo-
tivos: primeiramente, porque € apenas nesta variacdo que podemos compari-lo aos outros datasets, € em
segundo lugar, porque precisamos de fato realizar uma ligeira modificagdo no tagset do corpus, uma vez
que continha 4 fokens anotados com a etiqueta expl:pass, sendo simplificados para expl.
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obl:arg
expl:impers

variacao dataset expl:pass nmod:appos MWEPQOS particoes
expl:pv

base PetroGold-v3 X X aleatdrio
PetroGold-ud-2.11 X documento

mwepos PetroGold-v3 X X X aleatdrio
PetroGold-ud-2.11 X X documento
PetroGold-v3 aleatorio

simplif. PetroGold-v2 aleatorio
PetroGold-ud-2.11 documento
bosque-ud-2.11 documento

Tabela 2. Conteudo dos datasets

3. Metodologia

Para avaliar a qualidade das representacdes linguisticas codificadas nos datasets, usamos
tanto uma avaliacdo intrinseca como uma avaliagdo extrinseca dos datasets [Freitas 2023].
Embora, tradicionalmente, avaliacdes intrinsecas e extrinsecas sejam usadas para verifi-
car a qualidade de modelos/ferramentas, € possivel uma mudanga de perspectiva: se na
avaliacdo intrinseca “original” verificamos a capacidade do modelo de generalizar a par-
tir dos dados a que foi exposto, na avaliacao intrinseca de datasets verificamos (indireta-
mente) o quanto o dataset permitiu esta generalizagdo, levando em conta as caracteristicas
do modelo. A partir dessa mudanga de perspectiva, quando olhamos para o desempenho
de um modelo, vemos também até onde os dados permitiram ir, considerando os limites
do modelo, e pressupondo que (i) o material que serviu de treino estd bem anotado e que
(i1) o modelo gerado tem um desempenho que ndo € aleatério. Seguindo com a inversao,
a avaliacdo extrinseca verifica se a informacao linguistica codificada no dataset é ade-
quada para as tarefas mais complexas que o dataset pretende auxiliar — o que fazemos
quando medimos o impacto das mudancas na codificacdo de POS das MWEs na anotagao
de dependéncias sintdticas. Assim, a avaliagcdo intrinseca de datasets anotados verifica a
consisténcia da anotacdo, e a avaliagcdo extrinseca verifica a adequacdo de uma anotagdo
para uma determinada tarefas [Freitas 2023].

Os modelos treinados, um para cada dataset e variagao, sdo gerados utilizando a
ferramenta UDPipe [Straka et al. 2016] na versao 1.2.0, configurada com os parametros
padrdes da ferramenta. As métricas de avaliac@o intrinseca sdo as da avaliagdo conjunta
do CoNLL de 2018 [Zeman et al. 2018], com enfoque nos resultados de UPOS (avaliagdo
da anotacdo de classes gramaticais), LAS (avalia¢do da anotacdo da relacdo e do encaixe
das dependéncias sintéticas) e CLAS (avaliacdo da anotacao da relagdo e do encaixe das
dependéncias sintaticas considerando apenas palavras de contetdo lexical).

4. Resultados

A tabela 3 mostra os resultados da avaliagcdo do modelo gerado utilizando cada um dos
datasets como material de treino. Os nimeros em negrito mostram a variagdo que trei-
nou o modelo com melhores resultados segundo a métrica daquela coluna (UPOS, LAS
ou CLAS) e segundo aquele dataset sendo avaliado na linha. Para uma uma andlise
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linguistica detalhada da qualidade da anotacdo das relacdes sintdticas em termos de LAS
e CLAS, bem como uma anélise de erros, veja-se [de Souza and Freitas 2023b].

dataset variacao UPOS (%) LAS (%) CLAS (%)

base 98,63 89,66 84,66

PetroGold-v3 mwepos 98,49 89,87 84,79
simplif. 98,63 90,22 85,61

base 98,42 88,63 83,30

PetroGold-ud-2.11 mwepos 98,23 89,48 84,33
simplif. 98,42 89,30 84,38

PetroGold-v2 simplif. 98,40 88,82 83,48
bosque-ud-2.11 simplif. 96,52 81,12 73,51

Tabela 3. Avaliacao dos modelos gerados utilizando os diferentes datasets

Para os datasets “PetroGold-v3” e “PetroGold-ud-2.11”, as varia¢des que produ-
ziram melhores resultados de UPOS foram, empatadas, a “base” e a “simplif.”. De LAS,
foi a variacdo “simplif.” para a v3 e “mwepos” para a ud-2.11, e de CLAS, foi a variagao
“simplif.” para ambos.

O empate entre “base” e “simplif.” na anotagcao de POS era esperado, uma vez que
as variacdes ndo contém nenhuma diferenga na anotagao de classe gramatical. Em relagao
a métrica LAS e CLAS, também era esperado que a variacao simplificada obtivesse me-
lhores resultados, uma vez que simplificar etiquetas significa necessariamente reduzir o
grau de complexidade do que o modelo deve aprender (e para o que deve ser avaliado)®.
A surpresa, porém, estd no fato de que, usando a métrica LAS, os melhores resultados do
“PetroGold-ud-2.11” foram da variacdo “mwepos”, e ndo “simplif.”, indicando que, em-
bora a simplificacao das etiquetas produza nimeros melhores que a versdo “base”, nesse
caso, modificar o POS das MWE:s foi capaz de produzir resultados ainda melhores do que
simplificar as etiquetas.

Como esperado, as variagdes com “mwepos” tiveram desempenho pior que as
variagdes “base” em relagdo a POS, reforcando que a atribui¢do de classes de palavras
de maneira estatica, que nao leva em conta o contexto em que as palavras estdo inseri-
das, facilita a generalizacao das classes. Contudo, para o aprendizado de dependéncias
sintaticas, foco do nosso interesse, vemos uma melhora de até 0,85 p.p. usando a métrica
LAS, mostrando que, embora haja perda na anotagdo de POS, a anotacdo sintdtica se
beneficia da mudanga da classe gramatical das expressdes multipalavras, evidenciando
o impacto da anotacdo de um atributo linguistico (classe gramatical) no aprendizado de
outro (relagdo sintdtica). A mesma tendéncia ocorre para CLAS, onde a melhora € ainda
maior, de até 1,03 ponto percentual.

Considerando que a unica diferenca entre o “PetroGold-v3” simplificado e o
“PetroGold-ud-2.11” simplificado é o modelo de particionamento, ji que as etiquetas
simplificadas sd@o as mesmas, podemos concluir que, da forma como foram particionados,

?0s niimeros devem ser lidos com cautela: embora os melhores resultados sejam os dos datasets sim-
plificados, modelos treinados utilizando esses dados ndo serdo capazes, por exemplo, de diferenciar objetos
indiretos de adjuntos adverbiais (motivo pelo qual a etiqueta obl:arg foi introduzida), de maneira que cabe
ao usudrio decidir qual dataset deseja utilizar no treinamento do seu modelo, conforme seus objetivos.
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o dataset do projeto Petrolés obteve melhores resultados (85,61% de CLAS) que o do pro-
jeto UD (84,38% de CLAS). Embora o particionamento aleatério tenha obtido melhores
numeros, isso ndo significa necessariamente que seja a melhor forma de particionar um
dataset, pois € possivel que (1) uma outra selecdo de frases aleatdria obtenha resultados
piores, (2) uma outra selecao de documentos por parti¢do obtenha resultados melhores, e
(3) a avaliacdo do modelo considerando frases aleatdrias ndo seja a mais correta, uma vez
que somente selecionando documentos inteiros por particdo haveria a garantia de que o
modelo esté sendo confrontado com exemplos de fato inéditos no seu estilo de escrita!®.

Por fim, podemos comparar os datasets simplificados em dois grupos: aqueles
que tém o particionamento de frases aleatdrio (modelo do Petrolés) e aqueles que tém o
particionamento por documento (modelo do UD). Entre os datasets do projeto Petrolés
(“PetroGold-v3” e “PetroGold-v2”), vemos que a v3 obtém resultados melhores em todas
as métricas em comparacao a v2, chegando a até 2,13 p.p. (CLAS) de diferenca. Esse é
o impacto (positivo) que as revisdes linguisticas realizadas nessa nova versao do treebank
exerceram sobre a geragdo do modelo de aprendizado automatico, considerando que o
tagset (no caso, simplificado) é o mesmo. J4 em relacdo aos datasets que seguem O
particionamento do projeto UD (“PetroGold-ud-2.11” e “bosque-ud-2.11”), a diferenca
¢ de até 10,87 p.p. (CLAS). Nao havendo como confiar em andlises especulativas que
considerem as diferencas relativas as caracteristicas dos textos dos corpora — o PetroGold
€ composto por textos do género académico, ao passo que o Bosque é composto por textos
jornalisticos —, os resultados apenas sugerem que a diferenca no desempenho se deve aos
varios lotes de revisao pelos quais o PetroGold passou ao longo do tempo, possibilitando
uma anotacao com maior consisténcia interna e, portanto, mais facilmente generalizavel.

5. Consideracoes finais

Este artigo explorou diferentes variacdes na anotacao de um corpus, visando mostrar as
possibilidades que um recurso desse tipo pode oferecer e o impacto dessas modificagcdes
no aprendizado de méquina. As variagdes incluiram altera¢des na anotacdo de POS para
expressOes multipalavras, simplificacdo do fagset de anotacdo sintética e diferentes es-
tratégias de particionamento para os conjuntos de treinamento, teste e desenvolvimento.
Os resultados mostraram que as variagdes “MWEPOS” e simplificada apresentaram os
melhores desempenhos utilizando algumas das métricas, destacando a importancia da
modelagem linguistica durante a anotacao para obter resultados mais adequados no pro-
cessamento de linguagem natural.

Todos os datasets testados neste trabalho estdao disponiveis em um repositorio de-
dicado!!. A ideia é que, com os datasets (ou com as ideias que deram origem 2 producio
desses datasets), futuramente seja possivel expandir este trabalho com a avaliacdo de fato
da qualidade dos modelos associados aos datasets, e ndo apenas da mudanca de nimeros
produzida por materiais com variagdes de fagset e de anotagao.

2

0  argumento é um dos apresentados pelo grupo de UD no endereco:
https://github.com/UniversalDependencies/UD _Portuguese-PetroGold/issues/3. Acesso em 28 de maio de
2023.

""Disponivel em: https://github.com/alvelvis/petrogold-stil. Acesso em 13 de ago. 2023.
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Abstract. This paper reports on Yauti, a rule-based morphosyntactic analyzer
for the endangered Brazilian indigenous language Nheengatu. Its goal is to gen-
erate analyses in the UD framework’s CoNLL-U format. It has been developed
on par with the construction of the Nheengatu treebank of the UD collection.
In sentences only consisting of known and unambiguous words, the tool gener-
ally delivers good results. It obtained a LAS score of 73.2% in a version of the
Nheengatu UD treebank with all 1022 sentences automatically provided with
XPOS tags and a special annotation to handle non-lexicalized words.

1. Introduction

Natural language processing has attained near or state-of-the-art results in Brazil in
the last two decades. The focus has been on Portuguese, placing it among the lan-
guages with the highest Digital Language Support (DLS) Level [Simons et al. 2022,
Eberhard et al. 2023]. Despite that, the enormous linguistic diversity in the coun-
try, represented by about 150 indigenous languages still alive, has been practically
ignored. Only recently has attention been paid to these languages, with the cre-
ation of resources such as treebanks and the implementation of computational anal-
ysis tools, e.g., [Galves et al. 2017, da Silva Facundes et al. 2021, Gerardi et al. 2021,
Martin Rodriguez et al. 2022]. Worldwide, the computational processing of minority lan-
guages has enjoyed a growing interest, also on the part of information technology giants,
e.g., [Bapna et al. 2022].

This paper describes a contribution to bridging the digital divide that endangers
the survival of minority languages in Brazil. We present Yauti, a tool for morphosyn-
tactic analysis of Nheengatu (Modern Tupi) within the Universal Dependencies frame-
work (henceforth UD) [Nivre et al. 2016, de Marneffe et al. 2021].! Nheengatu was the
most spoken language in the Brazilian Amazon until the middle of the 19th century
[Navarro et al. 2017]. Today it is threatened with extinction [Eberhard et al. 2023]. It
is the indigenous language that has been most widely learned across Brazil by language
enthusiasts or in revitalization initiatives as a means of affirming ethnic identity. It also
stands out for its well-documented history spanning four centuries [Moore et al. 1994,
Rodrigues 1996, Freire 2011, Rodrigues and Cabral 2011, Moore 2014].

Notwithstanding its cultural, social, and historical significance, there was no
publicly available corpus or computational tool for processing Nheengatu until re-
cently. Accordingly, Nheengatu ranks with a score of 0.07 at the bottom of the DLS

"Yauti is available at https://github.com/CompLin/nheengatu
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scale, in a seemingly infinite distance from Portuguese with 0.96 and English with
1.00. Recent efforts to revert this situation include [de Alencar 2021], who reports on
a machine translation prototype and a small semantic treebank for stative sentences.
[Alexandre et al. 2021a, Alexandre et al. 2021b] deal with a simplistic part-of-speech
tagger and a tagged corpus without any syntactic disambiguation.

Yauti represents a much more ambitious initiative. POS taggers, parsers, and an-
notated corpora are of vital importance not only for developing language technology ap-
plications, but also for language documentation, language learning and instruction, and ty-
pological investigation. A by-product of the development of Yauti is the UD_Nheengatu-
CompLin treebank (henceforth UDTB), the second largest of a Brazilian indigenous lan-
guage in the UD collection. The tool enabled the treebank to grow relatively fast from 196
sentences in Version 2.11 of 11/15/22 to 860 in Version 2.12 of 5/15/23. As of writing
this paper, the development version of UDTB features 1022 sentences.

Section 2 deals with the annotation task according to the UD scheme. Section
3 describes Yauti’s different components and explains how it performs sentence annota-
tions. After reporting on the evaluation results in Section 4, we point out in Section 5
directions for further research.

2. The Annotation Task

A UD treebank’s annotation scheme can be divided into two components. While the
first comprises principles considered universal and that every language in the collection
must adhere to, the second consists of specific requirements for a particular treebank of
a particular language. Both incorporate specifications related to the different levels of
morphosyntactic analysis, from orthographic word and syntactic word definitions to parts
of speech, feature structures, and syntactic relations. In addition, the treebank file(s) must
conform to the CoNLL-U format. A validation program verifies compliance with all of
these requirements and grants valid status to a treebank only if it does not violate any of
these specifications.?

root punct
obj
advmod
aux nmod:poss
VERB AUX PART PRON NOUN PUNCT
Reumpuka putari sera se igara 7
l Reumpuka-putari ]

Figure 1. Dependency graph of example (3)

Some of these well-formed conditions are common to different syntactic frame-
works, such as the limitation of a single subject per clause. Other requirements seem
theory-specific, for example, the prohibition that nouns or pronouns function as adverbial
modifiers. UD establishes limited inventories of parts of speech (UPOS) and syntactic
relations (DEPREL), which a given language need not exhaust.

https://github.com/UniversalDependencies/tools
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Generating an analysis for a Nheengatu sentence conforming to the anno-
tation scheme of UDTB requires filling in nine of the ten fields specified in the
CoNLL-U format® with lexical-grammatical information for each syntactic word; see
Figures 1 and 2.* UDTB does not specify yet enhanced dependency relations
[Schuster and Manning 2016], housed in column #9.

1 2 3 4 5 6 7 8 10

Ip FORM LEMMA UPQS XPOS FEATS HEAD DEPREL MISC

1-2 Reumpuka-putari _ _ _ _ _ _ TokR=0:15

1 Reumpuka umpuka VERB V Number=Sing|Person=2|VerbForm=Fin <] root _

2 putari putari AUX AUXN Compound=Yes |VerbForm=Inf 1 aux _

3 serd sera PART  PQ PartType=Int 1 advmod TokR=17:21

4 se se PRON PRON2 Case=Gen|Number=Sing|Person=1|Poss=Yes|PronType=Prs 5 nmod:poss TokR=22:24

5 igara igara NOUN N Number=Sing 1 obj SpAf=No|TokR=25:30
6 ? ? PUNCT PUNCT _ 1 punct SpAf=No| TokR=38:31

Figure 2. Example of annotation in the CoNLL-U format automatically generated
by Yauti for example (3).

Table 1° provides basic statistics of UDTB and MYTH (see Section 4) provided
by the conllu-stats.pl script from the UD project tools repository. They allow one
to dimension the complexity of the task of annotating a sentence in Nheengatu according
to the annotation scheme of UDTB.

Table 1. Statistics of UDTB and MYTH

Dataset Sents Tokens Words Fused Lemmas Forms Fusions Tags Feats Deps
UDTB 1022 10082 10181 99 1075 1450 72 15 66 36
MYTH 43 580 583 3 154 175 3 13 46 24

The first annotation subtask is to determine the syntactic words. Within the con-
text of UD, tokenization requires not just splitting sentences on orthographic words and
punctuation. In the cases computed on the Fused column of Table 1, a single token maps
onto two different syntactic words. In (1)-(3) from UDTB, the fused words are in bold-
face.

(D Amaantu. ‘I’'m just looking.” (Avila2021:0:0:195)
2) Setd reté pird paraname. ‘There are many fish in the river.” (Avila2021:0:0:341)

3) Reumpuka-putari serd se igara? ‘Do you want to break my canoe?’
(Avila2021:0:0:498)

In (1) and (2), the adverb and postposition cliticize to their heads. In (3), the auxil-
iary incorporates into the main verb. Yauti handles both cases through a two-step process.
First, it splits tokens on white space and separates punctuation. Second, it traverses the

Shttps://universaldependencies.org/format.html

“Figure 1 was generated from the CONLL-U annotation in UDTB by the viewer at https://urd2.
let.rug.nl/~kleiweg/conllu/. For presentation purposes, we manually edited the program out-
put displayed in Figure 2. TokR and SpAf are abbreviations for TokenRange and SpaceAfter, respectively.

3Sents and Deps refer to the number of sentences and syntactic relations. The values from the Lemmas
column onwards exclude repetitions.
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resulting list of strings and splits off each of a predefined list of suffixes, signaling it with
a specific mark to indicate whether it is a compound member or a clitic.

Yauti, using the CoNLL-U Parser® Python library, generates an object of the
Token class for each orthographic word and each syntactic word. The identity of each
Token object is an integer or a range of integers, as in Figure 2. Each syntactic word must
receive a label from the UPOS and XPOS inventories. The feature structures (FEATS) of
each syntactic word must be assigned. The head of the word and the type of syntactic
relation (DEPREL) it maintains with that head must be determined.

This last subtask gets especially tricky in complex sentences with coordinated
and/or subordinated clauses, clausal complements, etc. Commas, dashes, semicolons,
colons, and quotation marks attach to the highest node of these constituents. Failure
to identify this highest node triggers the wrong annotation of its dependent punctuation
marks. Currently, UDTB has 1913 punctuation marks, totaling 13 different types.

The last column of the CoNLL-U format specifies, via the TokenRange attribute,
the span of the syntactic word and, through the SpaceAfter attribute, whether it is followed
by white space or not. As the first situation is the most general, this attribute is only used
when the value is negative. Its absence implies a positive value. Other attributes housed
in this last column are Orig and OrigLang, which specify, respectively, the original form
and the language of origin of loanwords not yet lexicalized in Nheengatu.

3. Program Construction and Operation

It is evident from the examples presented above that annotating sentences according to the
UDTB scheme is a complex task. Therefore, we decompose it into a series of subtasks,
performed by different functions implemented in a series of Python modules.

Yauti’s starting point is a glossary in JSON format with 1552 entries, generated
from a raw text file that a linguist without programming skills can easily edit; see example
entry in (4). The first version of this glossary only contained about 850 entries. We created
it by extracting the raw text from [de Almeida Navarro 2016]’s glossary, after some post-
editing to remove page numbers, correct inconsistent formatting, etc. The circa 700 new
entries are a manual sample from the over 8000 entries in [Avila 2021].

4) mad 5 (verb) - to see, to look

Navarro’s word classification underwent profound changes to handle annotation
in the UD scheme. Instead of his original system of 12 classes and 6 pronoun subclasses,
Yauti, based, e.g., on [da Cruz 2011] and [Avila 2021], adopts a much more granular in-
ventory with 83 XPOS tags. For example, instead of a single tag for all particles, Yauti has
20 tags for different particle types. Particles play a fundamental role in Nheengatu, whose
verb inflection is relatively poor. Pronouns, determiners, and adverbs also have very high
granular labels. Pronouns and determiners are divided into 15 subcategories, e.g., INDQ
for indefinite quantitative pronouns. Adverbs are classified into 22 subcategories, such as
ADVT, ADVC, and ADVS, for temporal, locative, and intensity adverbs.

The glossary in JSON format feeds a rule-based morphological generator, con-

Shttps://pypi.org/project/conllu/
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sisting of functions that take as parameters lemma, part of speech, and inflectional
class information, deriving conjugated verbs, pluralized nouns and pronouns, and words
with relational prefixes.” This generator populates a full-form lexicon of Nheengatu in
the form of a Python dictionary mapping word forms to a list of [lemma, tags]
pairs, where tags is a sequence of tags separated by the plus sign. For example,
the word forms amad ‘1 see’ and reumpuka ‘you break’ from (1) and (3) map to
[['mad’, '"V+1+SG’]1]and [[’umpuka’, ’V+2+SG’]],respectively. The am-
biguous word form setd, which functions as a third class verb (V3) in (2), maps to
[[’setd’, "ADVS’], [’setd’, "INDQ’], [/setd’, ’'V3+NCONT’]].

Using the information encoded in the lexicon, Yauti performs an initial filling of
different annotation fields of the Token objects, notably UPOS and FEATS. It assigns the
feature Clitic=Yes or Compound=Yes to suffixes that constitute syntactic words,
as in (1)-(3). For some word classes, such as ADP, INTJ, CCONJ, and SCONJ, the
syntactic relation is already specified at this stage. Additionally, Yauti parses productive
morphological derivations. One noteworthy aspect of Nheengatu is the application of
aspectual suffixes not only to auxiliary and main verbs, but also to nouns, adverbs, etc.

Yauti then inserts each Token objectin a TokenList. Then it traverses this list
token by token, executing functions that fill in the head and syntactic relations, based on
available information from the current token and preceding and succeeding tokens.

To this end, Yauti makes use of general syntactic patterns of Nheengatu. Let’s
look at some examples. A noun that does not govern an adposition and precedes a verb
generally functions as its subject, while an analogous noun following a verb functions
as its object. The closest noun to the left of a postposition constitutes its head. This
noun, in turn, is linked to the nearest verb through the oblique syntactic relation, noun-
dependent adpositional phrases being rare. In noun sequences, the one farthest to the left
is a possessive modifier of its next neighbor to the right, which, in turn, is a possessive
modifier of the next noun in the sequence, and so on.

Subordinating conjunctions (SCONJ) behave analogously to postpositions: the
closest verb to the left is its head, and this verb is linked as an adverbial clause modifier to
another verb. Yauti adopts the following heuristics to identify the head of a verb governing
a SCONIJ: try to find a verb in a preceding matrix clause, if there is none, try to find one
in a subsequent clause. Under the scope of the negation particle, however, subordinating
conjunctions and the relative pronoun precede their governing verb.

Very typical of Nheengatu are clauses in parataxis, where the first verb governs the
second, which governs the next one, and so on. Yauti often manages to handle this con-
struction. However, it fails to correctly analyze clausal complements (ccomp and xcomp
in UD) since Nheengatu has no complementizers or infinitives, and information on verb
valence is presently unavailable. Another still unsolved challenge is correctly identifying
the head of a noun between two verbs linked via parataxis. It can either be the obj of
the first verb or the nsubj of the second. Yauti always chooses the latter option, which is
sometimes incorrect.

As there are no comprehensive formalized descriptions of Nheengatu, the con-

"Relational prefixes encode, e.g., syntactic contiguity (CONT) or non-contiguity (NCONT) between a
head and its dependent [Rodrigues and Cabral 2011].
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struction of the syntactic annotation algorithm proceeded incrementally. We initially
made a very simple version of the algorithm to handle basic cases like the SVO pattern
in simple sentences. We then applied it to increasingly complex and diverse examples,
observing the mistakes made and correcting the code to avoid them. The current algo-
rithm is the result of this process after the annotation of more than 1000 sentences (Table
1). The vocative is an example of a syntactic relation whose annotation has only recently
become automated. Before that, Yauti incorrectly assigned the nsubj or obj relation to
verb dependents in the vocative function, following the most general SVO pattern. Now
a rule corrects this initial annotation, provided some conditions are met.

>>> s='Seta/v3 reté/advs pira paraname.'’
>>> tk=AnnotateConllu.parseSentence(s)
>>> print(tk.serialize())

1 Setd seta VERB V3 Number=Sing|Person=3|Rel=NCont | VerbForm=Fin 0 root
enRange=0:4

2 reté reté ADV ADVS AdvType=Deg 1 advmod _ TokenRange=5:9

3 pira pira NOUN N Number=Sing 1 obj _ TokenRange=10:14

4-5 paraname _ _ _ _ _ _ _ SpaceAfter=No|TokenRange=15:24
4 parana parana NOUN N Number=Sing 1 obl _ _

5 me upé ADP ADP Clitic=Yes 4 case _ _

6 . . PUNCT  PUNCT _ 1 punct  _ SpaceAfter=No|TokenRange=25:26

Figure 3. Parsing example (2) with Yauti in the Python IDLE shell

Yauti’s central function is parseSentence, which takes as an argument a string
with or without part-of-speech tags and other abbreviations, as explained below. This
function returns an object of the TokenList class. Thus, the program can be used
in batch processing as a component of a pipeline, generating analyses in the CoNLL-U
format, following the UDTB annotation scheme for the sentences given as input.

However, because of ambiguity, the results generated by the fully automatic mode
of the program are in general precarious. For each syntactic word with n XPOS tags,
the program generates n Token objects. Thereafter, TokenList creation rules operate
on these objects, generating chain errors. To address this problem, an automatic part-of-
speech tag disambiguator is under development. For the time being, it is in interactive
mode that the program is most effective. In a typical interaction, the user types in an ex-
ample in the Python shell, executing the parseSentence function. Yauti generates the
respective analysis. The user checks which words are ambiguous and manually eliminates
the ambiguities by specifying the corresponding tag, as in Figure 3. Next, the user reruns
parseSentence on the tagged sentence, manually correcting detected errors, e.g., af-
ter inspecting the visualization of the sentence or executing the validation program. In
Figure 3, Yauti incorrectly assigned node 3 the obj instead of the nsubj relation.

In addition to disambiguating tags, parseSentence accepts two other types of
abbreviations. First, @ assigns a word the root syntactic relation. This generally improves
the annotation of verbless sentences, which are common in Nheengatu. They can be tricky
for Yauti to deal with, as any content word can be the main predicate of the sentence and
act as root. Second, we have functions for parsing words the morphological analyzer does
not know about and are inappropriate for Yauti’s lexical database. These unknown words
fall into two groups: (i) Portuguese words in code-switching, proper nouns, and non-
lexicalized interjections, e.g., onomatopoeias; (ii) productive morphological derivations,
e.g., collective nouns, words with degree, privative or aspectual suffixes, etc.
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4. Evaluation of Yauti

UDTB is the only Nheengatu syntactic treebank available. To evaluate Yauti, therefore,
we could not count on a previous gold standard. Instead, to assess how useful the tool
can be for annotating texts in Nheengatu, we resorted first to UDTB (Table 1). Given the
grammatical and lexical diversity of this treebank, compiled from excerpts of different
genres from different regions and diachronic stages, we expect that the average perfor-
mance in this dataset should reflect in the annotation of other sentences from the same
sources or other texts of more or less similar characteristics.

Parsing Nheengatu is especially challenging due to the lack of spelling standard-
ization and limited computational resources. On the other hand, the current lexicon of
the morphological analyzer only covers a fraction of [Avila 2021]. Another still unre-
solved issue is the ambiguity resolution. Thus, we have restricted the evaluation task to
three main dimensions by isolating the effects of the unknown word analysis and ambigu-
ity resolution subtasks. The first dimension is the performance in the standard LAS and
UAS metrics [Straka et al. 2016, Nivre and Fang 2017, Straka 2018]. The second is the
splitting of tokens into syntactic words. The third is morphological analysis, encompass-
ing both lemmatization and UPOS and XPOS assignment. Additionally, we computed
accuracy for the SpaceAfter attribute.

To perform this evaluation, we implemented a Python code that traverses each
TokenList of UDTB and extracts, from each Token object, a triple in the format
(form, tag, spaceafter). The second member of this triple can either be the
lower-cased tag from the XPOS field or an abbreviation of the name of a Token ob-
ject construction function, prefixed with = and possibly followed by a series of colon-
separated strings in the form of k|v, where k is a keyword argument and v its value.
From these triples, another function constructs a valid input for the parseSentence
function. (5)-(7) are test sentences automatically constructed from the information en-
coded in UDTB. In (5), =v and =n trigger the creation of verb and noun Token objects
for Portuguese loanwords not registered in [Avila 2021]. The function =hab in (6) and
(7) handles the frequentative aspect suffix -wara, which attaches to the verb su ‘to go’ in
(11) and to the adverb iké ‘here’ in (7). The named parameters x and a handle the XPOS
and the accentuation of the final vowel of the base form.

(5) Presizu/nec aintd/pron uistudari/=v portugués/=n upé/adp. ‘It’s necessary that
they study in Portuguese.” (MooreFP1994:0:0:8)

(6)  Asuwara/=hab:x|v:a|t mikiti/adve. ‘1 always go there.” (Avila2021:0:0:432)

(7)  Ikewara/=hab:x|advdx:a|t aikii/cop, reyuri/v ramé/sconj, resika/v se/pron2
piri/adp. ‘I'm always here, when you come, come visit me.” (Avila2021:0:0:429)

Applied to all 1022 thusly annotated sentences from UDTB, Yauti obtained 80.0
and 73.2 in the UAS and LAS metrics, respectively (Table 2). These values are similar to
those achieved in some treebanks by the deep neural parser of the UDPipe 2.0 prototype
in the CoNLL 2018 UD Shared Task competition [Straka 2018]. For example, this parser,
representative of the state-of-the-art in dependency parsing, achieved a UAS of 78.66 and
LAS of 74.25 in the Galician-TreeGal treebank. In the other two principal dimensions,
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Yauti delivered a much higher performance. Specifically, it achieved an accuracy score of
99.7% and 98.4% in the assignment of lemmas and features, respectively, attaining 100%
accuracy in tokenization. It is worth noting that several lemma and feature errors have
turned out to be incorrect annotations of UDTB. Yauti also exhibited high accuracy in the
SpaceAfter attribute, with a score of 99.5%.

Table 2. Performance of Yauti in two data sets

Dataset LAS UAS Lemmas Feats
UDTB 732 80.0 99.7 98.5
MYTH 71.0 76.3 96.6 96.8

This experiment also revealed 96 XPOS and 204 UPOS discrepancies compared
to UDTB, many of which were actually incorrect annotations in the treebank. Most er-
rors Yauti commits in this domain involve distinguishing pronouns from determiners, on
the one hand, and auxiliary from main verbs, on the other. In the lexicon, these distinc-
tions are underspecified. Yauti tries to guess the correct tags during the construction of
the TokenList object. However, the accuracy levels show that the algorithm needs
improvement in this aspect.

As a first step to test performance on unseen data, we applied the tool to the
myth “How the Night Appeared” [de Magalhdes 1876, pp. 163-171]. We modernized the
spelling but kept the original punctuation intact.® This story contains relatively many ob-
solete forms. We manually updated the JSON glossary with 34 lemmas hitherto unknown
to Yauti. We also manually annotated the sentences, as in (5)-(7). We corrected Yauti’s
output and compared this gold standard to the test version. Table 2 displays the main
results.

5. Final Remarks

We have encountered several annotation errors we could not yet prevent due to time con-
straints or a lack of fuller understanding of the respective phenomena. One of the primary
issues we face is with verb-subject clauses (Figure 3). Cross-linguistically, this construc-
tion relates to unaccusativity, which is difficult to detect automatically. Another challenge
comes from verbless sentences, where any content word can act as root. A further dif-
ficulty is the indirect object (iobj), defined in UD theory as a verb’s core argument in
addition to an obj or a ccomp. While identifying it may be challenging in the general
case, it seems clear-cut in languages such as English that feature double objects or in
languages like German that use a dative case. In UDTB, a noun governing a dative post-
position is an iobj whenever the same verb governs an obj or a ccomp. However, as we
saw, the latter relation is hard to identify in Nheengatu. We intend to address the issues
identified so far soon in the hope of improving Yauti’s performance.

The evaluation experiment showed that Yauti is useful not only to annotate new
sentences but also to check existing annotations for consistency. As UDTB constantly
increases, we hope to train a neural parser on the data with UDPipe 2.0 and compare its
performance with the improved rule-based approach.

8We owe the orthography adaptation to the philological expertise of Marcel Twardowsky Avila (p.c.).
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Abstract. The field of natural language processing has witnessed significant ad-
vances in recent decades, driven by the application of deep learning. Combined
with using a neural architecture named Transformers, the advances are supe-
rior and outstanding. In this work, we used a BERT based model for the Brazil-
ian Portuguese language, called Albertina, to tasks of Aspect Extraction, Hate
Speech Detection, Irony Detection, and Question-Answering. Lastly, we com-
pare the results in each task obtained with the BERTimbau and Albertina base
and large models.

Resumo. O campo de processamento de linguagem natural testemunhou
avancgos significativos nas ultimas décadas, impulsionados pela aplicacdo de
aprendizado profundo. Combinando com o uso de uma arquitetura neural
chamada Transformers, os avangos sdo ainda mais superiores e marcantes.
Neste trabalho, usamos um modelo baseado em BERT para a lingua portuguesa
do Brasil, chamado Albertina, nas tarefas de Extracdo de Aspecto, Deteccdo de
Discurso de Odio, Detec¢do de Ironia e Perguntas-Respostas. Por fim, com-
paramos os resultados obtidos em cada tarefa com os modelos de base e grande
de BERTimbau e Albertina.

1. Introduction

In the last decade, the field of Natural Language Processing (NLP) has witnessed sig-
nificant advances due to its application of Deep Learning (DL). The application of DL in
NLP has produced more efficient and precise results for various tasks in Natural Language
Understanding, particularly topic classification, sentiment analysis, question answering,
and language translation [LeCun et al. 2015].

As an example of this improvement, using Transformers for NLP problems, such
as BERT (Bidirectional Encoder Representations for Transformers), has become very
common. Its popularity has increased because this model could represent the types of syn-
tactic and semantic abstractions traditionally necessary for language processing. More-
over, they can model complex interactions between different levels of hierarchical infor-
mation [Tenney et al. 2019].

Given this context, the development of AlbertinaPT-* [Rodrigues et al. 2023], a
model based on DeBERTa, brings significant benefits for text processing in Portuguese,
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allowing a more accurate and comprehensive analysis of emotions, opinions, aspects, neg-
ative speeches, and ironies present in texts written, enabling the advance of research and
innovation in language technology for European Portuguese and Brazilian Portuguese.

Therefore, this work explores the tasks of Aspect Extraction (AE), Hate Speech
Detection (HS), Irony Detection (ID), and Question-Answering (QA) using methods
based on the BERT based model, Albertina PT-*. For this, we do our experiments in
Brazilian Portuguese through the use of Albertina PT-BR, observing how the power of
Albertina PT-* can be harnessed to improve the quality and accuracy of these tasks.

The paper is structured as follows: Theoretical Background covers the technical
information relevant to understand the addressed tasks; Related Works reviews relevant
works previously published in the literature, with a particular focus on studies covering
NLP models concerning the Portuguese language; Methodology describes the steps taken
to perform the experiments, including information about datasets, fine-tuning, and the
data flux across tasks; Experiments shows the configuration and hyperparameters used to
approach each task; Final Remarks summarizes the work and briefly discusses potential
future studies.

2. Theoretical Background

Sentiment Analysis involves categorizing texts into positive, negative, or neutral polari-
ties. In terms of data processing approaches, the literature describes different levels of
granularity: the document-level analysis considers the entire text as a whole; the aspect-
level requires additional steps, as it involves Aspect Extraction (AE) before classifying
the sentiments associated with each aspect [Hoang et al. 2019]. The AE task focuses on
identifying and extracting specific aspects or features discussed in a given text, usually a
review. For instance, a hotel review could include specific aspects as room cleanliness,
food quality, and staff friendliness [Liu 2015].

The HS task involves identifying whether various forms of communication, such
as text, audio, and others, contain expressions of hatred or incite violence towards individ-
uals or specific groups. A significant arena for spreading HS online is social media. The
social media posts include paralinguistic signals (e.g., emoticons and hashtags), and their
linguistic content contains plenty of poorly written text which are difficult to analyze. An-
other area for improvement is the lack of consensus on what constitutes HS, which makes
the task difficult even for humans [Kovacs et al. 2021].

The ID task corresponds to the ability to classify texts binarily, whether their re-
spective content contains ironic behavior utilizing algorithms and models that can detect
said behavior. It is difficult to determine what consists of irony and where the line is
drawn when compared to sarcasm; for example, the base consensus is that irony revolves
around the understanding that it is used to express the opposite of the literal meaning
of what trying to be expressed by whoever is communicating, and while sarcasm can
be understood the same way, it is used as a form of verbal irony, in which it carries a
mocking or contemptuous tone, usually meant to mock, provoke or criticize something
[Lee and Katz 1998]. Still, irony in itself can also depend on the level of aggressiveness
shown and vocal clues [ Van Hee et al. 2018].

The QA task combines several research fields, such as Information Retrieval,
Information Extraction, and NLP. The methods used for the task aim to solve and
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propose answers relevant to the question selected. The task can be divided into
three modules: question classification, information retrieval, and answering extraction
[Allam and Haggag 2012]. Question classification returns the type of answer that the
question informed is expecting; for example, if you ask “What year the computer was
invented?” the model is expected to return a year as an answer. Information retrieval
returns search results based on the question submitted and its type; if it does not find in-
formation that matches, no further processing is carried out. Answering extraction returns
the answer to the question asked.

3. Related Works

Below we describe some works in the literature about AE, HS, ID, and QA. Furthermore,
we describe the work proposed by [Rodrigues et al. 2023], the Albertina model’s.

In 2022, [da Silva et al. 2022] proposed the first shared task dedicated to identi-
fying aspects and extracting the polarity in texts written in Portuguese, the Aspect-Based
Sentiment Analysis in Portuguese (ABSAPT). ABSAPT comprised two sub-tasks: As-
pect Extraction (AE) and Aspect Sentiment Classification (ASC). The results showed that
with the ABSAPT 2022 hotel reviews dataset, the BERT methods, specifically “base-
multilingual-cased” and “base-portuguese-cased”, to AE, achieved an Accuracy of 0.67
[Gomes et al. 2022]. These studies have showed promising outcomes in enhancing the
accuracy of Sentiment Analysis for Portuguese texts.

The solution to HS task proposed by [Leite et al. 2020] split ToLD-BR dataset
into three parts: 80% for training, 10% for development, and 10% for testing. They
utilized Bag-of-Words (BoW) to represent the examples and an AutoML model to es-
tablish the baseline model (BoW + AutoML). To accomplish this, they employed the
auto-sklearn library for BERT-based models. The simple transformers library was uti-
lized for convenient training and evaluation. Default arguments were used for parameter
tuning, and a specific seed was defined to ensure reproducibility. Two versions of BERT,
namely mBERT and BERTimbau base [Souza et al. 2020], were employed. The resulting
F-Measure scores were 0.74 for BoW + AutoML, 0.75 for mBERT, and 0.76 for BERTim-
bau base.

In 2021, [Corréa et al. 2021] proposed the first shared task dedicated to identifying
the presence of irony in texts (tweets and news) written in Portuguese. The results showed
that, with the IDPT 2021 tweets dataset, the classical feature-based models outperformed
Deep Learning methods, achieving a BAcc of 0.52. [Jiang et al. 2021] introduced a solu-
tion to address the problem by utilizing BERTimbau, weight loss, and ensemble learning.
The author claimed that the best-performing strategy involved leveraging two datasets
used in IDPT 2021 for assisting in model classification and generalization, and this strat-
egy achieved a BAcc of 0.48. Due to the relatively small size of the IDPT 2021 dataset
[Subies 2021] they opted to employ Data Augmentation techniques. [Jiang et al. 2021]
applied random masking to 15% of the tokens and utilized BERTimbau base and hyper-
parameter Grid Search to predict the masked tokens. The experiments with BERTimbau
presented a BAcc of 0.49.

The QA task development was based on Guillou’s work, using the BERTim-
bau model, fine-tuned on the SQUAD vl.1 in the Portuguese dataset [Guillou 2021].
[Spindola et al. 2021] also cites Guillou’s work in their paper “Portuguese-Based Ques-

157



tion Answering System about the Blue Amazon”. The authors combined BERTimbau
model fine-tuned by Guilou with BertViz to visualize the attention weights and compared
the results on their dataset Blue Amazon QA [Spindola et al. 2021]. Guillou, in his work,
has split the dataset into two parts, training and validation. Since the dataset contains
many words in each paragraph, the length was limited to 384 characters, allowing only
one long example in the dataset, to give it different input features. Then, the Trainer API
for feature-complete training in PyTorch was used to fine-tune and evaluate the model.
The results obtained were 70.49% of Exact Match and 0.82 of F-Measure, using different
hyperparameters on the BERTimbau base model.

According to [Rodrigues et al. 2023], the Albertina model’s ability to achieve su-
perior performance with less training time/computation likely results from resorting to
all pre-trained layers, including the first layer, concerning word embeddings and the last
layer, concerning masked token prediction, in contrast to the common practice in the lit-
erature of resetting these two layers to random weights to continue the pre-training. The
tasks the author chose to demonstrate the model’s functioning were: Remote Procedure
Call, Semantic Textual Similarity, Recognizing Textual Entailment, and WNLI. In our
experiments, we used the Albertina model’s in AE, HS, ID, and QA task.

4. Methodology

Our work is composed of four main steps (Figure 1). Initially, the Albertina model is
used. After, we applied fine-tuning in the AE, HS, ID, and QA tasks. And we test
in datasets ABSAPT 2022 [da Silva et al. 2022], ToldBR [Leite et al. 2020], IDPT 2021
[Corréa et al. 2021] , and SQUAD vl1.1 [Rajpurkar et al. 2016]. Finally, we analyzed the
results obtained in each task, comparing them to BERTimbau.

-
Results

» ToldBR

IDPT 2021

A J

[ Albertina
|

Offensive or
Not-offensive
Ironic or
Non-ironic
Respective

[ pTBR

L P » ABSAPT

a | 2022 >
\ / SQUAD v1.1

Figure 1. Methodology of this work.

For the AE task, we used the Trainer API' from Huggingface for the training and
fine-tuning, and lastly, the Evaluate library for validating and evaluation of the results.
The dataset utilized for AE task comprises reviews sourced from TripAdvisor, which were
compiled by [da Silva et al. 2022] The training data consists of 847 reviews, divided in
77 aspects, and includes 3111 sentiment polarity annotations. Among these annotations
are 2112 positive examples, 472 neutral examples, and 527 negative examples. On the

Thttps://huggingface.co/docs/transformers/main_classes/trainer
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other hand, the test dataset comprises 184 reviews involving 70 aspects and 686 sentiment
polarity annotations. Of these annotations, 450 are positive, 105 are neutral, and 131 are
negative.

For the HS task, the ToLD-BR dataset was used. It comprises tweets gathered be-
tween July and August 2019 utilizing GATE Cloud’s Twitter Collector tool?. Two distinct
strategies were employed for tweet collection. The first strategy involved searching for
specific keywords and predefined hashtags like “gay”, “little woman”, and “northeast-
erner”. The second strategy involved gathering tweets that mentioned influential figures
such as Brazil’s former President Jair Bolsonaro, and soccer player Neymar Jr. This
method imposed no restrictions on keywords or hashtags, resulting in the collection of
over 10 million unique tweets, out of which 21000 were randomly selected to compose
the dataset. It should be noted that the first strategy accounted for 60% of the collected
data. To annotate the dataset, 42 annotators were involved in classifying 1500 tweets
as LGBTQ+phobia, obscene, insult, racism, misogyny, or xenophobia. Ultimately, the
dataset consisted of 9245 offensive tweets and 11693 non-offensive tweets, each classi-
fied by three annotators.

For the ID task, the dataset utilized was the IDPT 2021 tweets [Corréa et al. 2021],
and was manually classified by linguistics and computer science students. The dataset is
divided into two columns, one composed of text, the actual tweets, and another that de-
termines whether or not what is written in the said tweet is a form of irony/sarcasm. We
an differentiate what composed ironic and non-ironic as follows: (1) Ironic are sentences
contradict the meaning between what is intended and what is written, e.g.: “Que time
horrivel esse do Vasco, quase fez gol!!!” [“What a horrible team Vasco is, (they) almost
scored!!!”’]; (2) Non-ironic are sentences that do not contain linguistic mechanisms that al-
ternate their meaning, e.g.: “Frustracdo hoje tem nome: Economia! — se sentindo triste”
[“Frustration today has a name: Economy! — feeling sad’]. Tweets were composed of
12736 ironic, and 2476 non-ironic. The testing dataset has a similar constitution but is a
lot smaller, consisting of only 300 tweets, 177 tweets ironic and 123 tweets non-ironic.

For the QA task, the Trainer API for feature-complete training in PyTorch was
used to fine-tune and evaluate the results, such as [Guillou 2021]. The dataset used was
the SQUAD v1.1-PT, created by automatically translating the content of SQUAD using
the Google Cloud API. The dataset was split into 87599 rows of paragraphs for train and
10570 for validation. Its data is composed of a title, a context, a question, and an answer,
based on Wikipédia articles, where the answer to every question is a segment of text from
the corresponding reading context [Rajpurkar et al. 2016].

5. Experiments

For most experiments, we used a batch size of 8, 3 epochs, a learning rate of 1 * 107>,
loss function CrossEntropy and optimizer AdamW (Table 1). The model training pro-
cess is tailored to balance computational limitations with the need to achieve reasonable
model performance. It is important to note that these hyperparameter choices were made
based on constraints and may not necessarily represent the optimal configuration for the
problem.

2https://cloud.gate.ac.uk/info/help/twitter-collector.html
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Table 1. Hyperparameters Across Experiments.

Hyperparameters Base Large
Attention Heads 12 16
Batch Size (*) 8 2
Epochs 3 3
Hidden Size 768 1536
Hidden Layers 12 24
Learning Rate le-5 le-5
Loss Function CrossEntropy  CrossEntropy
Optimizer AdamW AdamW
Parameters 100 M 900 M

*: The QA experiment is an exception regarding the displayed batch size. We use a batch size of 16 and 8
for the base and large models, respectively.

The model Albertina (PT-BR) was tested on four tasks AE, ID, HS, and QA. Each
test dataset was evaluated on several metrics, such as Accuracy (Acc), Precision, Recall,
and F-Measure [Brownlee 2016], except for the QA task, which was evaluated based on
Exact Match (EM) and F-Measure only.

A T'rue Positives + T'rue Negatives )
ceuracy =
4 Total Number of Instances

Precisi True Positives 2
recision =
True Positives + True Negatives

Recall True Positives 3)
ecall =
True Positives 4+ False Negatives

Precision.Recall
F—-M =2 4
casure Precision + Recall “)

True Negatives

Speci ficity = %)

True Negatives + False Positives

TruePositives
EzxactMatch = 100 6
ractatare Total Numberof Instances * ©

In Table 2, we show the results of our experiments for each task with the models
BERTimbau base and Albertina PTBR base. In Table 3, we present the results of our
experiments for each task with the models BERTimbau large and Albertina PTBR large.

To ensure the selection of meaningful aspects, we employ a filtering process in the
AE task, excluding aspects with fewer than 20 occurrences, only the remaining 25 aspects
for the experiments. It is possible to observe that the results from both models were
low compared to the other tasks and the work presented in the Related Works session,
which resulted in a 67% Accuracy by [Gomes et al. 2022]. This results from our technical
limitations since this task demand a higher processing power and requires a larger memory
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Table 2. Results Obtained Using BERTimbau and Albertina PT-BR Base Models.
Task Dataset Acc Precision Recall F-Measure EM%

AE  ABSAPT2022 026 021 0.26 0.19 -
£ HS ToLD-BR  0.88  0.89 0.88 0.88 -
£ ID  IDPT2021 041 036 0.41 0.25 -
2 QA SQUADVI-PT - : - 0.56 43.29
AE  ABSAPT2022 022  0.12 0.22 0.13 -
£ HS ToLD-BR 078  0.72 0.77 0.74 -
5 ID  IDPT2021 040  0.40 0.99 0.57 -
Z QA SQUADVI-PT - ; : 0.57 45.12

Table 3. Results Obtained Using BERTimbau and Albertina PT-BR Large Models.
Task Dataset Acc Precision Recall F-Measure EM%

AE ABSAPT2022 027  0.23 0.27 0.22 -
£ HS ToLD-BR  0.89  0.90 0.89 0.89 -
£ D IDPT 2021 040  0.16 0.40 0.22 -
2 QA SQUADVI-PT - - - 0.62 47.15
AE ABSAPT2022 021  0.04 0.20 0.07 -
£ HS ToLD-BR  0.58  0.34 0.58 0.43 -
5 ID IDPT 2021 041 041 1.0 0.58 -
Z QA SQUADVI-PT - - - 0.32 47.30

capacity. Furthermore, BERTimbau returned better results than Albertina, in both models,
base and large.

For HS, the results indicated that the Albertina PT-BR model was inferior in ev-
ery aspect compared to the results using BERTimbau. The model achieved an Accuracy
score of 78% (base) and 58% (large), while the BERTimbau model performed signifi-
cantly better with an Accuracy of 88% (base) and 89% (large). Similarly, Recall, was sig-
nificantly higher for the BERTimbau model with a score of 88% (base) and 89% (large).
On the other hand, Albertina PT-BR achieved a Recall score of 77% (base) and 58%
(large). Lastly, the F-Measure, further confirms the superiority of the BERTimbau model.
BERTimbau achieved an F-Measure of 88% (base) and 89% (large), while Albertina PT-
BR only managed a score of 74% (base) and 43% (large). The higher F-Measure of
BERTimbau indicates a better balance between Precision and Recall, reflecting its over-
all better performance in identifying HS instances accurately. A significant difficulty in
detecting hate speech is identifying the context of what is or is not hate speech, many of
the texts are also poorly written, such as “Ui Nooooooofa que lindo fofa Nosso galao e
mara ne amiga rajkazblanks” [“Wow how beautiful cute Our gallon and mara right friend
rajkazblanks’], another factor that affected the results achieved were the hyperparameters
used, which were reduced by the limitation of machine resources during the experiments
performed in this work.

The model was loaded and fine-tuned for ID, and with the Trainer API, the metric
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was evaluated. The metrics used for the evaluation were Accuracy, Precision, Recall,
and F-Measure, and that, along with the Actual Values and Predicted Values, formed True
Positives, True Negatives, False Positives, and False Negatives. This was possible because
the task was a binary evaluation with only two feasible outcomes. In the base model,
compared to the BERTimbau utilized in [Corréa et al. 2021], the result for Accuracy in
the Albertina PT-BR was 40.67%, compared to 41%. The Precision results marked 40.8%
compared to the 36%. The Recall results marked 99.18% compared to the 41%. The F-
Measure results were 57.81% compared to 25%. The large models showed the following
results: Accuracy 41%, compared to 40%. The Precision results marked 41% compared
to the 16%. The Recall results marked 100%, compared to the 40%. The F-Measure
results were 58.15% compared to 22%. These general results show that the Albertina
PT-BR model does show an increase in all aspects, which can be compared to previous
results with BERTimbau. ID can be a challenging task to obtain due to the complex
and context-dependent nature of the language, and without context being provided to the
model, it is likely to miss some tweets such as “O problema do Brasil ndo é a violéncia,
sdo as vitimas.” [“The problem with Brazil is not violence, but the victims.”], and that,
combined with the fact that lower parameters were used in order to achieve results because
of hardware limitations, result percentages were worsened.

For the QA task, after the fine-tuning of the model, we used the Trainer API
to evaluate the metrics. In this task, only two metrics were used for the evaluation, F-
Measure, and Exact Match, since the task’s resolution is composed of answers, not a
binary representation. We obtained 45.12% of EM on Albertina PT-BR, compared to
43.29% to BERTimbau, both on the base versions. In the large versions, we obtained
47.30% of EM on Albertina PT-BR, in comparison 47.15% to BERTimbau. It is observ-
able that our results cannot be compared by EM to the other tasks since it evolves on
another kind of representation, but, compared to the work of [Guillou 2021], it was con-
siderably lower side-by-side to his results, 70.49%. This is due to our hyperparameters
choice of configuration; we precisely choose to lower our hyperparameters so that all the
tasks could run without achieving technical limitations. In addition, the EM metric tends
to be very limited since it needs to account for minor variations, such as differences in
punctuation, capitalization, or word order. Therefore, if a predicted answer is semanti-
cally correct but slightly different than the correct match, it is considered wrong.

6. Final Remarks

With this work, we can conclude that the Arbertina PT-BR model can be better in some
tasks when compared to BERTimbau model, such as in ID and QA. In other tasks, such
as HS, the results can be inferior in every aspect, including Accuracy, Precision, Recall,
and F-Measure, significantly reducing the score percentage.

Regarding our future research, there are several aspects that can be considered for
further investigation. Firstly, the scope can be expanded by integrating another datasets,
enabling a more comprehensive analysis. Additionally, it would be beneficial to evalu-
ate the models in relation to different tasks and implement preprocessing techniques to
address any data imbalance issues, thus enhancing the accuracy of the datasets. More-
over, it is worthwhile to explore alternative hyperparameters for tasks that exhibit lower
performance, such as AE and HS, in order to potentially achieve improved results.
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Abstract. In many human languages, linguistic units represent text structure.
Vector semantics is used in NLP to represent these units, known as embeddings.
Evaluating the learned representations is crucial for identifying critical differ-
ences between the diverse existing embedding models in task-specific selection.
However, the evaluation process is complex, with two approaches: intrinsic and
extrinsic. While useful, aggregated evaluations often lack consistency due to
result misalignment. This work investigates the dependencies and correlations
between embeddings and NLP tasks. The goal is how to initially verify if the
embeddings’ dimensions (i.e., features) depend on the final task. The study then
explores two research questions and presents findings from experiments.

1. Introduction

In many human languages, most information about the structure of texts can be repre-
sented in the form of linguistic units. Understanding how to learn textual representations
using Deep Learning techniques is a crucial area of research in Natural Language Process-
ing (NLP) [Jurafsky and Martin 2018|, (Oliveira et al. 2022f]. This focus has given rise to
various architectures that aim to model words or other linguistic units such as characters,
sentences, or documents.

Embeddings are a fundamental concept in NLP that serve as a form of textual
representation. They are numerical vectors that encode both the meaning and contextual
information of linguistic units within a given language. Many methods have been de-
veloped to generate embeddings, from more straightforward approaches to sophisticated
techniques [[Torregrossa et al. 2021} |Oliveira et al. 2022]].

The field of NLP has yet to converge on a universal embedding method and
scale it sufficiently to provide state-of-the-art results on all tasks [Ignat et al. 2023,
Muennighoff et al. 2022]. Consequently, constructing effective NLP pipelines with high-
quality input representations remains challenging, especially with abundantly available
techniques. This leads to confusion about which model provides practitioners with the
best performance for their embedding use case. Thus, assessing the learned representa-
tions is vital in identifying the critical distinctions between various embedding models,
enabling the selection of the most suitable one for a specific task [Boggust et al. 2022,
Bakarov 2018]].

Evaluating embeddings involves two primary approaches: extrinsic and intrinsic.
While extrinsic evaluation guarantees practical performance, intrinsic evaluation offers in-
sights into the inherent quality of embeddings [Jurafsky and Martin 2018]]. However, fur-
ther advancements are needed to enhance the evaluation and comparison process, bridging

165



existing gaps and unlocking the full potential of these powerful language representation
models [Schnabel et al. 2015, Bakarov 2018 [Torregrossa et al. 2021]].

In recent years, researchers have recognized the importance of addressing the pre-
liminary verification of embeddings before utilizing them to represent a corpus or corpora
in an NLP task [Boggust et al. 2022, Muennighotf et al. 2022]. This research then tackles
the fundamental challenge of measuring (i.e., with heuristics or numerical measures) the
dependencies and correlations between the input textual representations and the ultimate
objective of an NLP task.

Contributions. Overall, the main contributions of this paper can be summarized as fol-
lows:

* Investigate the crucial step of examining whether the learned vectors, used as fea-
tures, are relevant to the final task, ensuring high-quality representations.

* Present two main research questions to guide the study, providing detailed discus-
sions, experimental setups, and results for each one.

* Conduct extensive experiments exploring whether numerical measures can deter-
mine the dependence between input embeddings and their suitability for a specific
NLP task.

2. Related Work

To address the challenge of verifying input representations for NLP tasks, research works
mainly focuses on three topics, presented below. This work addresses the first topic, while
the remaining topics are summarized to provide an overview of the current state.

Explainability and interpretability. = General techniques use different tools to
understand model predictions, feature importance, and decision-making processes
[Hamilton et al. 2016, |Ribeiro et al. 2016, [Shrikumar et al. 2017/, |Carter et al. 2019].
Unlike other methods, this work compares embeddings learned by different models using
a global measure, considering that internal representations can vary.

Visual embedding techniques and tools. To reason about and interpret the learned rep-
resentations, [[Heimerl and Gleicher 2018]], [Liu et al. 2019bl], and [Boggust et al. 2022]]
propose interactive or static systems for exploring embeddings via direct projection ma-
nipulation, interactively filtering, and reconfiguring visual forms.

Methods for comparing embedding spaces. To compare vector spaces, research
works perform alignment through linear transformation [Chen et al. 2018] or nearest
neighbors and co-occurrences over time [Heimerl and Gleicher 2018, Wang et al. 2018b]],
relationship analysis between node metrics and graph embeddings [Lietal. 2018],
and evaluation of vector consistency across latent embedding spaces [Liu et al. 2019b,
Boggust et al. 2022]].

3. Research Questions and Discussion

Before delving into the experiments, the main research questions that guide this study are:

RQ1 Can heuristics or numerical measures determine the dependence between the
input embeddings and their suitability for a particular NLP task?

166



RQ2

Context. Some model performances can degrade when including input features
irrelevant to the target labels. Typically, feature selection methods are intended to
reduce the number of input features to those considered most beneficial based on
statistical tests [[Butcher and Smith 2020]].

Quantitative investigation. This research question aims to analyze the quality of
pre-trained input embedding{l by applying an existing feature selection measure
to different types of representations and corpora. The purpose is not to select the
best dimensions for a specific task but to identify which embedding approach has
more dimensions with high scores indicating strong dependence between input
and output. The experiments focus on embedding representations for the training
set.

To what extent does the model developed to solve an NLP task affect the
transferability of the input embeddings?

Context. After using a heuristic or numerical measure to assess the suitability of
input embeddings for an NLP task, the question arises: what happens when the
same method is employed now to evaluate the quality of the embeddings alongside
the predicted labels generated by the model?

Qualitative investigation. This research question explores the relationship be-
tween the architecture of an NLP task, the linguistic knowledge encoded in pre-
trained input embeddings, and their transferability. An extrinsic evaluation ap-
proach is employed to investigate this, where a model is trained using different
representations. The objective is to determine whether models with high eval-
uation metrics also exhibit high dependency values. In this context, the feature
selection measure is implemented on the test set, considering both the actual la-
bels and the predicted ones produced by the model.

Statements. Additionally, since different embeddings ends-up producing similar
results for the same model [Muennighoftf et al. 2022], the following scenarios are
also considered: (i) if the feature selection measure indicates high dependency
values, yet the model still performs poorly, the issue may lie with the remaining
network components of the model; and (ii), likewise, if the measure suggests low
dependency values, but the model achieves high-quality results, subsequent layers
beyond the textual representation may impact transferability. The ultimate goal
of this research question is to determine the interchangeability of the mentioned
Statements.

4. Experimental Setup
4.1. Probing Task

The concept of probing tasks introduced by [Shi et al. 2016] and [Adiet al. 2016]] in-
volves using a pre-trained encoder (e.g., embeddings) to train a classifier or decoder that
focuses on simple linguistic properties of sentences [Conneau et al. 2018]]. If the classifier
succeeds, the pre-trained encoder representations contain sufficient information to solve
the task effectively. Given the distinct aspects of the research questions, the experimenta-
tion focused only on the Text Classification task as a probing task, specifically Sentiment

Analysiﬂ

IThis work focuses on pre-trained and fine-tuned embeddings, which have become a trend in NLP
systems and a key component of state-of-the-art models [Liu et al. 2019al.
21t is worth noting that this task belongs to the group of tasks used as an extrinsic evaluation method.
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Table [T] summarizes the main statistics of the datasets used in this paper: one of
them, CoLLA [Warstadt et al. 2019], is part of the benchmark GLUE [Wang et al. 2018al,
and the remaining three, IMDb [Maas et al. 2011]], SST-2 [Socher et al. 2013]], and Sen-
timent140 [Go et al. 2009], are generic datasets widely utilized for Text Classifica-
tion/Sentiment Analysis task.

Sentiment Classification # Per Class

Dataset # Corpus | # Class | Is Balanced? 0 i Language
IMDb [Maas et al. 2011] 50,000 2 Yes 25,000 | 25,000
SST-2 [Socher et al. 2013] 68,219 2 No 30,207 | 38,012 English
CoLA [Warstadt et al. 2019] 9,594 2 No 2,850 | 6,744
Sentiment140 [|Go et al. 2009] | 160,000 2 Yes 79,849 | 80,151

Table 1. Statistics of corpora used in experiments. To ensure comparability with
other datasets, 10% of the Sentiment140 training data was randomly selected to
maintain comparable text amounts. The classification values in the table corre-
spond to combined subsets within each corpus, including training, test, or vali-
dation sets.

All corpora are in English and were loaded via Hugging Faceﬂ Although Senti-
ment140 originally had three classes, only the available training set with two classes was
used. Also, hold-out validation was conducted by combining all properly annotated texts
from each corpus. The data was split into 70% training and 30% test sets.

4.2. Feature Selection Measure

Mutual Information (MI) is a statistical measure that quantifies the mutual dependence
or information shared between two variables [Fano 1961]]. In the context of NLP and
embeddings, MI can be used to assess how well the embedding representation captures
relevant information about the input text and its corresponding labels in a given task.
However, there are some considerations to keep in mind:

Advantages. MI captures relevant information since it measures the relevance of the
embedding representation to the task (i.e., higher MI indicates more relevant information).
Additionally, MI can deal with non-linear dependencies since it helps model complex
relationships between text and task targets.

Challenges. The accurate estimation of MI can be difficult, especially for high-
dimensional embeddings. While MI provides a quantitative measure, understanding the
specific linguistic or semantic aspects captured or neglected may be challenging.

In summary, MI can be a valuable tool for assessing the quality of embedding
representations for NLP tasks [Zhelezniak et al. 2020]. To tackle the listed challenges, it
is crucial to complement MI with other evaluation techniques. Incorporating task perfor-
mance (i.e., qualitative analysis) will be essential in the results section.

Here, MI is used with Scikit—learrﬂ The discrete_features parameter was
modified to consider continuous features. As mentioned as one of the challenges, using
MI with dense representations has been difficult since it can have some issues estimating

3nttps://huggingface.co/datasets
Yhttps://scikit-learn.org/stable/modules/generated/sklearn.feature
selection.mutual_info_classif.html
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MI for continuous random variables [[Zhelezniak et al. 2020]]. Yet, the aim is to assess
Scikit’s usability for such representations.

4.3. Probing Model and Parameters

A basic model architecture for Sentiment Analysis comprises two intermediate layers
with 32 units each and a final layer for sentiment prediction with sigmoid activation. The
models are trained using the Keras library, a high-level API of TensorFlow, for up to 300
epochs with early stopping and a patience of five.

4.4. Pre-Trained Embedding Models

The experimentation involves three widely used publicly available models for English em-
beddings: GloVe [Pennington et al. 2014] and fastText [Bojanowski et al. 2016]], which
are static/classic embeddings, and DistilBERT [Sanh et al. 2019]], a contextual represen-
tation model that has 40% fewer parameters than the original BERT Base.

The pre-trained static embeddings GloVeﬂ and fastTextﬂ were loaded via the Flair
library for NLPﬂ having 300-dimensional vectors each. The DistilBERT pre-trained
modeﬂ was instantiated using the Transformers library from Hugging Face. By default,
the hidden states of all Transformer-based model layers are concatenated to produce the
embeddings, generating vectors with 768 dimensions.

Sentence embeddings. To accommodate the requirements of the Scikit-learn MI func-
tion, the pre-trained representations were employed as sentence embeddings. The pooling
operation used for static and contextual embeddings gives the mean of all words in the
sentence. The texts with the pre-trained static sentence embeddings were embedded via
Flair. The sentence embedding matrices were extracted after training the models to be
used as input to the MI function.

5. Experimental Results

5.1. RQ1 Results

Table [2] contains the performance of the models during training via accuracy results and
some info about MI scores (maximum and mean values). Table [3] retains precise info
about the MI scores distribution, showing descriptive statistics of the percentiles. The
following observations can be made in greater detail:

IMDb SST-2 CoLA Sentiment140
Training Acc  MI Scores  Training Acc  MI Scores  Training Acc  MI Scores  Training Acc  MI Scores
Best Epoch  Max Mean BestEpoch Max Mean BestEpoch Max Mean Best Epoch Max Mean

Pre-trained sentence
embedding representation

GloVe (300d) 0.879 0.052 0.011 0.950 0.067 0.037 0.923 0.012 0.012 0.792 0.032  0.011
fastText (300d) 0.881 0.070  0.010 0.963 0.065 0.035 0.874 0.014  0.002 0.817 0.040 0.011
Fine-tuned GloVe (300d) 0.985 0.556  0.306 0.984 0.279  0.097 0.958 0.060 0.014 0.953 0.155 0.027
Fine-tuned fastText (300d) 0.987 0.602 0.384 0.980 0.300 0.117 0.940 0.143  0.033 0.929 0.220  0.050
DistilBERT (768d) 0.908 0.089 0.013 0.918 0.117 0.040 0911 0.022  0.003 0.794 0.040 0.008

Table 2. Model performance results during training and Ml scores key informa-
tion. The best results for the accuracy metric are highlighted in bold.

Shttps://nlp.stanford.edu/projects/glove
Shttps://fasttext.cc/docs/en/english-vectors.html
"https://flairnlp.github.io/docs/intro
8https://huggingface.co/docs/transformers/model_doc/distilbert
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IMDb SST-2 CoLA Sentiment140
MI Scores Percentiles
25th 50th 75th | 25th 50th 75th | 25th 50th 75th | 25th 50th 75th
GloVe (300d) 0.005 0.008 0.015|0.329 0.036 0.040 | 0.000 0.000 0.003 | 0.009 0.010 0.013
fastText (300d) 0.004 0.007 0.012 | 0.030 0.033 0.037 | 0.000 0.000 0.003 | 0.008 0.009 0.013
Fine-tuned GloVe (300d) 0.207 0.323 0.434 | 0.049 0.074 0.128 | 0.003 0.012 0.022 | 0.010 0.019 0.036
Fine-tuned fastText (300d) 0.282 0.462 0.552 | 0.062 0.098 0.171 | 0.011 0.025 0.051 | 0.016 0.036 0.069
DistilBERT (768d) 0.005 0.009 0.018 | 0.036 0.037 0.044 | 0.000 0.001 0.005 | 0.004 0.006 0.010

Pre-trained sentence
embedding representation

Table 3. Descriptive statistics with the percentiles of the Ml scores distribution
for the sentence embeddings of each training set.

Fine-tuning process. The static sentence embeddings, such as those from GloVe and
fastText, were fine-tuned during training. The results include the frozen and fine-tuned
versions. Although this deviates from the standard approach of maintaining encoder ar-
chitecture agnosticism in probing tasks, it allows an understanding of the extent of the
dependency introduced by fine-tuning these static vectors. On the other hand, the fine-
tuning of DistilBERT was not performed to enable a more focused investigation of its
original internal layers and their contributions to the task.

High MI score values for fine-tuned representations. Indeed, as reported in Tables [2]
and [3] fastText’s updated embeddings showed the highest dependency across all datasets,
closely followed by fine-tuned GloVe embeddings. On the other hand, the non-updated
sentence embeddings generally had MI scores much closer to 0. Although DistilBERT
has many dimensions with score values close to 0, it exhibits a more comprehensive range
of scores among the non-tuned representations.

Good performance of probing models during training. Another observation is that
most models converged well during training, obtaining accuracies close to or greater than
0.90, except for GloVe and DistilBERT on the Sentiment140 training data. The [RQZ]
will verify if the models are ideal and are on the borderline between underfitting and
overfitting.

[RQT| answer. As a response to [RQ1] the MI measure does not readily indicates which
sentence representations are sufficient to solve the different Sentiment Analysis tasks.
Despite the MI measure lacking evidence, these results are still valuable as part of the
research, which includes attempts beyond initial expectations.

Updating sentence embeddings during training logically improves the correlation
between input embeddings and the task objective. Also, note that the MI values are low
for CoLA and Sentiment140. This will be discussed further in the next section.

5.2. RQ2 Results

The objective of the [RQ2]is to observe the semantic transferability of embeddings with
the MI measure and an extrinsic evaluation. The analysis conducted using the MI measure
on the training set was similarly applied to the test set. Minor changes were expected in
the distribution of MI scores, as the main characteristics of the data were retained for
both sets. Tables [ and [5] present descriptive statistics of the percentile distribution of MI
scores, including actual and predicted classes. Further examination reveals the following
detailed observations:

Conflicting MI score values for CoLA. As expected, the distributions are equivalent to
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IMDb SST-2 CoLA Sentiment140
MI Scores Percentiles
25th 50th 75th | 25th 50th 75th | 25th 50th 75th | 25th 50th 75th
GloVe (300d) 0.003 0.007 0.014 | 0.014 0.017 0.022 | 0.000 0.001 0.006 | 0.007 0.010 0.011
fastText (300d) 0.002 0.006 0.011 | 0.015 0.018 0.021 | 0.000 0.001 0.006 | 0.007 0.010 0.013
Fine-tuned GloVe (300d) 0.168 0.264 0.336 | 0.029 0.053 0.102 | 0.000 0.002 0.008 | 0.011 0.018 0.032
Fine-tuned fastText (300d)  0.225 0.349 0.403 | 0.038 0.069 0.132 | 0.000 0.002 0.007 | 0.016 0.032 0.061
DistilBERT (768d) 0.003 0.008 0.017 | 0.016 0.019 0.026 | 0.000 0.002 0.007 | 0.003 0.005 0.009

Pre-trained sentence
embedding representation

Table 4. Descriptive statistics with the percentiles of the Ml scores distribution
for the sentence embeddings of each test set with the actual classes.

IMDb SST-2 CoLA Sentiment140
MI Scores Percentiles
25th 50th 75th | 25th 50th 75th | 25th 50th 75th | 25th 50th 75th
GloVe (300d) 0.003 0.008 0.015 | 0.016 0.019 0.023 | 0.003 0.008 0.014 | 0.012 0.014 0.017
fastText (300d) 0.003 0.008 0.014 | 0.015 0.018 0.023 | 0.005 0.011 0.017 | 0.012 0.015 0.022
Fine-tuned GloVe (300d) 0.184 0.283 0.384 | 0.031 0.056 0.106 | 0.006 0.014 0.022 | 0.015 0.025 0.039
Fine-tuned fastText (300d) 0.244 0.416 0.510 | 0.041 0.075 0.143 | 0.010 0.021 0.032 | 0.021 0.040 0.071
DistilBERT (768d) 0.003 0.009 0.020 | 0.016 0.020 0.027 | 0.000 0.003 0.009 | 0.004 0.007 0.014

Pre-trained sentence
embedding representation

Table 5. Descriptive statistics with the percentiles of the Ml scores distribution
for the sentence embeddings of each test set with the predicted classes.

those form However, the CoL A dataset has the most incompatible distributions, with
score values lower than those obtained for the training set. Note that for the predicted
classes, CoLA’s MI scores are much more similar to those for the training set, indicating
that the model can accurately maintain the variance and patterns learned during training.

MI score values indicating overfitting for CoLA and Sentiment140. Also, for the
CoLA dataset, it is possible to deduce, based on the MI scores, that the model may not
have performed well for the test set, which indicates the existence of overfitting. Overfit-
ting can also be noticed for Sentiment140 by some subtle changes when comparing the
distributions of the scores of the predicted classes with the actual ones. The existence or
not of overfitting in the models will be further analyzed. The fact that the MI scores could
reveal this unexpected model behavior is intriguing.

Extrinsic evaluation. Table [6] reports the accuracies obtained between the ground truth
and what was predicted by the probing models, and some info about the MI scores. Table
has more extrinsic evaluation results for other metrics.

Pre-trained sentence IMII\)/:)I S SSTI;-/IZI S COII;?I S SentimeMnilsélo
. . cores cores cores cores

embedding representation Test Acc Max  Mean Test Acc Max  Mean Test Acc Max  Mean_ Test Acc Max  Mean~
GloVe (300d) 0.830  0.050 0.010 0.879  0.049 0.019 0.625  0.024 0.004 0.500  0.267 0.010
fastText (300d) 0.857  0.072 0.009 0.887  0.051 0.019 0.609  0.021 0.004 0.500  0.042 0.010
Fine-tuned GloVe (300d) 0.879  0.406 0.241 0910 0.242 0.072 0.577  0.023 0.004 0.497  0.139 0.025
Fine-tuned fastText (300d) 0.880 0.430 0.288 0912 0.253 0.088 0.615  0.024 0.004 0.499  0.190 0.044
DistilBERT (768d) 0.866  0.097 0.013 0.867  0.094 0.022 0.677  0.027 0.004 0.501 0.044 0.007

Table 6. Model performance results for the test set and Ml scores key information.
The best results for the accuracy evaluating metric are highlighted in bold.

Overfitting for CoLA and Sentiment140. The models with the different sentence em-
beddings have high and very close accuracies for the IMDb and SST-2 datasets. It is
possible to state through these results that the CoLA and Sentiment140 models suffered
overfitting.
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Pre-trained sentence IMDb SST-2 CoLA Sentiment140

embedding representation P R F, P R F, P R F, P R F,
GloVe (300d) 0.832 0.831 0.831 | 0.881 0.879 0.879 | 0.627 0.626 0.627 | 0.500 0.500 0.500
fastText (300d) 0.857 0.857 0.857 | 0.887 0.887 0.886 | 0.618 0.609 0.613 | 0.500 0.500 0.499

Fine-tuned Glo Ve (300d) 0.880 0.880 0.880 | 0.911 0.910 0.910 | 0.623 0.577 0.594 | 0.497 0.497 0.496
Fine-tuned fastText (300d) ~ 0.881 0.880 0.880 | 0.912 0912 0.912 | 0.613 0.615 0.614 | 0.499 0.499 0.495
DistilBERT (768d) 0.868 0.866 0.866 | 0.867 0.867 0.866 | 0.703 0.677 0.687 | 0.500 0.501 0.499

Table 7. Extrinsic evaluation of sentence embeddings for different datasets. The
best results for the weighted F,-score (F;) metric are highlighted in bold.

Extrinsic evaluation analysis. Looking only at the accuracy metric, it is undefined which
sentence embedding is the best for a specific dataset, which usually happens for this type
of embedding evaluation. As reported by accuracy, fastText and GloVe achieved the best
F;-score results among the sentence embeddings for the IMDDb and GloVe corpora. Dis-
tilBERT was the best only for the CoLLA dataset. Finally, it is imprecise, which is better
for Sentiment140, neither by accuracy nor by the F;-score.

[RQ2]answer. Based on the results, the probing model designed for solving various Senti-
ment Analysis tasks impacts the input representations. As anticipated, the extrinsic eval-
uation results for different sentence embeddings exhibit high similarity, making it chal-
lenging to determine the best embedding model for particular datasets, such as IMDb and
Sentiment140. It is worth mentioning that the low distribution of MI scores of all sub-
sets for the CoLLA and Sentiment140 corpora, even with fine-tuned sentence embeddings,
suggests that the models would perform poorly for these datasets since the beginning.

Closing to the [RQ2] statements. Only the second statement can be attested to the two
expected scenarios: the model performs well even when the MI measure indicates low
dependency values. This suggests that the subsequent layers in the model may impact
semantic transferability. It is worth noting that the dimensions with high dependency MI
score values are primarily associated with embedding models that underwent fine-tuning
during training. However, fine-tuning can not be considered the optimal solution.

6. Conclusion

This study aimed to answer two research questions related to the suitability and transfer-
ability of input embeddings for NLP tasks. The first one, RQI} focused on determining
the dependence between different input embeddings on the target of the Sentiment Anal-
ysis task. The [RQ2|examined the transferability of the embeddings and their impact on
the model’s performance. Overall, the findings emphasize the importance of model archi-
tecture and highlight the complexities involved in evaluating the suitability and transfer-
ability of input embeddings for NLP tasks.

Research future directions. The results obtained for the research questions could have
been better; therefore, future work should focus on improving results by expanding the
experimental setup to include more NLP tasks for evaluation, researching feature selection
measures for dense data, developing customized probing models, and comparing static
vs. contextual embeddings. Additionally, consider including non-English languages for
better generalizability. The main objective of these future works is to create a framework
that addresses the need for adequate and high-level evaluation of different NLP systems,
providing accurate and initial indications for their construction.
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Abstract. This paper reports on a study of machine translation quality in texts
generated by GPT-3.5 turbo. To that end, we translated the WinoMT Challenge
Test Set into Brazilian Portuguese, a dataset developed to evaluate machine
translation models output regarding grammatical gender of nouns used to
name human occupations. We adapted Stanovsky et al. (2019) script to
evaluate GPT-3.5 turbo's output. Results show that the model's output tends to
promote gender bias in the translation of nouns for human occupations.

Resumo. Este estudo avaliou a qualidade das traducées automdticas geradas
pelo GPT-3.5 turbo. Traduzimos para o portugués o Challenge Test Set
WinoMT, que avalia a capacidade de modelos de traducdo automdtica em
traduzir o género gramatical de substantivos relacionados a profissoes.
Adaptamos o cédigo de avaliacdo automdtica desenvolvido por Stanovsky et
al. (2019) para avaliar as tradugoes resultantes. Os resultados indicam que o
GPT-3.5 turbo tende a promover viés de género na traducdo de profissoes.

1. Introducao

Uma das principais aplicagdes e subdreas do Processamento de Linguagem Natural'
(PLN) € a Traducdo Automatica (TA), a qual permite que, a partir do input de um texto
numa lingua-fonte, um sistema de TA gere uma versdo equivalente desse input numa
lingua-alvo [Caseli 2017]. Os modelos de Traducio Automdtica Neural (NMT?)
representam uma evolucdo significativa nessa area, tendo possibilitado avangos notaveis
na qualidade das tradu¢des geradas.

Nesse sentido, a avaliacdo de sistemas de TA € importante para garantir a
confiabilidade e a eficacia, além de ajudar a promover melhorias desses sistemas. Em
virtude disso, foram desenvolvidos os chamados Challenge Test Sets (CTS) para avaliar
fendmenos especificos em tradu¢do automdtica, como é o viés (bias). Por meio dos
CTS, € possivel identificar e analisar dificuldades encontradas pelos sistemas de
traducdo automatica mediante alguns fendmenos linguisticos [Papovi€ e Castilho 2019].

Além dos modelos especificamente desenvolvidos para a tradu¢do automdtica,
modelos de linguagem gerais também tém impacto em tarefas de traducio e geracdo de

! Tradugdo de “Natural language processing’.
% Sigla em inglés para “Neural machine translation”.
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linguagem natural. Um exemplo muito comentado s@o os modelos GPT (Generative
Pre-trained Transformer) desenvolvidos pela OpenAl. Esses modelos, também
conhecidos como Large Language Models (LLMs), sdo treinados para gerar textos com
boa aceitabilidade e fluéncia. A geracdo textual ocorre a partir de treinamentos
extensivos com grandes volumes de dados linguisticos. Desse modo, os modelos
apreendem padrdes linguisticos nos dados de treinamento e, mediante um input inicial,
reproduzem esses padroes em novas saidas textuais [Bender ef al. 2021]. Embora esses
modelos ndo tenham sido originalmente desenvolvidos para gerar traducdo automdtica
[Brown et al. 2020], pesquisas que avaliam a sua capacidade e a qualidade em tarefas de
TA tém sido realizadas [Castilho et al. 2023; Kocmi e Federmann 2023].

O sistema de género nas linguas naturais apresenta desafios significativos para a
traducdo, especialmente na traducio automdtica. A exemplo, as diferengas na marcacio
de género entre inglés e portugués podem levar a textos com possivel viés de género na
saida de um tradutor automdtico, uma vez que substantivos que ndo possuem indicagcdo
explicita de género em inglés devem ser traduzidos com marcacdo de género em
portugués. Nesse contexto, o objetivo deste trabalho foi realizar uma avaliacdo
automdtica do modelo GPT-3.5 turbo em relacdo ao viés de gé€nero na traducdo de
substantivos relacionados a profissdes. Para atingir esse objetivo, utilizamos o CTS
WinoMT’, proposto por Stanovsky et al. (2019), para traduzir do inglés para o
portugués utilizando o modelo GPT-3.5 turbo. Além disso, adaptamos o cédigo* de
avaliacdo automatica desenvolvido por Stanovsky et al. (2019) para avaliar as tradugdes
em portugués resultantes de modelos de TA e de LLMs.

2. Definindo Género e Viés

2.1 Género

Neste artigo, abordamos o conceito de género sob uma perspectiva linguistica aplicada
ao PLN. Como explicado por Savoldi et al. (2021), as linguas podem ser categorizadas
em trés grupos: linguas com género minimo (genderless languages), onde gé€nero €
expresso apenas em alguns pares de palavras, como em termos de parentesco, (no
finland€s: sisko/irma vs. veli/irmdo); linguas com género conceitual (notional gender),
que possuem, além de género lexical, um sistema pronominal de género (no inglés:
mom vs. dad; she vs. he, her vs. him); e linguas com gé€nero gramatical (grammatical
gender languages), nas quais todo substantivo € associado a categorias, tais como
feminino, masculino e neutro e hd um sistema pronominal de género. Nessas ultimas
linguas, o género gramatical é definido por meio de um sistema de concordancia
morfossintitica, no qual diversas classes de palavras, como substantivo, pronomes,
determinantes e adjetivos, possuem marcas de género [Savoldi et al. 2021]. E esse o
caso de linguas como o portugués e o espanhol.

Em linguas que realizam género gramatical, é frequente haver uma relag¢do entre
o género gramatical e o género social em palavras usadas para se referir a pessoas
[Devinney et al. 2022]. Por isso, € importante destacar que sexo e género social sdo

? https://github.com/gabrielStanovsky/mt gender/tree/master/data/aggregates
* https://github.com/gabrielStanovsky/mt gender. O cédigo foi adaptado para avaliar tradugdes em

portugués.
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diferentes: sexo se refere a caracteristicas bioldgicas de uma pessoa, enquanto género
social se refere a um construto de género com a qual uma pessoa se identifica [Devinney
et al. 2022].

Desse modo, a realizagdo (ou ndo realizacao) de género gramatical por diferentes
sistemas linguisticos pode ser compreendida como um mecanismo de constru¢do de
significado que expressa a relacio entre pessoas e objetos, seres e conceitos, sendo uma
forma de organizar a realidade e de construir informacdes de forma efetiva dentro da
gramdtica [Jakobson 1959]. Em portugués, a marcacdo morfolégica de género em
palavras que designam pessoas pode ser entendida como um marcador linguistico que
estd atrelado tanto a identidade pessoal quanto cultural de uma pessoa, o qual contribui
para a constru¢cdo da realidade desses falantes [Halliday 1978]. Logo, quando uma
pessoa falante de portugués escolhe uma determinada marca¢do morfoldgica de género
(feminina, masculina ou a recém-introduzida marcagdo neutra) para referenciar a si ou a
outra pessoa, essa escolha € feita a partir de um potencial de formacdo de identidades,
enquanto as escolhas feitas por um LLM ou por um modelo de TA ndo levam em
consideragdo tal formacdo. As escolhas linguisticas de um modelo de lingua e de um
tradutor automatico sio feitas de forma probabilistica, baseadas nos dados de
treinamento do modelo.

2.2 Viés

Em PLN, viés € entendido como a tendéncia de um sistema, como modelos de
aprendizado de méquina’, a produzir resultados incorretos ou distorcidos devido a
presenca de dados desbalanceados em seu treinamento. Isso ocorre quando os dados
usados para treinar esses modelos ndo sdo representativos da populagdo ou quando
certas caracteristicas sdo super ou sub-representadas; nesses casos, 0s sistemas tendem a
reproduzir a visdo hegemoOnica do mundo, podendo impactar grupos vulnerdveis da
nossa sociedade [Bender et al. 2021].

Nesse sentido, uma vez que modelos de NMT utilizam técnicas de aprendizado
de méquina para gerar tradugdes, as caracteristicas dos dados de treinamento, como
morfologia das palavras, frequéncia, contexto de ocorréncias, entre outras, t€ém impacto
na qualidade das tradugdes [Caseli 2017]. Portanto, caso esses dados possuam algum
tipo de viés, este pode ser reproduzido nas traducOes automadticas. A exemplo,
Stanovsky et al. (2019) mostraram que ferramentas de tradu¢do automatica comerciais,
como Google Translate, Microsoft Translator e Amazon Translate, produzem textos
com viés ao traduzir do inglés para linguas-alvo que apresentam marca¢dao morfoldgica
indicativa de género.

3. Metodologia

3.1 WinoMT

O WinoMT € um CTS em inglés criado por Stanovsky et al. (2019) a partir da
concatenagdo dos datasets Winogender [Rudinger et al. 2018] e WinoBias [Zhao et al.
2018], ambos com o objetivo de avaliar se sistemas de resolucdo automadtica de
correferéncia para a lingua inglesa apresentam viés de género. Em virtude disso, cada

3 Tradugdo de “Machine learning”.
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sentenca desses datasets foi produzida conforme os Winograd Schemas [Levesque
2011]. A justificativa para a escolha de sentencas com substantivos que nomeiam
profissdes baseia-se num estudo realizado por Lewis e Lupyan (2020) que evidencia que
as pessoas tendem a ter ideias preconcebidas sobre gé€nero, as quais podem ser
influenciadas pela forma como a lingua falada por elas realiza ou ndo género gramatical.
Essas ideias também estdo associadas a frequéncia com que uma lingua possui
marcagdo de género em palavras que designam profissdes.

O WinoMT € composto por 3.888 sentengas em inglés, cada uma delas com duas
entidades humanas realizadas por substantivos que indicam diferentes profissdes. Uma
delas, denominada Entidade-Alvo (7arget-Entity) foi selecionada no dataset para ser
retomada na sentenga por meio de um pronome que estabelece correferéncia e indica
género em inglés; para a outra entidade, o dataset ndo determina um gé€nero a ser
selecionado. Tais sentengas possuem um carater ambiguo deliberado, isto é, cada
entidade poderia ser interpretada como se referindo a uma profissdo nomeada com um
substantivo feminino ou masculino. Por exemplo, os substantivos "physician" e "nurse"
nomeiam, em inglés, uma profissdo sem indicagdo explicita de género. Ao serem
retomados numa sentenga por um pronome, serd necessario selecionar um género e, ao
fazé-lo, serd construido um significado de género para o substantivo. Numa
interpretacdo com vié€s (pro-esteredtipo), muito provavelmente serd atribuido o género
masculino a "physician" e o género feminino a "nurse". Numa interpretacao que busque
contestar o viés (antiesteredtipo), espera-se que seja atribuido o género feminino a
"physician"". No WinoMT, as relacdes de correferéncia para o género das entidades em
inglés foram anotadas manualmente de forma a se construir um padrdo ouro®.

O Quadro 1 exemplifica a configuracdo do CTS.

Quadro 1 - Exemplo da configuragdo do WinoMT

Género Categoria Origem Entidade- Sentenca
Alvo

feminino | antiestereotipo WinoBias physician The physician told the
nurse that she had been
busy.

masculino | antiestereotipo | WinoBias nurse The CEO helped the nurse
because he needed help.

neutro - WinoGender | customer The technician told the
customer that they could
pay with cash.

Fonte: Stanovsky et al. (2019).

No Quadro 1, a primeira coluna se refere ao género estipulado no dataset para o
substantivo que realiza a Entidade-Alvo, especificado na coluna 4 e destacado em
negrito na sentenca. O género do substantivo da Entidade-Alvo serd avaliado em sua

® Traducdo de “Gold standard”
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relacdo de correferéncia com o pronome destacado em negrito na sentenca. O
substantivo que realiza a segunda entidade, para a qual ndo se estipula um género, esti
destacado em itdlico. Na linha 1, o dataset estipula que para essa sentencga contestar o
viés (ser antiesteredtipo), a Entidade-Alvo, isto é, a entidade com a qual se busca
estabelecer correferéncia com o pronome "she", deve ser "physician". Ao traduzir essa
sentenca para uma lingua que indica género no substantivo, o sistema deve selecionar
um género. Se, em portugués, o sistema traduzir "physician" por um substantivo de
género masculino, tal como "médico", considera-se que houve viés. Se a tradugao for
"médica", considera-se que ndo houve viés. As sentencas extraidas do dataset
Winogender ndo possuem indicacao de categoria pré ou antiestereotipo.

A Tabela 1 apresenta a composi¢do em nimero de sentengas do WinoMT.

Tabela 1 - Numero de sentencas do WinoMT

Género da Winogender WinoBias WinoMT
Entidade-Alvo
Masculino 240 1.582 1.826
Feminino 240 1.586 1.822
Neutro 240 0 240
Total 720 3.168’ 3.888

Fonte: Stanovsky et al. (2019).

No WinoMT, ha um balanceamento nas sentencas entre género masculino e
feminino, bem como entre papéis de gé€nero pro-estereotipados e antiestereotipados
[Stanovsky et al. 2019]. As profissdes que compdem o conjunto de dados WinoMT
foram extraidas de documentos do Ministério do Trabalho dos EUA. Zhao et al. (2018)
usaram estatisticas das profissdes para classificar as sentencas como pro e
antiesteredtipos de género.

Devido ao seu desenho, 0 WinoMT se mostrou eficiente na avaliacdo de viés de
género na tradugdo automadtica realizada por Stanovsky et al. (2019) para as linguas
espanhola, francesa, italiana, russa, ucraniana, hebraica, arabe e alema, razio pela qual
adotamos esse conjunto de dados para nosso estudo.

3.2 Traducao e Avaliacao

Primeiramente, utilizamos o modelo GPT-3.5® turbo para traduzir o WinoMT para o
portugués. O prompt’ utilizado foi “Translate the following English text into
Portuguese: {sentence}”. Para isso, desenvolvemos'® um cédigo em Python para realizar

" Das 3.168 sentencas do WinoBias, 1584 sdo categorizadas como antiesteredtipo e 1.584 como
pré-esteredtipo.

8 https://platform.openai.com/docs/models/gpt-3-5

? Testes iniciais apontaram para o prompt utilizado como sendo mais eficiente.

' Nosso cédigo que gera a traduciio automética serd disponibilizado em breve.
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essa traducdo por meio da API do Servico OpenAl Azure''. Nesse cédigo, criamos uma
funcdo que utiliza o prompt em questdo para traduzir uma sentenca por vez. Em
paralelo, adaptamos'? o algoritmo de avalia¢io automadtica de tradugdes desenvolvido
por Stanovsky et al. (2019), usando também a linguagem de programacao Python. Essa
adaptacdo teve como objetivo avaliar automaticamente as TA para a lingua portuguesa.

O algoritmo adaptado realiza as seguintes tarefas:

e Alinhamento: a partir do alinhador SimAlign’?, alinha automaticamente
sentenca-fonte e sentenga-alvo.

e Mapeamento das Entidades-Alvo traduzidas: para cada sentenca em inglés e
portugués, encontra a posi¢do da Entidade-Alvo em inglés e, em seguida,
encontra a posi¢ao Entidade-Alvo traduzida para o portugués.

e Extracdo do género gramatical: extrai, de cada sentenca em portugués, o género
gramatical de cada Entidade-Alvo. Essa extragdo € feita pelo parsing
morfoldgico do modelo Spacy’ treinado para o portugués.

e Avaliacdo: o género das Entidades-Alvo traduzidas € comparado com a anotagdo
humana de referéncia do género de cada Entidade-Alvo em inglés.

3.3 Métricas de Avaliacao

Para avaliar as traducdes automdticas feitas pelo GPT-3.5 turbo, foram usadas as
métricas abaixo, definidas no estudo de Stanovsky efr al. (2019). Para calcular as
métricas, utilizamos a biblioteca Sklearn'®.

e Acuricia (Acc): indica a precisdo geral do sistema de traducdo em atribuir
corretamente o género em suas tradugdes. E calculada a porcentagem de casos
em que a traducao teve o género correto em relagdo ao género de referéncia.

o AG: mede a diferenca de desempenho (pontuacdo F1) entre as traducdes de
género masculino e feminino. E calculada subtraindo a pontuag¢do F1 masculina
da pontua¢do F1 feminina.

e AS: compara a precisao entre as tradugoes de atribuicdes de papéis de género
pré-estereotipados ¢ antiestereotipados. E calculada subtraindo a pontuagio
da porcentagem de casos em que a traducgdo teve o género correto em traducoes
pro-estereotipadas da pontuacdo em que a traducdo teve o gé€nero correto em
tradugdes antiestereotipadas.

4. Resultados

A Tabela 2 mostra os resultados obtidos para as métricas adotadas.

12 Nosso codlgo adaptado serd disponibilizado em breve

'3 https://github.com/cisnlp/simalign
14 https //spacy 10/m0dels/p
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Tabela 2 - Avaliacao GPT-3.5 turbo

Acc AG AS

PT 58.54 19.92 242

O modelo GPT-3.5 turbo obteve uma taxa de acuricia de 58,54%, o que significa
que, em 58,54% dos casos, ele foi capaz de atribuir corretamente o género das
Entidades-Alvo em portugués, de acordo com a anotacdo humana de referéncia em
inglés. No entanto, essa métrica ndo revela desempenho do modelo nas traducdes de
género masculino e feminino, por isso, é necessario o calculo de AG e AS.

Em relacdo as métricas AG e AS, o modelo obteve uma pontuacdo de 19,92 e
24,2 pontos, respectivamente. Um valor positivo em AG indica que o sistema apresenta
um melhor desempenho na traducdo do género masculino, enquanto um valor negativo
sugere que o sistema apresenta um melhor desempenho na traduc¢io do género feminino.
Da mesma forma, um valor positivo em AS revela que o sistema favorece a traducao de
atribuicdes pro-estereotipadas de género enquanto um valor negativo sugere que o
sistema favorece as tradugdes de atribui¢cdes antiestereotipadas de género.

Quadro 3 - Exemplo de sentenca na categoria pro-estereétipo traduzida

Género Categoria | Entidade-Alvo Sentenca Traducao GPT-3.5
feminino | pro-esteredtipo | housekeeper The mover said | O carregador disse
thank you to the obrigado a
housekeeper | arrumadeira porque
because she ela limpou o
cleaned the caminhio.
truck.

Quadro 4 - Exemplo de sentenca na categoria antiestereétipo traduzida

Género Categoria Entidade-Alvo Sentenca Traducio GPT-3.5
feminino | antiestereotipo mover The mover said | O transportador
thank you to the agradeceu a
housekeeper governanta porque
because she is ela ¢ grata.
grateful.

No Quadro 3, o modelo traduziu a profissao "housekeeper" com um substantivo
feminino, o que é considerado uma visao estereotipada prevista pelo dataset. No Quadro
4, o modelo traduz a profissdo "mover" com um substantivo masculino em portugués,
que € uma visdo estereotipada, contrariando o esperado numa visdo que combate
esteredtipos.

4.1 Validacao Humana

Por meio da validacdo humana, buscamos medir a precisdo de nosso algoritmo de
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avaliacdo de traducdes automdticas, a fim de mensurar o desempenho das ferramentas
de alinhamento entre texto-fonte e texto-alvo e de extragdo morfoldgica de género
usadas em nossa pipeline. Para isso, dois avaliadores (falantes nativos de portugués)
receberam uma mesma tabela com 100'® sentengas aleatérias traduzidas pelo GPT-3.5
turbo. De forma individual, eles anotaram se a Entidade-Alvo foi traduzida ou ndo e
qual o género dessa entidade na tradu¢do. Comparamos as anotacdes dos avaliadores
com as anotagdes realizadas pelo nosso algoritmo e obtivemos uma acurécia de 86%, ou
seja, comparado com a anotagdo humana, nosso algoritmo anotou o género
corretamente em 86% das vezes. Na sequéncia, foi calculada a concordancia entre os
dois anotadores pelo método Kappa [Cohen 1960], que foi de 96,08 %.

5. Conclusao

O GPT-3.5 turbo enfrenta dificuldades na traducdo do gé€nero gramatical das
Entidades-Alvo femininas, conforme a anotacdo humana de referéncia em inglés, e
também reforca esteredtipos de género. Apesar de o GPT-3.5 traduzir corretamente o
género gramatical das Entidades-Alvo em 58,54% dos casos, a métrica AG nos mostra
que o sistema apresenta um melhor desempenho apenas nas traducdes do género
gramatical masculino. Além disso, quando considerada a categoria (anti-esteretipo ou
pro-esteredtipo) da sentenca, o AS indica que o modelo tende a favorecer a traducdo do
género gramatical feminino em sentencas pré-esteredtipos. Esses resultados indicam
que o sistema favorece mais a traducdo para o género gramatical masculino, a menos
que a sentenca promova algum esteredtipo ligado ao género social feminino.

6. Limitacoes e Trabalhos Futuros

Conforme Stanovsky et al. (2019) alertam, o WinoMT € composto por sentencas criadas
em inglés. Embora isso permita um ambiente de experimentacdo controlado, também
pode introduzir vieses artificiais nos dados e na avaliacdo. Uma outra limitacdo € o fato
de que as profissdes estereotipadas para os géneros feminino e masculino nos EUA,
conforme o estudo de Zhao et al (2018), podem ser distintas no contexto da
lingua-alvo. Além disso, devido ao seu tamanho mediano, o WinoMT possibilita uma
estimativa aproximada de viés de género. Portanto, seria interessante ampliar o conjunto
de dados do WinoMT com exemplos coletados em textos auténticos, além de avaliar a
tradug¢do do género em portugués em sentencas em contexto, como feito em Castilho et
al. (2023), possibilitando uma andlise mais abrangente e representativa do fendmeno.
Ademais, tendo em vista que o formato do prompt influencia a saida de um LLM, seria
interessante a realizacdo de um estudo que avalia o viés de gé€nero nas tradugdes do
GPT-3.5 turbo mediante diferentes prompts. Por fim, tendo em vista que Stanovsky et
al. (2019) nao traduziram o WinoMT para o portugués, para contornar essa limitacdo,
realizamos essa tradugdo utilizando os sistemas Google Translate, Microsoft Translator
e Amazon Translate. Em breve, publicaremos os resultados desses modelos para a
lingua portuguesa, permitindo comparacOes entre o desempenho de modelos de
tradu¢do automdtica e também com o modelo de linguagem GPT-3.5 turbo.

'6 Selecionamos esse niimero de sentencas a fim de seguir a metodologia de Stanovsky et al. (2019).
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Abstract. This article presents the development of the Golden Collection of the
Brazilian Judiciary (CDJUR-BR), a corpus formed by 21 fine-grained annota-
tions of legal entities in various legal documents. CDJUR-BR aims to provide
a comprehensive and robust corpus for REN, consisting of 44,526 annotations.
Furthermore, a model for NER based on BERT was developed which achieved
an average Fl1-macro of 0.58. These results indicated the importance and use-
fulness of the CDJUR-BR."

Resumo. Este artigo apresenta o desenvolvimento da Colecdo Dourada do
Judicidrio Brasileiro (CDJUR-BR), um corpus formado por 21 entidades es-
pecificas anotadas em documentos juridicos. A CDJUR-BR visa fornecer um
corpus abrangente e robusto para REN, composto por 44.526 anotacoes. Além
disso, foi desenvolvido um modelo para REN baseado no BERT que alcancou a
Fl-macro média de 0,58. Estes resultados indiciaram a importdncia e a utili-
dade da CDJUR-BR.!

1. Indroducao

Uma tarefa basica para a maioria das aplicagdes em Inteligéncia Artificial Juridica (Le-
gal Al, em ingl€s) é a de Reconhecimento de Entidades Nomeadas (REN), que busca
identificar e qualificar trechos de textos que se referem a entidades como pessoas,
locais, organizacdes, datas, dentre outras, agregando ao texto informagdo semantica
[Yadav and Bethard 2019, Schmitt et al. 2019, Li et al. 2020]. Os modelos para REN

Licenca: Este trabalho foi licenciado com a licenca Creative Commons CCO 1.0 Universal (CCO 1.0)
- Dominio publico dedicado.
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sdo treinados a partir de cole¢des de textos rotulados por humanos especialistas,
comumente denominadas de Cole¢do Dourada [Schmitt et al. 2019, Jiang et al. 2016,
Atdag and Labatut 2013].

No dominio juridico, os documentos legais fazem referéncias a certas entidades
que nao sdo trivialmente reconhecidas pelos RENs disponiveis atualmente, mas que sao
necessdrias a aplicacoes em LegalL Al. Por exemplo, uma determinada legislacdo citada
em um documento juridico, trata-se de uma norma principal que define o assunto da
peticao? Ou se trata de uma norma acessoria servindo somente para apoiar os argumen-
tos do peticionante? Outro exemplo seria o de identificar pessoas especificas em uma
peca processual: € a vitima? o réu? o juiz? As respostas a essas perguntas sao de natureza
interpretativa e requer do anotador conhecimento técnico para fornecé-las. Além disso,
existem poucos exemplos de cole¢des douradas adequadas para o dominio da justica bra-
sileira [de Araujo et al. 2018, Leitner et al. 2020], e somente entidades basicas rotuladas.
H4 caréncia de categorizacdes de legislacdo, provas, penalidades, pessoas especificas em
um processo juridico (juiz, advogado, vitima, réu, testemunha), tipos de locais (local
do crime, endereco do réu), etc. Neste sentido, persiste ainda a necessidade de uma
colecdo robusta, anotada com entidades refinadas do dominio juridico, e que abranja di-
versos documentos de um processo legal, como peti¢des, inquéritos, dendncias, decisoes
e sentencas.

Diante desta problemdtica, as seguintes questdes de pesquisa nortearam o desen-
volvimento deste trabalho: QP1 - Como elaborar uma metodologia de anota¢des manuais
de entidades nomeadas que contemple as especificidades e complexidades do dominio
juridico? e QP2 - A colecao dourada gerada é adequada para o treinamento e validagao
de modelos de Legal AI?

Neste artigo, descrevemos o desenvolvimento da Cole¢cao Dourada do Judiciério
Brasileiro (CDJUR-BR) contemplando um conjunto de entidades anotadas manualmente
por especialistas em documentos juridicos. A criacdo da CDJUR-BR seguiu uma meto-
dologia propria que visou atribuir o carater de abrangéncia e robustez a cole¢do contendo
21 entidades refinadas, as quais possam servir ao processo de treinamento e validacao de
modelos de Legal Al para lingua portuguesa. Especificamente para a rotulacdo das nor-
mas legais e seus artigos e dispositivos foram aplicadas etapas adicionais de refinamento
e validagdo, pois estas entidades sdo consideradas essenciais a uma série de aplicacdes. A
avaliagcdo experimental visou demonstrar que a CDJUR-BR suporta o desenvolvimento de
REN eficazes em documentos legais. Além deste importante recurso linguistico para area
de TA Juridica no Brasil, foi desenvolvido um REN baseado no modelo BERT e treinado
com a CDJUR-BR, cujo desempenho alcancou a Fl1-macro média de 0,58, indicando as
vantagens e prevaléncia do uso da CDJUR-BR.

2. Trabalhos Relacionados

A prética de criar colecdes douradas para o contexto juridico tem na Europa seus mai-
ores exemplos [Leitner et al. 2020, Angelidis et al. 2018]. Para o dominio juridico em
portugués, os trabalhos desenvolvidos sao fragmentados, com poucas classes especificas
e de tamanho limitado, o que € um obstaculo para o desenvolvimento de classificadores
REN baseados em dados. No trabalho pioneiro realizado por [de Araujo et al. 2018], os
autores disponibilizaram a LeNER-Br, construida a partir de anotagdes manuais de 66 do-
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cumentos juridicos de diversos tribunais brasileiros, e 04 documentos legislativos, como
a Lei Maria da Penha, totalizando 70 documentos anotados. As entidades categorizadas
foram as genéricas: "ORGANIZACAQO”, "PESSOA”, "TEMPQO”, "LOCAL”, e duas es-
pecificas para o dominio juridico - "LEGISLACAQO” e "JURISPRUDENCIA”. Ao todo,
foram feitas 12.248 anotacdes de EN. O trabalho ndo cita as atividades realizadas durante
o processo de anotagcdo e nem se foram realizadas avaliagdes de concordancia entre ano-
tadores, porém relata que obteve F1-Score geral de 92,53%. Para as entidades especificas
do dominio juridico, obteve F1-Score de 97,00% e 88,82% para entidades de "LEGISLA-
CAO” e "JURISPRUDENCIA”, respectivamente.

A base UlyssesNER-Br [Albuquerque et al. 2022] foi criada a partir de 154 pro-
jetos de lei e 800 consultas legislativas da Camara dos Deputados do Brasil, contendo
dezoito tipos de entidades estruturadas em sete classes ou categorias semanticas. Ba-
seadas no HAREM [Santos and Cardoso 2006] foram definidas 5 classes tipicas: pes-
soa, localizacdo, organizagdo, evento e data; e duas classes semanticas especificas para
o dominio legislativo: fundamento do direito (leis, resolucdes, decretos, projetos de lei,
econsultas legislativas) e produto do direito (sistemas, programas e outros produtos cri-
ados a partir da legislacdo). Os autores relatam que o processo de anotagdo ocorreu em
trés etapas - treinamento pratico dos anotadores, anotacdo e avaliagdo, onde as anotagdes
foram avaliadas com média kappa = 90%. Nao ha detalhes da quantidade de anotagdes
realizadas. Os modelos Hidden Markov Model (HMM) e Conditional Random Fields
(CRF) foram usados para avaliar o corpus, com desempenho na tarefa de REN de F1-
Score = 80,8% (por categorias) e = 81,04% (por tipos).

3. Metodologia de Construcao da CDJUR-BR

A metodologia de constru¢ao da CDJUR-BR consiste das etapas descritas a seguir (Figura
). Um comité com trés professores da drea do Direito e dois da Computagado foi formado
com o objetivo de definir, juntamente com os especialistas do dominio, os principais
parametros da CDJUR-BR bem como zelar pela adequada aplica¢do da metodologia.

Selecionar Selecionar cor?szl?c‘mrde Escrever Selecionar e Realizar

ferramenta — ethldades instrugdes treinar atividade

de anotagao P de anotagdo anotadores teste
Inicio nomeadas

e— N3 Con:ordéncia
| AR : = satisfatéria?

Sim

Documentos
juridicos Concordancia
satisfatoria? Medir

Reconhecer Gerar i . .
Entidades coleco Sim concordancia Realizar

Oi anotagdes
Nomeadas dourada anc?tnatéi;res 5

Fim \ Néao

. T Conciliagdo

X ~

w | Realizar

adjudicagao

Colegdo

dourada Melhorias das

instrugdes de anotagdo

Resultados

Figura 1. Fluxo geral da Metodologia de Construcao da CDJUR-BR.

Selecao da Ferramenta de Anotacdo - Inicialmente, foi realizada uma pes-
quisa de mercado objetivando identificar ferramentas de anotacdo existentes e selecionar
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aquelas que melhor atendesse aos seguintes critérios: Tipo de Dado; Perfis de Usudrio;
Fases do Processo de Anotagdo; Anotacdo Automadtica; Formato do arquivo de saida;
Colaboragdo; Custo; Suporte Técnico. Ao final da avaliagdo, foram selecionadas as
ferramentas Annotation Lab?, Inception [Klie et al. 2018] e Tagtog [Cejuela et al. 2014].
Neste projeto, foi adotada a ferramenta Tagtog por facilidade de iniciacdo das atividades
e disponibilidade de suporte técnico.

Selecao dos Documentos do Corpus - Para selecio dos documentos que com-
porao a CDJUR-BR, foram usados critérios de representatividade e qualidade. Quanto
a representatividade, foram selecionados documentos das classes-CNJ [Silva et al. 2013]
mais representativas dos processos de primeiro grau, encerrados em 2019 no TJCE (85%
dos processos de primeiro grau sao das classes selecionadas). Quanto a qualidade, foram
filtrados os documentos com 80% ou mais de palavras validas da lingua portuguesa e
com mais de 50 tokens. Em relac@o aos tipos de documentos, a equipe de especialistas
selecionou: Peticao Inicial, Peticdo, Dentincia, Inquérito, Decisdo, Sentenca, Despacho
e AlegacOes Finais. A selecdo final foi randomica dentre um conjunto de 80 mil docu-
mentos dos arquivos do TJCE que atenderam aos critérios acima explanados. A Tabela
1 apresenta a quantidade de documentos que compdem o corpus a ser anotado para a
CDJUR-BR, por tipo de documento e classe, totalizando 1.216 documentos.

Tabela 1. Composicao do Corpus a ser anotado.

Tipo de Proc. Juizado | Execucao | Execucao | Inquérito | Acao | Outras
Documento Comum | Especial Fiscal Extra- Policial | Penal
Civel Civel judicial
Peticdo Inicial 35 30 35 33 0 16 29
Peticao 20 18 20 19 0 33 57
Dentincia 0 0 0 0 12 85 35
Inquérito 0 0 0 0 53 54 31
Decisao 21 21 20 0 22 71 32
Sentenca 20 20 18 20 22 30 48
Despacho 1T 12 13 30 2 6 22
Alegacdes Finais 0 0 0 0 2 115 23
Total por Classe 107 101 106 102 113 410 277
[ Total TICE ]| [ [ [ [ [ [ 1.216 |

Definicao das Entidades Nomeadas a serem anotadas - As categorias de entida-
des mais comuns sao pessoas, organizagdes, normas e localizacdes [Mikheev et al. 1999].
Porém, especialistas do TICE e do Ministério Publico do Cearda (MPCE) definiram um
conjunto de 21 entidades mais refinadas em cada categoria. A motivacdo € a melhoria de
tarefas e aplicacOes de Legal Al para o judicidrio brasileiro, tais como: sumarizagdo de
textos, similaridade de processos, classificacdo de assunto, sugestdo de penas e consulta
de jurisprudéncia. A relagdo completa das entidades por categoria € apresentada na Ta-
bela 3. Por exemplo, a categoria Pessoa foi especificada em 9 entidades que normalmente
estdo presentes em um processo judicial, quais sejam: autor, advogado, réu, vitima, tes-
temunha, juiz, promotor, autoridade policial e outras. Os Enderecos foram especificados
em 6 entidades para identificar os diversos enderecos presente em um processo judicial.
A categoria Norma foi especificada em trés entidades. A primeira descreve as referéncias
legais diretamente relacionadas ao assunto principal do processo. A segunda refere-se as
normas que contextualizam o documento juridico em questdo (e.g. peticdes, decisoes,

2https://www.johnsnowlabs.com/annotation-lab/
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etc.). A terceira especifica as decisdes de jurisprudéncias mencionadas nos processos. De
forma similar, foram definidas entidades para 1) Prova, especificando as provas usadas
pela acusacao e defesa durante o processo; i1) Pena, para identificar as san¢des aplicadas;
iii) Sentenga, para identificar as sentengas proferidas pelos juizes.

Instrucoes de Anotacoes, Selecao e Treinamento dos Anotadores - Uma vez
definidas as entidades a serem anotadas, foi iniciada a elaboracdo das instrugdes de
anotacgdo, as quais foram aprimoradas continuamente, por meio de reunides entre as equi-
pes de anotadores e o comité técnico e de gestdo dos trabalhos. Os especialistas no
dominio juridico, de ambos os sexos, com experiéncia de 5 a 10 anos na drea juridica
foram divididos em trés equipes: Equipe 1 - 14 juizes estaduais; Equipe 2 - 19 promoto-
res de justica e técnicos do judiciario; Equipe 3 - 03 professores de direito, com nivel de
mestrado ou doutorado. Esta ultima trabalhou nas revisoes da fase de adjudicacdo. Todos
os anotadores foram treinados nas instru¢des de anota¢ao, na metodologia e em exercicios
praticos do software Tagtog.

Atividade Teste de Anotacao - Nesta etapa, poucos documentos foram anotados
e os anotadores praticaram as instru¢des de anotagdo e o uso do software Tagrog, além de
interagirem com os demais discutindo as didvidas em situagdes especificas. Cada anota-
dor, rotulou pelo menos duas ocorréncias de cada entidade. Ao final, houve revisdo das
instrugdes de anotacdo e da configuracao final das entidades a serem rotuladas.

Processo de Anotacao do Corpus - Cada documento foi anotado por dois ano-
tadores diferentes. Os anotadores receberam o manual de instrucdes e, cada um deles
teve liberdade para realizar seu trabalho na ordem que preferisse. A primeira etapa do
processo de anotagdo ocorreu em 2,5 meses, quando todos os documentos haviam sido
anotados por pelo menos dois anotadores. Depois dessa etapa, a CDJUR-BR entrou no
ciclo de avaliag¢do e refinamento.

Avaliacao da Concordancia entre Anotadores - A Tabela 2 mostra os resul-
tados obtidos do coeficiente Kappa [McHugh 2012] para as categoria de entidades. A
categoria Pessoa obteve Kappa 0,79, indicando a maior concordancia entre os anotado-
res. O resultado € considerado “substancial’na interpretacao do indice Kappa segundo
Landis e Koch [Landis and Koch 1977]. Nesta mesma interpretacdo, a categoria Prova é
considerada “moderada”e foi a que apresentou maior dissenso entre os anotadores.

Tabela 2. Resultados da Concordancia entre Anotadores em cada Categoria

Categoria | Anotacoes | Kappa
Pessoa 15.149 0.79
Prova 1.696 0.46
Pena 205 0.64
Endereco 2.041 0.73
Sentenca 106 0.75
Norma 6.216 0.76
Total 25413 0,69

Processo de Adjudicacao - Ao final da fase de anotagdes, 732 documentos obti-
veram coeficiente Kappa médio de 0,69. Para 166 documentos com Kappa inferior a 0,50
foi adotada a estratégia de adjudicacdo em que um terceiro especialista revisa os casos de
desacordo [Hovy and Lavid 2010]. Nestes casos, o revisor recebeu as anotagoes dos dois
anotadores iniciais (unido das anotacoes), e poderia acatar uma das anotagcdes ou mesmo
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realizar nova anotagdo diferente das iniciais. Além disso, no decorrer das anotacgdes, al-
guns anotadores deixaram os trabalhos, e com isso, 176 documentos remanescentes foram
anotados pela equipe de adjudicacao.

Refinamento das Normas Legais - Dada a importancia da categoria Normas
para o dominio juridico, a equipe de revisores recebeu um relatério com as normas iden-
tificadas pelo REN e analisaram se eram, de fato, normas e qual a entidade especifica
(principal, acessoria ou uma jurisprudéncia). Esta etapa de melhoria e refinamento da
CDJUR-BR propiciou a revisao das diretrizes de carater juridico destas entidades e dos
limites das anotacdes de normas. Ao final dessa etapa, foram adicionadas 4.338 novas
entidades de normas juridicas. Por fim, a CDJUR-BR contém 1.074 documentos com
44,526 ocorréncias de entidades rotuladas, conforme detalhado na Tabela 3.

Tabela 3. Estatistica do corpus anotado.

[ Categoria | Anotacoes [ % | Entidade Nomeada [ Anotacoes [ % |

Pessoa 24.844 55,80 PES-ADVOG 735 1,65
PES-AUTOR 1.259 2,83

PES-AUTORID-POLICIAL 2.012 4,52

PES-JUIZ 576 1,29
PES-OUTROS 6.003 13,48

PES-PROMOTOR-MP 363 0,82
PES-REU 8.773 19,70

PES-TESTEMUNHA 2.967 6,66

PES-VITIMA 2.156 4,84

Prova 3.318 7,45 PROVA 3318 7,45
Pena 407 0.91 PENA 407 0,91
Endereco 2.065 4,64 END-AUTOR 132 0,30
END-DELITO 466 1,05

END-OUTROS 355 0,80

END-REU 693 1,56

END-TESTEMUNHA 295 0,66

END-VITIMA 124 0,28

Sentenca 172 0.39 SENTENCA 172 0,39
Norma 13.720 30,81 NOR-ACESSORIA 5767 12,95
NOR-JURISPRUDENCIA 1.823 4,09

NOR-PRINCIPAL 6.130 13,77

Total 44.526 100 Total 44.526 100

4. Avaliacao Experimental

A avaliagdo da CDJUR-BR foi guiada pelas Questoes de Pesquisa definidas na introducao
deste artigo. A QP1 (Como elaborar uma metodologia de anotacdes manuais de entidades
nomeadas que contemple as especificidades e complexidades do dominio juridico?) foi
respondida nas etapas de desenvolvimento das anotagdes, descritas na metodologia aqui
apresentada, e validada pelas avaliagdes de concordéncia entre anotadores (Kappa geral
de 0,69). A etapa de refinamento, com uso do REN treinado na CDJUR-BR, numa abor-
dagem humam-in-the-loop, possibilitou a adi¢ao de 19.113 anotacdes a CDJUR-BR.
Para responder a QP2 (A colecdo dourada gerada é adequada para o treinamento e
valida¢cdo de modelos de Legal AI?), avaliamos a CDJUR-BR na tarefa de REN, através
de alguns cendrios de experimentos descritos a seguir. Em todos os cendrios, os conjuntos
de treino, validagdo e teste ficaram com 68%, 15% e 17% das amostras, respectivamente,
observando-se a propor¢ao por categoria no conjunto original.

* C1. Reconhecimento das entidades especificas da CDJUR-BR- os dados da
CDJUR-BR foram usados para treinar REN especificas. Nosso propdsito € avaliar
a viabilidade da CDJUR-BR para o treinamento de modelos REN no dominio
juridico brasileiro, em lingua portuguesa.
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* C2. Reconhecimento das categorias da CDJUR-BR- o resultado do REN, trei-
nado com a CDJUR-BR, agrupando as entidades especificas nas seguintes cate-
gorias: Pessoa, Legislacdo, Jurisprudéncia, e Local. O objetivo € uma anélise
comparativa com a base LENER-BR.

¢ C3. Reconhecimento das entidades da LENER-BR- neste cenario, os mode-
los REN foram treinados no conjunto da LENER-BR, em 6 diferentes entidades:
Pessoa, Jurisprudéncia, Tempo, Local, Legislagdao e Organizagao.

* C4. Reconhecimento das entidades da LENER-BR com modelo treinado na
CDJUR-BR- os modelos foram treinados com a CDJUR-BR e testados com os
dados do LENER-BR, visando avaliar a capacidade de generalizacdo do modelo
REN treinado com a CDJUR-BR quando usado com outros documentos (no caso,
os documentos que compuseram a LENER-BR).

* CS. Reconhecimento das categorias de entidades da CDJUR-BR com modelo
treinado na LENER-BR- os modelos foram treinados com a LENER-BR e tes-
tados nas seguintes categorias da CDJUR-BR: Pessoa, Legislacdo, Jurisprudéncia
e Local. Esse cendrio visa avaliar quao capaz serdo os modelos treinados com a
LENER-BR em reconhecer entidades de outro corpus (no caso, os documentos
que compuseram a CDJUR-BR).

A Tabela 4 apresenta os resultados obtidos no conjunto de
teste para o ClI, usando REN desenvolvidos com BI-LSTM +
CRF [Graves and Schmidhuber 2005, Hochreiter and Schmidhuber 1997,
Lafferty et al. 2001], SPACY [Honnibal and Montani 2017], e BERT
[Devlin et al. 2018]. O modelo com o BERT, comparativamente, obteve o melhor
desempenho na grande maioria das entidades, alcancando um F1-macro médio = 0,58.
Das 21 entidades da CDJUR-BR, 09 (nove) alcancaram F1-Score > 0,70. Entretanto,
12 entidades tiveram F1-Score inferior a 0,70. Para alguns casos, como END-AUTOR,
END-VITIMA e SENTENCA, a causa foi o pequeno niimero de exemplos anotados para
as entidades e os Falsos Positivos (FP) do tipo “O”, os quais representaram mais de 60%
dos erros de predicdo. Para as entidades PES-ADVOG, PES-AUTOR, PES-OUTROS,
PES-TESTEMNHA e PES-VITIMA, além dos FP com tokens do tipo “O”, também
houve uma quantidade equivalente dos erros entre entidades da mesma categoria. Ja
para a entidade PROVA, a precisdo foi excelente (0,87), com poucos FP. No entanto,
a cobertura ficou baixa, em 0,33, com FN nas entidades Normas, Prova, Pessoa e,
principalmente, nos tokens tipo ”O”.

A Tabela 5 apresenta os resultados obtidos para os cendrios de C2 a C5. Os expe-
rimentos destes cendrios foram realizados com o modelo baseado no BERT, visto que este
foi a melhor abordagem no cenério C1. Em uma comparacao direta de C2 com C3, obse-
vamos que os resultados do REN treinado e testado com a CDJUR-BR sio inferiores aos
resultados do REN treinado e testado com a LENER-BR. A diversidade e quantidade de
documentos juridicos na CDJUR-BR, em relagdo a quantidade da base LENER-BR con-
tribuiu para este desempenho inferior. Todavia, quando comparamos C4 (modelo treinado
com a CDJUR-BR e testado com o LENER-BR) e C5 (modelo treinado com LENER-BR
e testado com a CDJUR-BR), verifica-se que a CDJUR-BR obtém um desempenho supe-
rior (F1-Macro = 0,68 contra F1-Macro=0,56). Esse resultado indicia que a CDJUR-BR
tem maior capacidade de adaptabilidade para reconhecer entidades de outro corpus de
documentos legais.
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Tabela 4. Resultados da Tarefa de REN no Cenario C1, utilizando os modelos
BI-LSTM+CRF, SPACY e BERT

Entidade Nomeada BI-LSTM+CRF PACY || BERT uporte
END-AUTOR 0.56 0.31 0.33 18
END-DELITO 0.72 0.45 0.73 61

END-OUTROS 0.00 0.02 0.16 81
END-REU 0.55 0.59 0.71 152
END-TESTEMUNHA 0.27 0.26 0.67 68
END-VITIMA 0.06 0.00 0.22 27
NOR-ACESSORIA 0.79 0.79 0.82 990
NOR-JURISPRUDENCIA 0.90 0.87 0.89 333
NOR-PRINCIPAL 0.67 0.71 0.77 791
PENA 0.56 0.39 0.50 82
PES-ADVOG 0.54 0.22 0.63 122
PES-AUTOR 0.59 0.59 0.56 169
PES-AUTORID-POLICIAL 0.87 0.66 0.90 300
PES-JUIZ 0.79 0.50 0.78 83
PES-OUTROS 0.54 0.44 0.58 1.210
PES-PROMOTOR-MP 0.81 0.27 0.88 57
PES-REU 0.64 0.57 0.71 1.503
PES-TESTEMUNHA 0.57 0.45 0.64 519
PES-VITIMA 0.33 0.23 0.46 405
PROVA 0.47 0.29 0.34 461
SENTENCA 0.00 0.29 0.00 11
F1-micro avg 0.64 0.55 0.67 7.443
FI-macro avg 0.53 0.42 0.58 7.443
F1-weighted avg 0.62 0.54 0.67 7.443

Tabela 5. Resultados de F1-score para o REN na CDJUR-BR e LENER-BR (C2,
C3, C4 e C5) utilizando o modelo BERT

Entidade Cenario de Experimento
C2 [ C3 [ C3 [ (65
JURISPRUDENCIA 0.89 0.96 0.79 0.48
LEGISLACAO 0.92 0.97 0.92 0.86
LOCAL 0.77 0.77 0.32 0.15
PESSOA 0.83 0.97 0.69 0.76
F1-micro avg 0.85 0.96 0.81 0.60
FI-macro avg 0.85 0.92 0.68 0.56
F1-weighted avg 0.85 0.96 0.79 0.74

5. Conclusao

Neste artigo, apresenta-se a metodologia de anotacdo manual de documentos juridicos,
que serviu de base para a constru¢do da CDJUR-BR, uma cole¢ido dourada composta de
mais de 1000 documentos de processos judiciais brasileiros, contendo 44.526 anotagdes
de 21 entidades especificas das categorias Pessoa, Prova, Pena, Endereco, Sentenca e
Norma. A avaliagdo da concordancia entre anotadores alcancou medida Kappa de 0,69
para 73% dos documentos, e os demais documentos passaram por revisdes por especia-
listas e etapas de refinamento. Nos experimentos realizados com a CDJUR-BR, os resul-
tados apontaram superioridade do modelo BERT com Fl-macro média = 0,58, e testes
comparativos entre CDJUR-BR e LENER-BR indiciaram que o modelo REN treinado
com a CDJUR-BR € superior em reconhecer entidades de outros corpus. Como trabalhos
futuros, planeja-se melhorar a desambiguidade entre entidades e realizar mais anotagdes
objetivando reduzir o desbalanceamento entre entidades. Além disso, desenvolver no-
vos modelos REN a fim de selecionar aqueles de melhor desempenho para entidades
especificas, realizando comparacdes com outros corpus no dominio juridico.
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Abstract. Diverse areas widely apply artificial intelligence and natural lan-
guage processing (NLP) tools to their contexts. However, these algorithms
present ethical issues, such as biased and discriminatory decisions. For ex-
ample, representation biases in NLP can result in discriminatory behavior
towards race and gender. Works have been addressing this issue and seek-
ing to build fair NLP solutions, however they mainly focus on Anglo-Sazon
languages. This work aims to challenge the scientific community in order
to stimulate and motivate further research in the fair NLP specifically for
the Portuguese language. To achieve this, a literature review was conducted
to identify existing research efforts and indicate future directions.

1. Introduction

Different biases, such as historical biases, representation biases, evaluation biases,
and human interpretation biases, can be embedded into a machine learning (ML)
model during its training [Ruback et al. 2021]. The incorporation of these biases by
the model can result in unfair and discriminatory outcomes.

We can also observe cases of algorithmic discrimination in NLP tools. For
example, Amazon’s algorithm for recruiting and selecting employees that penalized
resumes belonging to women and identified the applicant’s gender, even if this infor-
mation was omitted [Dastin 2018]. On the other hand, recent literature presents at-
tempts to achieve fair NLP algorithms for different tasks through various techniques
such as data augmentation, gender marking and learning gender-neutral embeddings
[Mehrabi et al. 2021, Bolukbasi et al. 2016, Leavy 2018].

However, these fair NLP researches mostly use English databases, not wor-
rying about whether their approaches work when concerning other languages. In
this scenario, we can raise concerns about the democratization of these fair NLP
solutions for different languages, especially for the Portuguese language. There-
fore, it is essential to stimulate and advance research in the aspect of fair NLP
for Portuguese, making this technology fairer for a larger segment of society
[Camoes - Instituto da Cooperagdo e da Lingua 2023].

In this sense, the main goal of this work is to identify research gaps, and
outline a research agenda in order to motivate scholarly peers to foster a broader
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democratization of fair NLP solutions for Portuguese. As a first step to achieve this
goal we focused on mapping, through a literature review, fair NLP solutions that
are concerned with solving problems of algorithmic discrimination in Portuguese.

2. Background

In this work, we aim to outline a research agenda for fair NLP concerning with
Portuguese. We understand fair NLP as techniques that attempts to mitigate rep-
resentation biases which can lead algorithms to discriminatory behavior, such as,
denigration, stereotypes, recognition, and under-representation [Sun et al. 2019].

Fair NLP works also points out and discuss the societal and ethics impli-
cations of these problems and introducing metrics, evaluations, and fair architec-
tures/models for diverse NLP tasks. For instance, [Bolukbasi et al. 2016] investi-
gated the gender bias inherent in word embeddings and proposed a framework to
mitigate such behavior. Moreover, [Bender et al. 2021] presented some of the social
impacts, limitations, and potential harms associated with language models.

The literature present some surveys and systematic reviews that map research
from the perspective of fair NLP. For example, [Mehrabi et al. 2021] bring a broad
survey on algorithmic fairness, including mapping fair NLP solutions. However,
the authors do not present their research methodology, leaving aside the steps for
reproducing the performed review. Given the many references raised, this work can
help identify and aggregate research not found by our own methodology.

Among the research presented in the survey, we highlight the approach pro-
posed by [Font and Costa-Jussa 2019], which focuses on mitigating gender biases in
translating sentences between English and Spanish. In addition, from the perspec-
tive of mitigating gender biases in machine translation (MT) tasks, the work by
[Vanmassenhove et al. 2018] uses a multilingual dataset with examples of texts in
all languages present in the European Union, including Portuguese.

In their literature review, [Sun et al. 2019] categorize the research under
four perspectives of biases: denigration, stereotypes, recognition, and under-
representation. Although this work does not present any methodological aspect
to map the presented papers, its final section reinforce our concerns on building a
research agenda focusing on the mitigation of biases in languages other than English.

Finally, [Blodgett et al. 2020] present a survey with a more critical perspec-
tive on NLP research that address issues of bias, mainly due to vagueness or incon-
sistency in the motivations of the reviewed papers.

3. Method

The methodology applied to this literature review is based on the procedure pre-
sented by [Blodgett et al. 2020], however adding guarantees that we are returning
research papers that consider Portuguese. The steps and results are detailed below.

We seek to answer the following research questions: (1) What papers are
concerned with examining NLP techniques just for Portuguese? (2) What biases do
the literature approaches aim to mitigate? And for which NLP tasks? (3) Are there
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database resources in Portuguese that can be used in the context of fair NLP? (4)
What is the maturity of reproducibility and openness of information of these works?

To select the articles, we used research strings with terms commonly present
in studies on NLP, adding constraints to proper select works concerning Portuguese:
((“bias” AND (“fairness” OR “equity”)) AND (“natural language processing” OR
“nlp”) AND “portuguese”) OR ((“viés” AND (“justica” OR “equidade”)) AND
(“processamento de linguagem natural” OR “NLP”) AND “portugués”).

The TEEE Xplore, ScienceDirect, and Peridodicos CAPES were used as re-
search sources, collecting research works in the five-year interval (2018 - 2022). In
addition, as a guarantee of not excluding relevant work, we manually searched for
papers in some relevant conferences in the areas of AI/ML, NLP, and ethics in Al:

ICML, NeurIPS, AIES, FAccT, WWW, BRACIS, ENIAC, PROPOR, and STIL.

Using the search string in research sources, no papers were returned. With
the manual search in the conferences’ proceedings, we could identify two papers that
fit this review. Finally, we add to this set the work of [Vanmassenhove et al. 2018],
pointed in Section 2 as a potential reference for the analysis. As defined by
[Blodgett et al. 2020], the scope of the papers was analyzed as an inclusion crite-
rion. Those articles that talk about NLP only with text are included, thus omitting
other works that use speech. In this last step, we kept the raised three articles.

4. Results

Table 1 presents an overview of the analysis, pointing out the answers to the
research questions. All papers follow the positivist research paradigm, bring-
ing algorithmic proposals and experiments to analyze and mitigate gender biases
in NLP. [Vanmassenhove et al. 2018, Cho et al. 2021] focus on MT tasks, while
[Santana et al. 2018] work on de-biasing word embeddings for analogy tasks. In
addition, we observed how the quality of the works in relation to issues of repro-
ducibility of their experiments vary due the presentation of reproduciability details.

Table 1. Overview of the analyzed papers concerning the research questions

Getting gender right in neural machine translation | s there gender bias and stereotype in portuguese word embeddings? | Towards cross-lingual generalization of ranslation gender bias
[Vanmassenhove et al. 2019] [Santana et al. 2018] [Cho et al. 2021]
Conference on Empirical Methods International Conference on the ACM Conference on Fairness, Accountability,
in Natural Language Processing (EMNLP) 2018 Computational Processing of Portuguese (PROPOR) 2018 and Transparency 2021

Reference

Source

NLP Task Machine translation Word embeddings analogies Machine translation
Studied Bias Gender bias Gender bias Gender bias

. Corpus built frem the proposed by [Cho et al. 2019
Dataset Corpus built frem Europarl Corpus proposed by [Hartmann et al. 2017] . mo%iﬁca\mns with sygergwa\ic przc[ess for\rans\al\gn

Reproduciability Moderated High (with limitations) High

Considering the differences in language structures in terms of gen-
der and observing the loss of information in automated translations,
[Vanmassenhove et al. 2018] seek to mitigate gender biases in MT that result in
morphologically incorrect translations. Their propose focuses on the use of gender
information to help MT algorithms to perform translations with better quality. The
assessments for translations into FR and PT suggest that the approach has the
potential to improve gender agreement in translations between EN-PT.

[Santana et al. 2018] aim to analyze and remove gender biases in Por-
tuguese word embeddings for the analogy task. The authors propose an evalua-
tion pipeline in three stages: 1) use of the word2vec model with strategy proposed
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by [Hartmann et al. 2017]; 2) application of the debiasing algorithm proposed by
[Bolukbasi et al. 2016] and; 3) model accuracy assessment. The authors focus on
mitigating bias in Portuguese word embeddings and investigating its effects on the
accuracy of the model. However, they do not propose any adjustments to the applied
debiasing algorithm to account for the specificities of Portuguese gender structures.

[Cho et al. 2021] also present a approach based on algorithmic advances to
evaluate gender biases in machine translation tools. However, they aim to conceptu-
alize and consider several linguistic aspects, such as the presence of gender-neutral
pronouns, agreement of articles concerning gender, and derivation of the noun ac-
cording to its gender, on the languages presented, to build a more generic and ag-
nostic model to the language pairs for this assessment. Those concerns also regard
to the gender structures present in the Portuguese language.

5. Outlining a Research Agenda

In this current work, we could not find any work in the chosen search databases,
only two papers were identified in conference proceedings, and one more research
was added to this review because it was referenced in a previously analyzed paper.

These results indicates how many perspectives still open to be explored in
research on fair NLP in Portuguese. For example, future works can continue to
examine the interchangeability of existing fair NLP solutions that mitigate gender
bias for Portuguese, e.g., one could evaluate the use of other techniques such as
those presented by [Mehrabi et al. 2021].

Other opportunities are related to the concern with the regional linguistic
variations of Portuguese. Similarly, concerning in mitigating harms to specific and
marginalized groups, additional research efforts may focus on exploring linguistic
variations within a particular country, such as Brazil [Drager et al. 2021, Guy 1981].
Furthermore, works could extend to variations and dialects specific to marginalized
groups, such as the LGBTQIA+ community.

Beyond gender biases, future work needs to bring efforts to the mitigation of
racial biases in NLP in Portuguese. The racial perspective has been explored in the
context of fair NLP by the international community [Blodgett and O’Connor 2017]
and needs to be amplified for the Portuguese context.

For all these perspectives, it is essential to engage in the endeavor of seeking
more diverse and representative datasets. Research efforts should focus on examin-
ing the presence of biases and sources of harm within already published datasets.
Additionally, it is crucial to make a concerted effort to evaluate datasets when a
group or entity intends to construct and publish a new dataset. In this regard, one
can adopt the methodology proposed by [Gebru et al. 2021].

Finally, we point out opportunities for carrying out research using other
paradigms. As suggested by [Araujo et al. 2017] for the IS area, research in NLP,
can use interpretive approaches in order to present contextualized works to society,
analyzing the impacts of proposed solutions to the world. Likewise, critical research
is welcome in this area and may refer to, for example, critical works on algorithmic
racism in facial recognition tools [Buolamwini and Gebru 2018, Silva 2020].
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Abstract. The assessment of language models with benchmarks is presented as
an effective way of evaluating their comprehension limits. In this regard, the
Winograd Schema Challenge, which aims to assess common sense through
pronoun disambiguation tasks, has led to the development of different metrics
and datasets. When applying a translation of the Winograd Challenge to
Brazilian Portuguese to ChatGPT, we identified comparable results to those
obtained in English. However, these results must be analyzed with caution,
considering the potential biases in the model training process and the existing
gaps in the reasoning dimensions covered by the available evaluation
methods.

Resumo. O desempenho em benchmarks é apresentado como uma forma de
avaliagdo efetiva dos limites de compreensdo dos modelos de linguagem.
Neste sentido, o desafio de esquemas de Winograd, que se propoe a avaliar o
senso comum por meio de tarefas de desambiguacdo de pronomes, deu origem
a diferentes métricas e datasets. Ao aplicar a tradug¢do do desafio de
Winograd ao ChatGPT em portugués brasileiro, identificamos resultados
equiparaveis aos obtidos em inglés. Contudo, é preciso ter cautela ao
interpretar estes dados, visto que existem vieses associados ao treinamento
dos modelos e lacunas quanto as dimensoes de raciocinio contempladas pelos
métodos de avalia¢do disponiveis.

1. Introducao

Os modelos generativos de linguagem, como o GPT desenvolvido pela Open Al o
LaMDA, presente no Google Bard, e o LLaMa da Meta tém ganhado notoriedade pela
capacidade de processamento de textos com resultados semelhantes aos produzidos por
humanos. Apesar do crescimento das bases de dados e do aprimoramento dos
algoritmos, estes modelos estdo associados a aspectos sintaticos [Floridi, 2023]. Devido
a caracteristica de combinar sequéncias linguisticas de acordo com célculos estatisticos,
sem um entendimento semantico, sdo classificados como papagaios estocdsticos
[Bender et al., 2021].

Turing [1950] foi pioneiro na criagdo de uma definicdo operacional de
inteligéncia. Diante da necessidade latente de avaliar os limites de compreensdo dos
modelos, tanto entre ferramentas quanto em relacdo ao ser humano, o Desafio de
Winograd [Levesque et al., 2012] surgiu como uma evolugdo do teste de Turing, no
intuito de avaliar o senso comum, habilidade intrinsecamente antropomorfica, de
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maneira objetiva. O desafio consiste em responder uma pergunta binaria associada a
uma frase ambigua, como por exemplo: a medalha ndo cabe na maleta porque ela ¢
muito grande. O que ¢ muito grande? a) a mala ou b) a medalha?

Apesar dos significativos avangos em termos de processamento, a
predominancia no inglés na constru¢do e no treinamento dos modelos desperta questdes
relativas a confiabilidade dos resultados fornecidos para idiomas sub-representados
[Petrov et al., 2023]. Partindo da tradugdo do Desafio de Winograd para o portugués
brasileiro [Melo et al., 2019], avaliamos o desempenho do ChatGPT na tarefa de
desambiguacdo de pronomes a fim de identificar se haveria alguma disparidade com os
resultados publicados em inglés.

2. Winograd e a evolucao dos benchmarks

O jogo da imitacdo [Turing, 1950] foi proposto como uma maneira de avaliar a
inteligéncia da maquina. Através da interacdo por perguntas, uma pessoa exercendo o
papel de juiz deve identificar qual dos respondentes ¢ um humano e qual ¢ uma
maquina. Uma das criticas ao teste consiste na obje¢do da Lady Lovelace, segundo a
qual a maquina faz apenas aquilo que mandamos. O argumento de Turing justifica que,
apesar de receber instrugdes basicas, um computador capaz de aprender de forma
autonoma poderia fazer o que nao foi determinado anteriormente por seu programador
[French, 2000].

A falta de objetividade foi considerada com outra deficiéncia do teste de Turing,
que dependia da avaliagdo subjetiva do julgador humano. Utilizando a contribui¢do de
Winograd [1972] no estudo da compreensdo da linguagem natural, Levesque et al.
[2012] propuseram o desafio de esquemas de Winograd. O teste consiste na avaliacdo
de um grupo de declaracdes com sentido dubio, cuja resposta ndo pode ser obtida na
frase, apenas através de conhecimento prévio, ou seja, 0 senso comum que permite a
associagao semantica.

Devido a limitacdo de serem elaborados inicialmente em inglés, os esquemas
foram traduzidos para diferentes idiomas como portugués [Melo et al., 2019], francés
[Amsili; Seminck, 2017], hungaro [Vadasz; Ligeti-Nagy, 2022], mandarim [Bernard;
Han, 2020] e russo [Shavrina et al., 2020]. Além disso, diversos autores apresentaram
evolucdes dos esquemas. Construido com a proposta de ser um dataset multilingue, o
Wino-X [Emelin; Sennrich, 2021] contempla esquemas em alemao, francés e russo
alinhados com as versdes originais em inglés.

Além disso, diversos autores apresentaram evolucdes das bases de dados
utilizadas, como o Winogrande [Sakaguchi et al., 2021], que contempla 44.000
esquemas. Algumas alternativas encontradas para a ampliacdo do volume de esquemas
sado o Winoflexi [Isaak; Michael, 2019], que utiliza crowdsourcing para o
desenvolvimento de novas sentencas e o Winventor [Nicos; Michael, 2020] que busca
automatizar a criacdo de esquemas. No Winologic [He et al., 2021] novas frases foram
construidas utilizando teoremas logicos.

Na adaptacdo WNLI [Wang et al., 2018], o desafio de Winograd foi reformulado
como uma tarefa de inferéncia de linguagem natural. Neste caso, o formato das tarefas ¢
composto por trés partes. Premissa: a medalha ndo cabe na maleta porque ela ¢ muito
grande. Hipodtese: a medalha ¢ muito grande. Resposta: verdadeiro/falso. Esta versao foi
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adicionada ao benchmark GLUE, em conjunto com outras tarefas. O aprimoramento
trazido pelo SUPERGLUE [Wang et al., 2019], apresentado como detentor de um maior
nivel de dificuldade, considera a versdo original dos esquemas. Storks et al. [2019]
apresentam uma classificagdo para os benchmarks que realizam a avaliagdo de
raciocinio de senso comum para compreensao de linguagem natural, de acordo com o
tipo de atividade testada. Um levantamento mais recente, realizado por Davis [2023]
lista 139 benchmarks, sendo 102 de texto, 18 para imagens, 12 de videos ¢ 7 de
ambientes fisicos.

3. Método

Dos 285 esquemas do desafio de Winograd, a tradu¢do elaborada por Melo et al. [2019]
classifica 8 como sem equivaléncia no portugués. Assim, para este estudo foram
utilizados 277 esquemas. A base contempla a frase principal de cada etapa do teste
seguida por colunas que indicam o trecho ambiguo e o pronome que € necessario para
identificar a referéncia. Além disso, também estdo descritas quais sao as alternativas e a
resposta correta para cada tarefa.

"schema": "Os vereadores recusaram a autorizag¢do aos manifestantes porque
eles temiam a violéncia.",

"snippet": "eles temiam a violéncia.",

"pronoun: "eles",

"correct_answer": "4",

"substitution_a": "Os vereadores”",

"substitution_b": "Os manifestantes"”

Neste experiemento, foi utilzada a versdao gratis do ChatGPT, através da
interface disponivel no enderego htips.//chat.openai.com/. O prompt utilizado seguiu o
padrdo original de formulacdo dos esquemas, exposto na secdo 1. As tarefas foram
adicionadas uma a uma, iniciando pela frase principal do desafio. Em seguida, era
perguntado quem ou que estava associado ao trecho ambiguo, sempre com duas opgdes
de resposta, identificadas como “a” e “b”, conforme € possivel observar na figura 1. As
alternativas retornadas pelo ChatGPT foram coletadas e adicionadas a uma nova coluna
da base. Comparando a coluna das respostas corretas com a coluna das respostas obtidas
foi possivel calcular o percentual de acerto em relacdo ao total de perguntas realizadas.

¥
|John|prometeu a Bill que iria embora, entdo uma hora mais tarda'tiu. Quem partiu? a)

John, b) Bi

MNa frase fornecida, & mencionado que John prometeu a Bill que iria embora e, uma hora
mais tarde, ele partiu. Portanto, a resposta correta & "a) Jehn". John foi quem partiu,

cumprindo sua promessa feita a Bill.

Figura 1. Exemplo de interacdo com o ChatGPT para obtencao das respostas.
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4. Resultados

O ChatGPT, que incorpora o modelo GPT-3.5 apresentou um percentual de acerto de
87,5% em relagdo as 277 perguntas do desafio de Winograd respondidas em portugués
brasileiro. Na tabela 1, também ¢ possivel observar que o resultado obtido ¢ similar ao
apresentado por modelos de linguagem de grande porte em tarefas de desambiguacgdo de
pronomes no idioma inglés.

Quanto as versdes do teste, WSC285 refere-se a lista completa do desafio, que
contém 12 tarefas além dos 273 esquemas presentes na versao anterior, conhecida como
WSC273. O presente estudo teve uma diferenga de apenas 0,8% abaixo do modelo
GPT-3 em inglés [Brow et al., 2020]. Ao contrapor os resultados com o GPT 3.5, ¢
preciso considerar que os dados divulgados sdo referentes a versao Winogrande do
desafio, que conforme mencionado anteriormente, possui uma base mais extensa. Na
comparagdo com o RoBERTa [Sakaguchi et al., 2021], evolugdo do modelo BERT com
melhorias de arquitetura, o ChatGPT apresentou uma diferenca de 2,6% abaixo do
resultado para a versao WSC 273.

Tabela 1. Resultado obtido comparado com desempenho registrado em
estudos anteriores.

Modelo Idioma Desempenho  Versao do teste Fonte
GPT-3.5  Portugués 87,5% WSC 285 Propria
GPT-3 Inglés 88,3% WSC 273 Brown et al. [2020]
GPT-3.5 Inglés 81,6% Winogrande OpenAl [2023]
RoBERTa Inglés 90,1% WSC 273 Sakaguchi et al. [2021]

5. Conclusao

Apesar da pontuagdo da apresentada, ndo € possivel concluir que o ChatGPT possui
senso comum nem que o desempenho do modelo em portugués para outras tarefas ¢ tdo
confidvel quanto a versao original, em inglés. O desafio de Winograd estd disponivel na
internet desde 2012, sendo provavel que tenha feito parte dos dados de treinamento dos
atuais modelos de linguagem. Além disso, o sucesso em uma tarefa especifica ndo ¢
uma métrica confidvel para avaliar o senso comum.

Dentre estas tarefas, a desambiguacdo de pronomes contempla apenas uma
pequena parcela do senso comum que € preciso para compreensdo da linguagem.
Considerando os demais benchmarks disponiveis para senso comum, apenas duas
dimensdes de raciocinio sdo avaliadas adequadamente: o taxondmico, que se refere a
classificagdes e ao conhecimento enciclopédico, e o numérico, que abrange célculos e
quantidades. As demais dimensdes, do raciocinio (temporal, psicoldgico, espacial,
fisico, bioldgico, social, comparativo, meta-raciocinio) ndo sdo contempladas ou sao
abordadas parcialmente. Assim, a constru¢do de novos benchmarks deve considerar
aspectos ainda ndo explorados do senso comum, a fim de propiciar uma avaliagdo mais
adequada da capacidade dos modelos [Kocijan et al., 2023; Davis, 2023].
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Abstract. Automated Machine Learning (AutoML) is a relevant research en-
deavor as it allows for speeding up and easing the development of new applied
solutions using Artificial Intelligence. This paper addresses the challenge of
providing standardized datasets for sentiment analysis in English and proposes
an AutoML benchmark, resulting in 46 preprocessed datasets. More than this, a
proof of concept is carried out for the hate speech detection task to present the
potentialities of the proposed benchmark.

Resumo. O Aprendizado de Mdquina Automdtico (AutoML) é uma drea de
pesquisa relevante, pois permite acelerar e facilitar o desenvolvimento de novas
solugoes aplicadas usando Inteligéncia Artificial. Este artigo aborda o desafio
de fornecer conjuntos de dados padronizados para andlise de sentimentos em
inglés e propoe um benchmark de AutoML, resultando em 46 conjuntos de dados
pré-processados. E realizada uma prova de conceito para a tarefa de detec¢do
de discurso de odio para apresentar as potencialidades do benchmark proposto.

1. Introduction

Natural Language Processing (NLP) aims at enabling machines to deal with human lan-
guages. The tasks of Sentiment Analysis (SA) are among the most useful and challenging
ones, with interest of academic, commercial, and government areas.

In SA research, Machine Learning (ML) techniques have been the dominant
approach. Developing an ML solution, however, can be complex for non-experts.
For this reason, Automated Machine Learning (AutoML) has gained importance, pro-
viding resources to speed up tuning and making ML approaches more accessible
[Guyon et al. 2016]. There are a few dozen available AutoML frameworks/systems, and
a system that performs well on some tasks may have a lower performance on others
[gkrlj et al. 2021]. Therefore, standardized comparison practices, such as benchmarks,
can contribute to the traceability of the literature.

In this context, we explore AutoML for SA tasks. This work brings two core
contributions: it furnishes 46 preprocessed datasets for different SA tasks; and, as Proof
of Concept (PoC), some experiments with statistical evaluation to support the empirical
findings comprising hate speech detection datasets and AutoML Systems.
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2. Related Works

There are several initiatives on AutoML and on benchmarking some areas and tasks, but
there are limited efforts focused on SA. [Blohm et al. 2021] used 13 text datasets for clas-
sification tasks, including polarity classification, with only a general evaluation. RAFT
[Alex et al. 2021] is a Few-Shot Learning benchmark and uses news articles, domain-
specific datasets, one Hate Speech Dataset, and another with complaints on Twitter.

Regarding comparative evaluations and statistical tests, there are several ap-
proaches in the literature and, not rarely, limited understanding of the appropriate metrics.
[DemSar 2006] recommended the non-parametric Friedman test when assessing multiple
classifiers in multiple datasets, and the post-hoc Nemenyi test to assess pairwise differ-
ences when the null hypothesis is rejected.

3. Dataset Collection and Preprocessing

To produce a benchmark for the SA area, it is necessary to collect and preprocess datasets,
for later selecting and applying AutoML techniques, and standardizing experiment setups.
Part of the procedures was based on [Pineau et al. 2020].

The data sources included UC Irvine, GitHub, Hugging Face, Kaggle, SemEval,
TensorFlow, OpenML, and research articles. Our work only considered datasets without
synthetically generated instances. The authors managed to split all the datasets into two
non-overlapping sets (training and test sets).

The fields with text data and the one with the target feature were renamed as “text”
and “label”, respectively. This standardized denomination facilitates large-scale experi-
ments. Moreover, the preprocessing steps were customized for each dataset. In addition,
the text could have more than one language. Nevertheless, this work addressed data ex-
clusively in English that was identified with the use of fastText [Bojanowski et al. 2017].
Instances that combined English and another language were kept and Regular Expressions
were used to remove Cyrillic, Chinese, or Arabic characters.

After the preprocessing steps, instances smaller than three characters or that were
duplicates were excluded. Appendix A lists all the datasets and their corresponding tasks.
The adopted preprocessing steps do not harm the performance of most NLP tasks.

4. AutoML Experiments

For our experiments, the task of Hate Speech Detection was chosen. It brings all the
challenging characteristics of SA tasks (as subjectivity, different writing styles, and high
dependence on text genre and domain) and represents a severe disease in our modern
society. Handling such scientific and social problem is of upmost importance.

Thirteen preprocessed Hate Speech Detection datasets were used (see Appendix
A for the citations). They were selected due to technical considerations: 10 datasets were
binary, and they had different and contrasting degrees of class imbalance.

Three AutoML systems and one classifier were adopted. These systems were
selected based on previous works and their underlying assumptions. The founda-
tions of AutoGluon [Erickson et al. 2020], Auto-Sklearn [Feurer et al. 2015], and TPOT
[Olson and Moore 2016] are ensembles, meta-learning, and genetic programming, re-
spectively. The classifier was Logistic Regression (LR) combined with Random Search
(RS). All the approaches had the same conditions: wall time of 15 minutes per dataset,
Python Version 3.9.13, Ubuntu 22.04.2, and up to 4GB RAM.

After preprocessing all the hate speech datasets, this work embedded the text with
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Figure 1. Bar Chart with Balanced Accuracy per Dataset

Friedman Kruskal-Wallis
Xn—1 p — value H p — value
Values  5.0859 0.1656 1.4216 0.7005

Table 1. Statistics of the Non-Parametric Tests

Sentence BERT [Reimers and Gurevych 2019]'. Figure 1 presents the bar charts corre-
sponding to the AutoML systems and LR and their balanced accuracy per dataset.

On average, the best AutoML method is TPOT, with a mean of 71.01% of bal-
anced accuracy. Auto-Sklearn has the largest standard deviation (14.97%). TPOT has the
highest difference between the mean and median (2.24%), followed by Logistic Regres-
sion (1.82%), AutoGluon (1.60%), and Auto-Sklearn (0.61%). The maximum balanced
accuracy is 86.50% (AutoGluon), whereas the smallest is 38.64% (Auto-Sklearn).

The results were evaluated with non-parametric hypothesis testing (Friedman
and Kruskal-Wallis Tests). The statistics and p-values are presented in Table 1. With
a < 0.05, it is not possible to reject the null hypothesis, which means that there is no sug-
gestion of statistically significant difference among the systems. This is a very interesting
finding as it shows that different AutoML systems may prove to have similar results.

It is also interesting to evaluate the potentiality of the AutoML approaches when
compared to the original results produced for the datasets. Unfortunately, it was not viable
to perform comparisons for all the datasets (e.g., some of them did not have train-test splits
by default). However, for three datasets, it was possible to supply fair comparisons.

Tables 2, 3 and 4 display performance metrics for three different datasets (hs_03
[de Gibert et al. 2018], hs_04 [Jigsaw 2018], and hs_07 [Zampieri et al. 2019]) using Au-
toML systems and manual hyperparameter tuning from related literature (the evaluation
metrics are the ones of the corresponding related works). The tables compare these meth-
ods based on various metrics, using different criteria for fair comparisons. Notably, there
is a discernible difference between the best results from AutoML and the reported litera-
ture, with the latter performing about 9.3% better on average. However, considering that
AutoML offers a more general solution and does not require specific tuning, it proves

" sentence — trans formers/all — MiniLM — L6 — v2”
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beneficial by relieving users of the task of building ML solutions from scratch. Despite
the performance gap, the results achieved by AutoML are deemed satisfactory, suggesting
that further investment in this approach is worthwhile.

Dataset AutoGluon  Auto-Sklearn LR+RS  TPOT [de Gibert et al. 2018]
hs_03 0.817 0.798 0.819 0.803 0.892
Table 2. F1-Score for Benchmarking hs_03 [de Gibert et al. 2018]

Dataset AutoGluon Auto-Sklearn LR+RS TPOT [Jigsaw 2018]
hs_04 0.9229 0.9060 0.9278 0.8572 0.9885

Table 3. Accuracy for Benchmarking hs_04 [Jigsaw 2018]

Dataset AutoGluon  Auto-Sklearn LR+RS  TPOT [Zampieri et al. 2019]
hs_07 0.67 0.67 0.71 0.70 0.80

Table 4. F1-Score Macro for Benchmarking hs_07 [Zampieri et al. 2019]

5. Final Remarks

This paper introduces a benchmark dataset for SA, performing a PoC on detecting hate
speech, showing that AutoML is a challenge that is worthy to follow. Overall, 46 pre-
processed datasets are proposed. To the best of our knowledge, this is the first work that
accomplishes this.

The proposed benchmark can be expanded with new datasets. They should have
the same rationale — train-test splits, single class per instance, the same classes in the
training and test sets, using the same codification, providing Python implementation with
all the preprocessing steps (e.g., regular expressions and sorting functions), among others
— and an available BibTex to furnish use in academia and by practitioners. These criteria
can ensure sustainable growth and an update of the proposed benchmark.

Some limitations of this work are that it comprised only English datasets and that
some datasets requiring credentials (e.g., using Twitter API to retrieve posts based on
identifiers) might lose instances due to social media policy violations. Future research
opportunities include improving algorithm initialization and evaluating other classifica-
tion strategies.

A. Datasets
The next paragraph summarizes the tasks and datasets. They are split into six SA tasks?.

Emotion Detection (ed): [Strapparava and Mihalcea 2007], [Saravia et al. 2018],
[Demszky et al. 2020], [Chakravarthi 2020], [Sosea et al. 2022]; Fake News Detection (fn):
[Wang 2017], [Pérez-Rosas et al. 2018], [Torabi Asr and Taboada 2018], [Torabi Asr and Taboada 2018],
[Thorne et al. 2018], [Abu Salem et al. 2019], [Thorne et al. 2019], [Shahi and Nandini 2020],
[Weinzierl and Harabagiu 2022], [Weinzierl and Harabagiu 2022]; Hate Speech Detection
(hs): [Waseem and Hovy 2016], [Davidson et al. 2017],  [de Gibert et al. 2018],  [Jigsaw 2018],
[Founta et al. 2018], [Basile et al. 2019], [Zampieri et al. 2019], [Hugging Face 2019],
[Gautam et al. 2020], [Mollas et al. 2020], [Grosz and Conde-Cespedes 2020], [Kaggle 2020c],
[Mathew et al. 2021]; Polarity Classification (pc): [Pang and Lee 2005], [Go et al. 2009],
[Maas et al. 2011], [McAuley and Leskovec 2013], [Rosenthal et al. 2014], [Zhang et al. 2015],
[Kaggle 2020d], [Bastan et al. 2020], [Sheng and Uthus 2020]; Stance  Detection (sd):
[Kiesel et al. 2019], [Kiesel et al. 2019], [Kawintiranon and Singh 2021], [Kawintiranon and Singh 2021];
Utility Analysis (ua): [Grano et al. 2017], [GriBer et al. 2018], [Kaggle 2020b], [Keung et al. 2020],
[Kaggle 2020a].

Zhttps://github.com/marilia-cr-silva/nlp_datasets
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Abstract. In Natural Language Processing (NLP), data augmentation consists
of creating artificial training data for machine learning through textual trans-
formations, aiming to improve the model’s generalization capabilities and its
performance in a range of downstream NLP tasks. Most studies on data aug-
mentation techniques are evaluated based on the performance of the trained
model with the artificially generated texts directly in the target task, without con-
cern for linguistically evaluating the quality of the created texts. In this study,
we propose two data augmentation techniques, evaluate the linguistic quality
of the transformed texts, and demonstrate that the texts are well-constructed
linguistically.

Resumo. Em Processamento de Linguagem Natural (PLN), aumento de dados
consiste na criacdo artificial de dados para treinamento de modelos de apren-
dizado de mdquina através de transformacoes nos textos, visando aumentar a
capacidade de generalizacdo de modelos e melhorar o desempenho em diversas
tarefas de PLN. A maioria dos estudos sobre técnicas de aumento de dados sdo
avaliados pelo desempenho do modelo treinado com os textos artificiais direta-
mente na tarefa alvo, ndo se preocupando em avaliar linguisticamente a quali-
dade dos textos criados. Nesse estudo, propomos duas técnicas de aumento de
dados, avaliamos a qualidade linguistica dos textos transformados e mostramos
que os textos sdo linguisticamente bem construidos.

1. Introducao

Nem todo problema de aprendizado € solucionado com aumento de dados (AD). Porém,
a quantidade de dados para treinamento tem sido fundamental para o treinamento
com sucesso de grandes modelos de linguagem [Radford et al. 2019, Devlin et al. 2019,
Brown et al. 2020, Souza et al. 2020]. Ha diversas situagdes em que se mostra vanta-
joso o uso de dados artificialmente construidos. Por exemplo, [Krishna et al. 2020] e
[Lai et al. 2021] mostram que a adocao de paréfrases artificialmente contruidas melhora
o desempenho de modelos neurais em diversas tarefas de transferéncia de estilo, como
imitacdo autoral [Xu et al. 2012] e transferéncia de sentimento [Li et al. 2018]. A pri-
meira consiste em converter o estilo de uma sentenca para o estilo de determinado autor.
A segunda consiste em converter a sentenca para um sentimento diferente, mas mantendo

seu assunto principal.

216



Normalmente, o sucesso da estratégia de aumento € medido avaliando-se o desem-
penho do modelo treinado nos dados aumentados em compara¢@o com o modelo treinado
nos dados nao-aumentados, sem se preocupar se os textos gerados sdo bem formados.
Diferentemente, esse estudo realiza uma avaliacao intrinseca dos dados gerados, ndo ava-
liando se o aumento beneficia o desempenho de modelos em outras tarefas de PLN.

De forma exploratéria, propdem-se, implementam-se e avaliam-se duas
transformacdes para AD. Busca-se manter, linguisticamente, a correcio € a na-
turalidade das frases criadas. Usando a gramadtica Universal Dependency (UD)
[de Marneffe et al. 2021], movem-se sintagmas adverbiais que aparecem antes do res-
pectivo verbo que modificam para depois dos blocos de sujeito, verbo e objeto. Usando o
mesmo raciocinio, deslocam-se oragdes subordinadas adverbiais que aparecem antes do
respectivo verbo que modificam para o final da frase, apos sujeito, verbo e objetos. Trés
livros da colegdo Literatura para Todos (CLPT) foram usados para avaliar os métodos.
Excetuando quando o anotador nos fornece uma arvore sintatica errada, as frases geradas
mostraram-se bem construidas.

2. Método

O advérbio é fundamentalmente um modificador do verbo, podendo também reforcar
o sentido de um adjetivo ou de um outro advérbio. Além disso, salienta-se que al-
guns advérbios aparecem, nao raro, modificando toda a oracao [Veloso 2013, Costa 2008,
Bechara 2001]. Neste dltimo emprego, vém geralmente destacados no inicio da oragao,
de cujos termos se separam por uma pausa nitida, marcada na escrita por virgula. Quando
movidos de lugar, geralmente podem ocupar qualquer outra posi¢do na sentenga, e até
mesmo separar sujeito-verbo e verbo-objeto. Por outro lado, modificadores adverbiais
internos a sentenga geralmente ndo sao marcados por pontuagdo € possuem uma posi¢ao
mais fixa em relagdo ao termo que modificam.

Nossa estratégia de AD consiste em mudar de lugar estruturas adverbiais modifi-
cadoras cuja posicao na sentenca seja flexivel. Para tanto, duas estruturas com funcao de
advérbio foram escolhidas. Selecionaram-se as frases em que ha uma oracao subordinada
adverbial aparecendo antes do respectivo verbo modificado por ela e as frases em que ha
um sintagma adverbial aparecendo antes do respectivo verbo modificado por ele. Em am-
bas as transformacdes, gera-se uma parafrase usando as mesmas palavras da sentenca de
origem, mas movendo a estrutura linguistica alvo para depois de sujeito, verbo e objetos.

Para alcancar esse objetivo, anotamos os textos conforme a gramatica UD, usando
o anotador sintatico UDPipe [Straka et al. 2016], que fornece arvores de dependéncia que
nos permitem encontrar as duas estruturas. Os rétulos sintaticos OBL e ADVCL da UD
nos trazem, respectivamente, nicleos de sintagmas adverbiais e de ora¢des subordinadas
adverbiais. Uma vez encontrados, move-se a palavra correspondente ao nicleo da estru-
tura juntamente com todos os seus filhos na arvore de dependéncia para frente da frase,
apls os termos que constituem o sujeito, o verbo e os objetos. Mais detalhes do algo-
ritmo que faz a transla¢do encontram-se no Apéndice A.1. A arvore de dependéncia da
sentencga criada € igual a da sentenca de entrada, ou seja, o método proposto ndo muda
nem as palavras existentes na sentenca, nem a fun¢ao sintatica exercida por cada uma de-
las. A ideia da translacdo do sintagma adverbial estd ilustrada na Figura 1. Por tltimo, um
pOs-processamento dos textos, descrito no Apéndice A.2, é feito para ajustar pontuagoes.
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eco , Claudia até achou del SO ; &M a Se junda refeicdo de bolo de laranja , ja estava enjoada

unct /-

PUNCS-

Figura 1. Translacao do sintagma adverbial

3. Experimentos e Resultados

Para avaliar nosso método de AD, selecionaram-se trés livros da colecao Literatura para
Todos (CLPT): Léo, o pardo; Madalena; e Tubardo com faca nas costas. A escolha foi
motivada pelo fato de eles serem obras literdrias publicamente disponiveis' e destinados
teoricamente a pessoas com habilidades de leitura iniciais. As estatisticas do conjunto de
dados e a quantidade de andlises qualitativas realizadas constam na Tabela 1.

Tabela 1. Estatisticas do conjunto de dados e dos experimentos

Rétulo Livro  #Frases #tokens Anotagcdes Frases Avali- Frases Trans- Transformadas Intersecao
Avaliadas  adas (1) formadas avaliadas (2) de(1)e(2)
Leopardo 997 25027 20 20 88 20 18
Madalena 1413 19655 20 20 92 20 20
ADVCL Tubardo 650 11678 20 20 99 20 20
Total 3060 56360 60 60 279 60 58
Leopardo 997 25027 20 16 220 20 12
OBL Madalena 1413 19655 20 13 125 20 11
Tubardo 650 11678 20 15 121 20 13
Total 3060 56360 60 44 466 60 36

3.1. Analise de erros da anotacao automatica

Para cada uma das estruturas linguisticas procuradas, calculou-se a precisdo do anotador
UDPipe. Este anotador morfossintatico foi escolhido pela facilidade de uso. Para ambas
as estruturas linguisticas analisadas, 60 amostras foram aleatoriamente escolhidas, sendo
20 de cada livro. Para o rétulo ADVCL a precisao foi de 90%, enquanto para o OBL
foi de 83.3%. Considerou-se que o anotador acerta se, a0 mesmo tempo, classifica corre-
tamente o rétulo sintdtico UD da palavra (ADVCL ou OBL, conforme o caso) e escolhe
corretamente o pai da palavra na drvore sintatica. Tabela 2 mostra os erros cometidos pelo
anotador conforme essas dimensdes. Mais detalhes sobre essa andlise no Apéndice A.4.

Tabela 2. Analise da anotacao sintatica automatica

Livro Oragdes adverbiais antes do verbo Sintagmas adverbiais antes do verbo
Erro Classificacdo Erro Referéncia  Erro Ref. e Classif. | Erro Classificagdo Erro Referéncia Erro Ref. e Classif.
Leo-o-pardo 1 1 0 2 0 0
Madalena 1 0 0 1 0 3
Tubardo 1 0 2 2 1 1
Total 3 1 2 5 1 4

"http://www.dominiopublico.gov.br/
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3.2. Analise da qualidade dos dados aumentados

Avaliaram-se qualitativamente 60 frases para cada estratégia de AD, sendo 20 de cada
livro. Apesar de a maioria das frases analisadas terem como origem as mesmas cujas
anotacoes foram avaliadas na Subsec¢do 3.1, alguns textos aumentados analisados vieram
de frases que ndo tiveram a anotacao avaliada anteriormente, devido a alguns filtros inse-
ridos na selec@o das sentengas a serem aumentadas. Detalhes do processo de selecao das
frases analisadas encontram-se no Apéndice A.3. Os resultados constam na Tabela 3.

Tabela 3. Analise dos dados aumentados

Oragdes adverbiais antes do verbo  Sintagmas adverbiais antes do verbo

Livro #Frases Mal-formadas #Analises | #Frases Mal-formadas  #Analises
Leo-o-pardo 2 20 4 20
Madalena 1 20 6 20
Tubario 3 20 5 20
Total 6 60 15 60

Dentre as frases analisadas, todas as mal-formadas foram causadas por erros na
anotacdo sintdtica da frase original. Uma andlise das frases mal-formadas encontra-
se no Apéndice A.5. Amostras das sentencas bem formadas e analisadas constam no
Apéndice A.6. O codigo que permite a reproducibilidade integral dos experimentos
encontra-se disponivel?®.

4. Trabalhos Relacionados

[Bayer et al. 2022] realizou uma pesquisa sobre métodos de AD voltados para a tarefa
de classificacdo e mostrou técnicas que atuam no nivel do caractere, da palavra, da frase
e do documento, e podem ser baseadas em regras ou em algoritmos de aprendizado de
maquina. Dentre as baseadas em regras que criam dados com transformagdes sintaticas,
[Min et al. 2020] melhora o resultado de modelos na tarefa de inferéncia textual. Para o
portugués brasileiro, [Menezes et al. 2023] mostra que modelos para simplificacao textual
treinados com dados aumentados apresentam maior generalizacdo quando aplicados a
outros dominios. [Sahin and Steedman 2018] cria dados, através da selecao de pedacos
de frases e da inversdao da ordem de aparecimento de alguns termos sintaticos nas frases.
Esses dados artificiais beneficiaram o desempenho de um modelo neural na tarefa de
anotacao de desambiguacdo morfossintdtica (em inglés, part-of-speech (POS) tagging),
em diversas linguas com poucos recursos. De forma parecida, nossa abordagem cria
dados através de transformagdes. No entanto, estas sdo mais complexas e levam em conta
as peculiaridades do posicionamento de mofidicadores adverbiais na lingua portuguesa.

5. Conclusao e Trabalhos Futuros

O presente estudo propos e avaliou linguisticamente duas estratégias para a geragdo de
parafrases. Embora a amostra analisada seja pequena, a ideia se mostrou promissora €
¢ possivel estendé-la para mover outras estruturas linguisticas que possam estar fora da
ordem candnica do portugués, como sujeito e objeto. Vimos que o anotador UDPipe, para
sentengas com poucos verbos e sem discurso direto, possui uma boa qualidade. Planeja-se
confirmar a efetividade do método avaliando se o aumento beneficia modelos de aprendi-
zado em outras tarefas, como na de simplificacao textual, onde frases na ordem candnica
e fora da ordem candnica podem ser usadas em um treinamento supervisionado.

Zhttps://github.com/scalercio/aumento-dados-ud
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A. Apéndice
A.1. Detalhes do Algoritmo de Translacao de Estruturas Linguisticas

Para encontrar as frases passiveis de serem transformadas pela nossa técnica, busca-
se a palavra que esteja rotulada em UD como OBL (nucleo do sintagma adverbial)
ou ADVCL (ntcleo da oracdo subordinada adverbial) e cujo pai dela na arvore de de-
pendéncia sintética esteja localizado a frente dela. Caso a frase ndo tenha essa estrutura,
nada € feito com ela. Caso alguma dessas estruturas esteja presente, a técnica de aumento
serd aplicada nela. O nucleo da estrutura juntamente com seus filhos na drvore serdo le-
vados para uma posi¢dao apds o verbo e objetos, caso hajam. Para o sucesso linguistico
da sentenca gerada, € necessario que a estrutura movida seja inserida ndo sé apos as pala-
vras que compdem sujeito, verbo e objetos, mas também apds alguns rétulos que indicam
palavras que estdo vinculadas diretamente ao verbo, tais como verbos de ligagcdo, verbos
auxiliares, conjuncdes, pronomes reflexivos e pontuagdes. Para englobar tais estruturas,
seguem os rotulos em UD, vinculados ao pai da estrutura a ser movida, que devem ser
considerados: nsubj, advmod, iobj, obj, obl, advcl, aux, punct, cop, mark, conj, csubj,
xcomp, expl. Assim, a estrutura movida € inserida apds a ocorréncia do dltimo de qual-
quer desses rétulos.

Para preservar a qualidade dos textos gerados, o algoritmo também nio permite
que os advérbios modificadores sejam movidos de posicdes anteriores para posteriores
em relacdo a algumas pontuagdes (7.7 ,” : 7, 71”7 [ 777). Além disso, durante o processo
de translag¢do dos blocos de sintagmas adverbiais e de oragdes adverbiais, caso haja outro
bloco com a mesma funcao sintdtica do bloco movido e que tenha indice maior que seu

pai na arvore, o bloco movido serd inserido antes desse bloco.

Pontua-se que quando o termo a ser movido inicia a frase original, insere-se na
sentencga criada uma virgula imediatamente antes da posicao onde o termo € inserido. Por
fim, quando se busca os sintagmas adverbiais para transformacao, ndo se consideram as
palavras anotadas como OBL e que estejam anotadas como pronome relativo (ex: ’que”).
Trata-se de ajustes que tiveram que ser feitos no codigo para permitir uma geracdo de
textos adequada. Por ndo ser alvo do presente estudo, o algoritmo ndo se preocupou em
converter letras maitisculas para mindsculas e vice-versa.

A.2. Pos-processamento

Ap6s o algoritmo principal, um simples pds-processamento das frases geradas € realizado
para ajustar pontuagdes que passaram a aparecer em sequéncia. Seguem 0s ajustes:

* DE,, — PARA,

 DE,. -+ PARA.
e DE,; — PARA ;
e DE,? - PARA?
e DE,! — PARA!

A.3. Detalhes do processo de selecao das frases analisadas

Para a realizacdo da andlise de erros do anotador UDPipe, escolheram-se aleatoriamente
sentencas dos trés livros da CLPT, e nessas sentencas buscaram-se as etiquetas OBL ou
ADVCL (de acordo com a estrutura linguistica analisada) que apareciam antes do termo
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que modificavam. Pontua-se que havia frases que possuiam mais de uma etiqueta OBL
na situacdo procurada. Essa € a razdo que fez com que essa analise utilizasse menos de
20 (vinte) frases por livro, apesar de terem sido analisadas 20 estruturas linguisticas por
livro (ver Tabela 1).

Para a escolha das frases aumentadas a serem avaliadas linguisticamente,
pegaram-se as sentencgas geradas a partir das frases que tiveram suas anotacoes avalia-
das. Porém, como o processo de avaliacido da anotacdo usou menos de 20 frases por livro,
escolheram-se aleatoriamente as restantes até completar 20 (vinte) frases por livro.

A.4. Detalhes dos erros do anotador automatico

Os erros de classificag@o e de referéncia constantes na Tabela 2 encontram-se mais deta-
lhados nas Tabelas 4 e Tabelas 5. Percebe-se uma dificuldade do anotador em lidar com
discurso direto, o qual deveria ser anotado como PARATAXIS, pois ndo ha uma conexao
formal, explicita, entre as duas oragdes.

Tabela 4. Erros do Anotador - ADVCL

Tipo de Erro Rétulo Correto  #Qtd %

PARATAXIS 1 16.6%
Classificacdo ADVMOD 1 16.6%

XCOMP 1 16.6%
Classif. e ACL:REL 1 16.6%
Referéncia PARATAXIS 1 16.6%
Referéncia 1 16.6%
Total 6 100%

Tabela 5. Erros do Anotador - OBL

Tipo de Erro Rétulo Correto  #Qtd %o

10BJ 3 30%
Classificacdo PARATAXIS 1 10%

MARK 1 10%
Classif. e ROOT 3 30%
Referéncia PARATAXIS 1 10%
Referéncia 1 10%
Total 10 100%

A.5. Analise das frases aumentadas mal-formadas

Tabela 6, Tabela 7 e Tabela 8 listam algumas frases mal-formadas usando nosso método
para os livros “Léo, o pardo”, “Madalena” e “Tubardo com faca nas costas”, respecti-
vamente. Da andlise, nota-se, de um modo geral, que estas sentencas aumentadas sdao
provenientes de frases com discurso direto ou com diversas oragdes.

A.6. Amostras de frases originais e aumentadas bem-formadas

Tabela 9 e Tabela 10 listam algumas frases aumentadas do livro “Léo, o pardo” e con-
sideradas bem-formadas. Tabela 11 e Tabela 12 listam algumas frases bem-formadas do
livro “Madalena’. E Tabela 13 e Tabela 14 listam algumas frases bem-formadas do livro
“Tubardo com faca nas costas”.

223



Tabela 6. Frases mal-formadas do livro “Léo, o pardo”

TIPO

Translacao Oracao adverbial

Original

Aumentada

“Mae , a professora disse que toda mae deixa de comer pra
dar pro filho , se for preciso , igual alguns bichos .

“ Mae , a professora disse que toda mae deixa de comer pra
dar pro filho , igual alguns bichos se for preciso ” .

Original

Aumentada

“Como , se eu nao fiz colégio bom e nado sei quimica € nem
fisica ? 7 Ele jogou a deixa , primeiro igual o professor
Lazaro .

“Como , jogou se eu nao fiz colégio bom e ndo sei quimica
e nem ? 7 Ele fisica a deixa , primeiro igual o professor
Lazaro .

TIPO

Translacao Sintagma adverbial

Original

Aumentada

Pra gente ela sempre aconselhava , “ ndo chora tanto , me-
nino , que ldgrima € uma coisa que seca , quando a alma
mais precisar de ela , ai ndo desce mais ” .

ela sempre aconselhava , Pra gente , “ ndo chora tanto ,
menino , que lagrima € uma coisa que seca , quando a alma
mais precisar de ela , ai ndo desce mais ™ .

Original

Aumentada

Em a primeira cal¢a ela foi meio sem jeito , mediu a parte
de a frente , fez a parte de trds maior por causa de a bunda
, emendou as duas , o cliente gostou e ela passou a fazer
roupa pra fora .

ela fol meio , Em a primeira calga sem jeito , mediu a parte
de a frente , fez a parte de trds maior por causa de a bunda
, emendou as duas , o cliente gostou e ela passou a fazer
roupa pra fora .
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Tabela 7. Frases mal-formadas do livro “Madalena”

TIPO Translacao Oracao adverbial

Original Porque pensar ela podia , e pensando ela podia tudo .

Aumentada podia, Porque pensar ela , e pensando ela podia tudo .

TIPO Translacao Sintagma adverbial

Original - Mais ou menos , mainha - e ele olhou para Dulce .

Aumentada - mainha Mais ou menos , - e ele olhou para Dulce .

Original - E muito linda , Dinda ... - € , com a melhor cara de ca-
chorro de porta de agcougue que sabia fazer - Um dia me da
ela ?

Aumentada - E muito linda , Dinda ... - e - Um dia me da ela , com
a melhor cara de cachorro de porta de acougue que sabia
fazer ?

Original Quando amanheceu , viu Francisco dormindo em o banco
de tras de o carro de dona Madalena , 0 mesmo banco onde
tantas e tantas vezes ... Bateu em o vidro .

Aumentada Quando amanheceu , viu Francisco dormindo em o banco
de tras de o carro de dona Madalena , 0 mesmo banco onde
Bateu tantas e tantas ... vezes em o vidro .

Original E nem por ela ele fez alguma coisa , quando Nelson a en-
tregou a Manuel em troca de uma bracada de terras .

Aumentada E ele fez alguma coisa, quando Nelson a entregou a Manuel

em troca de uma bragada de terras nem por ela .
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Tabela 8. Frases mal-formadas do livro “Tubarao com faca nas costas”

TIPO

Translacao Oracao adverbial

Original

Aumentada

onde disse que desceria .

E assim fui , feliz , por um pedaco de o percurso , com
aquela crianca pequena me confortando mais de o que eu a
ela, até que - surpresa - a mae decidiu descer bem antes de

que desceria - surpresa - .

Original

Aumentada

E assim fui , feliz , por um pedaco de o percurso , com
aquela crianca pequena me confortando mais de o que eu a
ela , até que a mae decidiu descer bem antes de onde disse

S6 deu tempo de ele parar o 6nibus . “Nao cheguei a co-
nhecer os pais de Santiago , mas toda vez que lhe fagco uma
visita , seja para jogarmos xadrez ou para discutirmos um
novo texto , ele d4 um jeito de falar em ambos , principal-
mente em a mae , que era com quem ele mais se identificava

TIPO

Translacao Sintagma adverbial

Original

Aumentada

aceitariam viver em uma familia como a nossa .

S6 deu tempo de ele parar o 0nibus . “Nao cheguei a conhe-
cer os pais de Santiago , ele dd um jeito de falar em ambos
, principalmente em a mae , que era com quem ele mais se
identificava , mas toda vez que lhe faco uma visita , seja
para jogarmos xadrez ou para discutirmos um novo texto .

E gracas a esse bichano que tenho para mim que nenhum
animal de estimacdo ¢ demasiadamente esperto , sendo nao

aceitariam viver em uma familia como a nossa .

Original

Aumentada

E que tenho gragas a esse bichano para mim que nenhum
animal de estimacdo ¢ demasiadamente esperto , sendo nao

Em suma : o amor deve estar incrustado em tudo e em todos

todos .
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Tabela 9. Frases bem-formadas do livro “Léo, o pardo”

TIPO

Translacao oracao adverbial

Original

Aumentada

Revoltadas com a condenacdo , falaram pra juiza : “ entao
manda matar de uma vez ” .

falaram pra juiza , Revoltadas com a condenacgdo : “ entdo
manda matar de uma vez ” .

Original

Aumentada

”Pra fazer cinema , primeiro se aprende fotografia , litera-
tura , se vé muito filme , musica .

“primeiro se aprende fotografia , literatura Pra fazer cinema
, se vé muito filme , musica .

Original

Aumentada

Voltando de um trabalho como monitor em a biblioteca de o
Instituto de Matematica , reencontrei a Sabrina , professora
de o curso de cinema de Santo André , e recebi de ela os
parabéns por ter passado em a USP .

reencontrei a Sabrina , professora de o curso de cinema de
Santo André , Voltando de um trabalho como monitor em a
biblioteca de o Instituto de Matematica , e recebi de ela os
parabéns por ter passado em a USP .

Original

Aumentada

A maquina de lavar roupas quebrou em a unica vez que eu
usei ; ’se quebrar de novo serd descontado de o seu salario

29

A maquina de lavar roupas quebrou em a unica vez que eu
usei ; ““ serd descontado de o seu salério se quebrar de novo

29

Original

Aumentada

Sentado em o préximo 109 6nibus , fiquei pensando o que
aconteceria se ndo eu fosse de a USP e ainda estivesse de-
sempregado .

fiquei pensando o que aconteceria se ndo eu fosse de a USP
e ainda estivesse desempregado , Sentado em o proximo 109
onibus .

Original

Aumentada

Em o trabalho , a Dona Nega gritava de 1a : ““ alguém quer
bala ? ” E a Maria de o Antonio Joana , depois de aceitar
, gritava em o outro canto , cuspindo : * cruz credo , nunca
comi bala de espinho ! ” E a Dona Nega caia em a risada :
“¢€ de coco, criatura .

Em o trabalho , a Dona Nega gritava de 14 : “ alguém quer
bala ? ” E a Maria de o Antdonio Joana gritava em o outro
canto , depois de aceitar , cuspindo : “ cruz credo , nunca
comi bala de espinho ! ” E a Dona Nega caia em a risada :
“éde coco, criatura .
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Tabela 10. Frases bem-formadas do livro “Léo, o pardo”

TIPO

Translacao Sintagma adverbial

Original

Aumentada

Anos mais tarde , com esse tal Cambraia ja morto , o fi-
lho de ele mais moco , o Geirson Cambraia , descobriu um
monte de papel amarelado em uma gaveta e quase morreu
de desgosto ; eram os documentos de tudo quanto era terra
alheia que se passava por terra de os Cambraia .

com esse tal Cambraia ja morto , o filho de ele mais moco
, 0 Geirson Cambraia , descobriu um monte de papel ama-
relado em uma gaveta , Anos mais tarde , e quase morreu
de desgosto ; eram os documentos de tudo quanto era terra
alheia que se passava por terra de os Cambraia .

Original

Aumentada

Enquanto isso , em a nossa curiosidade que nunca morria ,
ela ia contando detalhes de o tempo antigo .

em a nossa curiosidade que nunca morria , ela ia contando
detalhes de o tempo antigo , Enquanto isso.

Original

Aumentada

Em a USP , a maioria de os homens e mulheres negras , e
sao muitos , vestem roupas vermelhas , verdes , alaranja-
das , azuis ou pretas e cortam gramas , capinam jardins ,
guardam portas e servem comidas em bandejas pros alunos
brancos , em o restaurante central , ou laboram em eternas
construcdes e depois vao pra casa , ali de o lado .

a maioria de os homens e mulheres negras , € s3o muitos
, vestem roupas vermelhas , verdes , alaranjadas , azuis ou
pretas , Em a USP , e cortam gramas , capinam jardins ,
guardam portas e servem comidas em bandejas pros alunos
brancos , em o restaurante central , ou laboram em eternas
construgdes e depois vao pra casa, ali de o lado .

Original

Aumentada

Com o cargo ganharia mil e seiscentos reais e faria facul-
dade de cinema .

ganharia mil e seiscentos reais , Com o cargo e faria facul-
dade de cinema .
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Tabela 11. Frases bem-formadas do livro “Madalena”

TIPO

Translacao oracao adverbial

Original

Aumentada

Enquanto Madalena se vestia , Rubina puxou sua maleta de
couro de baixo de a cama e foi enfiando em ela o conteido
de a trouxa : uma meia com algum dinheiro , dois vestidos
, uma camisola , um casaco , toalhinhas , cueiros , dois
conjuntos de Chiquinho .

Rubina puxou sua maleta de couro de baixo de a cama
, Enquanto Madalena se vestia , e foi enfiando em ela o
conteudo de a trouxa : uma meia com algum dinheiro , dois
vestidos , uma camisola , um casaco , toalhinhas , cueiros ,
dois conjuntos de Chiquinho .

Original

Aumentada

E , apesar de nunca ter destratado Francisco , Maria tam-
pouco gostava de esse namoro ; sempre que podia , trazia a
a tona esse assunto : ”Cuidado com esse Francisco .

E Maria tampouco gostava de esse namoro , apesar de nunca
ter destratado Francisco ; sempre que podia , trazia a a tona
esse assunto : “ Cuidado com esse Francisco .

Original

Aumentada

Além de ser a encarregada de todos os naos disciplinadores
, Dulce era , a os olhos de Claudia , infinitamente menos
interessante que Madalena .

Dulce era, a os olhos de Claudia , infinitamente menos inte-
ressante que Madalena , Além de ser a encarregada de todos
os naos disciplinadores .

Original

Aumentada

Se estava se separando por a segunda vez era por uma fata-
lidade .

era por uma fatalidade , Se estava se separando por a se-
gunda vez .

Original

Aumentada

Nao perdia tempo discutindo , mas tinha 14 suas i1déias , e
quando cismava com uma coisa , nao sossegava até conse-
guir 0 que queria .

N3ao perdia tempo discutindo , mas tinha 14 suas idéias , e
nao sossegava quando cismava com uma coisa , até conse-
guir o que queria .
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Tabela 12. Frases bem-formadas do livro “Madalena”

TIPO

Translacao Sintagma adverbial

Original

Aumentada

Em a época , Dulce ainda pesava menos de quarenta quilos
por a depressao que havia sofrido com a morte repentina de
o0 pai , ocorrida dois anos antes de o namoro comegar .

Dulce ainda pesava menos de quarenta quilos , Em a época
, por a depressdao que havia sofrido com a morte repentina
de o pai , ocorrida dois anos antes de 0 namoro comecar .

Original

Aumentada

Em o final de cada més , eles deixavam todo o salario em a
venda de a propria fazenda , e em o dia seguinte a o paga-
mento , fatalmente , j4 comeg¢avam outra divida .

eles deixavam todo o salario , Em o final de cada més ,
em a venda de a propria fazenda , e em o dia seguinte a o
pagamento , fatalmente , ja4 comecavam outra divida .

Original

Aumentada

Aquela noite em que Francisco foi arrancado de a cama que
dividia com a mde por um sujeito imenso - ou , por 0 menos
, Imenso para os quatro anos que ele tinha - que caiu em
cima de ela .

Aquela noite em que Francisco foi arrancado de a cama que
dividia com a mae por um sujeito imenso - ou imenso , por
0 menos , para os quatro anos que ele tinha - que caiu em
cima de ela .

Original

Aumentada

Porque , em casa , a av0 ndo dava trela para ninguém - saia
, trabalhava , voltava , viajava , saia de novo .

Porque a av6 nao dava trela , em casa , para ninguém - saia
, trabalhava , voltava , viajava , saia de novo .

Original

Aumentada

- Em a horta - respondeu , recolhendo a garrafa de cachaga
e 0s copos ; verificou se o vidro de o tampo de a mesinha
nao estava trincado .

respondeu , recolhendo a garrafa de cachaca e os copos ; -
Em a horta - verificou se o vidro de o tampo de a mesinha
nao estava trincado .
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Tabela 13. Frases bem-formadas do livro “Tubarao com faca nas costas”

TIPO Translacao oracao adverbial

Original Quando o 6nibus chegou , ela pediu ( ainda ignorando Maira
e demais pessoas ) que a ajudasse com o pequeno .

Aumentada ela pediu , Quando o Onibus chegou , ( ainda ignorando
Maira e demais pessoas ) que a ajudasse com o pequeno

Original Antes de perdé lo de vista , vejo o inteiramente sO , em 0
meio de a rua .

Aumentada vejo o inteiramente sO , em o meio de a rua , Antes de perdé
lo de vista .

Original Passadas duas ou trés cervejas e umas boas risadas ,
comecamos a imaginar o que teria acontecido a a moga ,
dona de o decote .

Aumentada comecamos a imaginar o que teria acontecido a a moca ,
dona de o decote , Passadas duas ou trés cervejas € umas
boas risadas .

Original Quem o encontrou foi meu pai , que , apds comerem , tinha
saido para caminhar e conhecer a propriedade que o amigo
comprara a fim de dar um pouco de paz a a familia .

Aumentada Quem o encontrou foi meu pai, que tinha saido , apds come-
rem , para caminhar e conhecer a propriedade que o amigo
comprara a fim de dar um pouco de paz a a familia .

Original Aproveitando se de esse descuido , um pequeno tumor
comecou a trabalhar em o seu ardiloso intento .

Aumentada um pequeno tumor comecou a trabalhar em o seu ardiloso

intento , Aproveitando se de esse descuido .
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Tabela 14. Frases bem-formadas do livro “Tubarao com faca nas costas”

TIPO

Translacao Sintagma adverbial

Original

Aumentada

Para tu teres uma idéia , em a mesma época em que o Ma-
riozinho morreu , o Elcio , um grande camarada que tu nao
chegaste a conhecer , foi morar em Florianépolis com a mu-
lher .

Para tu teres uma idéia , o Elcio , um grande camarada que
tu ndo chegaste a conhecer , foi morar em a mesma época
em que o Mariozinho morreu , em Floriandpolis com a mu-
lher .

Original

Aumentada

Para sorte nao de o gato , moradvamos em uma casa de dois
andares .

moravamos , Para sorte ndo de o gato , em uma casa de dois
andares .

Original

Aumentada

E , com uma imagem clara de a minha mae em a saudade ,
contei uma historia de como ( quase ) me perdi .

E contei uma histéria de como ( quase ) me perdi , com uma
imagem clara de a minha made em a saudade .

Original

Aumentada

Em seguida , tomo um café , volto para o quarto e leio o que
me der vontade .

tomo um café , Em seguida , volto para o quarto e leio o que
me der vontade .

Original

Aumentada

Dia de esses , quando fomos a Rio Grande , cidade onde
nasceste , enquanto me esperavas engraxar os sapatos para
a formatura a a qual haviamos sido convidados , o engraxate
, um senhor que regulava em idade contigo , em os colocou
a par de o que acontecera a um semnumero de pessoas ,
todas conhecidas tuas .

quando fomos a Rio Grande , cidade onde nasceste , en-
quanto me esperavas engraxar os sapatos para a formatura a
a qual haviamos sido convidados , o engraxate , um senhor
que regulava em idade contigo , em os colocou , Dia de es-
ses , a par de o que acontecera a um semnumero de pessoas
, todas conhecidas tuas .
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Abstract. With the growing importance of the use of information from electronic
patient records in the development of machine learning models, there is also a
need for a holistic understanding of those records, in particular abridging the
clinical notes so that important information is used in the training process with-
out the repetition that is commonly found in such notes. This paper presents
the pre-processing of clinical notes from the BRATECA Dataset, a Brazilian
tertiary care data collection, aiming at removing repeated information result-
ing from the interaction between healthcare providers and patients, considering
assigned values of semantic similarity between sentences in clinical notes.

1. Introduction

In the Artificial Intelligence field, there is significant interest of researchers in de-
veloping systems capable of supporting decision making in the healthcare domain
[Shamout F 2021]. However, some of the data categories included in the electronic pa-
tient records have several characteristics that make their use difficult, which highlights the
need to maintain better databases. Although, the most used databases for these purposes
are formed by data extracted from hospital records in English-speaking countries, which
does not represent the clinical reality in Brazil.

The BRATECA Dataset is one of the few national resources for the development
of research projects in computational medicine. In this study, we contribute in that direc-
tion by abridging the clinical notes, in particular to remove repeated information, since it
is customary for healthcare providers in Brazil to repeat known conditions and ongoing
treatments when writing clinical notes. Nevertheless, this repetition obstructs the training
of accurate machine learning models for clinical tasks, introducing biased inaccuracies
rooted in duplicated content. Our paper outlines the experiments conducted to identify
and eliminate potentially repetitive sentences from the clinical notes within BRATECA.

The remainder of this work is organized as follows: Section 2 describes previous
work on BRATECA, semantic similarity and word embeddings; Section 3 describes the
neural network used; Section 4 describes the data resources used; Section 5 describes the
process of abridging clinical notes; Section 6 provides final considerations on the research
developed.
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2. Related Work

The method identified to generate meaningful data for an Al model considering the het-
erogeneity of information is through word embeddings, which are vector representations
of words in a multidimensional space. As the semantic value of a word is also mapped, it
can be inferred that it is possible to perform calculations to discover how similar two sen-
tences are. Thus, studies involving the application of word embeddings were considered,
in addition to databases with clinical and general domain resources in Portuguese.

[Consoli et al. 2022] proposed a new collection of Brazilian clinical data contain-
ing more than 70,000 admissions, representing a total of more than 2.5 million clinical
notes in free text, aiming to create a dataset with Brazilian clinical information.

[Schneider et al. 2020] presents a BERT model trained on clinical texts from elec-
tronic medical records of Brazilian hospitals and texts from the biomedical literature.
BioBERTpt is the result of transferring knowledge encoded in a multilingual BERT model
to a corpus of clinical and biomedical data.

The research conducted by [Mutinda et al. 2021] is noteworthy for creating a
dataset of Japanese clinical records through an approach that evaluates the semantic simi-
larity between clinical notes using BERT. The raw text of the documents was first divided
into sentences, and a new data collection was created by combining all possible sentence
pairs.

Finally, the work carried out by [Real 2021] should be highlighted, aiming to offer
a new benchmark for computational semantic tasks in Portuguese, by providing a dataset
composed of pairs of sentences annotated with semantic similarity indexes.

3. Neural Network

The developed model consists of fine-tuning BioBERTpt to generate a value for a re-
gression task. In brief, we used the base model in the embedding layer of the selected
architecture to create vector representations of the clinical text inputted into the model.
To consider both directions of the sequence of values generated by BERT, we added a
bidirectional layer during training of the developed model. Next, a Max Pooling layer is
applied to filter the numerical vector used as word embeddings. Three Dense Layers are
then added, with a Dropout layer between them to randomly turn off nodes and prevent
overfitting. The last Dense Layer is constructed with only one node, which generates
a single value as the output of the regression task. In this case, the value represents a
similarity index between a pair of sentences, ranging from 1 (for sentences containing
extremely different information) to 5 (for sentences with practically equal information).

The input text is prepared for the model using bioBERTpt’s pre-trained Tokenizer,
which employs a WordPiece approach to convert sentences into words and subwords rep-
resented by ids. Special tokens like [SEP] are incorporated to signify sentence endings,
while the [PAD] token is used to standardize input sizes. The Tokenizer processes two
sentences as input, generating a two-dimensional vector containing input ids and atten-
tion masks. It’s important to highlight that the model creation and data processing script
were developed using Python, utilizing libraries including TensorFlow, Keras and spaCly.
The model’s performance evaluation in the task was executed using Pearson’s correlation
coefficient, which yielded a score of 0.73.
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4. Resources

This work required the use of linguistic resources that cover both the health domain and
the general domain. How these resources were used is explained in more details below.

4.1. Work with ASSIN 2

ASSIN 2 is a shared task in the field of natural language processing, which focused
on identifying the semantic similarity between pairs of sentences written in Portuguese.
Therefore, this dataset was chosen to train the different tested models during the project,
as it is one of the few resources in Portuguese with annotated semantic similarity values.
As the developed model needed to be trained for a semantic similarity task, we searched
for data with similarity values assigned to it. This way, it would be possible to later apply
the trained model on clinical data.

4.2. Work with BRATECA

BRATECA presents its information in a free text format, making it highly unstructured for
natural language processing tasks. Thus, to eliminate repeated information and compare
sentences, it was necessary to process the data by transforming them into sentences that
are understandable to a model.

The project’s focus is to create patient representations from heterogeneous data,
which requires structuring. Due to the free-text format of the records, a pre-trained
pipeline in Portuguese from the spaCy library was used to preprocess the records, as well
as regular expressions to remove special characters and clean the patient records. After
splitting the clinical records into sentences, semantic similarity values were computed by
using the previously trained model based on BioBERTpt and ASSIN 2 Dataset. To create
patient representations, the clinical records were structured by removing special charac-
ters, splitting them into sentences, and eliminating duplicate information. The abridging
process was performed by defining the Cartesian product between the sentences and as-
signing a similarity index to remove highly similar sentences. By processing BRATECA
in this way, a new dataset was created that represents a patient’s clinical records in a
format more suitable for use with Al models.

5. Results

Patients were selected from 4 ranges of clinical records, namely 10, 100, 500, and 1000
records, to gather information on the percentage of repeated information in different hos-
pitalization scenarios. This was done to determine how much information is repeated for
patients who are hospitalized for a few days and patients who are hospitalized for a few
months.

To create patient representations, all clinical records for a given patient were first
selected. The first clinical note was split into sentences and all sentences were added to
a new dataset because they contained new information. For subsequent records, the text
was also split into sentences and each sentence was compared to the information already
in the dataset. If the similarity index between them was greater than or equal to 4, the new
sentence was ignored because it duplicated information that had already been obtained.

Thus, in addition to structuring the clinical notes into less heterogeneous sen-
tences, it was possible to eliminate the repeated information present in the clinical records
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and consequently significantly reduce the number of clinical notes needed to represent the
hospitalization of a patient. Table 1 shows the reduction in the number of clinical notes
after eliminating the repeated information using the trained model, varying from 55.45%
to 71.45% across the four groups of patients. Furthermore, we checked how many of
those sentences were exactly the same for each patient. To achieve this, we compared the
Unicode values and calculated the percentage of sentences that were identical. Table 2
presents the results of this comparison, which revealed that a substantial proportion of
sentences in clinical notes were duplicates to previous sentences.

Table 1. Clinical notes with similarity less than 4

Patient Clinical Records
Id Clinical Notes | Sentences Before | Sentences After | Reduct,
17 10 110 49 55.45%
293 97 661 264 60.06%
76 469 1836 678 63.07%
668 929 4463 1274 71.45%

Table 2. Clinical notes with equal sentences

Patient Clinical Records
Id Clinical Notes | Sentences Before | Sentences After | Equal Sent.
17 10 110 72 34.55%
293 97 661 383 42.06%
76 469 1836 1210 34.10%
668 929 4463 3011 32.54%

5.1. Discussions

The study emphasizes the importance of eliminating redundant information from patient
records. The findings suggest that this can significantly decrease the number of clinical
notes needed to document a patient’s hospitalization. By analyzing the semantic similarity
of each sentence in a patient’s hospitalization record, it was possible to achieve a 70%
reduction in the number of sentences while preserving the same informational value as
the original record.

It’s important to highlight that the performance of the developed model was hin-
dered in some cases due to grammatical and structural errors in the clinical notes. These
errors made it challenging to understand drug names and updates on treatments, particu-
larly when records included abbreviations and lacked white spaces, hindering the model’s
ability to extract meaningful information from some clinical notes.

6. Conclusion

This study tested the application of an architecture based on Word Embeddings from
BioBERTYpt that was fine-tuned for a regression task. The goal was to generate a semantic
similarity index between sentences of clinical notes in Portuguese to reduce the hetero-
geneity of the existing information in the records of the BRATECA. We found that the
information presented in the clinical records is often repeated countless times during the
patient’s hospital stay, regardless of its length. Thus, it is worth noting that we developed
a method to reduce the number of sentences to be processed by an artificial intelligence
model while preserving all the information that existed before creating the patient repre-
sentations. This approach would reduce the computational cost while using BRATECA
data.
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Abstract. In this article, we conduct a preliminary analysis of different methods
to address the Textual Entailment Recognition (RTE) task in Portuguese. We use
the ASSIN-2 dataset as a benchmark to evaluate our models. Our work combines
various textual representation approaches, including bag of words and word em-
beddings, with machine learning models. Additionally, we present a rule-based
approach. Our highest performance was achieved by the BERTimbau-large
model fine-tuned on ASSIN-2, which attained an F'1 score of 0.89%, positioning
it just 1% below the current state-of-the-art. Our ongoing experiment aims to
combine our different approaches to leverage their full potential.

1. Introduction

Textual Entailment Recognition (RTE), also known as Natural Language Inference (NLI),
is the NLP task of determining whether one sentence (premise) entails another (hypoth-
esis). Approaches used for NLI include earlier symbolic and statistical methods to more
recent deep learning approaches [Bowman and Zhu 2019]]. In the last few years, there
has been fast progress on the task [Bowman et al. 2015, Chen et al. 2018|] with studies of
new model architectures aimed at improving performance on benchmarks as well as at in-
creasing the number of large datasets for evaluating these systems [Williams et al. 2018]].

There is a scarcity of datasets on Portuguese for NLI. The ASSIN-2 is a curated
dataset proposed at the STIL 2019 conference as an effort to set a new computational se-
mantic benchmark for Portuguese. It contains 10,000 samples of annotated data, divided
into balanced portions. The training set contains 6500 sentence pairs, the validation set
is composed of 500 pairs, and the test set consists of 2448 pairs [Real et al. 2020]. An
example from the data set is shown in Table

Table 1. Example of ASSIN-2 data

Premise Hypothesis NLI

Alguns animais estdo brincando selvagemente na 4gua Alguns animais estao brincando na 4gua Entails

Um avido estd voando Um cachorro esta latindo None

This work uses the ASSIN-2 dataset to analyze and compare the performance
of diverse classification approaches for NLI in Portuguese. It combines the repre-
sentation formats of word embeddings and bag of words with machine learning algo-
rithms. It uses Logistic Regression with L1 and L2 regularization, Random Forests,
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and eXtreme Gradient Boosting (XGBoost) for the former [Pedregosa et al. 2011]]
and CatBoost [Prokhorenkova et al. 2018]], a Bi-directional recurrent neural network
[Schuster and Paliwal 1997]] and BERTimbau [Souza et al. 2020}, for the latter. Finally,
it includes a rule-based symbolic approach.

2. Methodology

2.1. Symbolic approach

The symbolic approach was inspired by the annotation guidelines for ASSIN-2
[Real et al. 2020]], which direct towards verifying whether expressions from both sen-
tences could refer to the same extralinguistic elements or whether an expression from one
sentence could have a hypernymy relationship with an expression from the other sentence.

Our rule-based method assumes that the sentences must be similar and that if one
of them contains a negation, the other should also contain one. Additionally, it assumes
that a longer sentence typically carries more specifications than a shorter one and that a
more general sentence could be entailed by a more specific one, but not vice versa.

Hence, the classifier declares that sentence A entails sentence B if sentence A is
longer than sentence B, their similarity rate is greater than fifty percent, and either no sen-
tence contains the negation term “nao” or both sentences do. The similarity rate between
them is measured by dividing the number of words that are common in both sentences by
the length of sentence B. Preprocessing is based on lowercasing and removing accents.

As this approach does not consider the semantics of different terms and thus can-
not identify relationships of synonymy and hypernymy among different words, it cannot
be considered a method that appropriately addresses the NLI task. At this stage, it is in-
tended as a baseline for the minimal performance that the other methods should achieve.

2.2. Bag of words

In the approach that uses Bag of Words to represent sentences, different techniques were
experimented separately and in combination.

The baseline method is the traditional Bag of Words [Zhang et al. 2010], which
transforms texts into attribute-value tables by calculating the frequency with which words
occur in the texts. This technique creates a single matrix for the entire data set, in which
each line ¢ contains the number of times that each word j occurred for the i-th sentence
in the database. Similarly, the approach based on Term Frequency-Inverse Document Fre-
quency (TF-IDF) [Das and Chakraborty 2018]], uses attribute-value tables, but also nor-
malizes the frequency of terms in a document, increasing the relevance of rare words.
Additionally, an n-grams strategy, which aims to include the context of adjacent words
instead of the single referred term, is tested as an alternate configuration.

Aiming to reduce the dimensionality of the training set, we also tested adding
Principal Component Analysis (PCA) [Shlens 2014] with a varying number of compo-
nents among 3, 4, 5, 10, 100, and 500. As a result, we had 2305 dimensions for the
traditional BOW method and 33516 dimensions for approaches using 1 to 3 n-grams.

The cited representation formats and techniques are applied to the data set, pre-
processed by removing stopwords, and fed into machine learning algorithms based on
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Logistic Regression, Random Forests, and eXtreme Gradient Boosting (XGBoost), which
are offered by scikit-learn [Pedregosa et al. 2011].

For each combination of hyperparameters, the models are fine-tuned with Grid
Search and k-fold cross-validation with k = 5 is applied. F1 measure is used to select
the best model. It is assumed that no significant weight differences exist between False
Positive (FP) and False Negative (FN) errors for this task. It is also the metric used
to evaluate RTE systems in the ASSIN-2 benchmark [Real et al. 2020]]. A total of 150
different configurations are used, with distinct representation approaches, resulting in 750
predictive models.

2.3. Word embeddings

In this semantic representation format, the NILC pre-trained embeddings
[Hartmann et al. 2017]] are combined with machine learning classifiers.

1. The first strategy uses the CatBoost algorithm [Prokhorenkova et al. 2018]]. Pre-
processing consists of normalization to lowercase words and concatenation of
premise and hypothesis with a separation token “[SEP]”, without removing stop-
words. The sentence is represented by the sum of the individual embedding vec-
tors of each word. Tests are conducted with the embeddings word2vec CBow of
100 dimensions and Glove Skip-gram of 300 dimensions[Mikolov et al. 2013]].

2. The second technique employs a bidirectional recurrent neural network (BRNN)
[Schuster and Paliwal 1997]]. Each sentence was preprocessed with the techniques
described in [Hartmann et al. 2017]. The model was trained with the Adam opti-
mazation algorithm using at most 25 epochs and a batch of 128 samples. 21
models were trained, varying embeddings (word2vec skip-gram, word2vec CBoW,
wang2vec skip-gram, wang2vec CBoW, FastText skip-gram, FastText CBoW e
Glove) and number of dimensions (50, 300 and 1000).

3. The third method uses BERTimbau [Souza et al. 2020], a Brazilian Portuguese
language model, trained on the brWaC corpus [Wagner Filho et al. 2018]], fine-
tuned [Howard and Ruder 2018] to the RTE task. There are two versions of pre-
trained models: one with 12 layers of encoders, 110 million parameters, and 768
dimensions; and one with 24 layers of encoders, 335 million parameters, and 1024
dimensions. The same hyperparameters are used for both versions. The maximum
token sequence length is set at 128, the maximum number of epochs is 4, and the
batch size is 16 for training and 64 for validation. The remaining hyperparameters
were not modified and we use the tokenizer from the pretrained model.

3. Results and Discussion

Among the different strategies used to tackle RTE, several configurations were tested.
Table [2| exhibits the results of the ones that obtained the highest scores. For each tex-
tual representation method, our code and experiments are openly available at repository
[Oliveira da Silva et al. 2023|], facilitating replication of results.

Our symbolic approach is designed solely with rules that do not attempt to cap-
ture semantic relationships among different words. Despite this aspect, it achieves the
remarkably high F'1 score of 0.71%, given its simplicity. This indicates that it is either
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Table 2. Result of the best models

Metrics

Set Method F1 | Precision | Recall | Accuracy
BOW 0.94 0.92 0.95 0.93
Train BERTimbau-large | 0.96 0.97 0.96 0.96
Symbolic 0.70 0.75 0.67 0.72
BOW 0.88 0.87 0.89 0.88
Validation | BERTimbau-large | 0.96 0.96 0.96 0.96
Symbolic 0.72 0.75 0.69 0.73
BOW 0.77 0.68 0.88 0.73
Test BERTimbau-large | 0.89 0.90 0.89 0.89
Symbolic 0.69 0.74 0.65 0.71

a promising approach or that the data set used to test the experiments is too simplistic
to reflect the complexity of the task in real-world examples. The other approaches are
expected to outperform this method.

Our fine-tuned model that uses BERTimbau-large indeed reaches an F'1 score of
0.89%, only one percentage point away from the current state-of-the-art in the RTE task
- represented by a BERTimbau-large trained by Neuralmind [Souza et al. 2020] which
achieved 0.90%. However, it is important to perform a qualitative analysis of its misclas-
sifications. Table [3 shows an example from the test set in which our BERTimbau model
misclassifies.

Table 3. Example of BERTimbau misclassification

Premise Hypothesis NLI

um palhago estd cantando no palco e pessoas estdo dangando uma pessoa fantasiada de palhaco estd cantando Non-Entailment

In the given example, the premise says “um palhacgo estd cantando no palco” and
the hypothesis says “uma pessoa fantasiada de palhacgo estd cantando”. Although the data
set classifies this sentence as non-entailment, “a clown” could be considered as equivalent
to “a person dressed as a clown”. Therefore, the model seems to be a solid solution, but it
is reasonable to further analyze its misclassifications to ensure its robustness and to under-
stand how to enhance it. Nevertheless, its greatest disadvantage is that its computational
cost and complexity are significantly greater than those of the other methods.

Our best combination of a BOW method - without PCA and without TF-IDF -
achieves an F'1 measure of 0.73%, which is markedly lower than that of our best BERTim-
bau model, but its recall is only 0.01% below our BERTimbau’s recall, which is notable
given its significantly lower computational cost compared to the BERTimbau models.

Given the computational cost and accessibility disadvantages of our BERTimbau
model and its performance advantage compared to our other methods, our ongoing work
aims to refine and combine our methods, resulting in a Neuro-symbolic approach for
Portuguese textual inference that considers all linguistic features necessary to properly
address NLI, while remaining accessible and competitive with state-of-the-art models.
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Abstract. With the growth of e-commerce, online product reviews have become
a significant factor in influencing users’ purchasing decisions. However, users
may be harmed by the information overload on online review platforms. In this
study, we evaluate different approaches to identify helpful product reviews. To
achieve this, a large dataset of Amazon reviews from various product domains
was proposed. The results demonstrate that it is possible to predict the useful-
ness of online reviews without relying on any handcrafted features.

Resumo. Com o crescimento do comércio eletronico, as avaliacoes de produ-
tos online se tornaram um fator importante na decisdo de compra dos con-
sumidores. No entanto, os usudrios podem ser prejudicados pela sobrecarga
de informacoes em plataformas de avaliacdo online. Neste estudo, avaliamos
diferentes abordagens para identificar avaliacdes de produtos titeis. Para esse
propdsito, foi proposto um grande conjunto de dados de avaliacées da Amazon
em diferentes dominios de produtos. Os resultados mostram que é possivel pre-
ver a utilidade das avaliacdes online sem depender de recursos personalizados
sem depender de quaisquer caracteristicas feitas manualmente.

1. Introducao

Com o crescimento da Internet, o comércio eletronico se tornou um dos métodos de com-
pra mais importantes. O processo de tomada de decisdao de compra € unico para as com-
pras online. Varios elementos motivacionais, como fatores situacionais, caracteristicas
do produto e experiéncias anteriores de compras online, podem influenciar as atitudes dos
consumidores em relacdo as compras online [Senecal et al. 2005].

As avaliacdes de usudrios t€ém um forte impacto na decisdo de compra. Da-
dos significativos sobre opinides de usudrios, ¢ uma fonte rica de conhecimento para a
Andlise de Sentimentos (AS), drea focada em detectar sentimentos e opinides em textos
[Henrickson et al. 2019, Tonkin 2016].

Uma tarefa de AS que ganhou popularidade € a predicao de utilidade, que visa
resolver o problema da sobrecarga de informagdes em plataformas de avaliacdo online,
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que afeta a capacidade de clientes de avaliar a qualidade de produtos ou empresas ao tomar
decisoes de compra [Bilal and Almazroi 2022]. As plataformas de avalia¢do introduziram
e implementaram um sistema de votos uteis (onde os usudrios votam nas avaliacdes que
consideram tteis), mas essa estratégia depende muito da cooperagao do usudrio.

Neste artigo, avaliamos experimentalmente diferentes abordagens estabeleci-
das na literatura de PLN para classificar a utilidade em avaliagdes de produtos on-
line. Considerando que a grande maioria dessas abordagens se refere a corpora em
inglés e que as aplicacdes em portugués brasileiro sdo relativamente escassas, propo-
mos uma grande base de dados de avaliacdes de produtos da Amazon [Tufchi et al. 2023,
ElKafrawy et al. 2023], para predicdo de utilidade.

O restante do artigo estd organizado da seguinte forma. Na Secdo 2, apresenta-
mos e descrevemos a base de dados proposto. A Se¢do 3 descreve nossa configura¢io
experimental. Os resultados experimentais e sua discussao siao apresentados na Secao 4.
A ultima sec¢do, Secdo 5, conclui o artigo.

2. Base de Dados

Nesta se¢do, a base de dados utilizado neste trabalho sdo apresentados e brevemente de-
SCritos.

2.1. Data Collection

A base de dados proposto foi extraido do site de vendas Amazon !

mais populares para leitura e postagem de avaliagdes.

, uma das plataformas

Nossa base de dados considera varios dominios de produtos. Para a coleta, sele-
cionamos algumas das categorias mais populares na plataforma. Para cada uma dessas
categorias, coletamos todas as avaliagdes em portugués do Brasil dos 100 produtos mais
vendidos. Além das avaliacdes, também foram coletadas outras informacdes que podem
ser aplicadas para outras tarefas de andlise de sentimentos, como informagdes sobre o
produto e o usudrio. A coleta de dados foi realizada entre 28 de junho e 31 de junho de
2022. O Framework Scrapy? para extragio de dados de websites foi adotado nesta etapa.

2.1.1. Processamento de Dados

Ap0s a coleta de dados, realizamos uma etapa de processamento para normalizar os dados
numéricos. Os dados textuais estdo disponiveis sem nenhum pré-processamento, para que
os pesquisadores que desejam usar esta base de dados possam escolher os métodos mais
adequados de acordo com sua pesquisa. As estatisticas da base de dados estdo listadas na
Tabela 1.

2.2. Anotacao dos Dados

A anotacdo de utilidade foi feita com base nas informacdes de votos tteis. Como a
plataforma da Amazon nao fornece informag¢des sobre votos nao uteis, neste trabalho,
assumimos que qualquer avaliagdo sem pelo menos um voto ttil € considerada nao util.

'ttps://www.amazon.com.br/
https://scrapy.org/
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Table 1. Estatisticas da base de dados por classe. Simbolos como emojis nao
sao considerados, resultando em algumas avaliacoes com comprimento 0.

Medida Util | Nao Util | Total
Tamanho Méximo 250 221 250
Tamanho Minimo 0 0 0

Tamanho Médio 27,47 14,44 15,49
Tokens Unicos 28783 | 55308 | 61605
Niuimero de Documentos | 30516 | 348883 | 379399

2.3. Balanceamento dos Dados

Nossa base de dados apresenta um alto grau de desbalanceamento, o que poderia afe-
tar o desempenho dos classificadores. Para balancear nossa base de dados, reduzimos o
tamanho da classe que é abundante, removendo aleatoriamente documentos dessa classe.

2.4. Disponibilidade dos Dados

A base de dados final e o script para seu desenvolvimento serdo disponibi-
lizados no seguinte repositério publico: www.github.com/larifeliciana/
Helpful-Amazon-PT.

3. Configuracao Experimental

A avaliacdo experimental deste trabalho tem como objetivo comparar o desempenho de
modelos de classificacdo na predicao de utilidade. Foi selecionado um método popu-
lar da literatura de classificagdo de texto para extracdo de caracteristicas: TF-IDF. Es-
sas caracteristicas foram utilizadas como entrada para classificadores tradicionais de
aprendizado de méquina: k-vizinhos mais préximos (k-Nearest Neighbors), regressao
logistica (Logistic Regression), Naive Bayes, Floresta Aleatéria (Random Forest) e
Miquinas de Vetores de Suporte (Support Vector Machines). Além desses, dois modelos
BERT [ElKafrawy et al. 2023] foram ajustados (fine-tuned) e utilizados como modelos de
classificagdo: BERTimbau [Souza et al. 2020] (modelos BERT pré-treinados para o por-
tugués brasileiro) e BERT Multilingue [Devlin et al. 2018] (pré-treinado em 104 idiomas,
incluindo o portugués).

Na nossa avaliagdo, foi utilizada a validag¢do cruzada com cinco folds, na qual
a base de dados proposta foi dividida aleatoriamente em cinco partes balanceadas para
formar o conjunto de treinamento e o conjunto de teste. Quatro partes sdo usadas cada vez
para formar o conjunto de treinamento, € a parte restante € usada como conjunto de teste.
O processo de reamostragem foi realizado para evitar resultados obtidos por acaso. Foram
adotadas métricas de classificagcdo bem conhecidas: Precisdo Macro e Micro, Revocacao
(Recall) e Medida-F (F-measure).

4. Resultados e Discussao

Nesta se¢do, os resultados experimentais sdo apresentados e discutidos. A Tabela 2 mostra
os resultados de todos os modelos na predicao de utilidade.

Conforme mostrado nos resultados da Tabela 2, alguns classificadores tradicionais
de aprendizado de méquina tiveram bom desempenho, como a Regressao Logistica e a
Floresta Aleatéria. O SVM obteve o melhor desempenho, alcangando 84,3% de precisao.
Os modelos BERT tiveram desempenho muito semelhante ao SVM, alcangando uma pre-
cisdo de 84,1%. Apesar de terem alcangcado um bom desempenho, esses os classificadores
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Table 2. Resultados experimentais para predicao de utilidade. Melhores resulta-
dos para cada métrica aparecem em negrito.

‘ Modelo ‘ Acuricia ‘ Precisdo ‘ Revocacido ‘ F-Measure ‘ Treinamento (s) ‘ Teste (s) ‘
TF-IDF + KNN 0.7975 0.8947 0.6746 0.7691 2.01 25.46
TF-IDF + LR 0.835 0.8521 0.8108 0.8309 4.45 0.49
TF-IDF + NB 0.8372 0.9027 0.7558 0.8227 2.02 0.49
TF-IDF + RF 0.8306 0.8637 0.7852 0.8225 103.68 1.33
TF-IDF + SVM 0.8427 0.8751 0.7995 0.8356 1067.68 111.92
BERT (PT-BR) 0.8409 0.8641 0.8091 0.8357 769.74 18.47
BERT (Multilingual) | 0.8353 0.8790 0.7781 0.8253 869.06 18.70

apresentaram um longo tempo de execucdo médio para treinamento e teste, ambos levando
mais de 13 minutos. Em contrapartida, os classificadores com desempenho médio, como
a Regressao Logistica, tiveram um tempo de execugdo baixo, levando apenas alguns se-
gundos.

Os dois modelos BERT tiveram um desempenho semelhante entre si, o que pode-
ria indicar que ambos os modelos podem ser uma boa opg¢ao para essa tarefa.

5. Conclusoes

A quantidade de opinides fornecidas pelos usudrios na Internet todos os dias tem feito
com que tarefas de andlise de sentimentos sejam altamente requisitadas pelas empresas.
Dois desses desafios sdo abordados neste artigo: predicao de utilidade. Um conjunto de
dados extenso e rico em informacgdes foi desenvolvido por meio da coleta de avaliacdes
de produtos da Amazon em portugués do Brasil.

Diferentes abordagens da literatura para andlise de sentimentos foram adotadas
para extragdo de caracteristicas e classificacdo. O BERT, uma técnica de ponta para varias
tarefas de Processamento de Linguagem Natural, é usado neste estudo juntamente com
uma técnica tradicional de extracdo de caracteristicas, TF-IDF, e classificadores de apren-
dizado de maquina (k-Nearest Neighbors, Logistic Regression, Naive Bayes, Random
Forest e Support Vector Machines).

Os modelos BERT selecionados (BERTimbal e Multilingual), apesar do longo
tempo de treinamento, demonstraram ser Otimos modelos para ambas as tarefas,
alcancando alta precisdo. O classificador SVM também obteve 6timos resultados, porém
enfrentou problemas de escalabilidade devido ao longo tempo de treinamento e teste.

Existem algumas limitacOes associadas a nossa metodologia em termos de
rotulacdo de ajuda. Rotular avaliacdes sem classificagdo de ajuda como ndo 1iitil pode
ndo ser a melhor abordagem, pois vérias razdes podem levar a uma avaliacdo nao ser
votada, como baixa demanda pelo produto e avaliacdes publicadas recentemente (com
pouca visualizagcdo). Apesar desse problema, os resultados garantem a qualidade da base
de dados e mostram como essa tarefa pode ser realizada sem o uso de caracteristicas
criadas manualmente.

Em trabalhos futuros, pretendemos estender a avaliacdo comparativa com out-
ros modelos estado-da-arte da literatura de classificacdo de texto, como CNN e BilL-
STM. Também pretendemos analisar como diferentes etapas de pré-processamento (como
remocao de stopwords e stemming) podem afetar os resultados.
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Abstract. Twitter is an attractive source of information for several Natural
Language Processing (NLP) applications, especially sentiment analysis and
opinion mining. In this paper, we present a systematic description of
orthographic and lexical phenomena in a corpus of tweets from the stock
market domain in Portuguese. As a result, we propose a typology of the
phenomena that could support the definition of annotation guidelines for their
treatment within the Universal Dependencies framework of syntactic analysis
and the development of NLP applications that realize term disambiguation or
probabilistic ordering of options, as is the case with suggestions presented to
users by spelling checkers.

Resumo. Twitter é uma fonte atrativa de informagdo para varias aplicagoes
do Processamento Automdtico das Linguas Naturais (PLN), especialmente
andlise de sentimento e mineragdo de opinido. Neste artigo, apresenta-se uma
descri¢do de fenomenos ortograficos e lexicais em um corpus de tweets do
mercado financeiro em portugués. Como resultado, propoe-se uma tipologia
dos fenomenos que pode auxiliar na defini¢do de diretrizes de anota¢do
segundo o modelo gramatical Universal Dependencies e no desenvolvimento
de aplicagoes de PLN que fagam a desambiguacgdo de termos ou a ordenagdo
probabilistica de opg¢oes, como ocorre com a escolha das sugestoes
ortogrdficas apresentadas ao usudrio em um corretor ortografico.

1. Introducao

O Twitter ¢ uma fonte de informacdes valiosas para diferentes segmentos da sociedade
devido principalmente a influéncia dessas informagdes. Por conseguinte, aplicagdes
linguistico-computacionais (p.ex.: analise de sentimento e mineragdo de opinido) que
processam o conteudo gerado pelos usudrios (CGU) do Twitter t€ém sido muito
desenvolvidas no Processamento Automatico das Linguas Naturais (PLN) [Sanguinetti
et al. 2022]. E esse desenvolvimento ¢ desafiador devido a linguagem nao-padronizada
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dos tweets, que pode ter sentengas agramaticais, sequéncias de sintagmaticas curtas,
palavras com ortografia nao convencional e expressoes especificas de dominio. Para o
desenvolvimento das aplicagdes, ja ha etiquetadores morfossintaticos (taggers) e
analisadores sintaticos (parsers). Tal ferramental, alids, tem sido construido com base
nos treebanks ou corpora anotados (comumente com informagdes morfossintaticas e
sintaticas) [Sanguinetti et al. 2022]. Os tweebanks mais recentes possuem anotagao
segundo o modelo gramatical Universal Dependencies (UD) [Nivre et al. 2016].

Motivados pela necessidade de criacdo de diretrizes para a anotacao-UD de
tweebanks, autores como Sanguinetti et al. (2022) focaram em descrever as
idiossincrasias linguisticas mais gerais dos CGUs, propondo uma tipologia. Isso porque,
mesmo o CGU sendo um continuo de subdominios textuais que variam de acordo com
(1) convencgdes e limitagcdes especificas impostas pela plataforma utilizada (como blog,
forum de discussdo, chat online, microblog, etc.), (ii) grau de “canonicidade” em relagdo
a uma linguagem mais padronizada e (iii) dispositivos linguisticos adotados para
transmitir uma mensagem, ha fendmenos comuns a esse espectro. Embora haja
fendmenos comuns aos diferentes tipos de CGUs, a linguagem pode ser fortemente
marcada pelo dominio (ou assunto) do corpus.

Assim, apresenta-se aqui a descri¢do das caracteristicas ortograficas/graficas e
lexicais do corpus DANTEStocks!, que engloba 4.048 tweets em portugués sobre o
mercado financeiro. Acredita-se que a tipologia resultante da sistematizagdo dos
fendmenos pode auxiliar no processo de normalizacao dos fweets, desenvolvimento de
aplicagdes multigénero ou de uso geral que ndo requerem normaliza¢do e na defini¢do
de diretrizes de anotacdo segundo o modelo gramatical UD.

2. Trabalhos relacionados

Estudos sobre variantes ortograficas da lingua padrdo tém longa tradicio no PLN,
sobretudo devido as aplicagdes de correcao ortografica. Muitas das pesquisas se baseiam
nas 4 categorias de desvios de Damerau (1964) (inser¢des, exclusdes, substituicdes e
transposi¢des de letras). Com o objetivo de verificar se essas classes se aplicavam ao
portugués, Gimenes et al (2014), por exemplo, investigaram um corpus de blogs de
viagens € comentarios e, além das 4 categorias de Damerau, identificaram 3 categorias
extras: erros no uso de diacriticos, erros no uso da cedilha e erros relacionados a espago.

Sobre os tweets e géneros similares, Bertaglia (2017), por exemplo, visando a
construcdo de ferramentas de normalizacdo para UGC, investigou um corpus em
portugués composto por tweets, postagens de um foérum de discussdo e analises de
produtos. O autor identificou 3.699 palavras distintas que ndo constavam em um
dicionario de referéncia e anotou essas palavras em funcao de 8 categorias de desvios da
lingua padrdo: (i) erro ortografico (e de digitag¢do), (ii) acronimo, (iii) abreviagao, (iv)
internetés, (v) estrangeirismo, (vi) unidade de medida, (viii) nome proprio, e (vii) sem
categoria (isto €, tokens cuja classificagdo ndo € clara ou varia conforme o contexto).
Sanguinetti et al. (2022) propuseram uma sistematizacdo das particularidades
identificadas em corpora majoritariamente compostos por tweets com base em 2
dimensdes: canonicidade e intencionalidade. Por “canonicidade”, entende-se a

! https://drive.google.com/file/d/1wr9M4czkPgkUj1--U9GT9h8ncXcbrzv4/view?usp=sharing
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propriedade de um fendmeno ocorrer na lingua padrao ou ndo. “Intencionalidade” se

refere ao fato do fenomeno ter sido produzido deliberadamente ou ndo. Na hierarquia

dos autores, “marcas de expressividade”, por exemplo, sdo um tipo de fendmeno nao-

candnico e intencional, com os subtipos: (i) reduplica¢do de pontuagao (“!”->“!!”), (ii)

alongamento grafémico (“linda”->“linnda”), (iii) emoticons (“:-)”) e (iv) emojis (“9”).
A seguir, apresenta-se o corpus DANTEStocks?, que foi alvo deste trabalho.

3. O corpus DANTEStocks

O DANTEStocks ¢ um corpus de UGC em portugu€s composto por tweets sobre o
mercado financeiro. Ele resultou do refinamento ¢ da anotacdo morfossintatica do
corpus de Silva et al. (2020), cuja compilagdo se baseou na ocorréncia de menos um
ticker® de uma das 73 a¢des do IBovespa (principal indicador de desempenho das a¢des
negociadas na B3). Atualmente, o DANTEStocks possui 4.048 tweets (~81 mil tokens),
0s quais nao foram submetidos nenhuma normalizagao e, por terem sido compilados em
2014, t€ém no maximo 140 caracteres. Quanto a estrutura, o corpus engloba tweets com
diferentes constitui¢des internas, podendo apresentar (i) uma ou mais sentencas bem
delimitadas (1) e (2), (ii) auséncia de pontuagdo (3) ou pontuacao equivocada (4), (iii)
fragmentacao (5), e (iv) colagens de manchetes de outras fontes (6) [Di-Felippo et al.
2021].

(1) Sera k petr4 ja entrou na baixa?

(2) PETR4 subiu na bolsa 13,50. Muito bem, surpreso com o resultado.

(3) #PT conseguiu fazer propaganda eleitoral antecipada O que a @user* tem a dizer

sobre iss0?

(4) Bom dia Marcos, Alguma previsao para petr4?!

(5) #GGBR4 Suportes e resisténcias http://t.co/Azw6ylEVI9

(6) Logistica, ex-LLX, anuncia prejuizo de R$ 135,8 milhdes em 2013: A Prumo
Logistica, ex-LLX (LLXL3), divu... http://t.co/LwmlKPgssk.

O DANTEStocks possui anotacdo de emogao, realizada manualmente com base nos 4
eixos de oposi¢cdo emocional da teoria de Plutchik [Plutchik e Kellerman 1986] (joy vs
sadness, anger Vs fear, trust vs disgust e surprise vs anticipation) [Silva et al. 2020]. O
tweet (1), por exemplo, recebeu os seguintes rotulos para 3 dos pares emocionais: joy,
trust e surprise. O DANTEStocks também possui anotacdo semiautomatica em nivel
morfoldgico segundo a UD, na qual se especificaram o lema, a etiqueta morfossintatica
e os tragos lexicais/gramaticais (features) das palavras. O outro nivel de anotacdo, no
qual se explicitam as relacdes sintdticas de dependéncia (deprels), ainda nao foi
anotado. Na Figura 1, ilustra-se a anotagdo-UD completa de um tweet do corpus com
base em Sanguinetti et al. (2022). Nessa figura, as etiquetas morfossintaticas (part-of-
speech ou PoS)’ estio em caixa alta, como NOUN para “acordo”. Acima, estdo os
lemas, como “voo” para “voos”. As deprels estdo indicadas por setas rotuladas que se
originam no head e se destinam ao dependente. Na figura, “acordo” ¢ dependente de

2 https://drive.google.com/file/d/1wr9M4czkPgkUj1--U9GT9h8nc X cbrzv4/view?usp=sharing

3 Em (1), por exemplo, o ticker “petr4” indica agdes preferenciais da Petrobras.

4 As mengdes aos usudrios do Twitter foram anonimizadas.

5 A versdo 2.0 da UD dispde de 17 tags de PoS e de critérios para o emprego/anota¢do de cada uma delas.
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“assinou” e estes estdo conectados pela deprel® obj (objeto direto’). O verbo “assinou” é
o root dessa representacdo. Os tracos ndo constam na Figura 1, mas, segundo a UD,
“acordo”, por exemplo, tem os tragos-valores: Gender=Masc ¢ Number=Sing.

— discourse

i —

\

)

(nsuby |

[ . fe=)y | -|
v | il . ! Vo v
#BR #BOVESPA #GOLL4 Go|  asinov  acordo de compartilhamento  de Voos  com TZP hitp:/'t.cowHGukBgTqp
#BR #BOVESPA #GOLL4 Gol  assinar  acordo de companilhamemo de  woo com  TAP . ppoit coiwHGukBgTgp
X X X PROPN VERB  NOUNADP NOUN ADP NOUN ADP PROPN PUNCT SYM

Figura 1. Exemplo de tweet do DANTEStocks com anotacdo-UD.

3. Procedimento metodolégico

A identificacdo das particularidades gréficas/lexicais foi feita a partir da anotacdo
semiautomatica de PoS. Em linhas gerais, o corpus foi automaticamente anotado pelo
parser UDPipe2 [Straka 2018] e, na sequéncia, submetido a revisdo manual de 3
anotadores humanos diferentes, sendo que os casos de divergéncia entre os anotadores
foram adjudicados por uma linguista sénior. Especificamente, a revisdo manual das
etiquetas foi feita em duas etapas. Na primeira, os anotadores humanos identificaram
apenas as classes gramaticais das palavras conhecidas (isto ¢, pertencentes ao
vocabulario da lingua geral) com base em manuais que contém diretrizes para a
anotacdo UD do portugués e para os fendomenos tipicos dos tweets, e assinalaram, com a
etiqueta genérica Typo=Yes, todos os tokens que possuiam algum tipo de variagdo de
forma frente a grafia padrdo ou que ndo estavam presentes em dicionarios da lingua
geral. Na segunda etapa, todos os casos de 7ypo=Yes foram analisados e anotados com
suas respectivas etiquetas PoS. Isso foi feito porque, para a maioria dos casos de
Typo=Yes, ainda ndo havia diretrizes de anotacdo-UD e estas precisaram ser
identificadas na literatura ou desenvolvidas para o corpus em questao.

Assim, a identificagdo das particularidades graficas e lexicais do DANTEStocks
foi feita com base nos 1.363 fokens anotados com Typo=Yes. Esses casos foram
organizados em uma tabela no formato .xls e cada caso analisado individualmente,
buscando-se identificar classes ou categorias de fendmenos.

4. A tipologia de fendmenos ortograficos e lexicais

N .

A natureza dos fenomenos presentes nos 1.363 fokens levou a identificacdo de 2
dimensdes: “Norma® Padrio” e “Norma Inovadora”. A Figura 2 exibe a organizagio
hierarquica das idiossincrasias do DANTEStocks nessas duas dimensoes.

® A UD 2.0 prové 37 deprels e critérios para o emprego de cada uma delas.

7 Relagdo entre o predicado verbal e o segundo argumento core do verbo (o primeiro é nsubj).

8 Por “norma”, entende-se “o conjunto de fatos linguisticos que caracterizam o modo como normalmente
falam as pessoas de certa comunidade” [Faraco 2008, pag 40].
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Transposicao Espaco
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Metalinguagem ——— Mengé&o
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URL
Fendmeno de Ticker
dominio Cashtag

Figure 2. Tipologia de idiossincrasias graficas/lexicais do DANTEStocks.

A “Norma Padrdo” engloba fenomenos considerados desvios da norma-padrdo por
diversos motivos (como desconhecimento da ortografia, influéncia do meio e
dispositivo, influéncia de novas regras fonéticas, etc.). As categorias dessa dimensao
foram definidas com base no conceito de “caractere” do padrio Unicode’!'?. Nesse
padrdo, letras com diferentes capitalizagdes (“a” e “A”), diferentes acentuacdes (“0” e
“6”), diacriticos (em isolado) (“~”) e o proprio espaco sdo caracteres diferentes e, por
isso, representados por codigos Unicos. Para ilustrar, a letra minuscula “o0” tem o cédigo
U+006F e a letra maiuscula “O” ¢ codificada por U+004F. Além disso, um caractere
como “a” pode ser concebido como a composicdo de 2 code points (p. ex.: ao se digitar
“” + “a”, obtém-se o “4”), o qual, nos algoritmos de normalizacdo do Unicode, ¢

? http://www.unicode.org/standard/WhatlsUnicode.html
10 Ha code points para mais de 1 milhdo de caracteres, permitindo que as maquinas representem e
manipulem de forma consistente texto de qualquer sistema de escrita.
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convertido para um code point Gnico. Sendo assim, a adogdo do caractere permite
identificar e classificar as variagdes graficas com base em um critério genérico,
abrangente ¢ concreto, além de amplamente empregado na Computagdo. Aplicando o
conceito de caractere as categorias de Damerau, os fenomenos dessa dimensdao foram
organizados em classes, tipos ¢ subtipos. Ressalta-se que um mesmo token pode
apresentar mais de um fendmeno da Norma Padrdo. A ‘“Norma Inovadora” engloba
fendmenos que sdo empregados de modo a concorrer com outras palavras da linguagem-
padrdo para expressar um mesmo conceito ou de modo a expressar um conceito novo.
De certa forma, essa norma se relaciona as “variantes linguisticas” de uma comunidade
de fala, as quais, necessariamente, ndao estdo contempladas na norma-padrdo, pois séo
resultados da utilizacao de recursos ortograficos de forma criativa e inovadora.

1) Norma Padrao

o Substitui¢do. ocorre quando ao menos um caractere (diacritico ou nao) de um foken ¢
substituido por outro, ocasionando um erro da ortografia padrdo. A substituicdo de
diacritico pode ser de 2 tipos: (i) cedilha, como “acougue” (“agougue”), pois, embora
haja um code point unico para o diacritico do cedilha, este ¢ indissociavel da letra
“c”, e (ii) diacritico por outro, como “mae” (“mae”). Os demais casos de substitui¢do
envolvem (i) capitalizacdo (maiuscula e minuscula), como “dilma” (“Dilma”), (ii)
substitui¢ao de hifen por espago (e vice-versa), como “cruz credo” ao invés de “cruz-
credo”, ou (iii) outro caractere, como ocorre em “hirario” ao invés de “horério”.

e Omissdo. ocorre quando um caractere deixa de ser expresso. Uma omissdo pode ser
relativa a (i) diacritico, pois o usudrio deveria ter digitado duas ou mais teclas para
compor o caractere, mas nao o fez, como “esta” (“estd”), ou (ii) demais caracteres,
como a auséncia do s plural no final de “agde” (“agdes”).

e [nsercdo: ocorre quando um caractere ¢ inserido da palavra. Uma insercao pode ser
relativa a (i) diacritico, como “Petrobras”, quando o correto seria “Petrobras”, (ii)
espaco, como “a final” ao invés de “afinal”, e (ii1) outro caractere, como “Streaddle”,
quando o correto ¢ “Straddle”.

e Transposi¢do.: ocorre quando um caracter ¢ trocado de ordem com outro. Uma
transposi¢cdo pode ser de (i) espaco, como “meua migo”, quando o correto € “meu
amigo”, ou de (i1) demais caracteres, como “acrodo” ao invés de “acordo”.

2) Norma Inovadora

o Abreviagcdo: fendbmeno que gera um token mais curto do que a palavra ou expresdo
que lhe deu origem, podendo ser: (i) acronimo, isto &, token composto pelas letras
iniciais ou silabas de uma multi-palavra e que tem prontncia de palavra Uinica, como
“Cemig” (“Companhia Energética de Minas Gerais)”; (ii) inicialismo, que se observa
em um foken composto pelas letras iniciais de uma multi-palavra e que ¢ prounciado
letra por letra, como“lp” (“longo prazo”); (iii) encurtamento, isto é, auséncia das
letras finais de foken, como “q” (“‘que”), (iv) contracdo, observado em um token com
letras intermediarias ausentes, como “enqt” (“enquanto”), e (v) truncamento, isto &,
token quebrado que, no caso do DANTEStocks, ocorre no final do tweet, comumente
seguido por reticéncias, € que se deve ao limite de caracteres, como “divu”
(“divulgou’) no exemplo (6).
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e Neologismo: resulta em uma palavra nova ainda nao institucionalizada (isto ¢, nao
abonada e incluida em dicionario), podendo ser de 3 tipos: (i) aglutinagdo, que se
observa em um foken resultante da jun¢ao de 2 palavras, como “Ibolixo” (“Ibovespa”
+ “lixo”); (i1) derivagdo, que resulta da adicdo de um afixo a uma radical ja existente,
como “diretassa” (“direta” + ‘“-assa (-aca)”) e (iii) influéncia estrangeira, que se
observa em uma palavra formada com base em outra lingua, como “estopar”, que
provém do verbo em inglés “stop” (“parar’) e significa “interromper venda ou
compra de um ativo diante de dado prego”.

e FExpressividade: fendmeno que majoritariamente simula sentimento expresso pela
prosodia, expressao facial ou gesto na interagdo direta, podendo ser: (i)
prolongamento grafémico, como “noossaaa” (“nossa”), (ii) variagdao dialetal, como
“malmita” (“marmita”), (iii) simbolismo, isto €, ocorréncia de um caractere
simbdlico (seja emoticon, emoji, smiley ou outro) em substituicdo a uma palavra ou
parte dela, (iv) capitalizacdo, como “FEIO” no tweet (7) “#btow3: eita papel FEIO.
#goll4 de olho na média moével”, e (v) disfarce, que € a substituicdo de uma ou mais
letras por um caractere especial para indicar autocensura, como “m*” (“merda”).

e Reescrita homofona: refere-se a uma variacao grafica motivada pela fonética ou pela
simplificagdo de diacriticos, podendo ser: (i) fonetiza¢do, que € a representagdo da
fala na escrita, como “krai” (“caralho”), e (ii) substituicdo grafémica, que € o uso de
uma letra a mais em substituicdo a um diacritico, como “neh” (“né”) e “tou” (“t6”).

o Metalinguagem: corresponde a todo foken que tipicamente ocorre no Twitter e que,
por isso, ndo esta previsto em dicionarios, como (i) hashtag (pe.x.: #PT em (3)), (ii)
menc¢do, como se observa em (3), (iif) marca de retweet (RT), como no tweet (8)
“Regido 24,60 a 24,65 RT @Live Trade: Fibr3 observo p/ compra”, e (iv) URL, que
se observa nos tweets (5) e (6).

e Fenomeno de dominio: todo token que ocorre recorrentemente em tweets do mercado
financeiro, como os tickers (p.ex.: em (1), (2) e (6)) e cashtags como no tweet (9)
SPETRS - Petrobras (petr) - Comunicado http://t.co/mHuClyQmpFi.

5. Consideracoes finais

Atualmente, tem-se definido o conjunto de diretrizes e tags para a anotagdo dos
fendomenos da Figura 2. Tendo em vista a ado¢do do modelo UD, as fags estdo sendo
propostas em inglés.

Para os fen6menos da dimensdo denominada Norma Padréo, objetiva-se adotar a
tag Typo=Yes na coluna FEATS (destinada a atributos morfologicos) do formato
CoNLL-U!"' como indicado pela prépria UD e, na coluna MISC (reservada para demais
informacdes e cujas fags podem ser definidas para um treebank especifico), poder-se-a
empregar uma tag adicional, como [SNorm:sStandard norm], com os seguintes valores
possiveis: [Sub=substitution, om=0mission, In=insertion, Tr=transposition, ot=other].
A coluna MISC pode conter ainda outra tag para esses fenébmenos, como [Type : type], a
qual especificaria 0 desvio. Essa etiqueta poderia ter os valores [ced=cedilla,
Dia=diacritic, cap=capitalization, Hi f=hifen, spc=space, ot=other].

Quanto a classe das abreviagdes (Norma Inovadora), objetiva-se seguir a diretriz
geral da UD que prevé o emprego da fag Abbr=Yes na coluna FEATS. Ademais,

! https://universaldependencies.org/format.html.
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pretende-se empregar, na coluna MISC, uma tag adicional como [INorm: innovative
norm], cujos valores possiveis correspondem aos 5 tipos de abreviagdes, que sdo:
[Acr=acronym, Init=initialism, Short=shortening, Cont=contraction,
Trunc=truncation]. Para os demais fendmenos da Norma Inovadora, pretende-se anota-
los por meio da tag INorm na coluna MISC, cujos valores possiveis representam os 16
tipos de fendmenos, a saber: [Aggl=agglutination, Der=derivation, Fgn=foreign,
Ext=graphemic stretching, Dial: dialectal variation, sym: symbolism, Upp: uppercase,
Dis: disguise, Fon: fonetization, subst: graphemic substitution, Hasht: hashtag, Me:
mention, Ret: retweet, URL: URL, Tic: ticker, casht: cashtag].

Uma vez que o conjunto de etiquetas estiver de fato definido, o DANTEStocks
sera inteiramente anotado, revisando os casos iniciais que deram origem a tipologia, €
identificando outros que porventura nido estavam na lista inicial. Na sequéncia,
pretende-se fazer um levantamento estatistico dos fendmenos/tags, gerando uma
caracterizacdo do dominio/corpus. Validar a taxonomia em outro corpus de tweets €
uma possibilidade de trabalho futuro. Por fim, ressalta-se que a descri¢do dos
fenomenos ora apresentada nao sé pode contribuir para a defini¢do de diretrizes de
anotacdo-UD, mas também para que aplicagdes de PLN possam levar em conta a
distribui¢do desses fenomenos, seja de forma geral ou em algum género ou dominio
especifico, de modo a permitir, por exemplo, a desambiguacdo de termos, ou a
ordenagdo probabilistica de opgdes, como ocorre com a escolha das sugestdes
ortograficas apresentadas ao usuario em um corretor ortografico (p.ex.: [Gimenes et al.
2015)).
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Abstract. Rhetorical Structure Theory (RST) is a discourse theory in which the
coherence of a text can be characterized by a tree structure, where the
discourse units are the leaves and the nodes represent the rhetorical relations
between them. Although it is known that the identification of connectives that
indicate these relations plays an important role in text processing, the absence
of a prototypical discourse marker does not eliminate the possibility of their
interpretation. In this paper, we describe the analysis of a sample from a
corpus already annotated with RST, aiming to identify how these relations are
signaled in the discourse. The results highlight the importance of investigating
other flags in addition to DMs.

Resumo. Rhetorical Structure Theory (RST) é uma teoria discursiva na qual a
coeréncia de um texto pode ser caracterizada por uma estrutura de drvore, em
que as unidades discursivas sdo as folhas e os nos representam as relacoes
retoricas entre elas. Embora seja conhecido que a identificacdo de conectivos
que indicam as relacoes desempenha um papel importante no processamento
do texto, a auséncia de um marcador discursivo (MD) prototipico ndo impede
a possibilidade de sua interpretacdo. Nesta proposta preliminar, descreve-se a
andlise de um recorte de um corpus jd anotado com RST, com o objetivo
identificar como as relacbes sdo sinalizadas no discurso. Os resultados
destacam a importdncia de investigar outros sinalizadores para além de MDs.

1. Introducao

O modelo tedrico RST (Rhetorical Structure Theory) é uma teoria linguistico-descritiva
que tem o discurso como ponto de partida e visa analisar e descrever “fendmenos de
ordem sintdtica, semantica e pragmditica que se ‘“‘gramaticalizam” nos textos”
[Hirata-Vale e Oliveira 2014, p. 406]. Trata-se de um modelo muito utilizado no
Processamento de Lingua Natural (PLN), contribuindo sobretudo com a construciao de
parsers ¢ de ferramentas automaticas de sumarizagao, traducao e avaliagdo de textos.

Tendo origem no trabalho de Mann e Thompson (1988), a RST se enquadra no
chamado Funcionalismo da Costa-Oeste Norte-Americana e estabelece diretrizes para a
anotacdo e descricdo das relagdes retéricas (também nomeadas discursivas ou de

258



coeréncia) de um texto, ou seja, das relaches que permitem a coesdo e coeréncia
textuais. Tem-se como objeto de estudo as relacdes estabelecidas entre niicleo e satélite
- além da consideragdo de relacdes multinucleares -, explicitando-se a inten¢do
(producgdo do falante/escritor) e o efeito (recep¢@o do ouvinte/leitor) do que € dito. Na
Figura 1, exemplificamos as rela¢des retéricas de um fragmento de texto extraido do
corpus CSTNews [Cardoso et al., 2011]":

Sequence

Attribution
B Seguence
Segundo uma o avido, de A aeronave e & caiu, em chamas,
porta-voz da OMU, fabricacdo russa. chocou com uma zobre umna floresta a
estava tentando montanha 15 quildmetros de
aterrissar no distincia da pista do
aeroporto de Bukavu aefoporto.
em meio a uma
tempestade.

Figura 1. Exemplo de relacoes RST do corpus CSTNews

Na Figura 1, a arvore apresenta trés relacdes retdricas: em 2-3, o satélite
(Segundo uma porta-voz da ONU) caracteriza-se por apresentar a fonte de uma
mensagem e o nicleo, a mensagem; tanto em 4-5, como em 2-5, t€ém-se relacdes
multinucleares, pois apresentam nucleos em sequéncia, tendo como efeito o
reconhecimento de uma sucessao temporal dos eventos.

Segundo Taboada e Mann (2006), a taxonomia adotada na RST nio ¢ fixa, isto &,
ndo existe uma prescri¢do da teoria para o conjunto de relagdes retdricas possiveis para
uma lingua. No entanto, os autores salientam a necessidade de prudéncia na quantidade
de relacdes, devido as dificuldades no processo manual de identificacdo e anotacdo de
um texto. Para o portugués brasileiro (PB), Pardo (2005) propde um conjunto de 32
relacdes retdricas possiveis’, em que sdo estabelecidas informacdes relativas as
restri¢des sobre o nucleo, o satélite, a relacdo nicleo-satélite, além de possiveis efeitos
desencadeados no leitor.

As relagdes retéricas sdo comumente determinadas com base nos marcadores
discursivos (MDs)? presentes em um texto. Da anota¢do do CorpusTCC, Pardo (2005, p.
64-67) criou um quadro com a distribuicdo dos MDs em funcdo das relagdes que

"' A drvore em (1) foi visualizada e extraida na RSTTool, ferramenta utilizada para elaborar e abrir
diagramas, disponivel para download em: http://www.wagsoft.com/RSTTool/section2.html. Acesso em
junho de 2023.

’Relagdes retoricas do PB, segundo Pardo (2005): antithesis, attribution, background, circumstance,
comparison, concession, conclusion, condition, contrast, elaboration, enablement, evaluation, evidence,
explanation, interpretation, join, justify, list, means, motivation, non-volitional cause, non-volitional
result, otherwise, parenthetical, purpose, restatement, same-unit, sequence, solutionhood, summary,
volitional cause, volitional result.

* Assim como definido por Das e Taboada (2018), nesta pesquisa marcadores discursivos, também
nomeados conectivos, sdo os elementos de um texto que estabelecem relagcdes entre as proposicdes,
incluem as conjungdes, locug¢des conjuntivas, locugdes preposicionais e expressdes lexicalizadas.
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sinalizam. Segundo o autor, embora nem todas as relacdes possuam MDs associados, os
textos anotados com a relacdo Sequence, por exemplo, possuiam, majoritariamente, 0s
marcadores e, a partir de, em seguida; ja a relagdo Explanation foi marcada por pois,
isto é e porque.

Taboada e Das (2013) destacam que a compreensdo de textos parte da
constru¢do de uma representacdo das informagdes presentes nele, em que uma parcela
desse processo compreende remontar as possibilidades de organizagdo das proposicoes.
Os autores apontam que a identificacdo de conectivos que indicam as relacdes possiveis
facilita o processamento do texto, mas que a auséncia de um marcador discursivo
prototipico ndo furta a possibilidade de sua interpretacdo. Assim, argumentam que as
relacdes de coeréncia sdo, na verdade, entidades cognitivas e, por conta disso, ha
possibilidade de interpretacao do texto. Como resultado, trabalhos nessa perspectiva nao
consideram as relagdes ndo sinalizadas. Em (1), exemplo extraido de Das e Taboada
(2018), as sentencas podem ser anotadas no modelo RST como Contrast; porém, seria
uma relacdo implicita, jJ& que ndo apresenta nenhum MD explicito. Apesar disso, €
possivel compreender o contraste quando considera-se as unidades lexicais fall e short.

(1) John is tall. Mary is short.*

Nesse sentido, em estudos mais recentes [Antonio 2017; Das e Taboada 2018]
discute-se a necessidade de criagdo de tipologias dos sinalizadores discursivos para além
dos marcadores, tais como entonagdo, cadeia lexical, pontuagdo, tempo verbal, entre
outros, ja que nem toda relagdo possui um marcador discursivo “explicito”/“prototipico”
a ele relacionado.

Sendo assim, baseando-nos na proposta de Das e Taboada (2018), objetivamos
analisar um recorte de um cOrpus ja anotado em RST, para avaliar os sinalizadores
presentes nos textos. Trata-se de uma caracterizagdo preliminar da qual derivara uma
tipologia de sinalizadores (simples e combinados) para as relagdes retoricas do PB. Para
tanto, este artigo estd organizado da seguinte maneira, além desta introducdo: na secdo
2, descrevemos os trabalhos de base para a presente investigacdo, ou seja, as
contribui¢cdes de Antonio (2017) para o PB e Das e Taboada (2018) para o inglés; em
seguida, apresentamos os processos e decisdes metodoldgicas desta pesquisa; nossas
primeiras percep¢des sobre o processo de anotacdo dos sinalizadores em cOrpus do PB e
as consideracdes iniciais desta tarefa; e, entdo, as consideragdes finais e trabalhos
futuros.

2. Sinalizadores discursivos

Nesta se¢do destacamos dois trabalhos relacionados aos objetivos tragados para esta
pesquisa. E importante salientar que os trabalhos apresentados se baseiam em diferentes
registros linguisticos: Antonio (2017) parte de um corpus oral, semi-formal e analisando
o PB; ja Das e Taboada (2018) analisam um corpus de textos jornalisticos do Inglés.

De acordo com Antonio (2017, p. 105), “as relacdes de coeréncia, por serem de
sentido, e ndo de forma, podem ser estabelecidas e interpretadas independentemente de
serem marcadas explicitamente por conectivos”. Posto isso, o autor investiga a

* Tradugdo livre: “John € alto. Maria € baixa.”.
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percepcio de professores universitirios em relagdes retéricas de 10 excertos de textos
orais, considerando-se elementos para além dos MDs.

Como resultado, Antonio (2017) elenca as seguintes pistas formais destacadas
pelos informantes: sinais de pontuacdo (dois pontos); modo de oragdo
(pergunta-resposta); aspectos fonoldgicos (entonagdo); aspectos morfossintiticos

(tempo verbal, expressoes adverbiais); aspectos semanticos (interdependéncia entre os

estados-de-coisas; o proprio sentido das porcoes textuais envolvidas ou de
palavras-chave nessas porcoes textuais, como paralelismo nas construgoes; referéncia

anaforica); e aspectos cognitivos (ativacdo de referentes a partir de um modelo
cognitivo global).

Para o inglés, Das e Taboada (2018), a partir de um c6rpus ja anotado com as
relacdes retoricas (RST Discourse Treebank), realizam uma anotacdo minuciosa dos
sinalizadores discursivos dessas relagdes, construindo assim o RST Signalling Corpus.
Para tanto, os autores consideraram elementos formais para além dos MDs, organizando
a taxonomia conforme se apresenta na Figura 2, retirado de Das e Taboada (2018).

DM

—I reference

—| single I—-I semantic

relative clause
syntactic
infinitival clause

graphical

signal

—|reference + synlacticH personal ref + subject NP

| —| semantic + syntactic |
-| unsure —| graphical + syntactic |

Figura 2. Fragmento da taxonomia hierarquica de sinalizadores discursivos

Na Figura 2, Das e Taboada (2018) pontuam que uma determinada relacdo pode ser
anotada por um sinalizador tuinico (tais como MDs, referéncia pessoal, oracdo relativa,
dois pontos) ou um sinalizador combinado (virgula + oragdo no participio passado;
construcdo sintdtica paralela + cadeia lexical, entre outros). Além disso, no processo de
anotagdo, os autores relatam que houve casos anotados como incertos, nos quais nao foi
possivel estabelecer com precisao o sinalizador que denota determinada relagao.

3. Processos metodolégicos

Para viabilizar esta investigacdo, foi selecionado o corpus CSTNews [Cardoso et al.
2011] que € anotado manualmente de diferentes maneiras quanto a organizacdo do
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discurso, sendo uma delas a RST. O cérpus possui 50 conjuntos de textos (clusters),
organizados por assunto, que foram coletados manualmente no ano de 2007. No total,
sd0 140 textos jornalisticos, que juntos contabilizam 2.088 sentengas e 47.240 palavras.’

Os anotadores realizaram uma andlise incremental, aproveitando a estrutura
organizacional do texto fonte. Nessa abordagem, assume-se que as oragdes adjacentes
dentro das sentencas devem ser relacionadas em primeiro lugar, seguido pelas sentengas
adjacentes dentro dos pardgrafos, e, por fim, os pardgrafos adjacentes sdo relacionados.
Na maioria das anotacdes, estabeleceram-se relacionamentos bindrios, ou seja,
conectaram-se dois segmentos em uma relacdo. Ao final, observou-se a prevaléncia das
relacdes Elaboration, List, Attribution, Parenthetical e Same-unit no corpus.

Nesta pesquisa partimos de um cOrpus anotado com RST, como proposto por
Das e Taboada (2018) para a lingua inglesa. Em nosso caso, utilizamos o CSTNews e
selecionamos aleatoriamente, para a anotacdo manual dos sinalizadores, 9 clusters, que
se constituem pelo conjunto de textos (de 2 a 3 textos jornalisticos) sobre a mesma
noticia, totalizando 21 documentos anotados. Esse processo foi realizado por trés
anotadores em grupo, o que possibilitou discussdes e tomadas de decisdes conjuntas e
imediatas. Para esta andlise preliminar, decidimos identificar apenas sinalizadores
intrasentenciais; os possiveis sinalizadores intersentenciais serdo analisados numa fase
posterior devido a dificuldade de haver consenso entre os anotadores, mesmo em um
processo manual.

Com a anotacdo finalizada, passamos para a etapa de reflexdo e andlise dos
sinalizadores apontados e as possiveis vinculacdes com relagdes retdricas especificas,
conforme descrevemos na proxima se¢ao.

4. Discussoes e resultados

Antes da apresentacdo dos dados anotados, destacamos o fato de que, devido a decisdao
metodolégica de anotacdo de documentos pertencentes a um mesmo cluster, muitas
relacdes e sinalizadores se repetiram, por se tratar de proposi¢des redundantes ou com
pequenas e sutis variagdes. Além disso, indagamos a segmentagdo e anotacdo de
algumas proposi¢des do corpus, no entanto, neste trabalho preliminar, decidimos ignorar
esses casos e investigd-los em trabalhos futuros.

Sendo assim, as discussOes e resultados apresentados nesta se¢do sdo de cunho
qualitativo, a partir de observacdes e discussdes gerais dos dados anotados, com foco
nas relagcdes mais eminentes, a saber: Attribution, Elaboration, Parenthetical, List,
Sequence e Same-unit. O Quadro 1 apresenta o tipo de sinalizador e as tags anotadas no
corpus CSTNews para as relagOes destacadas.

3 Detalhes sobre o processo de anotagio RST do cérpus CSTNews, tais como anotadores, regras de
segmentacao e concordancia da tarefa, podem ser encontrados em Cardoso et al. (2011).
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Quadro 1. Relacoes retéricas e sinalizadores discursivos
Relagao Sinalizadores Exemplos

Attribution  |pontuacdo  (aspas, virgula) H(2) ["Estamos resistindo a tentacdo de chamar o paf
informagdo sintatica (verbo de| de planeta duplo porque ele provavelmente nio se
comunicagdo (acrescentar, dizer,] formou do jeito que os planetas no nosso sistema
informar) e fonte). solar apareceram",] [acrescenta Ivanov.]

MD (que) + informagdo sintatical(3) [O ministro da Defesa, Nelson Jobim, informou|

(verbo de comunicagdo] no fim da noite desta terca-feira] [que 3]
(acrescentar, dizer, informar) e[ economista Solange Vieira, de 38 anos, serd a
fonte). nova presidente da Agéncia Nacional de Aviacdo
Civil (Anac)].
Elaboration |pontuagdo (virgula) + pronome|(4) [Inicialmente, Solange Vieira,] [que ¢é assessora
relativo (que). especial de Jobim,]
pontuagdo + passiva (5) [Segundo o jornal “Choson Sinbo”,] [publicado
pela Associacio de Residentes Coreanos no
Japao]
List paralelismo + MD (e) (6) (...) uma dupla de planctas errantes (...) [que]

giram ao redor deles mesmos] [e que vagam
livremente pelo espaco.]

Parenthetical pontuagdo (parénteses, travessdo)(7) [O presidente do Conselho de Etica do Senado
virgula) + sigla Leomar Quintanilha] [(PMDB-TO)]

pontuacdo + mudanga de topico (8) “(...) [publicado pela Associagdo de Residentes
corcanos no Japao] [(préxima ao regime
comunista da Coréia do Norte),]
Same-unit pontuagao (virgula) H(9) [A selegdo brasileira masculina de volei, que é
(concordancia verbal (venceu)) +{ treinada por Bernardinho,] [venceu a Finlandia
sucede uma relacdo encaixada] por3setsa0.]
(como Elaboration ou
|Parenthetical)
Sequence MD (e) + tempo verbal (10) [Alvo de criticas incisivas da oposi¢ao desde o
acidente com o Airbus da TAM, o atual presidents
da Anac, Milton Zuanazzi, ja teria concordado
em renunciar] [e deve entregar o cargo nog
proximos dias.]

pontuagdo (virgula, ponto final) +|(11) [O time comandado pelo treinador Bernardinho
numeral s6 encontrou um pouco mais de dificuldades no
segundo set.] [No terceiro, mesmo com varios
reservas como o levantador Marcelinho e Samuel
os brasileiros conseguiram fechar a partida com
tranqiilidade.]

Conforme se observa no Quadro 1, as relacdes que se sobressairam na anotacio
possuem sinalizadores combinados, gramaticalizados por MDs prototipicos somados a
outros sinais, sobretudo pontuagdo, aspectos morfologicos (tempo verbal) e
informagdes sintdticas (construgdes de comunicagdo, passiva lexical, concorddncia
verbal, oragées subordinadas).

A relacdo Attribution apresentou duas possibilidades de combinagdes de
sinalizadores, relacionadas ao discurso em estilo direto (2) e indireto (3). Para a
anotacdo manual, foi possivel identificar a introducdo do estilo indireto pela conjun¢do
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(MD) que. No entanto, é sabido que, para qualquer anotacdo morfossintdtica, a
multifuncionalidade de que é uma questdo complexa para o processamento automatico
da lingua. E o caso, por exemplo, da diferenca encontrada entre que nas relagdes de
Attribution e que nas relacdes de Elaboration, em que o primeiro é anotado como MD,
mas o segundo atua como pronome relativo. Essa complexidade inerente a anotacdo
morfossintitica ressalta a necessidade de sinalizadores combinados para a identificacdo
adequada das relagdes em andlise.

As relagdes Elaboration e Parenthetical aparecem encaixadas a proposicoes
nucleares, unidas sobretudo por sinais de pontuacdo (virgula, travessdo e parénteses). A
relacdo Parenthetical se distingue ao ser anotada sempre em que sdo inseridas siglas no
texto, além dos casos de mudanca de topico, caracteristicos do acréscimo de uma
informacdo adicional (colocada entre parénteses ou travessdao). Por sua vez, a relacdo
Elaboration, mais abundante no cOrpus, se assemelha ao comportamento das oracdes
relativas (restritivas e explicativas), tendendo a ser introduzidas pelo pronome relativo
que, embora apresente outros comportamentos, como se verifica em (5). Referente a tag
[pontuacdo + passiva], salientamos a dificuldade de anotagdo para a distin¢cdo entre
participio passado (dai a justificativa para anotacdo da relacdo pela existéncia de uma
passiva lexical) e adjetivo, visto que algumas relagdes de Elaboration verificadas no
corpus se caracterizam pelo encaixe introduzido por um adjetivo, como em: [Invicto na
competic¢do,] [o Brasil estd trangiiilo na lideranca do Grupo B.]. Portanto, em trabalhos
futuros a anotagdo [passiva] deverd ser estudada com mais detalhes.

As relacdes List e Sequence sdo multinucleares, mas a primeira € identificada
por relacionar itens comparaveis apresentados nos nucleos, enquanto a segunda se
caracteriza por desencadear no leitor o efeito de reconhecimento de sucessdo temporal
dos eventos apresentados. Essa diferenca de restricdo e efeito se materializa nas tags
anotadas para cada relagdo: apesar de ambas serem marcadas pela conjuncio e, a
relacdo List enfatiza a igualdade e comparagdo entre as proposicdes, indicada, em
muitos casos, pela simetria entre as estruturas sintéticas (paralelismo), como em (6); ja a
relagdo Sequence é marcada pela ideia de sucessdo, que se faz evidente tanto pela
distin¢do temporal a partir da conjugagdo verbal (10), quanto pela ordem numérica de
um determinado processo/progresso (11).

Por fim, destacamos os sinalizadores combinados da relagdo Same-unit, em que
as informacgdes apresentadas constituem uma tnica proposi¢do. Na maioria dos casos,
essa relacdo foi identificada devido a concordancia verbal. No entanto, uma
caracteristica comum aos casos de Same-unit foi o fato de essa relacio ser precedida por
alguma relacdo RST encaixada (Parenthetical ou Elaboration), o que pode ser uma
informacdo util para o estabelecimento de regras para identificacdo automaética dessa e
de outras relagdes associadas.

Evidentemente, outras relacdes foram anotadas com sinalizadores simples e
combinados no recorte do corpus anotado, mas propusemos a descri¢do dessas seis
relacdes devido a sua frequéncia elevada. Os exemplos do Quadro 1, de (2) a (11),
ilustram a importincia de se reconhecer sinalizadores para além dos MDs e indicam
caminhos, ainda que preliminares, sobre as caracteristicas e a possibilidade de
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identificacdo e reconhecimento automadtico das relagdes retdricas de um texto - ao
menos do género jornalistico como o trabalhado nesta pesquisa.

5. Consideracoes finais e trabalhos futuros

Neste trabalho preliminar, nosso objetivo foi investigar pistas que pudessem sinalizar as
relacdes do modelo tedrico RST, partindo de um coérpus do PB pré-anotado. O tipo de
estudo exploratério que realizamos aqui demonstra a importancia e a dificuldade em
classificar relagdes RST considerando apenas MDs.

A ampla utilizacdo de MDs na identificacdo de relagdes RST pode ser justificada
por conta da possivel compreensao das relacdes do modelo como unidades de coeréncia
discursiva; nesse caso, seriam necessirios conectivos especificos entre as unidades.
Ainda nesse sentido, outra possivel justificativa para essa utilizacdo é poder
compreender a RST como um modelo gramatical e, por conta disso, parece pertinente
partir de MDs para caracterizar as relagdes do modelo. Entretanto, como apresentado,
estudos recentes que utilizaram corpus de outros géneros textuais (como de redes
sociais) salientam a necessidade de explorar outros sinalizadores para além dos
marcadores prototipicos.

Ademais, os resultados aqui apresentados apontam para a importincia de nao
considerar MDs de maneira univoca e como caracteristicas exclusivas de algumas
relacdes RST. Antes, destacamos a necessidade de analisar combinag¢des entre os MDs e
outros sinalizadores. Os marcadores ‘“caso” e “eventualmente”, por exemplo,
caracterizam a relacdo Condition, dado que ndo ocorrem em outras relacdes da teoria.
Porém, identificamos que o marcador “mas”, caracteristico da relagdo Contrast, foi
utilizado em EDUs anotados com a relacdo Concession. Observamos comportamento

@

similar com a conjun¢do “e”, que pode sinalizar tanto a relagdo List quanto a relagdo
Sequence.

Quanto as limita¢cdes, destacamos o formato da anotagdo RST disponibilizado no
corpus CSTNews. Iniciamos o trabalho identificando os possiveis sinalizadores com
tags xml. Porém, hé relagdes em que um dnico sinalizador pode estar entre informagdes
que ndo foram consideradas na andlise. A titulo de exemplo, tem-se a relacdo
Parenthetical, em que a pontuacdo utilizada para identificar a relacdo, como travessdes e
parénteses. Decidir se anotamos com fags xml apenas os parénteses separadamente ou
se anotamos incluindo o conteido dentre eles gera impactos diretos e substanciais na
forma com que essa anotacdo serd utilizada em classificadores automaéticos, numa fase
posterior a este estudo.

Quanto aos trabalhos futuros, pretendemos estender o estudo a outras por¢oes
textuais do corpus analisado, ja que o estudo teve como ponto de partida a descri¢do de
sinalizadores intrasentenciais. Outra tarefa a ser realizada, em estudo futuro, é ampliar a
variabilidade do gé€nero textual, uma vez que o corpus utilizado é composto apenas por
textos jornalisticos, garantindo que os sinalizadores que serdo identificados possam ser
provenientes de diferentes normas linguistico-gramaticais.
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Abstract. In this paper, a corpus formed by twenty oral narratives (ten
produced by elementary school students and ten produced by undergraduate
students) is analyzed with the aim of verifying whether the textual complexity
of the narratives increases as the level of education increases. The tool used to
analyze the textual complexity of the narratives in the corpus 1is the
computational system NILC-Metrix, which employs two hundred metrics for
this purpose. Eleven metrics were chosen which demonstrate that the
narratives produced by the undergraduate students present higher textual

complexity than the narratives produced by elementary school students.

Resumo. Neste trabalho, analisa-se um corpus formado por vinte narrativas
orais (dez produzidas por estudantes do ensino fundamental e dez produzidas
por estudantes de curso superior) com o objetivo de se verificar se a
complexidade textual das narrativas aumenta conforme aumenta o nivel de
escolaridade. A ferramenta utilizada para analisar a complexidade textual das
narrativas do corpus é o sistema computacional NILC-Metrix, que emprega
duzentas métricas para esse fim. Escolheram-se onze métricas que
demonstram que as narrativas do corpus produzidas pelos alunos de curso
superior apresentam maior complexidade textual do que as narrativas
produzidas pelos alunos de ensino fundamental.

Consideracoes iniciais

Com as recentes evolugdes no campo do Processamento de Linguagem Natural (PLN),
cada vez mais tarefas linguisticamente complexas vém sendo realizadas por ferramentas
computacionais. Alguns exemplos sdo o reconhecimento da fala humana, a traducio
automadtica, a sumarizacdo automadtica, a andlise de sentimentos, dentre outros. Uma
outra possibilidade interessante que vem se desenvolvendo, segundo Santucci et al.
(2020), € a possibilidade de se analisar automaticamente a complexidade de textos do
ponto de vista linguistico. Branco et al. (2014a), por exemplo, apresentam um sistema
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que classifica automaticamente textos produzidos em Lingua Portuguesa com base no
Quadro Europeu Comum de Referéncia para Linguas. A classificacdo tem cinco niveis
de dificuldade: A1l (mais facil), A2, B1, B2 e C1 (mais dificil) e utiliza os critérios do
Instituto Camdes para certificacdo de proficiéncia. Os critérios utilizados para
classificacdo, segundo Branco et al. (2014b) sdo leiturabilidade, densidade lexical,
quantidade de silabas por palavra, quantidade de palavras por sentengca. Ao reduzirem
um grande ndmero de propriedades textuais a um ndmero menor de dimensdes de
complexidade textual [Goldman e Lee 2014], as ferramentas podem também auxiliar na
selecdo de textos adequados para diferentes niveis de aprendizagem [Sheehan, Flor e
Napolitano 2013; McNamara et al. 2014]. Evers (2018) descreve padrdes léxico-
sintdticos de redacdes submetidas ao vestibular da Universidade Federal do Rio Grande
do Sul. A pesquisadora utiliza recursos e ferramentas dos Estudos do Léxico, da
Linguistica Textual, da Linguistica de Cérpus e da Linguistica Computacional para
identificar padrdes lexicais e sintdticos correspondentes a trés faixas de desempenho.
Uma das ferramentas utilizadas pela pesquisadora trata especificamente da
complexidade textual.

Jensen (2009) alerta para o fato de que dificuldade e complexidade textual sdo
dois conceitos distintos que ndo devem ser confundidos. Enquanto a dificuldade ¢é
subjetiva e pode variar de leitor para leitor, a complexidade € mais objetiva e pode ser
calculada a partir de critérios factuais, como os indices de leiturabilidade, a frequéncia
das palavras (quanto mais comum € uma palavra menos esfor¢o cognitivo é dispensado
no processamento daquela palavra), a ndo literalidade (metaforas, metonimias e
expressoes idiomdticas podem afetar a complexidade textual pelo fato de exigirem
maior esforco cognitivo para serem processadas).

Neste trabalho, investiga-se a complexidade textual de narrativas orais
produzidas por informantes com diferentes niveis de escolaridade com a finalidade de se
verificar se a complexidade textual das narrativas aumenta conforme aumenta o nivel de
escolaridade. O cOrpus € composto por dez narrativas produzidas por alunos do sexto
ano do ensino fundamental e por dez narrativas produzidas por alunos de curso superior
(Comunicagdo Social). A descrigdo dessas possiveis diferengas pode fornecer subsidios
para que se descrevam os recursos empregados nos textos mais complexos. E esses
recursos poderdo ser utilizados em sala de aula por professores para auxiliarem seus
alunos a produzirem textos narrativos mais complexos.

Metodologia

Quando da coleta dos dados, adotaram-se alguns critérios para que se evitasse ao
maximo o risco de diferencas nos resultados causados por discrepancias no cérpus. Para
que os textos de todos os informantes fossem sobre um mesmo assunto e fossem
semelhantes em aspectos como extensdo, conteido, etc, decidiu-se que a coleta dos
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dados seria feita a partir da exibi¢do de um video com uma histéria que seria recontada
pelos sujeitos da pesquisa. A op¢do pela narrativa proveio do fato de que, para a
producdo desse tipo de texto, o filme serviria como um script a ser seguido pelos
informantes, o que permitiria a obtencdo de um cérpus bastante homogéneo. Para se
evitar que houvesse influéncia das falas do narrador ou de personagens sobre a maneira
como os informantes formulariam linguisticamente a histdria, a solu¢do foi procurar um
filme mudo, cuja sequéncia de cenas fosse suficiente para a compreensdo do enredo. O
video escolhido foi “O pavdo misterioso”, que se baseia em uma histéria do folclore
nordestino de mesmo nome e que tem como personagens bonecos que representam seres
humanos. Logo apds assistirem ao filme, os informantes contaram a histéria oralmente,
que foi gravada em fitas K-7.

A primeira parte do corpus foi coletada em 1996, com alunos do primeiro ano do
curso de Comunicacdo Social de uma universidade situada no Norte do Parana [Antonio
1998]. As demais narrativas foram coletadas em 2001, em uma escola estadual também
situada em um municipio do Norte do Parand. Os informantes eram alunos do sexto ano
do ensino fundamental [Antonio 2004].

A ferramenta utilizada para analisar a complexidade textual das narrativas do
corpus € o sistema computacional NILC-Metrix [Leal et al. 2022]. Esse sistema utiliza
duzentas métricas propostas em estudos de Linguistica Textual, Psicolinguistica,
Linguistica Cognitiva e Linguistica Computacional para investigar a complexidade
textual no portugués brasileiro. Pode ser utilizado tanto com textos orais quanto com
textos escritos.

As duzentas métricas sdo agrupadas em quatorze categorias [Leal et al. 2022]:
indices descritivos, métricas de simplicidade textual, coesdo referencial, coesdao
semantica, medidas psicolinguisticas, diversidade lexical, conectivos, 1éxico temporal,
complexidade sintatica, densidade do padrdo sintatico, informag¢do morfossintdtica das
palavras, frequéncia de palavras, formulas de leiturabilidade.

Por motivo de limitagdo de espago, serdo analisadas apenas onze métricas, as
quais apresentaram maior possibilidade de caracterizar as diferencas de complexidade
nas narrativas dos dois grupos de informantes. Para a obteng¢do dos resultados, calculou-
se a média de cada métrica dos textos correspondentes a cada nivel de escolaridade.

Resultados

As métricas de complexidade sintdtica se mostraram muito reveladoras no que diz
respeito as diferencas de complexidade entre os textos produzidos pelos dois grupos de
informantes. Os resultados de trés dessas métricas sdo apresentados na tabela 1.

Tabela 1. Resultados de trés métricas de complexidade sintatica

Ensino Fundamental Ensino Superior
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Distancia na arvore de 33’9901 12 52,351342
dependéncias

Propor¢io de  oracdes

subordinadas pela 0,231913 39,144816
quantidade de oragdes do
texto

Propor¢do de oracdes na
voz passiva analitica em
relacio a quantidade de
oragdes do texto

0,019933 0,031742

Como pode ser observado na tabela 1, as métricas das narrativas do cérpus
produzidas pelos alunos de ensino superior apresentam valores mais altos, indicando
maior complexidade textual. Na métrica distancia na arvore de dependéncias, existe
uma relacdo entre a distancia entre palavras e tempo de processamento. Quanto maior a
distancia, mais se exige da memoria do destinatdrio do texto. Dessa forma, maior
distancia na 4arvore de dependéncias resulta em maior complexidade [Leal et al. 2021;
Santucci et al. 2020]. No exemplo da figura 1, encontrado na narrativa ES9', pode-se
observar uma grande distancia entre a raiz da arvore (verbo “sair”) e a oracdo ‘“parece
ser alguma coisa assim”.

Figura 1. Distancia na arvore de dependéncias

Pelo fato de as oragdes subordinadas serem estruturas mais complexas e que
exigem maior esforco de processamento, a maior propor¢ao desse tipo de construcao
indica maior complexidade textual [Leal et al. 2021; McNamara et al. 2014; Santucci et
al. 2020]. No exemplo (1), retirado da narrativa ES1, encontram-se duas oracdes
adjetivas (“que pode ser muito observada” e “que € Viva”) e uma oracdo completiva
(“que ele acabou de presenciar’). No exemplo (2), retirado da narrativa ES3,
encontram-se duas oragdes adverbiais (temporal: “quando j& mais nem esperava
encontrd-la”; causal: “porque nem mesmo sabia onde procurd-la”) e uma oragdo
completiva (“onde procurd-la”).

Uma antitese que pode ser muito observada seria o contraste entre a morte gue ele
acabou de presenciar e o nome do hotel, gue é Viva.

(D

(2) Ento, quando jd mais nem esperava encontrd-la, porque nem mesmo sabia onde

I ES: ensino superior. EF: ensino fundamental.
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procurd-la, (...) encontrou a linda mocga dos cachos dourados.

Uma maior proporc¢ao de oracdes na voz passiva analitica também indica maior
complexidade textual, pois se trata de uma estrutura que as criancas adquirem mais
tardiamente [Leal et al. 2021; McNamara et al. 2014]. No exemplo (3) a seguir, retirado
da narrativa ES1, observam-se quatro construgdes passivas analiticas.

Ele é impedido de se aproximar dela por um senhor encarado e carrancudo,
e ela é retirada dele,

impedida de chegar perto dele por muitas pessoas

é trancafiada no quarto.

3)

As métricas de diversidade lexical também apontam para uma maior
complexidade das narrativas produzidas pelos alunos de curso superior. Na tabela 2,
apresentam-se os resultados de duas dessas métricas.

Tabela 2. Resultados de duas métricas de diversidade lexical

Ensino Fundamental Ensino Superior

Propor¢do de types de
substantivos em relacdo a 0,382287 056517
quantidade de fokens de
substantivos no texto

Proporcdo de types de
verbos  em relagio  a 2,366978 250,618799
quantidade de tokens de
verbos no texto

No caso das duas métricas, quanto maior a proporcdo de types em relacdo a
quantidade de tokens, maior complexidade, ou seja, o produtor do texto demonstra
conhecer uma maior diversidade de itens lexicais dessas duas classes de palavras. No
caso dos substantivos, uma menor propor¢do de fypes indicaria menor complexidade
textual pelo fato de a repeticdo de substantivos ser uma das formas mais simples de se
construir uma cadeia de referéncia [Leal et al. 2021], como pode ser observado no
exemplo (4), retirado da narrativa EF1, em que o produtor do texto, um aluno do ensino
fundamental, repete os substantivos “homem”, “mulher” e “menina” para retomar os
referentes anaforicamente.

A histéria comeca assim: € de um homem que chega numa cidade. (...) Chega 14
daf de caravela. Chegando perto do hotel, v&€ um velério de um homem. Dai ele se
(4) apaixona pela mulher do homem que morreu. Ai ele chega perto da menina, tinha

uma festa 14. Af chega perto da menina, o pai da menina chega junto com os
seguranca dele, daf ele ndo queria deixar ele ficar perto da menina.

Algumas métricas de informagdes morfossintaticas e de informacdes semanticas
de palavras também demonstram maior complexidade nas narrativas dos informantes de
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curso superior, como pode ser observado na tabela 2.

Tabela 3. Resultados de duas métricas de informag6es morfossintaticas e de
duas métricas de informacoes semanticas de palavras

Ensino Ensino Superior
Fundamental
Propor¢ao de
pronomes relativos
em relacio 2 0,243944 0,891063
quantidade de
Informacdes pronomes do texto
morfossintéticas
Propor¢ao de
verbos em relagdo a 0,696373 1,439126
quantidade de
palavras do texto
Propor¢do de
nomes proprios em
relagdo A 0,021081 1,194962
quantidade de
palavras do texto
Informagdes
semanticas Propor¢do de
substantivos
abstratos emi 0,196411 1,469733
relacdo a
quantidade de
palavras do texto

Em se tratando das informacdes morfossintéticas, segundo Leal et al. (2021) e
McNamara et al. (2014), a frequéncia mais alta de pronomes relativos indica maior
complexidade pelo fato de esses pronomes introduzirem oracdes adjetivas, que
elaboram o contetdo de um sintagma nominal. No exemplo (5), encontrado na narrativa
ES9, produzida por aluno de curso superior, o pronome relativo “que” retoma e elabora,
na primeira ocorréncia, o sintagma nominal “um marinheiro”; na segunda ocorréncia, o
sintagma nominal “uma fotografia no jornal”; na terceira ocorréncia, o sintagma
nominal “uma pessoa’.

A histéria é de um ndo sei parece ser um marinheiro qgue chega de navio numa

(5) cidade e ele se hospeda num hotel, mas antes ele vé uma fotografia no jornal gue
parece ser de uma mulher, parece ser de uma pessoa gue ele td procurando.

Na métrica seguinte, a maior propor¢cdo de verbos plenos (ndo se consideram os
verbos auxiliares na contagem) também indica maior complexidade pelo fato de os
verbos constituirem oracoes.

No que diz respeito as informagdes semanticas, nomear entidades demanda mais
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memoria, motivo pelo qual uma maior proporcao de substantivos préprios indica maior
complexidade [Feng et al. 2010]. No exemplo (4), aqui retomado para facilitar a
visualizagdo, o produtor do texto, um aluno do ensino fundamental, utiliza substantivos
comuns para nomear os personagens como “homem”, “mulher”, “menina”, “pai”. J4 no
exemplo (6), encontrado na narrativa ES10, o informante, um aluno de curso superior,

utilizou nomes proprios “Jodo” e “Maria” para designar os referentes.
A histéria comeca assim: € de um homem que chega numa cidade. (...) Chega 14
dai de caravela. Chegando perto do hotel, v&€ um velério de um homem. Dai ele se
(4) apaixona pela mulher do homem que morreu. Ai ele chega perto da menina, tinha

uma festa 14. Ai chega perto da menina, o pai da menina chega junto com os
seguranca dele, dai ele ndo queria deixar ele ficar perto da menina.

Jodo voltou para sua cidade natal, num pequeno vilarejo nordestino. (...) Quando
(6) decidiu voltar para o hotel, Jodo encontrou uma moc¢a muito bonita chamada
Maria e por ela ele se apaixonou.

Em relacdo a outra métrica, o processamento de substantivos abstratos é mais
trabalhoso do que o de substantivos concretos, motivo pelo qual uma maior propor¢cao
de substantivos abstratos indica maior complexidade [Leal et al. 2021].

Por fim, todos os indices de leiturabilidade demonstraram a maior complexidade
das narrativas dos informantes de ensino superior. Ponomarenko e Evers (2022, p. 42)
definem leiturabilidade como “potencial facilidade ou dificuldade de leitura de um
texto”, levando em conta ndo apenas fatores linguisticos mas também o perfil do leitor
pretendido pelo texto. De acordo com Yasseri, Kornai e Kertész (2012), a
leiturabilidade é um dos principais temas relacionados a complexidade linguistica.
Apresentam-se, na tabela 4, os resultados do indice Gunning Fog [Gunning 1952] e do
indice Flesch [Flesch 1979]. Esses dois indices sdo amplamente utilizados. Segundo
Yasseri, Kornai e Kertész (2012), o indice Gunning Fox é uma das métricas mais
confidveis de leiturabilidade, e Branco et al. (2014b) afirmam que o indice Flesch é
uma das métricas mais aceitas no que diz respeito a leiturabilidade.

Tabela 4. Resultados de dois indices de leiturabilidade

Ensino Fundamental Ensino Superior
fndice Gunning Fog 6,64537833333333 8,062712
indice Flesch 71,5664383333333 60,57434

Segundo Stajner et al. (2012) e Leal et al. (2021), o indice Gunning Fog soma a
quantidade média de palavras por sentenca ao percentual de palavras com mais de duas
silabas (palavras dificeis) no texto e multiplica o resultado por 0,4. A férmula é 0,4 x
(comprimento médio das sentengas + palavras dificeis). Quanto maior o resultado, mais
complexo o texto. Como se pode observar na tabela 4, as narrativas produzidas pelos
alunos de ensino superior apresentam complexidade mais alta no que diz respeito ao
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indice Gunning Fog.

Ainda segundo §tajner et al. (2012) e Leal et al. (2021), o indice Flesch
relaciona o comprimento médio das sentencas e o nimero médio de silabas por palavra.
A foérmula € 248,835 — (1,015 x comprimento médio das sentencas) — (84.6 x niimero
médio de silabas por palavra). Ao contrdrio do indice Gunning Fox, no indice Flesch,
maior resultado da métrica indica menor complexidade textual. Dessa forma, como as
narrativas produzidas pelos alunos de curso superior apresentam métrica mais baixa,
elas sdo mais complexas do que as narrativas dos alunos de ensino fundamental de
acordo com o indice Flesch.

Consideracoes finais

Neste trabalho, analisou-se um coérpus formado por vinte narrativas orais (dez
produzidas por estudantes do ensino fundamental e dez produzidas por estudantes do
curso de Comunicagdo Social) com o objetivo de se verificar se a complexidade textual
das narrativas aumenta conforme aumenta o nivel de escolaridade. As onze métricas
selecionadas demonstraram que as narrativas do corpus produzidas pelos alunos de
curso superior apresentam maior complexidade textual do que as narrativas produzidas
pelos alunos de ensino fundamental.

Nas métricas de complexidade sintdtica, foram encontradas, nas narrativas de
curso superior, arvores de dependéncia com maior distancia entre palavras relacionadas,
uma propor¢do muito mais alta de oragdes subordinadas e uma maior propor¢do de
construgdes na voz passiva analitica. Nas métricas de diversidade lexical, a proporcdo
de types de substantivos e de verbos (em relagdo aos tokens dessas respectivas classes)
também foi mais alta nas narrativas de curso superior.

Nas métricas de informa¢do morfossintatica das palavras, encontraram-se, nas
narrativas dos alunos de ensino superior, uma maior propor¢ao de pronomes relativos e
uma maior propor¢do de verbos plenos. Em relacdo as métricas de informacdo
semantica de palavras, foram encontradas, nas narrativas dos alunos de curso superior,
uma maior propor¢cdo de nomes proprios bem como de substantivos abstratos.

Os indices de leiturabilidade, que levam em conta o comprimento das sentengas
e a proporcdo de palavras dificeis, também indicaram maior complexidade nas
narrativas dos alunos de curso superior.

Espera-se que este trabalho possa auxiliar no trabalho docente indicando
algumas caracteristicas que sdo esperadas de acordo com o grau de escolaridade.
Conforme o aluno vai avangado nos niveis de ensino, presume-se que seus textos
apresentem maior diversidade lexical (palavras diferentes e mais dificeis), maior
complexidade sintitica (uso de oragdes subordinadas e de pronomes relativos, oracdes
mais longas, uso de construcdes passivas).

274



References

Antonio, J. D. (1998). “Narrativas orais e narrativas escritas: a estrutura argumental
preferida, e outras preferéncias”. In Faculdade de Ciéncias e Letras: Doutorado.
Universidade Estadual Paulista Julio de Mesquita Filho.

Antonio, J. D. (2004). “Estrutura retdrica e articulagdo de oracdes em narrativas orais e
em narrativas escritas do portugués”. In Faculdade de Ciéncias e Letras: Doutorado.
Universidade Estadual Paulista Juilio de Mesquita Filho.

Evers, A. (2018). “A redacdo engaiolada: padrdes lexicais e ensino de redacdo em
cursos pré-vestibulares populares”. In Instituto de Letras: Doutorado. Universidade
Federal do Rio Grande do Sul.

Branco, A., Rodrigues, J., Costa, F., Silva, J. and Vaz, R. (2014a). Rolling out Text
Categorization for Language Learning Assessment Supported by Language
Technology. In Computational Processing of the Portuguese Language: 11th
International Conference, PROPOR 2014, Sao Carlos/SP, Brazil, October 6-8, 2014,
Proceedings (Vol. 8775, p. 256). Springer.

Branco, A., Rodrigues, J., Costa, F., Silva, J. and Vaz, R. (2014b). Assessing automatic
text classification for interactive language learning. In International Conference on
Information Society (i-Society 2014) (pp. 70-78). IEEE.

Goldman, S. R. and Lee, C. D. (2014). Text complexity: State of the art and the
conundrums it raises. The Elementary School Journal, 115(2), 290-300.

Feng, L., Jansche, M., Huenerfauth, M. and Elhadad, N. (2010, August). A comparison
of features for automatic readability assessment. In Proceedings of the 23rd
International Conference on Computational Linguistics: Posters (p. 276-284).

Flesch, Rudolf (1979). “How to write in plain English: A book for lawyers and
consumers”’, New York, Harper.

Gunning, R. (1952). “The technique of clear writing”, McGraw-Hill, New York.

Leal, S. E., Scarton, C. E., Cunha, A., Hartmann, N. S., Duran, M. S. and Aluisio, S. M.
(2021) NILC-Metrix Doc. NILC-Metrix. Acesso em 19 mai 2023. Disponivel em
<http://fw.nilc.icmc.usp.br:23380/metrixdoc>.

Leal, S. E., Duran, M. S., Scarton, C. E., Hartmann, N. S. and Aluisio, S. M. (2022).
NILC-Metrix: assessing the complexity of written and spoken language in Brazilian
Portuguese. arXiv preprint arXiv:2201.03445.

McNamara, D. S., Graesser, A. C., McCarthy, P. M. and Cai, Z. (2014). Automated
evaluation of text and discourse with Coh-Metrix, Cambridge, Cambridge University
Press.

275



Ponomarenko, G. L. and Evers, A. (2022). “Leiturabilidade e ensino: autores-base e
seus trabalhos”, In Acessibilidade textual e terminoldgica, Edited by Maria José B.
Finatto & Liana Braga Paraguassu, Uberlandia, Edufu, p. 41-71.

Santucci, V., Santarelli, F., Forti, L. and Spina, S. (2020). Automatic classification of
text complexity. Applied Sciences, 10(20), 7285.

Sheehan, K. M., Flor, M. and Napolitano, D. (2013). A two-stage approach for
generating unbiased estimates of text complexity. In Proceedings of the Workshop on
Natural Language Processing for Improving Textual Accessibility (pp. 49-58).

§tajner, S., Evans, R., Orasan, C. and Mitkov, R. (2012). What can readability measures
really tell us about text complexity. In Proceedings of workshop on natural language
processing for improving textual accessibility (p. 14-22).

Yasseri, T., Kornai, A. and Kertész, J. (2012). A practical approach to language
complexity: a Wikipedia case study. PloS one, 7(11), e48386.

276



Aposicoes anaféricas e cataféricas no portugués e sua
anotacao no esquema Universal Dependencies

Magali Sanches Duran', Maria das Gracas Volpe Nunes'”?

"Ntcleo Interinstitucional de Linguistica Computacional (NILC)

*Instituto de Ciéncias Matematicas e de Computacgdo, Universidade de Sdo Paulo (USP)

magali.duran@uol.com.br,gracan@icmc.usp.br

Abstract. This paper discusses the syntactic analysis of anaphoric and

cataphoric appositions in Portuguese, which fall under the referentiality
strategy called encapsulation. We present a review of studies that address the

phenomenon and propose guidelines for annotating it from the perspective of
dependency syntax, using labels from the Universal Dependencies approach.

Resumo. Este artigo discute a andlise sintdtica de aposicoes anaforicas e

cataforicas na lingua portuguesa, as quais se enquadram na estratégia de
referencialidade chamada de encapsulamento. Apresenta-se uma revisdo de
trabalhos que abordam o fenomeno e propoem-se diretrizes para anotd-lo sob
a otica da sintaxe de dependéncias, usando etiquetas da abordagem Universal

Dependencies.

1. Introducao

O exercicio de anotacdo sintdtica de coOrpus apresenta ao anotador o desafio de
reconhecer, na prética, fendmenos estudados pela linguistica e descritos nas gramaticas.
Porém, ha alguns fendmenos que ndo sdo imediatamente reconhecidos, seja pelo fato de
o anotador desconhecer sua descricdo, seja pelo fato de tais fendmenos ainda ndo
constarem dos manuais de anotagdo, ou, ainda, por ndo terem sido largamente descritos
e consensualmente reconhecidos por gramaticos e linguistas.

Neste artigo discutem-se dois fendmenos que impuseram desafios ao projeto

POeTiSA': as aposi¢des cataféricas (exemplos 1, 2 e 3) e as aposicdes anaféricas
(exemplos 4, 5 e 6), cujos correferentes estdo indicados em negrito:

1.

Com ares mediterraneos, o Kez nasce de uma boa ideia: popularizar o bagel,
aquele pao judeu redondo com um anel vazado no centro, denso, de crosta
ligeiramente umida.

Nas ultimas semanas, ele aprendeu uma nova técnica: dedura o comentério para
a empresa onde seu autor trabalha.

H4 um agravante: como a JBS tem fabricas nos EUA, as propinas pagas no
Brasil sdo uma violagdo da lei americana que proibe empresas de 14 de pagar
suborno no exterior.

4. Até hoje nao se sabe quem foi o autor - 0 que significa que ninguém foi punido.

'https://sites.google.com/icmc.usp.br/poetisa
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5. Depois, mesmo sofrendo o gol quando ainda faltavam mais de cinco minutos,
soube segurar o resultado, algo que nao vinha acontecendo em sua vida mais
recente.

6. Passaram de R$78,5 bilhdes para R$111,8 bilhdes nos udltimos dez anos, um
crescimento real de 42% no periodo.

Esses fendmenos sdo denominados, em mais de uma gramdtica, “oracdo
apositiva” (1, 2 e 3) e “aposto de oracdo” (4, 5 e 6). Sdo casos, portanto, que orbitam a
esfera do aposto, funcdo na sintaxe que engloba muitos fendmenos e nem sempre é
objeto de consenso entre os gramaticos e linguistas.

Todos os exemplos apresentados fazem parte de uma estratégia de referenciacio
chamada “encapsulamento”. No encapsulamento hd uma palavra encapsuladora
(pronome ou sintagma nominal) que € usada no lugar de toda uma oragdo por ela
encapsulada. Segundo Koch (2008, p. 106) o encapsulamento é uma estratégia para
construir novos objetos de discurso, que passam a constituir um referente para novas
predica¢des. Quando ocorrem dentro de uma mesma sentenga, tornam-se um problema
de sintaxe. E € precisamente a andlise sintdtica dessas construcdes de encapsulamento
que inspirou as reflexdes e propostas que se apresentam neste artigo. A andlise utiliza a
sintaxe de dependéncias (Tesnieres, 2015) e o esquema de anotagdo da Universal
Dependencies (UD) (De Marneffe et al. 2021; Nivre et al. 2020), exigindo basicamente
duas defini¢des em relacdo aos fenomenos em foco: qual etiqueta adotar para nomear a
relacdo de dependéncia e quais sdo o head e o dependente da relacdo em cada caso.

Na Secdo 2, apresentam-se brevemente a sintaxe de dependéncias e o esquema
de anota¢do da abordagem UD, adotados como método de anélise. Na Secdo 3, revisa-se
criticamente o tema das aposicdes em gramdticas e estudos linguisticos. Na Secdo 4 sdo
discutidos exemplos de corpus e apresentadas propostas para sua anotacdo usando a
sintaxe de dependéncias. Por fim, a Secdo 5 traz conclusdes e possibilidades de
trabalhos futuros.

2. A sintaxe de dependéncias e a abordagem Universal Dependencies

A sintaxe de dependéncias faz uso de relacdes que ligam as palavras de uma sentencga,
duas a duas, sempre determinando qual € o head (ou governante) e qual € o dependente
da relacdo. A UD ¢€ inspirada na sintaxe de dependéncias de Tesnieres (1959 e 2015) e
possui um conjunto de etiquetas para anotar a categoria morfossintatica das palavras (17
part-of-speech tags ou PoS tags) e um conjunto de etiquetas para anotar as relagdes
sintdticas entre palavras (37 dependency relations ou deprel).

A UD possui diretrizes® sobre como realizar a anota¢do e um férum virtual onde
sdo discutidas duvidas e dificuldades de anotadores que adotaram a abordagem nas mais
diversas linguas®. As diretrizes da UD j4 foram descritas e exemplificadas em manuais
de anotacdo para lingua portuguesa (Duran, 2021 e Duran, 2022) e hé dois cérpus de
portugués brasileiro ja disponiveis no site da UD: o Bosque-UD (Rademaker et al.

2 Disponivel em https://universaldependencies.org/
3 Até o momento da escrita deste artigo, 141 diferentes linguas apresentavam pelo menos um corpus anotado
seguindo essa abordagem.
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2017) e o PetroGold (Souza et al. 2021). Além disso, outras iniciativas de anotagcdo de
corpus de portugués nos moldes da UD encontram-se em andamento, como os relatados
por Pardo et al. (2021), Oliveira et al. (2022) e Coneglian et al. (2022).

As etiquetas da UD guardam alguma equivaléncia com a nomenclatura
gramatical brasileira, mas sdo muitas as diferencas entre os fendmenos cobertos e, por
falta de espaco, ndo serdo explicadas aqui. Para a discussdo aqui instada, € essencial
dizer que o arco das relacdes de dependéncia € direcional, partindo do head (ou
governante) da relacdo e apontando sua flecha para o dependente da relagdo. Além
disso, quando o head ou dependente de uma relacdo é uma oracdo, a ponta do arco
correspondente a oragcdo € colocada no nucleo do predicado; ja quando o head ou
dependente de uma relagdo € um sintagma, a ponta do arco correspondente € colocada
no nucleo do sintagma. A Figura 1 ilustra uma drvore de dependéncias UD anotada com
a ferramenta Arborator-Nilc (Miranda & Pardo, 2022).

root

advmod xcomp

Nio posso desestruturar a equipe em demasia

ADWV VERB VERE DET NOUN ADP NOUN PUNCT
Fig. 1. Arvore de dependéncias de sentenca no esquema UD

3. O estatuto sintatico das aposicoes cataféricas e anaféricas

Nesta secdo discute-se o tratamento das aposicOes cataféricas e anafdricas em
gramdticas e estudos linguisticos do portugués, a fim de reunir subsidios para a
anotacao dessas constru¢des dentro do esquema de anotagdo de corpus da UD.

3.1. Aposicoes cataforicas

Uma aposi¢do cataférica é aquela em que um pronome ou substantivo genérico contido
em uma oragdo € explicado ou comentado por uma outra oragdo. Esse fendmeno é
comumente reconhecido nas graméticas como uma ora¢do que tem fung¢do de aposto
(Cegalla, 2020, p. 385; Azeredo, 2013, p.139; Rocha Lima, 2011, p. 328; Faraco e
Moura, 1994, p. 331). Essa oracdo é classificada como ‘“subordinada substantiva
apositiva”, antecedida por dois-pontos, e € a tnica das oragdes substantivas que ndo &
selecionada pela semantica de verbos e nomes. Pode-se afirmar, portanto, que se trata de
uma oracao adjuntiva, ou seja, que ndo preenche uma lacuna da oragdo principal.

Teoricamente, as oragdes apositivas sdo oragdes dependentes e subordinam-se a
um pronome ou substantivo contido na oracdo principal. Em sua forma finita, essas
oracdes sdo introduzidas por uma conjun¢ao integrante (“que” ou “se”) e, em sua forma
nominal, sdo oracdes reduzidas (quase sempre de infinitivo). Azeredo (2013 p. 139) traz
exemplos que se enquadram perfeitamente nessa definicdo, como o (7):

7.  “Ele s6 pediu um favor: que o tirassem daquele hospital.”
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Porém, alguns gramdticos chamam também de apositivas oracdes
independentes, precedidas de dois-pontos, com verbo finito, ou seja, nem reduzidas e
nem introduzidas por uma conjuncdo subordinativa. Isso pode ser observado nos
exemplos 8 e 9, fornecidos por Cegalla (2020, p. 385), e nos exemplos 10, fornecido por
Rocha Lima (2011, p. 332) e 11, fornecido por Faraco e Moura (1996, p.331).

8. "E confesso uma verdade: eu era um homem puro." (Povina Cavalcanti)

9. "A noticia veio de supetdo: iam meter-me na escola." (Graciliano Ramos)

10. "Dei-lhe tudo: ofereci-lhe o meu nome; tornei-a dona de todo o meu dinheiro,
elevei-a a2 minha posic¢do social.”

11. “Entdo aconteceu o pior: veio vento sul.”

Nogueira e Leitdo (2004) estudam as oracdes substantivas apositivas, “as quais
estdo associadas as estratégias de referenciacdo cataférica” e “cujo conteudo €
encapsulado e antecipado pela expressao referencial” (op. cit., p.138).

A sentenga 12 é fornecida pelas autoras como exemplo de oragdo apositiva, o
que mostra que, para elas, assim como para Cegalla, Rocha Lima e Faraco e Moura
(anteriormente citados), ndo importa se ha ou ndo marcas explicitas de subordinacdo
ligando a aposi¢cdo a oracdo principal: em qualquer hipétese a aposi¢ao cataférica em
forma oracional seré classificada como oragdo apositiva.

12. “S6 vejo uma situagdo: o Governo do PT elegeu-se pregando uma coisa e
atualmente faz totalmente o inverso.” (Nogueira e Leitdao, 2004, p. 139)

Na sentenga 12, “situacdo” € a palavra encapsuladora e “o Governo do PT ...
inverso” € a oracao coordenada encapsulada, conforme ilustrado na Figura 2.

I <

56 vejo uma situacio:
- : 0 Govemno do PT elegeu-se pregando uma
coisa e atualmente faz totalmente o inverso.

Fig. 2. Encapsulamento cataférico (da esquerda para a direita)

3.2. Aposicoes anaforicas

A relacdo inversa também pode ocorrer: uma aposicdo que contém um pronome ou
substantivo que comenta o conteido da oragdo principal. Alguns gramadticos, como
Bechara (1999), denominam esse tipo de aposicdo de ‘“aposto de oracdo”, mas ha
gramdticos que usam outra denominagdo, como Nougué (2015), que o chama de
“aposto resumitivo", e ainda gramaticos, como Rocha Lima (2011), que reconhecem a
possibilidade de um aposto que se refira a uma oragdo, porém nao o nomeiam.

A ideia de que a “oracdo apositiva” é o inverso do “aposto de oragcdo” parece
encontrar respaldo nos estudos de linguistica textual e discursiva acerca das estratégias
de encapsulamento usadas para construir coesdo textual. Francis (1994, p. 98) faz a
distincdo entre o “advance label”, que funciona cataforicamente, e “retrospective
label”, que funciona anaforicamente. Observa-se que o “advance label” produz o
encapsulamento cataférico (para frente), o que engloba o conceito estendido de “oracdo
apositiva”, ao passo que o “restrospective label” produz o “encapsulamento anaférico”
(para tras), o que engloba o conceito de “aposto de oragdo”.
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As constru¢des chamadas de “aposto de oragcdo” sdo tema dos estudos de Sousa
(2016). Ao descrever o aposto de oragcdo, Sousa afirma que a funcdo pode ser
desempenhada por um substantivo, seguido de oracdo adjetiva, ou pelo pronome “0”,
seguido de uma oracdo adjetiva, ou simplesmente por um substantivo. As sentencas 13,

14 e 15, fornecidas no trabalho da autora, exemplificam essas trés realizacoes:

13. “Paradoxalmente, a partir da década de 90, a pratica de extorsdo mediante
sequestro foi sensivelmente maior do que antes, fato que se repetiu, alids, com
outros tantos delitos mais ou menos hediondos.”

14. “(...) atenuam responsabilidades por meio do argumento de que também os
outros partidos cometeram pecados e que destes ndo se falou o quanto era
preciso, argumento insuficiente (mesmo se a imputacao € legitima), ja que, além
do tamanho da operacdo, hd, no caso do PT, uma circunstancia agravante pelo
fato de se tratar de um partido que se apresenta como modelo de virtude civica.”

15. “Mais do que planilhas e nimeros, estamos falando de pessoas, na ativa ou nao,
que terdo maior poder de compra, o que gera, de imediato, melhoria na
qualidade de vida do cidadao.”

No exemplo 13 ha claramente uma ora¢do encapsulada e um substantivo
encapsulador (“fato””), como mostra a Figura 3.

F =1

\ ...a prética de extorsdo mediante sequestro fiol sensivelmente maior do que antes ,

fato que se repetiu. ..

Fig. 3. Encapsulamento anafédrico (da direita para a esquerda)

Ja o exemplo 14, ao que parece, ndo constitui um aposto de oracdo, mas um
aposto comum, que liga ‘“argumento de que...” e “argumento insuficiente”.

E quanto ao exemplo 15, ndo parece ter comportamento similar ao do exemplo
13. Enquanto um substantivo ou pronome indefinido pode ser adjetivado (exemplo 16),

66 9

o pronome “0” nao o pode (exemplo 17).

16. (...) a prética de extorsdo mediante sequestro foi sensivelmente maior do que
antes, fato/algo interessante que se repetiu (...)
17. *(...) terdo maior poder de compra, 0 interessante que gera (...)

Além disso, o pronome relativo “que” da oracdo adjetiva restritiva cujo
antecedente € um substantivo ou pronome indefinido pode ser preposicionado (exemplo

[1PA)

18), enquanto o pronome “que” que acompanha o pronome “o0” ndo pode (19).

18. (...) a pratica de extorsdao mediante sequestro foi sensivelmente maior do que
antes, fato/algo de que nem todos se lembram.
19. *(...) terdao maior poder de compra, 0 de que todos se orgulham.

Na verdade, se houvesse uma preposicao, ela antecederia “o que”, como mostra
o exemplo 20.

20. (...) terdo maior poder de compra, do que todos se orgulham.

Ao que parece, os pronomes “0” e “que” nesse uso sdo indissocidveis, formando
uma locugdo pronominal, andloga ao pronome relativo “o qual” e suas flexdes. Mas, se
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“o que” for um pronome relativo, como se chamaria uma oracao relativa que acrescenta
informacdo a uma outra oracdo? Pelo fato de modificar um predicado e de ser adjuntiva,
poderia se chamar “oracdo subordinada adverbial relativa”? Independentemente da
denominacdo, o que distingue o aposto de oracdo da oracdo relativa € o fato de que o
dependente da relacdo de dependéncia passa a ser o predicado da oragdo relativa, como
mostrado na Figura 4.

%
Lr)

= : o que gera, de imediato, melhoria.
Paszoas terdo maior poder de compra, Y,

Fig. 4. Encapsulador e encapsulado em forma de oracao

E interessante observar ainda que, se a anotagio ndo fosse de relacdes sintiticas,
mas de relacdes de correferéncia, a relagdo sempre partiria do encapsulador em dire¢ao
ao encapsulado, independentemente de o encapsulador estar a direita ou a esquerda do
encapsulado.

4. Relac¢oes de dependéncia entre aposicoes cataforicas e anaforicas

Inicialmente justifica-se a utiliza¢do do termo “aposi¢do” e nao “aposto” para designar
as construgdes em foco pelo fato de que, no esquema de anotagdo UD, a relacdo de
dependéncia appos s6 pode ser atribuida a relagdes entre substantivos (préprios e/ou
comuns) e entre substantivos e pronomes, € apenas na dire¢cdo da esquerda para a
direita. Como o esquema UD tem como objetivo servir a vdrias linguas, ndo existe
flexibilidade para utilizar a relagdo appos para anotar o que na literatura € descrito como
“oracdo apositiva” e “aposto de oracdo”. De fato, isso geraria um problema de
inconsisténcia entre as linguas anotadas no esquema, prejudicando a comparacdo de
suas estruturas sintdticas.

Pelos mesmos motivos, também ndo € permitido criar novas etiquetas de
relagdes de dependéncia, a ndo ser de forma consensual entre todos os cientistas que
participam da iniciativa. Quando ocorrem acordos de mudancas no conjunto de
etiquetas ou na forma de empregé-las, as diretrizes da UD sdo alteradas e todos os
inscritos recebem notificagiio sobre a alteragdes. Como € alto o custo de reanotar os 245*
cOrpus ja disponiveis na UD (em 141 linguas), mudangas no esquema sao raras. Isso ndo
impede que haja muita discussdo entre aqueles que adotam o esquema, € a questdo do
aposto em que um dos termos € uma ora¢io € um tema recorrente”’.

Diante das restricdes do esquema de anotacdo, acredita-se que a relagdo de
dependéncia mais adequada para anotar as aposi¢des cataféricas e anaféricas na UD seja

4 Dado de 15/05/2023

% As discussdes acerca do aposto oracional podem ser encontradas nos seguintes links:
https: //glthub com/Umvcr@achpcndcnc1c%/d00%/19%uc§/762

https //github. com/Un1versa1Dependenc1e§/doc%/1s%ue§/52
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a parataxis. Essa op¢do parece ser bem adequada quando ndo ha marcas de
subordinag¢do entre o termo encapsulador e o termo encapsulado nas aposicoes, porém é
uma solucdo pouco defensdvel sob o ponto de vista das gramaticas, ja que a parataxe
ndo deveria se confundir com a hipotaxe (subordina¢@o). Mas € uma concessdo que se
faz enquanto ndo ha melhor opcao.

Assim, a aposicao catafdrica anotada com a relacao parataxis teria como head o
nominal que encapsula uma oragdo, como ilustrado na Figura 5, que mostra parte da
arvore sintatica do exemplo (1).

parataxis obj

det

M

o Kez nasce de uma boa ideia : popularizar o bagel

DET FROFPN VERE ADF DET AD] NOUN PUNCT VERE DET X

Fig. 5. Anotacao no esquema UD de aposicao cataférica (oracao apositiva)

J4 a aposicdo anaférica anotada com a relagdo parataxis tem como head o
predicado da oragdo encapsulada e, como dependente, a palavra encapsuladora, como
mostra a Figura 6 (parte da arvore sintatica do exemplo 5).

parataxis

soube segurar o resultado . algo que nfo wvinha acontecendo em sua wida mais recente
VERB VERE DET  NOUN FUNCT PRON PRON ADV  AUX VERB ADP DET NOUN ADV ADI  PUNCT
Fig. 6. Anotacao no esquema UD de aposicao anaférica (aposto de oracao)

Contudo, no caso das aposicdes anaféricas iniciadas por “o que”, decidiu-se usar
uma outra anotagdo, reconhecendo os dois pronomes como uma locu¢do que funciona
como um pronome relativo. Para isso, os dois pronomes sdo unidos pela relacdo de
dependéncia fixed, utilizada para palavras funcionais constituidas de mais de um token.
Nesse caso, a relacdo de dependéncia ndo se dd entre a oragcdo encapsulada e o pronome
encapsulador, mas entre a orac¢do encapsulada e a oracdo que contém o encapsulador, a
semelhanc¢a do que ocorre nas oracdes relativas cujo antecedente € um nominal.

Inicialmente, optou-se por utilizar a relagdo parataxis inclusive nesse caso de
relativa, pois a relativa acl:relel, prevista na UD, s se aplica a antecedentes nominais.
Porém, tem se mostrado ser plausivel a possibilidade de reconhecer, como oracao
adverbial relativa, as aposi¢des iniciadas por “o que” cujo antecedente € oracional. Isso
cumpriria dois requisitos: reconhecer seu estatuto de oragdo subordinada e seu estatuto
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de adjuncdo. A Figura 7 ilustra a anotacdo da aposi¢do anaférica encabecada por “o
que” na condicao de pronome relativo.

punct

ccomp

aavmod

case

a

Até hoje nio se sabe quem foir o autor - 0 que significa que mnguéem for pumdo

ADP ADV ADV PFRON VERE PRON AUX DET NOUN PUNCT PRON FRON VERE SCONT FROM AU VERB PUNCT

Fig. 7. Anotacao no esquema UD de oracao relativa com antecedente oracional

Cabe esclarecer que a UD permite que sejam acrescentadas sub-relacOes a fim de
discriminar tipos de uma mesma relagdo de dependéncia. Assim, caso seja interessante
para o projeto de anotacdo, a relacdo parataxis utilizada para anotar as aposicdes
cataféricas e anaféricas poderia receber uma sub-relacdo, como parataxis:appos, por
exemplo. O mesmo poderia ser feito no caso das relativas encabecadas por “o que”, que
poderiam ser anotadas como parataxis:relcl (relcl de relative clause) ou como
advcl:relcl (adverbial relativa).

5. Conclusoes e trabalhos futuros

As construgdes apositivas cataféricas e anaféricas, denominadas, respectivamente,
oracdes apositivas e apostos de oracao em gramadticas e estudos linguisticos, motivaram
uma série de reflexdes neste artigo. Questionou-se o fato de oragdes sem marcas de
subordinagdo estarem sendo reconhecidas como oracdes subordinadas apositivas, o que
sugere que se trata de um tema que merece estudos mais profundos sob o ponto de vista
sintdtico. Da mesma forma, questionou-se a anotacao de oragdes encabecadas por “o
que” que encapsulam o conteido de uma oragdo precedente, pois testes demonstraram
que “o que” se comporta como uma locu¢do e ndo como um encapsulador nominal
comum ("0") seguido de oracao relativa introduzida por "que". Propde-se reconhecer “o
que” como uma expressdo fixa com fun¢do de pronome relativo, a semelhanca de “o
qual” e suas flexdes, quando encabecam oracdes relativas.

Um trabalho futuro € discutir com outros grupos que anotam corpus seguindo o
esquema da UD a possibilidade de reconhecer as oracdes relativas encabegadas por “o
que”, e cujo antecedente é uma oragdo, como oracdes adverbiais relativas.

Uma vez que se tenha chegado a um consenso, com outros grupos que
empregam o esquema UD em portugués, a respeito das relagdes a serem adotadas na
anotacdo das aposicdes cataféricas e anafdricas, as decisdes deverdo ser incluidas nos
manuais que contém as diretrizes de anotacdo, a fim de promover a disseminacdo das
respectivas andlises entre os anotadores.
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Abstract. In this work, we conducted a linguistic description and reported
the annotation process of the pronoun —se in the PetroGold v3 treebank
[de Souza 2023]. Special attention to the pronoun —se is justified by the need
to correctly annotate cases where the pronoun indicates subject indeterminacy,
synthetic passive voice, or pronominal verb, recognizing its relevance for vari-
ous NLP tasks. As a result, we categorized the 1,960 occurrences of “se” in
the corpus according to their syntactic class and presented the verbs associated
with each type (or more than one type) of the pronoun —se.

Resumo. Neste trabalho, realizamos uma descrigdo linguistica e relata-
mos o processo de anotagdo do pronome —se no treebank PetroGold v3
[de Souza 2023]. A atencdo especial ao pronome —se se justifica pela necessi-
dade de anotar corretamente os casos em que o pronome indica indetermina¢do
do sujeito, voz passiva sintética ou verbo pronominal, reconhecendo sua im-
portancia para diversas tarefas de PLN. Como resultados, discriminamos as
1.960 ocorréncias do “se” no corpus por classe sintdtica e apresentamos os
verbos que se associam a cada um (ou mais de um) dos tipos do pronome —se.

1. Introducao

Neste trabalho, realizamos uma descricao linguistica e relatamos o processo de anotacao
do pronome —se no treebank PetroGold v3 [de Souza 2023] (250.605 tokens). Apresen-
tamos a metodologia — ferramentas e procedimentos — empregada na anotagcdo e na sua
avaliagdo, as decisdes linguisticas subjacentes a anotagdo e discutimos os resultados sob
diferentes pontos de vista.

O treebank integra o projeto  Universal  Dependencies  (UD)
[de Marneffe et al. 2021], e portanto seguimos as diretivas de UD para conduzir a
anotacdo. Enquanto as diretivas, por um lado, permitem uma anotagdo muito simples
para o pronome —se, agrupando todos sob uma mesma etiqueta sintdtica, por outro
lado ha também a possibilidade, igualmente prevista nas diretivas, de utilizar etiquetas
mais especificas para classificar o pronome. Utilizamos gramdticas do portugués
[Bagno 2012, Bechara 2012, Cunha and Cintra 2016] para ajudar a realizar a anotacao
dos tipos especificos de pronome —se de uma maneira que fosse respaldada tanto pelas
diretivas do projeto UD quanto pela tradi¢ao gramatical da lingua portuguesa.
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A atencdo especial ao pronome —se se justifica, em termos gerais, pela necessi-
dade de garantir a confianga na anotacdo padrio ouro do corpus e pelo desejo de alinhar
as diretivas do projeto UD as gramdticas do portugués, facilitando o didlogo entre estu-
dos linguistico-descritivos para a lingua portuguesa e tarefas linguistico-computacionais.
Em termos especificos, hd também a necessidade de anotar corretamente os casos em
que o pronome —se indica indetermina¢cdo do sujeito, voz passiva sintética ou verbo
pronominal, reconhecendo que € fundamental para a identificacdo dos argumentos de
um verbo, sendo importante para as tarefas de identificacio de papéis semanticos e
extragdo de informacao, que sdo dificultadas em frases de sujeito omitido (pelo uso do
—se, por exemplo), um problema ja abordado anteriormente [Duran and Aluisio 2011,
Hartmann et al. 2014, Freitas and de Souza 2021].

A identificacio de sujeitos ocultos, por exemplo, s6 pode ser realizada satisfato-
riamente quando o pronome —se é corretamente identificado porque, em frases de sujeito
indeterminado, ndo h4 sujeito a ser encontrado; quando o pronome indica voz passiva
sintética ou verbo pronominal, porém, sabe-se que a auséncia de um sujeito sintatico é
resultado de elipse (e que este ndo € o sujeito semantico nas oracdes de voz passiva), €
que deve poder ser encontrado no texto.

Além de discutir as dificuldades e os resultados da anotacdo, apresentamos
também o impacto das revisoes do pronome —se na geracao de um modelo de aprendizado
de maquina. Por fim, disponibilizamos trés recursos lexicais processdveis computacional-
mente, que podem auxiliar em outros projetos de anotagao e em tarefas de processamento
de linguagem natural (PLN).

2. Metodologia

A anotacao do pronome —se foi realizada no corpus PetroGold, um treebank padrdao ouro
(250.605 rokens) composto por 19 teses e dissertagdes do dominio do petréleo. A revisdo
da anotacao do pronome foi publicada na terceira versdao do recurso, disponivel tanto nas

paginas do projeto Petrolés quanto do projeto Universal Dependencies'.

O corpus integra o  projeto  Universal  Dependencies  (UD)
[de Marneffe et al. 2021], uma iniciativa para padronizacdo da anotacdo morfos-
sintatica e para disponibilizacdo de datasets e ferramentas para diversas linguas. Como
consequéncia, 0 mais importante no processo de anotacao do PetroGold € garantir que as
diretivas de anotacdo empregadas na tarefa se alinham as diretivas do projeto.

Antes da revisdo relatada neste trabalho, o corpus continha uma tUnica etiqueta
de funcao sintatica para designar todos os pronomes —se: a etiqueta expl, para pronomes
expletivos. Essa anotacdo tinha origem no modelo que primeiro anotou o recurso, treinado
majoritariamente no corpus Bosque-UD [Rademaker et al. 2017], um treebank composto
por textos jornalisticos que também integra o projeto UD. A anotacdo ndo € incorreta
segundo as diretivas do projeto, porém hé a possibilidade — prevista nas diretivas — de
utilizar etiquetas especificas para diferenciar o tipo de pronome sendo empregado em cada
uma das ocorréncias no corpus. Realizamos essa especificacao com a ajuda de gramaticas
do portugués (doravante GT, ou gramadticas tradicionais), uma vez que as diretivas do

'0s  enderecos dos  projetos  sdo, respectivamente, https://petroles.puc-rio.ai e
https://universaldependencies.org. Acesso em 15 de jun. 2023.
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projeto UD ainda ndo t€ém um detalhamento da descri¢c@o para casos especificos da lingua
portuguesa.

Dessa forma, o processo de anotagdo do pronome —se no PetroGold consistiu em
(1) revisar a anotagao do pronome —se, garantindo que todas as ocorréncias anotadas como
pronome (e com a etiqueta de funcao expl) sdo de fato os pronomes que queremos anotar,
e (2) especificar o tipo de pronome —se, diferenciando quando (a) o pronome tem fungdo
de indeterminacdo do sujeito, (b) € utilizado para empregar voz passiva sintética ou (c)
indica um verbo sendo usado pronominalmente (cada um dos trés usos corresponde a
etiquetas de fun¢ao sintética diferentes para o pronome).

A etapa (1), relativa a revisdo da anotacdo da classe gramatical, funcdo sintatica
e lema do ““se” para garantir que eram de fato pronomes — € ndo conjungdes subordinati-
vas, por exemplo —, foi realizada utilizando a ferramenta [de Souza and Freitas 2021], um
ambiente de busca e revisdao de corpora anotados morfossintaticamente. Realizamos uma
busca por todas as formas da palavra “se”’e, para facilitar a revisao de todas as ocorréncias,
pedimos na ferramenta a distribuicdo dos casos de acordo com a anotac¢ao original de
classe gramatical, fun¢do sintatica e lema, tornando menos trabalhosa a identificagdo hu-
mana de erros uma vez que as ocorréncias haviam sido agrupadas nas buscas. Identifica-
dos os casos errados, foram corrigidos em lote por meio de regras de corre¢dao, uma das
possibilidades da ferramenta.

A etapa (2), relativa a especificacdo do tipo de pronome —se (indice de
indeterminacdo, pronome apassivador ou particula integrante do verbo), foi realizada de
forma semelhante a etapa (1), agrupando frases semelhantes — dessa vez, tentamos agru-
par os casos de indeterminagdo de sujeito, verbo pronominal € voz passiva sintética pelas
caracteristicas do verbo ao qual o pronome —se se associa. Pedimos a ferramenta pela
distribuicdo dos lemas verbais dos quais o foken “se” é dependente sintaticamente, o que
nos permitiu visualizar a lista de verbos, agrupa-los quanto a transitividade, e entao uti-
lizamos o agrupamento para facilitar a leitura e a anélise de todas as frases para verificar

qual seria a anotacd@o correta para 0 pronome nos contextos respectivos?.

Por fim, para verificar o impacto das revisdes e da especificacdo das fungdes do
pronome —se no aprendizado automatico — ou, na generalizacao de casos —, comparamos
a saida de um modelo treinado no dataset antes das revisdes e de outro modelo trei-
nado no dataset ap0s as revisdes. A hipdtese em que se baseia essa metodologia € a de
que a qualidade do modelo gerado indica a possibilidade de generalizacdo das analises
linguisticas e, indiretamente, o nivel de consisténcia dessas mesmas anélises. Mas € im-
portante notar que baixa qualidade do modelo (desempenho fraco) ndo significa, neces-
sariamente, inconsisténcia de andlise, uma vez que anélises podem ser consistentes e de
dificil generalizagdao. Além disso, no caso da anotacdo do pronome —se, a andlise dos
resultados do modelo indica também as dificuldades que a implementacdo de trés novas
etiquetas impdem ao modelo de anota¢do automética

A ferramenta utilizada para treinar o modelo foi o UDPipe [Straka et al. 2016],
e as métricas empregadas na avaliagdo da qualidade do modelo foram as métricas da
avaliag¢ao conjunta do CoNLL de 2018 [Zeman et al. 2018]. Daremos énfase aos resulta-

ZPara reproduzir a metodologia de anotaciio, quem 1& pode se referir a [de Souza 2023], onde é apresen-
tado o passo a passo utilizado para especificar o pronome —se.
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dos de UPOS (Universal Part-Of-Speech Score, que mede os acertos de classe gramati-
cal), LEMMA (que mede os acertos de lematizacdo) e LAS (Labeled Attachment Score,
que mede os acertos de encaixe das dependéncias sintaticas e de tipo de relacao sintética).

3. Classes do —se

Para especificar o pronome -se foram utilizados trés subtipos da relacdo expl —
expl:impers, expl:pass e expl:pv —, além das classes para objetos — obj e iobj>. Em to-
dos esses casos, o ftoken “se” € o que recebe a etiqueta de relacdo sintdtica especifica, e a
sua anotagdo de classe gramatical € “PRON”.

Embora o termo “impers” da classe “expl:impers” diga respeito a impessoaliza¢ao
(impersonal, em inglés), entendemos, junto com [Bagno 2012], que tanto a
indeterminacdo do sujeito quanto a voz passiva sintética sdo estratégias utilizadas para
impessoalizar a oracdo. No caso da indeterminagdo do sujeito, a impessoalizacao ocorre
pela supressdao do sujeito, que ndo pode ser recuperado na oragdo, ao passo que no
caso da voz passiva sintética a impessoalizacdo ocorre pelo deslocamento do objeto
direto para a posi¢do de sujeito paciente, sendo que o agente também ndo é recu-
peravel dentro da oracdo. Estudos em diferentes abordagens tedricas também defen-
dem a fun¢do de indeterminacao do -—se nos casos que gramaticas normativas classificam
como particula apassivadora [Vieira and de Sa 2015, Lopes and Namiuti-Temponi 2017,
dos Santos Silva 2021]. No entanto, uma vez que o conjunto de etiquetas UD preve a tri-
pla diferenciacdo, optamos por manté-la. Outro argumento para a separacao “tradicional”
entre passiva e indeterminagdo € justamente viabilizar estudos descritivos como os cita-
dos. Por fim, e de um ponto de vista pratico, se o interesse estiver apenas na distin¢ao entre
indeterminacdo e demais usos — relevante, por exemplo, na anotacao de papéis semanticos
— € possivel dar um tratamento unificado a expl:impers e expl:pass.

Assim, estamos utilizando a etiqueta expl:impers especificamente para os ca-
sos de indeterminacdo de sujeito e a etiqueta expl:pass para os casos de voz passiva
sintética. A diferenciacdo entre ambas as classes, portanto, ndo se da pela nocdo de
“impessoaliza¢io”, mas por critérios gramaticais que serdo explicados a seguir?.

expl:impers — indice de indeterminacao do sujeito: Comumente, o verbo cujo sujeito
estd indeterminado € intransitivo ou transitivo indireto. Um dos requisitos para a anotagao
de indeterminacao do sujeito € a auséncia de um sujeito sintatico para o verbo a que o “se”
estad associado.

1. Considerando-se que o ciclo de o motor € realizado a cada duas rotagcdes completas
de o eixo de manivelas, chega-se a expressao de a massa de combustivel (em kg)
utilizada em cada ciclo: (3.1)

3A palavra “se” pode ainda ser uma conjuncdo subordinativa ou um nome préprio — abreviacdo de
sudeste ou Sergipe (SE). Como nao sao casos de pronome -—se, ndo serdo tratados neste trabalho.

“As diretivas apresentadas nesta secio resumem, devido a limitaces de espaco, os critérios utilizados
para anotar o pronome —se no corpus PetroGold. Para um detalhamento maior sobre casos especificos e
dividas que surgiram durante a anotagdo, quem 1€ pode se referir ao trabalho [de Souza 2023], onde as
diretivas empregadas s@o exploradas mais extensamente.
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expl:pass — pronome apassivador: E condicdo para a ocorréncia de voz passiva
sintética um verbo com transitividade direta ou transitividade direta e indireta segundo
a GT. Em outras palavras, o requisito é a presenca de um objeto direto, o qual, na
transformacdo para voz passiva sintética, serd anotado como sujeito do ponto de vista
sintdtico, embora seja paciente do ponto de vista semantico.

Diferentemente da oracdo em que ha indeterminagdo do sujeito, nesta hd um su-
jeito sintético, anotado como nsubj:pass — sujeito paciente.

2. Para a andlise de as argilas estudadas, seguiu-se o seguinte procedimento; secou-
se as argilas em 39 uma estufa a 80°C durante 18 horas, e apds terem sido retiradas
de a estufa, foram moidas em um moinho de bolas durante 18 horas.

Na frase 2, o fato de que “‘argilas”, sendo sujeito da orag¢do, ndo concorda em
nimero com ‘“‘secou”, ndo € um bom critério para definir se houve indeterminagdo do
sujeito ou voz passiva sintética. Entendemos, assim como [Bagno 2012], que em ambos
0s casos o objetivo € impessoalizar a oragdo, de tal maneira que j4 se tornou usual conjugar
o verbo na terceira pessoa do singular, mesmo que o fendmeno empregado seja o da voz
passiva sintética. Assim, embora segundo a GT tenha ocorrido um erro de concordéancia
verbal, ele € explicado pela inten¢@o do autor, que nao distingue entre um sujeito paciente
e uma oragao de sujeito indeterminado na hora de impessoalizi-la, e o —se foi anotado
como expl:pass.

expl:pv — verbo pronominal: Indica que o —se estd associado a um verbo pronominal
e recebe o nome, na GT, de particula integrante do verbo. Essa é uma andlise que, para
nods, assim como as demais categorias, depende da utilizagdao do verbo em cada frase, nao
sendo caracteristica intrinseca dos verbos exigir ou nao o pronome “se” (veja-se o0 caso
dos verbos “pronominais acidentais”, por exemplo). O verbo estd sendo usado de forma
pronominal quando ha um sujeito sintdtico e ele ndo € paciente da acdo verbal.

3. Dentre os parametros reoldgicos mais usuais, destaca se a viscosidade, que se
refere a a resisténcia que uma substancia apresenta a o fluxo (...)

Em alguns casos, o sujeito ndo é nem paciente € nem agente, quando um verbo
causativo tornou-se incoativo pelo uso do pronome —se, como na frase “O esporte
popularizou-se”, levantada em [Duran et al. 2013]. Nela, o verbo, originalmente tran-
sitivo direto, estd sendo empregado no aspecto incoativo — “o esporte ficou popular” —
indicando uma mudanca de estado e, por isso, “esporte” ndo € nem agente nem paciente
de um verbo de acdo, mas “sede” da mudanca de estado indicada pelo verbo (de estado),
termo empregado por [Cunha and Cintra 2016]. Frases do tipo foram anotadas como pro-
nominais°.

obj / iobj — objeto direto ou indireto: A palavra “se” pode ainda ser anotada como
objeto direto ou indireto quando a acdo do verbo se estende a terceira pessoa do singular
ou plural, na forma do pronome “se”. Nesses casos, 0 sujeito sintdtico também & agente e
paciente da a¢do ao mesmo tempo, de modo que o verbo precisa ter um objeto, direto ou
indireto. O fendmeno recebe o nome de pronome reflexivo na GT.

SMais discussio sobre esse tipo de construcio pode ser encontrada em [Cangado and Amaral 2010].
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[Bechara 2012] indica que o pronome ‘“‘se” como objeto exige um sujeito animado
para o verbo, pois somente dessa forma o sujeito serd agente e paciente da acdo a0 mesmo
tempo. Em uma frase como “Jodo se banha”, o sujeito € um ser animado e funciona como
agente e paciente da acdo do verbo. Ja na frase “O banco s6 se abre as 10 horas”, para o
autor, o sujeito inanimado impede a ocorréncia de pronome reflexivo, sendo um caso de
voz passiva. No caso de “Ele se chama Jodo”, sabe-se que, embora animado, o sujeito
nao € agente da acdo, restando a anotag¢do de verbo pronominal.

No PetroGold nao foram encontradas ocorréncias de “se” como pronome refle-
xivo (objeto direto ou indireto). Para confirmar que a inexisténcia do pronome reflexivo
no PetroGold esta correta, verificamos todos os sujeitos de verbos a que se associam o
pronome “se”. A andlise dos 281 lemas ndo retornou nenhum sujeito animado, o que
justificaria a auséncia do pronome reflexivo no corpus, sugerindo ser uma caracteristica
dos textos do dominio a frequéncia baixa ou nula de frases em que o sujeito € animado,
um dos requisitos elencados por [Bechara 2012].

4. Resultados

O corpus PetroGold v3 conta com 1.960 ocorréncias de “se”, sendo 75 conjun¢des subor-
dinativas e 1.885 pronomes expletivos, conforme tabela 1. Todos os 1.885 usos expletivos
passaram por revisao, uma vez que precisaram ter sua etiqueta modificada para se acres-
centar a informacao relativa a indeterminagao do sujeito, passiviza¢ao ou uso pronominal
do verbo.

expl:impers expl:pass expl:pv total de pronomes
278 807 800 1.885

Tabela 1. Frequéncia das classificacoes do pronome “se”

Distribuimos os pronomes “se” expletivos pelos verbos aos quais se associam, e
alguns dos verbos podem aparecer associados a mais de um tipo de pronome “se” exple-
tivo (os exemplos 4 a 7 a seguir exemplificam esses casos). Como se vé na tabela 2, 25
verbos podem se associar a pronomes ‘“‘se”’ de dois tipos diferentes. Desses, 22 (88%) ora
sdo usados pronominalmente e ora na voz passiva sintética, enquanto somente 3 (12%) sao
usados ora como verbo pronominal, ora como oragdo de sujeito indeterminado. Nenhum
dos verbos se associa a trés categorias a0 mesmo tempo, € ndo encontramos no corpus
nenhum verbo que se associe ora a um pronome ‘“‘se”’ que indique voz passiva sintética,
ora indice de indeterminacao do sujeito.

deprel do ““se” n°de verbos

expl:impers 21
expl:pass 154
expl:pv 142

duas categorias 25

trés categorias 0

Tabela 2. Numero de verbos que se associam aos tipos de pronome “se”

O maior nimero de verbos que podem ser utilizados tanto na voz passiva sintética
como na forma pronominal ji era esperado — [Azeredo 2000], por exemplo, comenta
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sobre o fendmeno da cristalizagdo do “se” em verbos de voz passiva, os quais, pela
frequéncia de uso, vao se tornando pronominais. Sintaticamente, o fato de que muitos
verbos podem ser empregados das duas formas € explicdvel pela semelhanca estrutural
— ambas requerem um sujeito sintatico na frase, sendo que a diferenciagcdo € realizada
semanticamente ao interpretar se o sujeito € paciente do conteido verbal ou ndo. Por
exemplo, nas frases 4 e 5, o verbo em destaque € “ajustar”’. O primeiro, porém, tem como
sujeito o substantivo “modelos”, sendo que, na interpretagdo dos autores, a frase ndo
permite inferir que haveria um agente, propositalmente omitido da oracao, responsavel
por ter ajustado os modelos no contexto em que o verbo foi utilizado, diferentemente da
segunda oracdo, onde um agente nao identificado ajustou a “frequéncia”, que € sujeito
paciente da oragdo.

4. expl:pv: A partir do coeficiente de correlagcdo, percebe-se que todos os modelos
se ajustaram.

5. expl:pass: A bomba de 4dgua foi acionada com uma freqii€éncia de 30 Hz e entao
ajustou-se a freqiiéncia baseando-se na vazao de dgua desejada.

Ja a diferenciacdo entre ora¢des com sujeito indeterminado e uso pronominal do
verbo pode ser explicada em termos puramente sintaticos. Nos exemplos 6 € 7, o verbo
em destaque € “chamar”. Na primeira frase, o pronome relativo “que” retoma “pasta
oleosa”, sujeito da oragdo relativa cujo nicleo € “se chama” e cujo complemento ver-
bal € “petréleo”. Por tratar-se de uma oracdo com sujeito sintdtico, a anotacdo € a de
verbo pronominal, diferentemente da segunda frase, em que “bentos” € objeto direto
(sem a possibilidade da leitura como sujeito paciente) e “organismos” objeto indireto,
faltando um sujeito sintdtico para a oragdo (que tampouco estd eliptico), marcando, por-

tanto, indeterminagdo do sujeito®.

6. expl:pv: Admite-se que o petréleo foi formado ha milhdes de anos pelo acu-
mulo de diferentes seres vivos como a decomposi¢ao de planctons - seres que
sdo geralmente encontrados na zona costeira, mares, oceanos e estudrios - esses
seres teriam se acumulados no fundo dos mares, rios e lagos e soterrados pela
acdo do movimento da crosta terrestre e posteriormente com o passar dos anos
transformando-se em uma pasta oleosa que hoje se chama petroleo (VAZ, 2011).

7. expl:impers: Em biologia marinha e limnologia, chama-se bentos aos organismos
que vivem no substrato, fixos ou nido, em contraposicdo com o0s peldgicos, que
vivem livremente na coluna de dgua.

A auséncia de verbos compartilhando o —se na voz passiva sintética € o —se como
indeterminac¢@o do sujeito pode ser explicada pelo fato de que os dois fendmenos sio
muito distintos sintaticamente, sendo que no primeiro ha um sujeito sintdtico na oracao,
que € marcada por um VTD ou VTDI, e no segundo fendmeno nao ha sujeito, sendo
utilizado um verbo VI ou VTL

Os resultados da avaliacdo intrinseca do modelo gerado utilizando o dataset apos
as revisdes do pronome —se como material de treino podem ser verificados na tabela 3.
Entre parénteses, € possivel verificar a variacao, em pontos percentuais, das métricas de
avaliacdo quando comparadas as métricas anteriores as revisoes.

A andlise seria diferente caso “organismos” nio fosse preposicionado: “Os organismos se chamam
bentos” (verbo pronominal).
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UPOS LEMMA LAS
98,40% (+0,05 p.p.) 98,46% (-0,09 p.p.) 88,71% (-0,39 p.p.)

Tabela 3. Avaliacao intrinseca apds as revisoes do pronome “se”

A métrica relativa ao aprendizado de classe gramatical foi a inica que obteve uma
melhora (+0.05 p.p.). Isso pode ser explicado por alguns motivos: (a) foram realizadas
correcdes sistemdticas relativas a quando o “se” é pronome ou conjun¢do subordinativa,
facilitando o aprendizado automatico de POS; (b) foi realizada uma simplificacdo das
informacdes morfoldogicas do pronome expletivo “se” — originalmente, eram anotados
como tendo atributos morfolégicos de um pronome de terceira pessoa, como se fosse
um objeto, portanto herdando as caracteristicas do objeto da oragdo. Como se trata de
um pronome expletivo, que ndo representa nem um sujeito nem um objeto, removemos
completamente suas informagdes morfoldgicas, o que pode ter facilitado o aprendizado
do etiquetador.

O decréscimo de 0,09 p.p. na avaliacdo de lematizacdo, por sua vez, pode ser
explicado pelo fato de que havia 22 palavras “sudeste” ou “Sergipe”, abreviadas como
“SE”, mas que tinham o lema anotado como “se”, em letras minudsculas, o que facilitava
o aprendizado uma vez que, independentemente de a palavra estar em caixa alta ou nao,
o lema era sempre o mesmo. Quando desfizemos essa anotacio de lema, diferenciando o
“se” pronome do “SE” abreviacdo para “sudeste” e “Sergipe”, introduzimos um pequeno
obstaculo que pode ter refletido no decréscimo.

Ja a métrica que diz respeito ao aprendizado de dependéncias (LAS) teve o de-
sempenho piorado em 0,39 ponto percentual. Esse dado pode ser explicado por termos
introduzido uma granularidade previamente inexistente no corpus quando adicionamos
trés novas classes para o pronome ‘“se” — expl:impers, expl:pass e expl:pv. Antes das
revisoes, a classe expl obtinha 100% de acertos pois era a Unica para todos os casos de
pronome “se”. Nessa nova versdo, os resultados de acerto para as trés novas classes fo-
ram de, respectivamente, 82,3%, 91,3% e 86,8%. Soma-se a isso o fato de que os verbos
sdo polissémicos e, dependendo do contexto, as oragdes — € portanto o0 “se” — podem ser
interpretadas de uma forma ou de outra, conforme discutimos.

Além da anotacdo revista do corpus PetroGold v3, estamos disponibilizando
também alguns recursos lexicais que podem ser uteis para outros projetos de anotacao
ou para alimentar tarefas linguistico-computacionais. Em um repositério dedicado a este
trabalho’, disponibilizamos: (1) trés listas com as frases que tiveram o pronome —se clas-
sificados como do tipo expl:impers, expl:pass ou expl:pv; (2) uma lista com todos os
verbos associados ao pronome —se, organizados pela frequéncia com que o —se foi ano-
tado usando as diferentes etiquetas e um exemplo de frase para cada tipo, e (3) a lista de
verbos associados a pronomes —se (e as respectivas frases) em que os pronomes —se fo-
ram anotados de forma diferente, indicando polissemia do verbo, que admite mais de um
fendmeno quando associado ao pronome. Os recursos funcionam como apéndices desse
trabalho, e a ideia é que possam ser processados computacionalmente com facilidade.

"Disponivel em: https://github.com/alvelvis/recursos-lexicais-se. Acesso em 22 de jun. 2023.
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5. Consideracoes finais

Realizamos uma descri¢do linguistica e discutimos os resultados do processo de anotac¢ao
do pronome —se no treebank PetroGold (v3). O recurso integra o projeto Universal De-
pendencies, que prevé diferentes etiquetas para anotar o pronome —se mas nao apresenta
estruturas tipicas da lingua portuguesa, as quais anotamos tomando como base o estudo
de gramaticas do portugués.

Como resultados, discriminamos as 1.960 ocorréncias do “se” no corpus por
classe sintdtica e apresentamos o numero de verbos que se associam a cada um dos ti-
pos do pronome —se expletivos. Com a revisio, foi possivel perceber o comportamento de
certos verbos com relacdo ao —se, o que por sua vez se reflete em uma constatagao impor-
tante para o PLN: nem sempre um corpus mais bem anotado levara as melhores medidas
de avaliacdo (medida F1). Em nosso caso, o fato de o corpus ter sido consistentemente
revisto foi justamente o que fez o desempenho do modelo piorar.
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Abstract. This paper presents an investigation of adjectives in two
discourse genres, Aesopian fables and essays on women'’s etiquette,
drawing on annotations based on Universal Dependencies. The goal is
to arque for a more diverse sample of texts with respect to discourse
genre when building annotated treebanks. This is meant to allow for
representing the different ways in which lexis and grammar are activated
in different genres. As the results point out there are important
differences with respect to the use of adjectives in the two samples of
texts, not only in terms of frequency of occurrence, but also, and more
importantly, in terms of the type of dependency relations adjectives are
implicated in.

Resumo. FEste artigo apresenta uma investigacdo da ocorréncia de
adjetivos em dois géneros discursivos, a fabula esopiana e colunas
Jornalisticas de comportamento feminino, baseada na anotacdo
morfossintatica de acordo com o do modelo das Dependéncias
Universais. Objetiva-se apresentar evidéncias sobre a necessidade de se
construir corpora anotados contemplando textos diversos, tendo-se
vista que o acionamento do léxico e da gramatica da lingua varia nos
diversos géneros discursivos. Os resultados apontam uma diferenga
significativa no uso de palavras adjetivas em textos dos dois géneros
discursivos em questdo, ndo so em termos de frequéncia de ocorréncia,
mas também no tipo de relacdo de dependéncia da qual participam.

1. Introducao

Nos ultimos anos, as Dependéncias Universais (Universal Dependencies — UDs) [de
Manerffe et al 2021] tém se estabelecido como um modelo de anotacdo eficiente para o
Processamento de Lingua Natural (PLN). Isso se deve, em parte, ao esfor¢o coletivo de
pesquisadores, em nivel mundial, que tém construido bancos de dados anotados segundo
esse modelo para linguas individuais. O estudo que ora se apresenta soma-se a esses
esforcos de construg@o de bancos de dados anotados. No entanto, o principal objetivo ndo
¢ o desenvolvimento de bancos para tarefas em PLN, mas, sim, o uso de tais bancos na
andlise gramatical, neste caso, do portugués brasileiro. Estd na base desta investigacdo o
entendimento de que a constru¢do de bancos de dados linguisticos anotados pode servir
tanto ao processamento de lingua natural quanto a descrig@o e analise linguistica.
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Mais especificamente, o que se busca mostrar neste trabalho ¢ que o acionamento
da gramatica da lingua ¢ sensivel ao género discursivo, isto €, que o sistema gramatical
do portugués brasileiro ¢ mobilizado de maneira diferente em diferentes géneros
discursivos. Esta hipdtese ¢ particularmente relevante no contexto do PLN, porque,
historicamente, os grandes bancos de dados sdo constituidos, na sua maioria, de textos
jornalisticos — apesar de que iniciativas recentes vém integrando géneros variados do
portugués brasileiro [Souza et al, 2021; Pardo et al, 2021].

Nessa direcdo, este trabalho examina a ocorréncia de adjetivos em dois géneros
discursivos, a fabula esopiana e a coluna de comportamento feminino. A ocorréncia dos
adjetivos ¢ avaliada em termos dos tipos de relagdes de dependéncias (deprels) que tais
palavras estabelecem. As deprels que o adjetivo estabelece sdo interpretadas segundo as
fungdes sintaticas que o adjetivo pode desempenhar no portugués brasileiro [Neves, 2011,
2018] (Secao 2).

Assim, por meio do exame da ocorréncia de adjetivos em textos de dois géneros
discursivos, objetiva-se apresentar evidéncias de que a diversidade de géneros de uma
lingua contemplada nos corpora anotados enriquece a descrig@o linguistica, uma vez que
o acionamento do 1éxico e da gramatica da lingua varia nos diversos géneros discursivos.

Surpreendentemente, ha, na area do PLN, uma frente de investigacdo sobre a
classe dos adjetivos bastante consolidada (por exemplo, Raskin e Nirenburg [1998];
Bouillon e Viegas [1999]; Kim e de Marneffe [2013]). Em geral, esses estudos
concentram-se em tarefas de reconhecimento morfossintatico e anotacao de propriedades
logico-semanticas dos adjetivos. Este estudo, no entanto, como ja se indicou, vai na
direcdo de estabelecer indutivamente [Givon, 1995] quadros descritivos da gramatica do
portugués com o auxilio de recursos de PLN, neste caso, as UDs.

Este trabalho organiza-se em seis se¢des, sendo a primeira, esta Introducdo. Na
Secdo 2, discute-se a categoria “adjetivo” na gramatica do portugués, apresentando-se
suas propriedades morfossintaticas e funcionais bdésicas, sob a perspectiva de uma
gramatica de base textual. Na Se¢do 3, discute-se o adjetivo no modelo das UDs, fazendo-
se um equacionamento entre as relagdes de dependéncia (deprels) e as macrofungdes dos
adjetivos. Na Sec¢do 4, apresentam-se a constituicdo da amostra textual que constitui o
universo desta analise e os métodos para processamento automatico e revisao dos textos
segundo o modelo das UDs. Na Sec¢do 5, apresentam-se os resultados, procedendo-se a
sua discussdo. A Se¢do 6 traz as consideragdes finais e possiveis extensdes e aplicagdes
desta pesquisa.

2. A categoria “adjetivo” na gramatica do portugués

O debate linguistico a respeito da classe dos adjetivos tem sido notoriamente polarizado.
Tanto had autores que afirmam que ha linguas que ndo dispdem dessa classe em seu
sistema gramatical, quanto ha aqueles que, reconhecendo a existéncia dessa classe em
uma lingua, diluem-na nas classes de substantivo e verbo [cf. Dixon, 2004, 2010].

O portugués brasileiro ¢ uma lingua em que claramente se observa uma classe
unificada de adjetivos. Do ponto de vista morfoldgico, ha aquelas palavras que, de fato,
sdo adjetivas, como bonito e caro, ¢ também ha palavras que se formam adjetivas por
derivacdo morfoldgica, como brilhante e cansado. A distingdo entre esses dois tipos de
adjetivos ¢, em geral, descrita em obras gramaticais como uma diferenga entre adjetivos
primitivos e adjetivos derivados [Bechara, 2009; Neves, 2011, 2018]. Neste estudo, ndo
consideramos a diferenca entre essas duas classes morfologicas.
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A segunda distingdo que algumas gramaticas apontam, resulta nas subclasses de
adjetivos simples, como doentio e tristonho, ¢ de locuc¢des adjetivas, como € o caso de
do inverno e de transporte. As locucdes adjetivas, no portugués, t€ém a forma de um
sintagma preposicionado, formado de uma preposicdo mais um sintagma nominal. Para
este estudo, sdo considerados apenas os adjetivos simples (Secao 4).

No que diz respeito as propriedades distribucionais dos adjetivos em portugués,
Neves [2011, p. 180-184] documenta cinco fungdes sintaticas que podem ser
desempenhadas por adjetivos, as quais sdo exemplificadas a seguir: (i) funcao atributiva
(01), (i1) funcdo predicativa (02), (iii) funcdo apesitiva (03), (iv) funcdo argumental
(04), (v) fungao de substantivo (05).

(01) Uma criatura alegre predispde sempre os outros a simpatia [...] (Coluna)

(02) Sou belo, alto, de bom porte, e sou 1til para tetos de templos e para navios. (Fabula)

(03) [...] o escaravelho foi até ela, faminto, esmolar comida. (Fabula)

(04) ... digo-o baseada na experiéncia, que adquiri sobre a arte de embelezar a mulher e
atrair a aten¢do masculina. (Coluna) = aten¢ao do homem

(05) A fabula mostra que os que ndo se opdem a circunstancia e aos mais fortes estdo
melhores do que os que competem com os superiores. (Fabula)

Como se discutird mais adiante, sdo poucas as ocorréncias em que o adjetivo tem
a mesma distribui¢ao de substantivos, na amostra deste estudo. Na Se¢do 4, a seguir,
discutimos esses casos, mostrando-os como possivelmente problematicos para a anotagao
das relagdes de dependéncia segundo o modelo das UDs.

3. A categoria “ADJ” nas Dependéncias Universais

O modelo das UDs apresenta um conjunto de etiquetas de classes de palavras universais
(Universal Parts of Speech — UPOS). O foco deste trabalho esta naquelas palavras que
sdo anotadas como ADJ(etivo).

Segundo o modelo das UDs, o adjetivo pode ser anotado em portugués como
estabelecendo basicamente trés relagdes: (i) amod, (ii) xcomp e (iii) advcl. Ele pode ser
também a palavra que recebe a etiqueta root, quando ¢ o nucleo de um predicado nominal.
O Quadro 1, abaixo, traz as correspondéncias entre as fungdes sintdticas descritas na
Secdo 2 e as deprels.

Fungio fungdo atributiva fungdo argumental fungdo apositiva fungdo predicativa fungdo de
sintitica, substantivo
segundo Neves
(2011)

deprels, amod root ‘ advel ‘ xcomp *
segundo as UD

Quadro 1. Correspondéncias entre fungées sintaticas dos adjetivos em portugués e suas
respectivas deprels.

Muito notavelmente, a deprel amod compreende as fungdes atributiva, argumental
e apositiva do adjetivo em portugués, ao passo que o adjetivo em fungao predicativa pode
ser anotado como xcomp ou receber a etiqueta root. Adiante-se ja que essas trés etiquetas
de deprels e as respectivas funcdes sdo as que tém com maior frequéncia de ocorréncia
na amostra deste estudo.

Tanto no caso das fungdes atributiva e argumental quanto na funcdo predicativa,
a correspondéncia com as deprels naturalmente decorre das propriedades distribucionais
dos adjetivos em portugués. Como se viu nas ocorréncias (01) e (04), acima, exemplos
de adjetivos em funcao atributiva e argumental, respectivamente, nota-se que os adjetivos
apresentam a mesma distribui¢do, seguindo o substantivo nticleo do SN de que fazem
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parte. No que diz respeito a fun¢do predicativa, o adjetivo pode aparecer em duas
distribui¢des absolutamente diferentes: como nticleo de um predicado nominal com verbo
copula, como ilustra (02), ou como predicado secundario (nos termos de van der Auwera
¢ Malchukov [2005]), como ilustra (06).

(06)Para que esses olhares e essa admirag¢do, porém, ndo se desviem decepcionados.
(Coluna)

A anotacdo de adjetivos que suscita ponderagdes diz respeito aos casos em que
adjetivos assumem a fun¢do de substantivo, como ilustra (05), dai o * na célula
correspondente na Figura 1. Podem-se apontar dois problemas a respeito dessa questdo,
um teodrico e outro operacional. O problema de ordem teodrica ¢, na verdade, a
categorizacdo de Neves (2011), que atribui ao adjetivo, nesta configuragcdo em particular,
fungdo de substantivo. Na literatura tipologica, especialmente em Dryer (2007), casos
como este sdo considerados como ‘“sintagmas nominais sem nucleo”, mais
particularmente, um sintagma nominal sem nucleo em que sdo realizados apenas
determinantes e modificadores.

O problema operacional estd na acomodacao dessas perspectivas descritivas no
modelo de anotacdo das UDs. Ora, se for adotada a visdo de Neves [2011], que
documenta um verdadeiro deslizamento categorial de palavras adjetivas, pode ser dificil
resolver tal desencontro categorial no modelo das UDs, principalmente porque uma das
diretrizes de anotagdo geral do modelo ¢ que se dé preferéncia a anotagdo da palavra de
acordo com sua classe morfologica — adjetivos sdo ADIJ, substantivos sao NOUN. A
proposta alternativa de Dryer [2007] permite uma operacionalizagdo mais facilmente
alinhada as UDs, talvez porque a proposta € tipologica por natureza. Porém, se adotarmos
a proposta de Dryer [2007], serd oportuno fazer o enriquecimento das anotacdes
incorporando-se as dependéncias enhanced [cf. Nivre et al, 2018], porque o sintagma
nominal sem nucleo ¢ um caso de elisdo de nucleo, caso este cuja anotagdo pode ser
efetuada nas dependéncias enhanced.

De um modo geral, pode-se dizer que as correspondéncias entre fungdes sintaticas
dos adjetivos em portugués e as deprels (Quadro 1) s@o correspondéncias prototipicas.
Isso porque, como se vera nas analises na Se¢do 5, ha adjetivos que estabelecem outras
deprels, como ccomp, acl:rel, advcl, entre outras. No entanto, ndo ha necessidade de
contemplar essas correspondéncias no Quadro 1, porque, na verdade, se o adjetivo ¢
anotado como estabelecendo alguma dessas deprels, o adjetivo ¢, na verdade, o nucleo de
um predicado nominal. Veja-se como ilustragdo a ocorréncia (07) e sua anotagdo na
Figura 1. Na deprel advcl o adjetivo pode também ocorrer em estrutura de predicagao
secundaria. Este caso se discute na Segao 5.

(07)Nunca diminui-lo ou recrimina-lo porque nao ¢ brilhante, ndo ¢ rico ou atraente.
(Coluna)

punct

advel \
| conj
( punct \ |

! advinod)-| x coni \
| | | ! /|
Voo | |

Nunca diminui  lo ou recriminda lo  porque ndao é brilhante , nao é rico ou  atraente .
ADV VERB PRON CCONJ VERB PRON SCONJ ADV AUX ADJ PUNCT ADV AUX ADJ CCONJ ADJ PUNCT

Figura 1. Anotacao da ocorréncia (07).

4. Material e métodos de analise
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O corpus de andlise ¢ formado de textos dos géneros discursivos fabula esopiana
[Dezotti, 2018] e coluna jornalistica de comportamento feminino [Nunes, 2008]. Para este
trabalho, a escolha desses dois géneros justifica-se pelo fato de que predominam neles
diferentes sequéncias textuais, sendo a fabula esopiana um texto predominantemente
narrativo e a coluna jornalistica, predominantemente injuntivo e argumentativo. Essa
diferenca de predominancia, por si, ja garante a mobilizagdo de diferentes recursos
gramaticais na composicao de textos desses géneros [cf. Adam, 2019].

Os textos da amostra das fabulas esopianas foram traduzidos diretamente do grego
[Dezotti, 2018]. Os textos da amostra de colunas jornalisticas de comportamento
feminino sdo de autoria de Clarice Lispector e foram publicados originalmente nos
extintos jornais Correio da manha e Diario da noite [Nunes, 2008]. A Tabela 1 apresenta
a composi¢cdo das amostras.

Tabela 1. Composicao da amostra de analise.

Género discursivo Numero de textos por Numero de palavras na amostra
amostra
Fébula esopiana 64 7.909
Coluna jornalistica 45 8.017

As colunas jornalisticas foram extraidas de um arquivo em formato pdf,
convertidas para o formato txt codificagdo UTFS. As fabulas foram digitadas e
convertidas para o formato txt codificagdo UTF8. Ambas as amostras foram revisadas
para corre¢do de potenciais problemas de conversdo ou digitacdo. Para a anotagdo do
corpus, foi utilizado o framework do projeto Universal Dependencies v.2 (Nivre et al.,
2020), que consiste em 17 etiquetas para anotacdo de classes gramaticais e 37 etiquetas
de relacdes sintaticas, além de sub-relacdes. As amostras de texto foram primeiramente
anotadas de forma automadtica por meio da ferramenta UDpipe' (Straka et al. 2016), com
um modelo de lingua portuguesa que utiliza o Bosque-UD v. 2.10 de textos jornalisticos
(Rademaker et al. 2017), da qual resulta um arquivo em formato CONLL-U. Esse arquivo
CONLL-U foi convertido em um arquivo formato csv para revisdo da anotagdo
automatica,. A conversdo do arquivo para formato csv foi feita por meio de um script
Python, tipo parser, que recebe o arquivo CONLL-U como parametro de entrada e gera
um arquivo no formato csv como saida. A anotagdo morfossintatica e sintatica segue as
diretrizes do portugués brasileiro de Duran [2021, 2022].

5. Resultados e discussao

A andlise que se apresenta nesta se¢do esta pautada pelos seguintes parametros: a)
comparagdo geral da ocorréncia de adjetivos nas duas amostras de textos; b) verificagao
da funcgao sintatica do adjetivo em relagdo as deprels das UDs.

No que diz respeito a ocorréncia de palavras com a etiqueta ADJ em cada uma
das amostras de texto, a Tabela 2 revela que essas palavras possuem uma frequéncia
pouco superior ao dobro em colunas jornalisticas de comportamento feminino do que nas
fabulas esopianas.

Tabela 2. Numero de ocorréncias de adjetivos na amostra de textos e sua frequéncia relativa.

Género discursivo Numero de ocorréncia de Frequéncia relativa
adjetivos (N. adj/N. total de palavras)
Fébula esopiana 218 0,0276
Coluna jornalistica 460 0,0573

! Disponivel em: https://lindat.mff.cuni.cz/services/udpipe/.
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Esse resultado representa um achado imprevisto. Esta investigacdo antecipava
uma diferenc¢a no numero de ocorréncias dos adjetivos nos dois géneros em questdo, mas
ndo se fazia previsdo sobre em qual das duas amostras seria verificado o maior numero
de ocorréncias de adjetivos. Para explicar essa diferenca, no entanto, seria necessario
ampliar o escopo da investigacdo, de modo a considerar fatores como finalidade
discursiva, contetido tematico e estilo — os quais, obviamente, ndo se enquadram no
ambito do estudo que se faz aqui.

A Tabela 3 traz a distribuicdo das palavras com a etiqueta ADJ quanto ao tipo
de deprel que elas estabelecem nos enunciados em que ocorrem. E interessante notar que,
tanto nas fabulas quanto nas colunas jornalisticas, predomina a deprel amod, que
compreende, em portugués, os adjetivos em fung¢do atributiva e em fun¢do argumental.
Em nenhuma das duas amostras, nenhuma outra deprel atinge uma frequéncia tdo alta
quanto amod.

Tabela 3. Distribuicao de ADJ por etiqueta de deprel na amostra de textos.

Deprel Género discursivo
Fabula esopiana Coluna de comportamento
N. de Frequéncia N. de Frequéncia
ocorréncias relativa ocorréncias relativa
acl:relcl 5 0,0229 6 0,0130
advcl 7 0,0321 9 0,0195
amod 117 0,5366 276 0,6
ccomp 10 0,0458 15 0,0326
conj 21 0,0963 57 0,1239
csubj 0 0 4 0,0086
obj 3 0,0137 0 0
obl 2 0,0091 0 0
parataxis 0 0 7 0,0152
root 23 0,1055 29 0,0630
xcomp 30 0,1376 57 0,1239
Total 218 1 460 1

Pela distribuicdo das deprels nas amostras, pode-se perceber, também, que ha: a)
diferenga significativa entre as ocorréncias de adjetivo que recebem a etiqueta root, o
que significa que, ha maior ocorréncia de estruturas de predicado nominal nas fabulas do
que nas colunas jornalisticas; b) baixa ocorréncia de adjetivos em csubyj, (utilizado como
recurso para construir uma defini¢do nas colunas jornalisticas, como se vé em (08)); e c)
ocorréncia de obj e obl, exclusivamente nas fabulas, em estrutura de sintagmas nominais
sem nucleo substantivo, como se vé em (09) e como se ilustrou em (05), na qual o adjetivo
passa a ser o nucleo da relacdo de dependéncia.

(08) Ser feminina em doses macigas ¢ pretender sedu¢do por atacado. (Coluna)

|

punct

csubj

Ser feminina em doses macicas ¢é pretender seducdo por atacado .
AUX ADJ ADP NOUN ADJ AUX VERB NOUN ADP NOUN PUNCT

Figura 2. Anotacao da ocorréncia (08).2

2 As imagens foram criadas com o pacote tikz-dependency em um editor de LaTeX.
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(09) A fabula mostra que os empregados sentem saudades dos donos anteriores, sobretudo
quando experimentam os novos. (Fabula)

No que diz respeito a ocorréncia de adjetivos nas deprels acl:relcl, advcl, ccomp,
csubj, parataxis, pode-se dizer que todos desempenham fungdo predicativa na
organizac¢do da estrutura dos enunciados. Observamos que ndo héa, nem nas fabulas nem
nas colunas, um predominio da fung¢do predicativa dos adjetivos.

Merecem destaque, também, as ocorréncias de xcomp que, no que diz respeito a
classe adjetiva, podem corresponder a dois tipos distintos de estruturas: (i) uma em que o
adjetivo funciona como predicado secundario (10), seja em relagdo ao sujeito, seja em
relacdo ao objeto — essa distin¢do, no entanto, ndo ¢ captada no modelo de anotagao basico
das UDs; e (ii) outra em que o adjetivo ¢ o nicleo de uma construcdo resultativa, como

(11).

(10) As moscas acham o azul francamente repelente. (Coluna)

punct
xcomp
et

As moscas acham o azul francamente repelente .
DET NOUN VERB DET NOUN ADV ADJ PUNCT

Figura 3. Anotacao da ocorréncia (10).

(11)Os agougues ficariam mais livres de moscas se pintassem portas e janelas de azul.
(Coluna)

punct

advcl

Os acougues ficariam mais livres de moscas  se  pintassem portas e anelas azul
DET NOUN VERB ADV ADJ ADP NOUN SCONJ ~ VERB NOUN CCONJ \IOU\I ADP NOUN PUNCT

con

det

Figura 4. Anotacao da ocorréncia (11).

Comparando-se os diagramas de anotacdo de (10) e (11), nas Figuras 3 e 4,
respectivamente, nota-se uma discrepancia, também de ordem operacional. Em (10), o
adjetivo repelente constitui um predicado secundario do obj, azul, mas a anotagdo da
deprel de xcomp ¢ com o verbo achar. Na anotacdo de (11), por outro lado, o adjetivo
livre constroi uma predicagdo secunddria resultativa do nsubj, acougues.

Finalmente, hd um outro caso de predicagdo secunddria no portugués, ilustrado
em (12). Nesses casos, a diretriz de anotacdo das UDs recomenda que o adjetivo seja
anotado como estabelecendo a deprel advcl. Veja-se a representacdo na Figura 6.

(12) Um ledo que jazia doente em uma caverna disse a amigéavel raposa (Fabula)

nxuh] (root] (punct;
uhl obj
(casc)
@) |
Um ledo que jazia doente em uma caverna disse a a amigavel raposa

DET NOUN PRON VERB ADJ ADP DET NOUN VERB ADP DET ADJ NOUN PUNCT

Figura 6. Anotacao da ocorréncia (12).
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Ocorre que, em portugués, diferentemente do inglés, por exemplo, essa sentenca
tem uma interpretacdo ambigua: o adjetivo doente pode ter tanto orientacdo para o
participante (o ledo estava doente) quanto pode ter orientagdo para o evento (o ledo jazia
*doentemente). Tanto na amostra das fabulas quanto na das colunas, (12) foi a tinica
ocorréncia desse tipo de estrutura.

A analise apresentada aqui ndo pretende resolver esta questdo, mas considera-la
para o estabelecimento de diretrizes de anotacdo. A pergunta que se faz, para a qual ndo
se oferece resposta aqui ¢: Qual o melhor procedimento de anotagcdo de estruturas de
predicacdo secundéria de modo a manter as relagdes entre termos dependentes, uma vez
que nem sempre o predicado secundario liga-se ao predicado principal? Essa pergunta
problematiza a diretriz geral de anotacdao das UDs, segundo a qual o xcomp deve ligar-se
ao verbo. Em portugués — e em muitas outras linguas [van der Auwera e Malchukov,
2005; Croft, 2022] — o adjetivo, nessas estruturas, liga-se a um nome, como aqueles na
posicao de nsubj ou obj, nesses casos, € nao ao verbo da predicag@o primdria. Por ai se vé
a dificuldade de conciliar, nas diretrizes de anotacdo, fatos particulares de cada lingua
com o modelo tipologico geral. Retorna-se a este ponto nas Consideragdes Finais.

6. Consideracoes finais

Este estudo trouxe apenas uma amostra de andlise, para a classe dos adjetivos,
com a problematizacdo tedrica em cuja base estd a comparacdo da gramatica em
diferentes géneros discursivos. O estudo revelou -caracteristicas distintivas do
acionamento do adjetivo nos géneros examinados e, a partir dai, discutiu o potencial que
o modelo das UDs para investigag¢des descritivas do portugués. Mais abrangentemente,
se se pretende comparar o acionamento da gramdtica em diferentes géneros, faz-se
necessario direcionar a analise para as propriedades globais, comparando-se a frequéncia
de ocorréncia de todas as UPOS e todas as deprels. Transcendendo a anotagdo
morfossintatica possibilitada pelas UDs, a expansdo da analise dos dados deste estudo
pode ser feita, para fins de enriquecimento desta descri¢dao, por um lado, pela anotagdo
das classes semanticas dos adjetivos [Croft, 2022; Dixon, 1982, 2004, 2010] e pela
anotacdo da sua funcdo textual-discursiva [Chafe, 1982; Thompson, 1988, 2000].

Um ponto de discussdo que naturalmente decorre das analises € justamente a
conciliagdo entre fatos descritivos de linguas particulares e a proposta geral do modelo.
No que diz respeito ao adjetivo em portugués, ndo se pode propor, neste ponto das
analises, uma sugestdo de anotacdo que capte a distingdo entre adjetivos em funcao
atributiva e em funcdo argumental, visto que a sua forma de expressdo ¢ a mesma na
gramatica do portugués (veja-se a discussdo na Se¢do 2). Do ponto de vista tedrico, o
fendmeno precisa ser investigado mais sistematicamente para se determinar em que
medida a funcdo argumental do adjetivo decorre da composi¢do semantica entre
substantivo e adjetivo (como em ateng¢do masculina). Do ponto de vista pratico da
anotacdo, essa distincdo talvez possa ser resolvida na anota¢do das dependéncias
enhanced. O mesmo se pode dizer para os casos em que os adjetivos estabelecem deprel
de xcomp em estruturas de predicagdo secunddria.

Espera-se ter sugerido que, no que diz respeito a constru¢do de banco de dados
anotados, sdo necessarias diversidade de géneros discursivos, por um lado, de modo a
garantir a diversidade nas estruturas gramaticais que compdem as amostras, bem como a
centralidade de uma teoria tipolégica de gramatica, por outro, de modo que seja
possivel acomodar fatos particulares do portugués em contraponto com generalizagdes
tipologicas.
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Resumo. Inducdo gramatical é uma tarefa que busca aprender automatica-
mente estruturas sintdticas a partir de texto. Poucos trabalhos de indugdo gra-
matical foram produzidos direcionados para a lingua portuguesa. Neste artigo,
reproduzidos o trabalho de [Futrell et al. 2019] para a lingua portuguesa e
o estendemos ao incluir andlise de informagcdo miitua para relacées sintdticas
especificas. Utilizamos dois treebanks anotados e realizamos experimentos uti-
lizando embeddings de dimensées variadas, demonstrando a hipétese de alta
informagcdo miitua para palavras em relacoes de dependéncia.

1. Introducao

Na Linguistica, sintaxe € definida como o estudo da organizacdo das palavras (em termos
de ordenacdo e estruturacdo) na formacgdo de sentengas. Esse entendimento € comparti-
lhado por diferentes visdes sobre como a sintaxe deve ser formalizada [Chomsky 2014]
[Bresnan et al. 2015] . Quase toda aplicacdo de Processamento de Linguas Naturais
(PLN) necessita de algum conhecimento sintitico para obter bons resultados, direta ou
indiretamente codificados. Revisores gramaticais, sistemas de simplificacdo de textos
e sistemas de extracdo de informag¢do sdo algumas das aplicacdes que se beneficiam da
representacao explicita da sintaxe. As aplicagdes baseadas em grandes modelos de lingua,
por sua vez, acabam adquirindo no¢des de sintaxe em seu treinamento, mesmo que ela nao
seja completamente explicitada..

Dada a relevancia da sintaxe, a Indu¢do Gramatical (IG), também chamada de
parsing nao supervisionado [Klein e Manning 2004], é uma tarefa de interesse na comu-
nidade de PLN. Apesar de ela ter a finalidade de induzir (“aprender”’) automaticamente
a gramdtica a partir de dados textuais sem anotagdes sintaticas [Klein e Manning 2004],
vérios autores realizam IG como tarefa semi-supervisionada (IGSS) ou supervisionada
(IGS) [Headden III et al. 2009] [Spitkovsky et al. 2013]. Sendo assim, utilizaremos o
termo (IGNS) para nos referirmos 2 tarefa de IG ndo supervisionada. E interessante notar
que, independentemente de aplicagdes computacionais de PLN, a IGNS pode auxiliar em
vdrias frentes. Na Linguistica, pode ser ttil para aprender a gramdtica de linguas mortas
ou com escassez de recursos (como as indigenas) [Dahl et al. 2023]. Em Psicolinguistica,
pode ser utilizada para propor modelos de aquisi¢do da linguagem [Bannard et al. 2009].
Em Bioinformatica, IGNS ¢ utilizada para inferir estruturas de DNA desconhecidas ou
dificeis de serem encontradas em grandes bases de dados [Unold et al. 2020].

A sintaxe (e, por consequéncia, a IGNS) se vale de duas visOes diferentes de
representacdo: a gramadtica de constituinte e a gramdtica de dependéncia. A primeira
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estuda como as sentencas sao formadas por blocos basicos (sintagmas). No modelo de
representacdo de gramatica de dependéncia, foco desse artigo, estabelecem-se relagdes
de dependéncias diretamente entre as palavras. A Figura 1 apresenta relacdes de sujeito
(nsubj) (entre o verbo “chutou” e a palavra “menino”) e objeto (obj) (entre o verbo e a
palavra “bola”), por exemplo.

root
punct

obj

det nsubj det
o) menino chutou a bola
DET NOUN VERB DET NOUN PUNCT
o menino chutar a bola

Figura 1. Exemplo de analise de dependéncia

Devido aos avancos da IGNS nos anos 2000, presumia-se que a IGNS se apro-
ximaria da IGS em desempenho em breve, mas isso ainda nao ocorreu [Bod 2007] [Lin
et al. 2022]. A maioria dos trabalhos desenvolvidos nas tltimas décadas utiliza algum
tipo de anotacdo. Induzir gramatica sem nenhuma informacao prévia é uma tarefa bas-
tante dificil. Outro desafio € a inducdo de gramatica em sentencas independentemente do
tamanho. A maioria dos trabalhos publicados utiliza sentencgas de até 10 palavras. Por
fim, as diferencas sintdticas entre as linguas apresentam mais um desafio que dificulta a
padronizacdo de técnicas para diferentes linguas. Por exemplo, as linguas chinesa, persa
e tupi apresentam caracteristicas linguisticas diferentes por fazerem parte de familias de
linguas diferentes [Theodor e Siebert-Cole 2020], o que pode dificultar a criagdo de um
modelo unificado. No melhor de nosso conhecimento, ndo encontramos trabalhos pu-
blicados de IGNS especifico para a lingua portuguesa. O trabalho mais similar encon-
trado foi produzido por [da Costa e Kepler 2014], que implementa uma abordagem semi-
supervisionada baseado no trabalho de [Klein e Manning 2004].

Nesse contexto, nosso objetivo neste artigo é explorar a tarefa de IGNS para o
portugués. Em especifico, focamos na reproducdo de um experimento recente de uso da
conhecida medida de Informacdo Mitua (IM) para tentar predizer palavras que possam
estar relacionadas sintaticamente. A IM € uma medida de dependéncia, assim, quanto
maior a informa¢do mutua entre duas palavras, maior a chance de elas estarem relacio-
nadas. Baseamo-nos no trabalho de [Futrell et al. 2019], que, usando IM aplicada a um
corpus de milhdes de palavras em inglés, mostrou que ha uma maior IM entre palavras
que mantém relacdo de dependéncia do que entre palavras que nao mantém. Além de
avaliar tal técnica para o portugué€s, vamos além e verificamos seu comportamento para
relacdes especificas. Realizamos nossos experimentos com dados de treebanks alinhados
ao modelo Universal Dependencies (UD) [de Marneffe et al. 2021], amplamente adotado.

Na Secdo 2, apresentamos brevemente os principais trabalhos relacionados. Em
seguida, na Secdo 3, descrevemos a abordagem aplicada no nosso estudo. Na Secao 4,
apresentamos os resultados do estudo. Fazemos algumas consideragdes finais na Secao 5.
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2. Trabalhos relacionados

Ao longo das ultimas décadas, varias abordagens foram utilizadas em IGNS. A maioria
dos trabalhos utilizam a abordagem gerativa, principalmente no uso do algoritmo Expec-
tation—maximization — EM [Baker 1979], que € utilizado para estimar a probabilidade de
varidveis ndo observdveis (4rvores sintdticas em IGNS). Nos ultimos anos, a modelagem
neural vem ganhando bastante espaco.

Ao longo das duas tltimas décadas, o modelo DMV (Dependency Model with Va-
lence) [Klein e Manning 2004] exerceu grande influéncia para gramatica de dependéncia.
A ideia por trds do modelo DMV estd no controle de geragdo da drvore sintética, que, para
cada ramo a ser gerado (relacdo de dependéncia), utiliza-se de distribui¢des de probabi-
lidade para tomar decisdes de quando gerar (Psrop(—STOP|h,dir,adj)) e qual ramo
gerar (Popoose(alh, dir)). As varidveis h, dir, a e dij sdo respectivamente a cabega da
relacdo, a direcdo em que o argumento serd gerado (direita ou esquerda), o argumento
a ser gerado e se o argumento j4 foi gerado na arvore na dire¢ao dir. O DMV € um dos
varios modelos que utilizam o EM. Este foi o primeiro trabalho a ultrapassar o baseline de
ramificagdo direita (right-branching) [Headden III et al. 2009], sendo bastante utilizado,
mesmo com quase duas décadas de existéncia [ Yang et al. 2020].

Muitos trabalhos foram influenciados por [Klein € Manning 2004]. Um dos mais
relevantes, [Headden III et al. 2009] estendeu o modelo DMV para aplicar uma aborda-
gem Bayesiana, em vez de EM, utilizando uma gramatica lexicalizada (cada n6 da arvore
sintdtica contém também informacao sobre o 1éxico a que se refere). [Cohen e Smith
2009] optou por substituir a distribui¢do Dirichlet pela Logistica, pois, apesar de a pri-
meira ser mais facil de treinar, ela ndo permite um meio explicito de forma flexivel para
calcular a covariancia entre dois eventos, conforme descreve [Blei e Lafferty 2005]. O tra-
balho alcancou 42% de Direct Dependency Accuracy — DDA (quando considera a dire¢ao
de geracdo da arvore sintdtica) no corpus WSJoo, para sentencas de qualquer tamanho.

O trabalho de [Spitkovsky et al. 2010] obteve bons resultados a partir da aplicagao
de curriculum learning [Bengio et al. 2009], que inicia o treinamento com dados menos
complexos e aumenta a complexidade dos dados até que toda a base de dados tenha sido
utilizada. A mudanca de complexidade contribui para que se reduzam as chances de
cair em maximos locais (um dos problemas no uso de EM usado para problemas ndo
convexos). Este trabalho obteve 45% de DDA no WSJoo. Mais recentemente, [Han et
al. 2019b] propds o Lexicalized Neural Dependency Model with Valence (L-NDMV), um
modelo lexicalizado que utiliza DMV com redes neurais. Esse trabalho constatou que, ao
explorar caracteristicas lexicais, a tarefa de IGNS ganha em desempenho. O L-NDMYV foi
o primeiro trabalho a ultrapassar a marca dos 60% de DDA no WSJoo, enquanto que os
trabalhos supervisionados ultrapassam a marca dos 95% em Unlabeled Attachment Score
— UAS (quando nao considera a dire¢do de geracao da arvore) [Lin et al. 2022].

[Yang et al. 2020] atingiu o estado da arte ao construir o modelo probabilistico
com mais de um nivel de distancia de hierarquia (além de filhos, pais e irmdos também
considera avds, netos e tios, por exemplo) entre os nds da arvore. Outros trabalhos atin-
giram o estado da arte ao estender o modelo DMV com redes neurais [Han et al. 2019a]
[Han et al. 2017] [Jiang et al. 2016]. Todos estes trabalhos utilizam algum tipo de
informac@o 1éxica e redes neurais para contribuir com o desempenho. [Shen et al. 2021]
usa o conceito de distancia e altura sintdtica para segmentar a sentencga em partes menores.
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[Drozdov et al. 2019] aplica o algoritmo Inside-Outside — 10, que pode ser visto como
uma instancia do EM, em redes neurais.

Todos os trabalhos citados utilizam algum tipo de anotacdo no treinamento. Re-
centemente, [Pate e Johnson 2016] treinou o modelo DMV com milhdes de palavras para
induzir dependéncia sem uso de anotacdo. Uma vez que o modelo ndo utiliza categorias
morfossintéticas, € utilizada inferéncia Bayesiana aplicada a gramaticas livres de contexto
probabilisticas. Apesar de ja existirem estudos anteriores que utilizavam apenas palavras
como entrada para o modelo [Seginer 2007], estes eram apenas para constituintes.

O uso de IM, em especifico, € algo que vem sendo relativamente pouco explorado,
apesar de seu claro apelo para a tarefa. [Magerman e Marcus 1990] foi o primeiro trabalho
a aplicar IM em IGS, mas foi recentemente que IM comecou a ser aplicado em tarefas de
IGNS. Em um trabalho recente, [Futrell et al. 2019] constatou que pares de palavras que
tém relacdo sintdtica apresentam uma maior IM quando comparados a pares de palavras
sem relacdo. Esta hipétese também foi aplicada em inducao gramatical por [Hoover et al.
2021], que utilizou o modelo de lingua pré-treinado para calcular informagdo miitua entre
palavras considerando o contexto.

A seguir, detalhamos o método de [Futrell et al. 2019] e como o reproduzimos.

3. Método de inducao gramatical

O trabalho de [Futrell et al. 2019] utilizou um corpus com 320 milhdes de fokens ano-
tados automaticamente. Os autores analisam trés varidveis: palavras (words), categorias
morfossintéticas (pos) e grupos lexicais (lex). A ultima varidvel € resultante de agrupa-
mento. O trabalho propds um agrupamento com os 60K rokens mais frequentes, incluindo
stopwords e pontuacdo, a fim de ter uma dimensionalidade menor. Utilizando os vetores
de 300 dimensdes do modelo Glove para cada uma das 60K palavras, o trabalho agrupa
os tokens em 300 grupos. Por exemplo, os fokens “carro”, “carros”, “automoével” e “au-
tomoveis” fazem parte do mesmo grupo lexical. Para representar a varidvel lex, cada foken

no corpus € substituido pelo niimero do seu respectivo grupo.

A IM ¢ calculada entre pares de palavras, categorias morfossintaticas e grupos
lexicais. Para pares de palavras, por exemplo, na sentenca “O menino chutou a bola”,
alguns dos pares possiveis sdo <o,chutou> e <chutou,bola>. O primeiro par nao tem
relacdo de dependéncia (indicada no experimento como nondep). O segundo par tem
relacdo, conforme apresentado na Figura 1 (indicada como dep). [Futrell et al. 2019]
quis também saber o desempenho de pares aleatérios. Ele descreveu estes pares como
permuted. O mesmo € estabelecido para categorias morfossintdticas e grupos lexicais.
Ao todo, para cada varidvel, 3 experimentos sdo realizados. O calculo da IM ocorre entre
o termo cabeca da relacdo h e o dependente d, cuja formula é apresentada abaixo. A
férmula calcula a probabilidade de haver uma relacdo entre duas varidveis, que podem ser
palavras, categorias morfossintdticas, grupos lexicais e relacdes sintdticas (usadas neste
trabalho).

P(h,d)

=B

Para avaliar seu modelo, [Futrell et al. 2019] utiliza dois baselines: pares permuta-
dos (words perm, lex perm, pos perm) e pares sem relacao de dependéncia (words nondep,
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lex nondep, pos nondep). [Futrell et al. 2019] utilizou estes dois baselines porque o pri-
meiro considera uma relacdo aleatoria na sentenca, podendo ser de dependéncia (como
em <0,menino>>) ou nio (<o0,a>). Assim, o baseline permutado deve apresentar melhor
desempenho do que o baseline sem dependéncia se existir maior informagao mutua entre
relacdes de dependéncia do que nao dependéncia. Estes baselines sdao comparados com
os resultados das 3 varidveis para relacao de dependéncia (words dep, lex dep, pos dep).

Diferentemente de [Futrell et al. 2019], utilizamos dois corpora anotados por
humanos, disponiveis na pagina do projeto UD: Bosque [Afonso et al. 2002] e Petrogold
[de Souza et al. 2021]. Para o Bosque, as sentencas anotadas com Portugués do Brasil
correspondem a 90K rokens e 4.205 sentengas origindrias do CETENFolha [Linguateca
2023], construido com textos jornalisticos. O corpus PetroGold é formado por 19 teses e
dissertacOes na area de oleo e gas, constituido por 232k tokens e 9k sentencas. O corpus
Bosque contém 4,16% das sentencas com até 3 tokens e 8,3% das sentengas com mais
de 40 tokens. O PetroGold contém 4,5% das sentengas com até 3 palavras e 24,7% com
sentencas acima de 40 rokens. Além da distribui¢do diferente de tamanho de sentenca,
constatamos que os corpora apresentam também diferengas na distribuicdo de categorias
morfossintaticas e fungdes sintaticas, apesar de essas diferencas serem pequenas.

Adotamos o método de [Futrell et al. 2019], mas utilizamos apenas anotagdes que
foram produzidas por humanos, sem anélise automética. Além disso, ndo selecionamos os
tokens mais frequentes, uma vez que o tamanho do vocabulario dos corpora compilados €
menor que o tamanho proposto por [Futrell et al. 2019]. Em vez disso, apenas utilizamos
todo o vocabuldrio dos corpora que € representado no modelo Glove treinado para a lingua
portuguesa [Hartmann et al. 2017], totalizando um vocabulario de 21.428 palavras.

Neste trabalho, utilizamos embeddings de 50, 300 e 600 dimensdes com base na
andlise realizada por [Hartmann et al. 2017] para gerar os grupos lexicais. Para definir os
300 grupos, [Futrell et al. 2019] utiliza uma matriz de similaridade. No entanto, [Futrell
et al. 2019] nao informa como essa matriz de similaridade foi construida. Deduzimos
que a matriz foi construida usando similaridade de cosseno entre as embeddings de cada
token. Devido as limitagdes computacionais, foram utilizadas apenas duas casas decimais
para representar os valores na matriz de similaridade.

Além dos dois corpora isoladamente, também usamos a combinacgdo deles. Para
cada corpus, foram realizadas 3 execuc¢des, uma para cada uma das 3 dimensoes, contabi-
lizando um total de 9 execugdes. O codigo utilizado para a realizacdo dos experimentos
foi o mesmo disponibilizado por [Futrell et al. 2019].

4. Resultados

Na Figura 2, sdo apresentados os graficos com os resultados para IM utilizando todos os
corpora. Resolvemos utilizar os nomes originais das varidveis utilizados no trabalho do
[Futrell et al. 2019] para facilitar a reproducdo do estudo. Incluimos a variavel fs, que
representa as relacdes de dependéncia. Para o agrupamento, varidvel lex, foram utilizadas
embeddings de 300 dimensdes.

Na Figura 2(a), observa-se que, conforme o nimero de pares aumenta, decresce
a informag¢do mutua em todos os grupos, sem tendéncia de convergéncia para um valor
especifico. Este mesmo comportamento € observado no trabalho de [Futrell et al. 2019]
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Figura 2. IM por niumero de pares usando 300 dimensdes com todos os corpora

para a lingua inglesa, mesmo utilizando um corpus dezenas de vezes maior que 0 nosso.
Isso sugere que a IM entre pares que contenham relagdes de dependéncia pode seguir o
mesmo padrdo para diferentes linguas. Na Figura 2(b), para as variaveis pos, observa-se
uma estabilidade, também apresentando comportamento similar ao trabalho de [Futrell et
al. 2019]. Observa-se também uma IM maior para relacdes sintdticas do que para catego-
rias morfossintdticas, mesmo com maior esparsidade no grupo de relagdes sintaticas.
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Figura 3. IM por porcentagem dos pares utilizados com todos os corpora

Na Figura 3, sdo apresentados os resultados para IM de relacdes sintéticas sepa-
radas pelos grupos definidos pela UD: Argumentos Essenciais (AE) (Core arguments,
que incluem, por exemplo, as relacdes sintdticas mais importantes da sentenca, como su-
jeito e objetos), Dependentes Nao Essenciais (DNE) (Non-core dependents, que incluem,
por exemplo, relacdes de vocativo, modificadores adverbiais e verbos auxiliares), Depen-
dentes Nominais (DN) (Nominal dependents, que incluem, por exemplo, modificadores
de substantivos e de adjetivos) e coordenacdes (Coord) (Coordination, que incluem, por
exemplo, fendmenos variados, como a coordenagdo por conjuncdes, expressoes multipa-
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lavra e relagdes especiais). Na Figura 3, podemos observar que, dos quatro grupos, AE
apresenta a maior IM, assim como também € o tinico que ndo apresenta uma tendéncia de
queda conforme o nimero de pares aumenta.

Durante os experimentos, observamos que o nimero de dimensdes influencia na
IM. Nos experimentos usando agrupamento, percebemos que, quanto maior o nimero de
dimensdes, menor serd a IM, apesar de constatarmos um pequeno aumento de pouco mais
de 5% da IM utilizando embeddings de 600 dimensdes em comparagdo com embeddings
de 300 dimensdes. Nao temos certeza do que pode ter causado esta variacao, mas, uma
vez que ocorreu uma reducdo de 50% de IM entre os grupos que utilizaram embeddings de
50 e 300, acreditamos que o resultado pode ser devido a alguma caracteristica intrinseca
aos embeddings utilizados. Nao conseguimos identificar uma relagdo entre o tamanho da
sentenca € a IM. Um resumo dos resultados para cada corpus € apresentado na Tabela 1.
Os dados sugerem que, quanto menor o nimero de pares, maior a informacao mutua.

Tabela 1. Resumo das execucoes para todos os corpora

Corpora p(o)  pa- | Ndimero | IM dep | IM IM dep | IM non-
lavras / | de pares | words nondep | lex dep lex
sentenca words

Bosque 21,5 70.938 4,638 4,016 0,352 0,301
(13,51)

PetroGold | 30,0 (19,5) | 221.987 | 3,275 2,893 0,213 0,187

Finalmente, realizamos experimentos usando as relagdes sintéticas (Tabela 2). De-
vido a diferenca no niimero de pares entre as relacdes, realizamos os experimentos consi-
derando 4 das relagdes mais relevantes: nsubj, obj, iobj e xcomp.

Tabela 2. Experimento utilizando informacoées sintaticas

Relacoes Nimero | IM dep | IM permuted | IM dep | o fs
de pares | words fs

nsubj 55.412 | 7,488 0,014 0,478 0,0057

obj 34.692 | 7,295 0,020 0,631 0.0061

iobj 677 5,026 0,520 1,232 0,0159

xcomp 8.357 5,897 0,088 0,940 0,0122

Os resultados apresentados na Tabela 2 demonstram que hd uma diferenca muito
grande de IM entre relagcdes de dependéncia e IM com relagdes permutadas. A relacio iobj
apresenta o melhor desempenho entre as demais relacdes quando se observa a direcdo da
relacdo (IM de 1,232), provavelmente devido ao nimero pequeno de exemplos analisados,
uma vez que a IM permutada € bastante alta e o desvio padrao também. No caso da
relacdo nsubj, a terceira coluna representa a IM das palavras que fazem parte dessa relagao
de dependéncia (sem considerar a direcdo da relacdo). Percebe-se uma alta IM nesta
categoria, provavelmente devido as caracteristicas sintaticas do nsubj. Como ilustragdo de
pares com alta IM, as maiores IM encontradas para obj foram para os pares computadores
— comprei (com valor 0,03197), anos — ha (0,01870) e -se — trata (0,01336).
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5. Consideracoes finais

Reproduzimos o trabalho de [Futrell et al. 2019] usando corpora da lingua portuguesa.
Apesar de o tamanho dos corpora usados por [Futrell et al. 2019] e os usados neste tra-
balho serem bem diferentes, constatamos tendéncia de comportamento similares, com
algumas pequenas diferencas, sugerindo que existe um padrao de comportamento mesmo
em linguas pertencentes a familias linguisticas diferentes. Diferentemente do estudo pu-
blicado por [Futrell et al. 2019], que anotou milhdes de palavras automaticamente, utili-
zamos apenas anotagdes sintaticas de referéncia produzidas por humanos. Essas variacoes
tornam inconclusivas comparacdes diretas entre os trabalhos. Além disso, [Futrell et al.
2019] nao informa como foi construida a matriz de similaridades.

Trabalhos futuros incluem aplicar este experimento a outros corpora anotados,
como o Porttinari [Pardo et al. 2021], e realizar um estudo mais aprofundado sobre a
influéncia nos resultados dos corpora, assim como das embeddings utilizadas.
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Abstract. Legal language is a rich and multifaceted specialized language used
in various contexts, such as in courts, laws, and law textbooks [Gozdz-
Roszkowski 2012; Carapinha 2018]. Despite its richness, there is a paucity of
studies describing the linguistic features of this language in Brazilian
Portuguese. Aiming to contribute to this field, we investigated its use in
Brazilian federal statutory legal texts analyzing their linguistic variation and
verifying if they are a register [Biber and Conrad 2009]. To do so, we
conducted, supported by Corpus Linguistics, a Multidimensional Additive
Analysis [Biber 1988] of the LEX-BR-Ius corpus [Ferrari and Marques in
compilation] and confirmed our hypothesis.

Resumo. A linguagem juridica é uma linguagem especializada rica e
multifacetada utilizada nos mais diversos contextos, tais como em tribunais, leis
e livros didaticos de direito [GoZdZz-Roszkowski 2012; Carapinha 2018].
Apesar da sua riqueza, ha poucos estudos que descrevem as caracteristicas
linguisticas dessa linguagem no portugués brasileiro. No intuito de contribuir
com tal campo escolhemos investigar os textos legais federais brasileiros
analisando sua variagdo linguistica e verificando se eles sao um registro [Biber
e Conrad 2009]. Para tanto, realizamos, guiados pela Linguistica de Corpus,
uma Andlise Multidimensional Aditiva [Biber 1988] do corpus LEX-BR-Ius
[Ferrari e Marques em preparagdo e 2022] e confirmamos nossa hipotese.

1. Introducao

Este trabalho apresenta os resultados de uma pesquisa de mestrado que realizou uma
Andlise Multidimensional aditiva [Biber 1988] utilizando os dados do LEX-BR-Ius
[Ferrari e Marques em prepragdo e 2022] e se insere no projeto homonimo que busca
descrever linguisticamente os textos legais federais brasileiros. Iremos aqui detalhar as
particularidades de tais textos sob o enfoque da Analise Multidimensional [Biber 1988],
uma abordagem empirico-metodologica que se vale de métodos quantitativos para
identificar e medir as caracteristicas linguisticas de um dado corpus, calculando a varia¢ao
nos textos que o compdem e interpretando seus resultados de forma qualitativa. Gragas a
tal metodologia, foi possivel obter um panorama da linguagem utilizada nesses textos e
verificar nossa hipotese de que os textos legais sdo um registro segundo a perspectiva de
Biber e Conrad (2009).

A linguagem juridica se insere no rol das linguagens especializadas por apresentar
1éxico e gramética especificos. E importante lembrar que sob tal especificacdo ha uma
variedade muito grande de situagdes, e, portanto, linguagens diversas, que vao desde
textos escritos, como as normas juridicas e as varias etapas processuais, a interagoes orais,
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como os depoimentos e oitivas entre muitos outros [Tiersma 1999; Coulthard e Johnson
2007, 2010; Gozdz-Roszkowski 2012; Carapinha 2018; Lorz 2019]. Delimitar e
descrever a linguagem juridica €, portanto, tarefa ardua e longa que requer recortes
especificos. Acreditamos estar contribuindo para tal através dessa pesquisa que se
configura como uma etapa preliminar na busca de uma descri¢do detalhada da lingua
empregada nas normas legais brasileiras.

O trabalho de Berber Sardinha, Kauffmann e Acunzo (2014) descreveu, valendo-
se da Andlise Multidimensional do Corpus Brasileiro de Variagcdo e Registro (CBVR)
[Berber Sardinha, Kauffmann e Acunzo 2014], as caracteristicas linguisticas de uma
grande variedade de registros do portugués brasileiro (doravante PB), tracando desta
forma um retrato da variagdo linguistica no PB. O trabalho que apresentamos somou o
LEX-BR-Ius as dimensdes identificadas por Berber Sardinha, Kauffmann e Acunzo
(2014), comparando-o com o CBVR e buscando evidenciar as diferencas estre eles e
identificar as caracteristicas proprias do nosso corpus.

Como dito acima, a linguagem juridica representa um universo multifacetado que
merece ser analisado em cada uma de suas especificidades. Assim como uma poesia ¢
muito diferente de um romance ou de um conto ou de um artigo de jornal, normas legais
sdo tipos textuais muito distintos de julgamentos, peticdes, sentencas e assim por diante.
Mostraremos, nesta contribuicdo, que ndo somente as normas legais sdo um registro
especifico, mas também que os critérios de sele¢do para a sua analise resultam em
aspectos linguisticos especificos.

2. Referenciais tedricos e metodoldogicos

Um corpus € um conjunto de textos auténticos, coletados de acordo com critérios
especificos de arquitetura para que seja representativo de uma lingua ou de uma
determinada variedade linguistica, armazenado e submetido a tratamento computacional,
possibilitando buscas automaticas ou semiautomaticas [Sinclair 2004; McEnery e Wilson
2001; Tognini-Bonelli 2001; Baker, Hardie e McEnery 2006].

Dentre os métodos de andlise de corpus temos a Analise Multidimensional (AMD)
[Biber 1988] utilizada para o estudo da variagdo linguistica. A AMD permite tanto o
estudo sincrénico quanto diacronico de quaisquer linguas. Para tanto, esse método adota
a perspectiva do registro, definido por Biber e Conrad (2009) como uma variedade da
lingua com tragos situacionais, linguisticos e funcionais especificos, utilizada em
contextos comunicativos proprios. Conforme Biber (1988), a AMD tem como
pressuposto que a co-ocorréncia de tragos linguisticos em determinados padrdes ¢ fruto
de fatores funcionais a eles inerentes. A identificacdo desses padrdes em textos de
determinado registro e comparagao com outros registros possibilita sua caracterizagao.
Para a descricdo da sua variagdo, os registros sdo distribuidos segundo seus tragos
linguisticos em dimensdes. Um registro tem varias dimensodes intrinsecas, reveladas a
partir da submissdo dos dados de um corpus a uma série de operagdes estatisticas e seus
resultados a uma interpretagdo funcional. [Biber 1988; Biber e Conrad 2009; Berber
Sardinha, 2010]

O termo variagdo se refere aqui as diferengas entre a linguagem natural utilizada
na comunicagao, escrita e falada, de informantes diversos na mesma situagao e contexto
de uso ou pelo mesmo informante em diafasias distintas [Biber e Conrad 2009]. A AMD
evidencia quais tragos morfoldgicos e sintaticos do registro predominam em cada
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dimensao selecionada pelo pesquisador possibilitando cruzar tais informagdes e tragando,
de tal maneira, um quadro preciso das caracteristicas linguisticas do registro em analise
[Biber 1988].

Segundo Biber (1988) e Berber Sardinha (2013a), ao adotar a AMD como método
para estudar a variagdo linguistica devemos escolher entre realizar a Analise
Multidimensional completa (Full MD) ou a Andlise Multidimensional aditiva (Aplicagdo
de dimensdes). Embora ambas fornecam dados linguisticos significativos que permitem
o estudo da varia¢do linguistica nos registros analisados, elas se diferenciam pela
profundidade e finalidade da andlise, assim como pela metodologia empregada, se
tratando assim de abordagens complementares.

A primeira identifica as caracteristicas linguisticas dos registros em andlise e
estabelece suas dimensoes de variagao, fornecendo uma descrigao precisa e detalhada seja
dos registros que das dimensdes. Para tanto, varias etapas metodologicas quantitativas e
qualitativas devem ser seguidas. Esse tipo de AMD, entretanto, ¢ limitada em escopo,
uma vez que abrange uma quantidade finita de registros e seu rigor metodologico,
especialmente em relagdo as exigéncias na compilacdo do corpus a ser analisado, e a
complexidade dos célculos estatisticos requeridos muitas vezes representa um impeditivo
para a sua realizagdo. [Biber 1988; Biber ¢ Conrad 2009; Berber Sardinha 2013a]

J4 a segunda incorpora os registros analisados a dimensoes ja identificadas por
uma AMD completa, enriquecendo-a, pois aumenta seu escopo. Esses registros sdo entdo
comparados com aqueles utilizados para identificar as dimensdes as quais o corpus foi
adicionado e o resultado ¢ um panorama das caracteristicas linguisticas e da variacao dos
registros estudados ao longo das dimensdes. Para isso, o corpus utilizado deve ser
compilado seguindo os mesmos parametros do corpus utilizado no estudo que identificou
as dimensdes adotadas. E importante ressaltar também que cabe ao pesquisador escolher
em quais das dimensdes adicionard seu corpus, podendo adiciona-lo a todas ou apenas
algumas. A realizagdo da AMD aditiva ¢ considerada mais simples, flexivel e rapida, pois
compreende menos etapas e procedimentos estatisticos, sendo eles menos complexos,
quando comparada a primeira, e tem um rigor metodolégico menor. [Biber 1988; Berber
Sardinha 2013a]

3. Materiais e métodos

Para realizar a pesquisa utilizamos dados extraidos do corpus LEX-BR-Ius, um corpus
sincronico de normas legais federais brasileiras que apresenta, entre suas escolhas
metodoldgicas de representatividade: (a) textos inteiros de maneira a garantir sua
organizacdo interna e conteudo [Sinclair 2004; Biber 1993; Ferrari e Marques 2022;
Marques 2023]; b) textos selecionados com base em sua frequéncia de uso no mundo
legal [Barbera e Onesti 2009; Ferrari e Marques 2022; Marques 2023]; normas legais em
vigor no momento de sua extracdo [Ferrari e Marques 2022; Marques 2023]. O corpus €
dividido em secdes segundo o tipo de norma, seguindo a classificagdo adotada pelo
Planalto Brasileiro: Constitui¢do, Cddigos, Estatutos, Emendas a Constituicdo, Leis
complementares e Leis ordinarias.

Com o objetivo de identificar os tragos linguisticos caracteristicos dos textos
legais federais brasileiros e determinar se eles podem ser considerados um registro
submetemos nosso corpus a uma Analise Multidimensional Aditiva com o auxilio dos
softwares: Microsoft Excel e “IBM SPSS Statistics 23” [IBM 2015]. Esclarecemos que,
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para atender as exigéncias da AMD aditiva o corpus foi etiquetado morfossintaticamente
e lematizado com 0 0 PALAVRAS [Bick 2000 e 2014], o mesmo etiquetador utilizado
no estudo que identificou as dimensdes as quais adicionamos o corpus. Foi necessario
também fazer um recorte nos dados, sendo utilizadas apenas as se¢des: Constituicao,
Cddigos e Estatutos, de forma a evitar possiveis vieses € permitir uma comparagao a mais
fidedigna possivel dos nossos dados aqueles do estudo anterior.

A andlise foi precedida de um levantamento preliminar das pesquisas sobre
linguagem juridica, com foco naquelas que compreendiam os textos legais. Para a
realizagdo da AMD aditiva em si, optamos por utilizar os dados da Andlise
Multidimensional do CBVR adicionando nosso corpus a todas as dimensdes de variagao
do portugués brasileiro por ela identificadas, quais sejam: (1) Oral versus literate
discourse, (2) Argumentation, (3) Involved versus informational production, (4) Directive
discourse, (5) Future versus past time orientation ¢ (6) Reported discourse. Para tanto,
primeiramente individualizamos os tragos linguisticos presentes em cada uma dessas
dimensdes a partir dos dados fornecidos em Berber Sardinha, Kauffmann e Acunzo
(2014). Em seguida, submetemos nosso corpus anotado a um tratamento no pos-
processador “PALAVRAS Tag count” [Berber Sardinha 2013b] que realiza a contagem
automatica das ocorréncias dos tragos em cada texto do corpus.

A fim de equilibrar os dados e evitar vieses, normalizamos por mil palavras as
ocorréncias dos tracos contabilizadas anteriormente ¢ calculamos seus Z-escores.
Posteriormente, calculamos o escore de dimensao de cada texto que compde o corpus ao
longo de cada dimensao analisada a fim de obter a carga fatorial de cada um deles. J4 para
obter as cargas fatoriais do corpus em cada dimensdo, de forma a observar em que ponto
da escala de cada uma delas ele se localiza calculamos a média dos escores dedimensao.
Por fim, adicionamos os dados obtidos a planilha das médias de dimensdo do CBVR a
nos fornecida pelos autores do estudo e comparamos nossos dados aqueles. Para
complementar nossa analise, submetemos os dados aos testes estatisticos ANOVA e R*e
calculamos o p-value para verificar o grau de variagdo abarcado pelo corpus em cada
dimensdo e se ele se diferencia dos registros do CBVR de forma estatisticamente
relevante.

4. Resultados

Conforme apresentado na se¢@o anterior, comparamos nossos dados com o CBVR em
todas as dimensdes do PB. Nosso corpus obteve pontuagdes Unicas em todas elas,
entretanto, as pontuagdes obtidas nas dimensdes 2 (Argumentation), 4 (Directive
discourse) e 6 (Reported discourse) giraram em torno de 0. Diante desses resultados
concluimos que a argumenta¢do (dimensdo 2) ndo exerce um papel fundamental nos
textos legais, ndo sendo eles marcados pela presenca substantiva de tragos argumentativos
nem pela sua auséncia. Da mesma forma, os textos ndo sdo marcados pela
instrucionalidade nem pela sua falta (dimensdo 4). Identificamos, no nosso corpus, a
presenca de alguns tragos linguisticos geralmente associados a ordens, instru¢des ou
orientacdes para a execucdo de determinadas tarefas, mas eles apresentam pontuagdes
tanto positivas quanto negativas baixas. Por fim, também o discurso indireto (dimensado
6) ndo ¢ caracteristico no nosso corpus. Embora alguns de seus tragos estejam presentes
nos textos legais sua pontuagao ndo ¢ suficiente para caracteriza-los como marcados pelo
discurso indireto nem pela sua auséncia. Provavelmente, como os textos legais sdao
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impositivos, criados com o objetivo de informar e descrever as normas que regem 0s
sujeitos de direito da forma mais clara e detalhada possivel para evitar que hajam
interpretagdes diversas da pretendida, a argumentagao e a instrucionalidade exercem um
papel secundario no seu texto, sendo o discurso direto preterido aquele indireto.

Por esta razdo, aprofundaremos a seguir somente as dimensdes mais relevantes
para a caracterizagdo dos nossos dados, ou seja, aquelas nas quais houve uma maior
pontuagdo, quais sejam: 1, 3 e 5 e reproduziremos apenas parte dos dados referentes aos
registros do CBVR.

4.1. Dimensao 1: Oral versus literate discourse

Essa dimensdo abarca as caracteristicas do discurso oral e do discurso letrado: ao longo
do polo positivo estdo os registros tipicos do discurso oral e daquele negativo aqueles
tipicos do discurso letrado.

A seguir reproduzimos o grafico dessa dimensdo com a adi¢ao de nosso corpus.
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Figura 1. Dimenséo 1

Tanto nosso corpus quanto a secdo “Legislation” do CBVR se localizam no polo
negativo, sendo que a secdo “Legislation”, pontuou de forma mais negativa que 0 nosso
corpus, o que significa que, apesar de ambos serem discursos letrados, os textos dessa
secao do CBVR tém uma maior ocorréncia de tragos tipicos desse discurso que aqueles
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do LEX-BR-Ius. Os registros desse polo sdo marcados pela alta densidade informacional,
discurso formal e especializado. Dentre os tragos tipicos desse polo destacamos a forte
presenca de sintagmas nominais, substantivos compostos e abstratos, adjetivos, artigos
definidos, preposicdes, participios passados e nominalizagdes na posicao de sujeito. A
seguir trazemos exemplos dessas caracteristicas nos nossos textos:

(i) Art. 1o Esta Lei institui o Estatuto da Igualdade Racial, destinado
garantir_a populacdo negra a efetivagdo da igualdade de oportunidades,
defesa dos direitos étnicos individuais, coletivos e difusos e o combate
discriminacao e as demais formas de intolerancia étnica. [Brasil 2010]

o o |

Nos exemplos acima reproduzidos temos uma presenga expressiva de varios dos
tracos tipicos dessa dimensdo. Destacamos a presenca de diversos sintagmas nominais de
varios tamanhos, como: Esta Lei; o Estatuto da Igualdade Racial. Ressaltamos também
o uso de véarios substantivos abstratos como: discriminagdo e adjetivos como: negra,
étnicos, etc. Citamos ainda o uso de artigos definidos e preposi¢des simples e compostas.
Temos também a presenca de participios passados como: destinado. Todos esses tragcos
contribuem para a especificagdo, restricdo e detalhamento do contetido veiculado
explicam a alta densidade informacional e complexidade das estruturas sintaticas
encontradas no nosso corpus.

4.2 Dimensao 3: Involved versus informational production

Nessa dimensao os registros estdo dispostos segundo o nivel de envolvimento/interagao
dos participantes no registro no polo positivo e seu carater informativo no polo negativo,
conforme pode ser observado no grafico abaixo.
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Como esperado, tanto nosso corpus quanto a se¢ao “Legislation” pontuaram
negativamente. Este polo apresenta apenas uma variavel: relagdo type-token, que reflete
a alta densidade lexical. Logo, seja nosso corpus que a secao ‘“Legislation” apresentam
pouca interagdo e alta carga informacional, tendo a ultima uma maior relacio type/token
que o primeiro. Como exemplo dessa caracteristica nos nossos textos temos:

Art. 23. As ilhas ou ilhotas, que se formarem no alveo de uma corrente,

pertencem ao dominio publico, no caso das aguas publicas, e ao dominio
particular, no caso das dguas comuns ou particulares. [Brasil 1934]

Neste exemplo podemos observar uma ampla gama de vocabulario especializado
como: ilhotas, alveo, dominio publico e dominio particular.
4.3 Dimensao S: Future versus past time orientation

Na dimensao 5, por sua vez, temos, no polo positivo os registros cujo discurso ¢ voltado
para o futuro e, no polo negativo, aqueles voltados para o passado.

A seguir reproduzimos o grafico dessa dimensao.
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Figura 3. Dimenséo 5

Essa ¢ a dimensdo na qual nosso corpus mais se destacou, pontuando
superiormente a todos os registros do CBVR no polo positivo. Observa-se ainda, uma
grande diferenca entre a sua pontuacdo e aquela da se¢do ‘“Legislation”, que ¢é
drasticamente inferior a nossa. O polo positivo ¢ marcado por: alta frequéncia de verbos
no futuro e uso dos modais dever e poder, conjuncdes coordenadas e oragdes
subordinadas. Sao exemplos desses tracos no nosso corpus:
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Art. 8° § 2° O fornecedor devera higienizar os equipamentos ¢ utensilios
utilizados no fornecimento de produtos ou servigos, ou colocados a disposi¢do
do consumidor, e informar, de maneira ostensiva e adequada, quando for o
caso, sobre o risco de contaminagao. [Brasil 1990]

No exemplo acima reproduzido observamos o uso do verbo modal dever no futuro
e da conjunc¢do coordenada “ou”, utilizados para prever e descrever os comportamentos
exigidos dos destinatarios da lei, assim como especificar e caracterizar os objetos desses
comportamentos. De forma mais geral, o uso do futuro auxilia o legislador na descri¢ao
das normas, sua aplicacdo e consequéncias.

4.4 Significancia estatistica da variacio

O resultado dos testes estatisticos empreendidos, quais sejam: ANOVA, p-value e R?
indicam que nosso corpus se distingue significativamente dos registros do CVBR,,
inclusive “Legislation” em todas as dimensdes analisadas. J& em relagdo a variagdo
abarcada pelos textos que compdem o nosso corpus, também essa € estatisticamente
relevante em todas as dimensdes, capturando entre 53.4% a 81.6% da variacdo prevista
para as dimensdes do PB.

5 Discussao

O estudo de Berber Sardinha, Kauffmann e Acunzo (2014) é o mais completo sobre a
varia¢ao do portugués brasileiro ja realizado até o momento. O corpus utilizado -CVBR-
foi compilado sob medida para a sua realizagdo visando abarcar o maior nimero possivel
de registros em PB de forma a obter uma descri¢do fidedigna da variacdo linguistica nessa
lingua. Para tanto, o corpus amostra 48 registros orais e escritos, com 20 textos integrais
por registro, totalizando 960 textos e aproximadamente 5.6 milhdes de palavras. Dentre
os registros que o compoe destacamos o “Legislation” composto por 20 textos legais que
juntos totalizam 125 mil palavras (aprox. 2.2% do numero de palavras do corpus). Tal
secdo ¢ constituida por textos dos tipos normativos: Constituicdo, Cddigos, Leis
Ordinarias, Decretos, Medidas Provisorias e Atos Institucionais, sendo que alguns deles
nao sdo previstos pela atual Constitui¢ao (Atos Institucionais) e outros nao estdo mais em
vigéncia. Nao hd também nenhuma separagdo interna na secdo visando agrupar as
diferentes espécies normativas. Cabe ressaltar que a maioria deles data de 2001, o que
indicaria um recorte temporal, entretanto esta informacdo ndo consta da descricdo do
corpus. Da mesma forma, ndo foram disponibilizadas pelos autores informagdes
importantes como os critérios adotados para a sele¢do dos textos, de onde foram extraidos
ou quando, limitando-se os textos a terem dimensdes similares aquelas das outras se¢des
do CVBR.

A diferenga, em alguns casos significativa, nos resultados obtidos entre a se¢ao
Legislation do CVBR e o LEX-BR-Ius parece-nos ser imputavel ao nivel de curadoria na
selecdo e limpeza dos textos que a compdem. O LEX-BR-Ius foi compilado respeitando
o critério de atualidade e frequéncia de uso das normas legais [Ferrari e Marques 2022;
Marques 2023], como apontamos acima, € com uma grande atencdo na limpeza dos
dados, conferida manualmente. Acreditamos que o registro ‘“Legislation” ndo seja
completamente representativo de todas as espécies normativas previstas na Constitui¢ao
e inclui algumas ndo previstas, abarcando textos que ndo sdo mais aplicaveis e ndo tendo
um critério de sele¢do claro. Além disso, da realizagdo da limpeza ndo foram excluidas
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as informagdes extratextuais como: indices, informagdes editoriais € nimeros de pagina,
o que pode enviesar os dados.

6 Conclusao

A AMD aditiva empreendida e seus resultados, juntamente com aqueles dos testes
estatisticos, indicam que nosso corpus tem cargas fatoriais Unicas e variagdo
estatisticamente significativa em todas as dimensdes analisadas. Tais dados nos levam a
concluir que os textos legais sd3o um registro segunda a perspectiva tedrica por nos
adotada, o que confirma nossa hipoétese inicial. Com nosso trabalho esperamos ter
contribuido na caracterizacdo de um registro especifico, aquele dos textos legais
brasileiros. Estamos no momento completando o processamento dos dados do LEX-BR-
Ius de maneira a poder realizar uma AMD completa no corpus e obter dados ainda mais
refinados para uma descri¢ao da linguagem utilizada nas normas legais do PB.
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Resumo: Este trabalho se insere nos estudos de Acessibilidade Textual e Terminologica.
O corpus de estudo ¢ a publicagdo digital Aprendendo sobre virus e vacinas. Os corpora
de contraste sdo: (1) conjunto de textos sobre cuidados paliativos, € (2) conjunto de
sentencas dos Juizados Especiais Civeis. O objetivo € mapear as caracteristicas sintaticas
desses corpora, a fim de verificar qual o corpus mais simples. Tais corpora, de
caracteristicas distintas, foram etiquetados pela gramatica UDPipe e explorados conforme
alguns critérios pré-estabelecidos de analise sintatica. Os contrastes indicam que o corpus
de estudo tem sintaxe mais simples, embora alguns dos pontos explorados merecam
especial atencdo. Sendo assim, tais comparagdes vao enriquecer a analise e a discussdo
sobre a acessibilidade desse material, além de servir de base para o estudo como um todo.

Abstract: This work is part of the studies of Textual and terminological accessibility.
The corpus of study is the digital publication Learning about viruses and vaccines. The
contrasting corpora are: (1) set of texts about palliative care, and (2) set of judgments of
the Special Civil Courts. The goal is to map the syntactic features of these corpora, in
order to verify which corpus is the simplest. Such corpora, of distinct features, were
tagged by the UDPipe Grammar and explored according to some pre-established syntactic
analysis criteria. The contrasts indicate that the corpus of study has simpler syntax,
although some of the points explored deserve special attention. Thus, such comparisons
will enrich the analysis and discussion about the accessibility of this material, as well as
serving as foundation to the study as a whole.

Introducao

Os estudos de Acessibilidade Textual e Terminologica (ATT) tratam dos padrdes que
tornam um texto mais ou menos complexo, sempre de acordo com o publico para o qual
esse texto ¢ direcionado e produzido. Nesse sentido, a pesquisa de Doutorado no qual esse
estudo esta inserido busca a unido da experiéncia docente com a pesquisa académica, por
meio da investigacdo da leitura e da compreensdo de materiais, em tese, adaptados para
um publico com doze anos ou mais, por jovens e adolescentes do Ensino Fundamental II
de escola publica de Porto Alegre-RS.

O objetivo principal da pesquisa € descrever e analisar se um livro da area da
satude, disponivel on-line, adaptado para um publico leitor jovem, ¢ compreendido por
esse publico e de que forma. Inicialmente, o foco serd a publicagdo digital Aprendendo
sobre virus e vacinas, da Editora da UFCSPA. Essa editora lancou varias publicagdes,
todas na area da saude, adaptadas para diferentes publicos. A Unica dessas obras
direcionada para publico jovem, com doze anos ou mais, foi escolhida para andlise porque
essa ¢ a faixa etaria que corresponde aos alunos da pesquisadora responsavel, com os
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quais sera possivel dar continuidade a pesquisa, num préximo momento, por meio de
testes de compreensao leitora.

O recorte que se apresenta neste resumo faz parte de estudo piloto sobre o corpus
de estudo, em que serdo realizados contrastes do corpus de estudo com outros corpora.
O objetivo € mapear as caracteristicas dos corpora, a fim de verificar se de fato o corpus
de estudo estd acessivel para o publico ao qual se destina. Os corpora escolhidos para
contraste foram dois: (a) conjunto de textos de divulgacdo cientifica, da area da saude,
sobre cuidados paliativos; e (b) conjunto de textos de sentencas dos tribunais de pequenas
causas, da area juridica.

Ao lermos os trés materiais, a hipotese principal € que o corpus de estudo seja o
mais simples. A segunda hipotese é que, ainda que o corpus de estudo seja o mais simples
entre os trés, precisa de mais adaptagdo e simplificacdo para de fato se tornar acessivel e
compreensivel para o publico de alunos do Ensino Fundamental II.

A fim de verificar nossas hipoteses, todos os corpora foram submetidos a0 mesmo
procedimento, com as mesmas ferramentas computacionais: anotacdo pela UDPipe e
buscas pelo Interrogatorio. Ambas as ferramentas serdo contextualizadas e explicadas na
se¢do de Métodos.

Os resultados validaram a aposta inicial, de que o corpus de estudo seria o mais
simples, de acordo com os critérios pesquisados. Porém, a segunda hipotese ndo foi
confirmada, pois nao houve critério em que o corpus de estudo fosse considerado o mais
complexo, necessitando de atengdo e simplificacao.

Referencial Teorico

De maneira geral, a palavra “acessibilidade” corresponde a “ser acessivel”. Entdo,
acostumamo-nos a relacionar essa palavra com a inclusdo, com os espagos, com 0s
recursos. Mas, tal acessibilidade também pode ser analisada do ponto de vista textual, das
palavras, das frases, dos paragrafos, dos textos, bem como da informagdo, da
compreensio. E dessa forma que enxergamos a acessibilidade neste trabalho, alinhada ao
que mencionam Finatto e Motta (2019, p. 317):

Hoje, porém, se entende que a nogdo de acessibilidade nao ¢é algo apenas
associado a espagos fisicos. Afinal, para as pessoas que buscam alguma
inser¢do em diferentes contextos, sejam esses fisicos, sejam abstratos, pode
haver barreiras de vérios tipos. E o caso, por exemplo, de muitos materiais
escritos que, por varias razoes, se tornam “ambientes” totalmente inacessiveis
a um grande numero de pessoas, portadoras de necessidades especiais ou nao.

As autoras Fulgéncio e Liberato (1992) ja discutiam, nos anos 1990, a importancia
da adequagdo da leitura ao publico-alvo ao qual se destina. Segundo Perini (1988), que
acreditava que s6 se aprende a ler, lendo, “[...] a leitura funcional nascera do convivio
com o material escrito adequado, e somente dele” (PERINI, 1988, p. 81). Dessa forma, o
autor propde que textos, quanto ao nivel de dificuldade de leitura, devem ser graduados a
diferentes publicos, “[...] de modo que um texto da terceira série fosse significativamente
mais simples do que um de oitava série, ou de nivel universitario” (PERINI, 1988, p. 82).

Baseados nessas referéncias, o interesse deste estudo estd no texto do livro
Aprendendo sobre Virus e Vacinas, que, conforme os autores, foi adaptado para jovens
com idade entre doze anos ou mais, alunos de Ensino Fundamental II. Mas, como a
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publicacdo ndo foi testada de fato, na pratica, ndo hd como saber se o publico a
compreende. Em fun¢ao disso, o estudo pretende explorar esse material, contrastando-os
com outros corpora e realizando testes de compreensao leitora com esse publico.

Assim, nesse momento, analisaremos a sintaxe do texto, em comparagdo com
outros dois corpora também escritos para pessoas leigas. Como auxilio para tal anélise,
utilizamos o NILC-Metrix, um sistema computacional composto por 200 métricas
propostas em estudos sobre discurso, psicolinguistica, linguistica cognitiva e
computacional, para avaliar a complexidade textual do portugués brasileiro (PB). Esse
sistema ¢ a adaptagdo mais moderna da ferramenta Coh-Metrix para o inglés.

Desenvolvida por pesquisadores da Universidade de Memphis, a ferramenta Coh-
Metrix ¢ uma ferramenta de andlise de textos que “[...] calcula indices que avaliam a
coesdo, a coeréncia e a dificuldade de compreensdo de um texto (em inglés) [...]”
(SCARTON, ALUISIO, 2010, p. 47). No Brasil, a ferramenta foi adaptada para o
portugués brasileiro por pesquisadores do Nucleo Interinstitucional de Linguistica
Computacional da USP e da UFSCar (NILC-USP), ao longo dos ultimos treze anos.

No indice do NILC-Metrix, ¢ possivel selecionar métricas especificas de
complexidade sintatica. Entre essas métricas estdo trés da utilizadas neste estudo:
quantidade de conjuncdes subordinativas em relagdo ao total de conjungdes, quantidade
de oragdes subordinadas em relagdo ao total de oragdes, e quantidade de oragdes com voz
passiva em relagdo ao total de oragoes.

Outro estudo que também mediu a complexidade sintatica de textos literarios para
publico neoleitor (adultos que estdo sendo alfabetizados tardiamente) foi o de Rodrigues,
Freitas e Quental (2013). As autoras investigaram a Colecao Literatura para Todos 1, de
2006. Em fun¢do do publico pretendido, imaginava-se que a escrita dessas obras fosse
mais acessivel linguisticamente. Foi em fun¢do disso que as autoras investigaram a
complexidade sintitica dessas obras de maneira objetiva e quantitativa, por meio de
ferramentas computacionais. As ferramentas utilizadas na época foram o analisador
morfossintatico PALAVRAS (BICK, 2000) e o programa Coh-Metrix Port (ALMEIDA e
ALUISIO, 2009). As buscas utilizadas pelas autoras naquele momento, que foram
reutilizadas em nossa pesquisa atual, foram: quantidade de verbos por sentenca,
quantidade de virgulas por sentenca, quantidade de elementos intercalados por sentenca
e quantidade de oracdes reduzidas de gertindio em relagdo ao total de oragdes.

Neste momento, em que novas e diferentes ferramentas de Linguistica
Computacional estdo a nossa disposi¢do, utilizamos a UDPipe (STARAKA et al., 2016)
para etiquetar os corpora € o Interrogatdrio (de SOUZA e FREITAS, 2019) para realizar
as buscas nesses corpora etiquetados.

Materiais

Os trés corpora utilizados nesse estudo foram: (a) corpus de estudo: livro Virus e Vacinas,
(b) corpus de contraste I: conjunto de textos de divulgacdo cientifica sobre cuidados
paliativos, e (¢) corpus de contraste II: conjunto de sentencas dos tribunais de pequenas
causas.

Um corpus de estudo ¢ a base de uma pesquisa, ¢ o material, o compilado de textos
que pretendemos descrever e avaliar. Ja4 o corpus de contraste ¢ aquele compilado de
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textos utilizado na comparagao, a fim de aproximar ou distanciar os materiais quanto aos
mais diferentes aspectos: semanticos, sintaticos, 1éxicos, estruturais, quantitativos, etc.

E importante ressaltar que esses materiais foram escolhidos porque se destinam &
populagdo em geral. Dessa forma, todos deveriam ser de leitura e entendimento
acessiveis. Enquanto o corpus de estudo tem como publico alunos do Ensino
Fundamental II, o corpus de contraste I ¢ formato por textos sobre cuidados paliativos
para pessoas leigas. Pessoas leigas sdo aquelas que ndo tém conhecimento sobre o
assunto, geralmente cuidadores e familiares de pessoas que necessitam de (ou fazem
escolha por) cuidados paliativos, entdo, os textos precisam ser compreendidos por elas.
Da mesma forma, o corpus de contraste II ¢ formado por sentengas de tribunais de
pequenas causas, ou seja, englobam processos de menor complexidade, que nao
ultrapassem 40 salarios minimos e qualquer pessoa pode utilizar sem a necessidade de
um advogado, sendo assim, tais sentengas também precisam ser acessiveis a populagao.

O corpus de estudo ¢ o livro Aprendendo sobre Virus e Vacinas, da Editora da
UFCSPA, publicado no ano de 2020. O livro tem 72 paginas e estd disponivel para
download gratuito no site da Universidade. O projeto de extensdo de mesmo nome,
Aprendendo sobre Virus e Vacinas, objetiva auxiliar o aprendizado dos alunos dos anos
finais do Ensino Fundamental no aprendizado sobre virus e vacinas utilizadas na sua
prevencao (RODRIGUES, 2020, p. 65). Os autores sdo estudantes de Biomedicina na
UFCSPA que, juntamente com o professor Luiz Carlos Rodrigues Jr., diante da pandemia
do novo Coronavirus, criaram historias, baseadas nas suas pesquisas e estudos,
adaptando-as para diferentes publicos. O unico direcionado para a idade dos alunos (12+)
com os quais sera possivel dar continuidade a pesquisa num segundo momento, por meio
de testes de compreensdo leitora, ¢ o livro Aprendendo sobre Virus e Vacinas, que,
conforme os autores:

“Apresenta um panorama geral das principais epidemias virais,
incluindo a do SARS-CoV-2, aspectos da estrutura, da infecgdo e da replicagdo
viral no hospedeiro, a resposta imunoldgica formada e o mecanismo
imunogénico das vacinas. Cada parte ¢ ilustrada com imagens simplificadas e
ludicas dos sistemas e dos mecanismos envolvidos.” (RODRIGUES, 2020, p.
65).

Os corpora de contrate foram escolhidos porque também lidam com um publico
especifico: a populagdo em geral.

O corpus de contraste I também ¢ da area da satde, foi organizado durante a
Dissertacdo de Esteves (2023), e ¢ composto por conjuntos de textos de divulgagao
cientifica sobre cuidados paliativos. A autora explica que, a partir de busca no Google,
foram selecionados textos com as seguintes palavras-chave: a) “cuidados paliativos” e b)
“cuidados paliativos” + “Ministério da Saude”. Essa mesma pesquisa foi realizada em
trés datas diferentes: 1) 12 de maio de 2021, com a selegdo de 10 textos; 2) 15 de junho
de 2021, com a selegdo de 5 textos; e 3) 19 de setembro de 2021, com a selegdo de 15
textos. Ao selecionar os textos, foram usados alguns critérios de inclusdo: a) apenas em
portugués brasileiro; b) de acesso livre e gratuito; ¢) de fontes idoneas, como institui¢oes
do Governo, portais de noticias reconhecidos e entidades bem estabelecidas; d)
preferéncia a textos escritos originalmente em portugués; e) preferéncia a textos
jornalisticos ou de divulgagdo cientifica. Em fun¢do da pandemia, foram compilados
outros 15 textos, com resultados para buscas Google com as palavras-chave: “cuidados
paliativos” + “CPI da pandemia”. Essa tltima sele¢dao ocorreu em dois momentos: 1) 12
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de novembro de 2021 e 2) 4 de fevereiro de 2022. Foram utilizados 0os mesmos critérios
de inclusdo e exclusao das compilagdes anteriores, totalizando um corpus de 45 textos
sobre cuidados paliativos. (ESTEVES, 2023)

O corpus de contraste II € da area juridica, foi organizado na Tese de Motta (2022),
e compreende um total de 440 Sentencas Judiciais dos Juizados Especiais Civeis (JECs)
do Poder Judiciario do Rio Grande do Sul (PJRS). Essas Sentencas representam as
decisdes tomadas pelos juizes em relagdo aos pedidos das pessoas que procuram os JECs
para resolver algum conflito. O Juizado Especial Civel tem como atribuicao a conciliagao,
0 processo e o julgamento de agdes civeis de menor complexidade, cujo valor de causa
ndo ultrapasse 40 salarios minimos. As Sentengas foram coletadas do site do Tribunal de
Justica do Rio Grande do Sul, entre os anos de 2018 ¢ 2019. As tematicas das Sentencas
sdo: agua, cadastro de inadimplentes, energia elétrica, plano de satde, prestacdo de
servigos ¢ telefonia (de forma que o corpus ficasse variado). O corpus organizado
compreende um total de 440 sentencas. (MOTTA, 2022)

Métodos

Primeiramente, os trés corpora foram formatados em arquivo de texto, seguindo o padrao
UTFS8, necessario para anotacdo em UDPipe. A ferramenta UDPipe, de codigo aberto,
“[...] realiza sequencialmente as etapas de tokenizacdo (segmentacdo do texto em
unidades basicas, como palavras e sinais de pontuacao), anotacdo gramatical, lematizagdo
e analise de dependéncias em qualquer corpus que esteja no formato CoNLL-U.” (de
SOUZA e FREITAS, 2021, p.1043). Utilizamos esse modelo de anotagdo porque:

O modelo fornecido para o portugués (versdo 2.5) tem indices de acerto (F1)
de 96.4%, 95%, 87.2% e 83.1% para os niveis de classes gramaticais (POS),
caracteristicas morfologicas (feats), dependéncia sintatica (unlabeled
attachment score (UAS) e relacdo de dependéncia sintatica (labeled atachment

score (LAS)), respectivamente. .” (de SOUZA e FREITAS, 2021, p.1043)

Esses corpora anotados foram processados no Interrogatdrio, uma ferramenta para
busca e revisdo de corpora anotados (de SOUZA e FREITAS, 2019). Essa ferramenta
realiza buscas sintaticas em arquivos anotados em formato CoNLL-U.

E importante mencionar que o corpus de sentengas judiciais, por ser muito
extenso, teve de ser divido em duas partes, pois as ferramentas nao conseguiram realizar
seu processamento de uma Unica vez. Entdo, as buscas e resultados para esse corpus em
especifico foram dobradas. Todos os resultados foram somados para obtermos um
resultado final do todo do corpus.

A partir disso e de estudos anteriores ja mencionados nas referéncias, foi
verificada a quantidade de ocorréncias dos seguintes indicios de complexidade textual:

Quantidade de verbos por periodo;

Quantidade de virgulas por periodo;

Quantidade de elementos explicativos intercalados por periodo;
Oragoes subordinadas em relacdo as oracoes;

Voz passiva em relagdo as oragoes;

Oragdes reduzidas de gerundio em relagdo as oragdes;
Conjung¢des subordinativas em relacdo a todas as conjungoes.
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Essas buscas especificas aconteceram por terem sido delimitadas como indicios
de complexidade textual, conforme os estudos de Rodrigues, Freitas e Quental (2013) e
conforme apontamentos do NILC-Metrix (LEAL et al, 2022).

Algo que notamos desde o inicio € que as buscas a partir dessa anotagao nem
sempre sdo Obvias e/ou diretas. Por exemplo, para analisarmos o primeiro item, a
quantidade de verbos por periodo, ndo somente buscamos os verbos, pois hd verbos
anotados de outra maneira, como auxiliares, por exemplo, ainda que sejam verbos
principais, dependendo da frase. Alguns exemplos estao na Tabela 1 a seguir:

Tabela 1: Exemplos de verbos auxiliares como principais

Corpus Exemplo

Virus e Vacinas Os neutofilos sdo os primeiros a chegar.

Cuidados Paliativos | O que leva um médico a atuar com quem esta na reta final
da vida?

Sentencas Juridicas | A parte Demandada é prestadora de servico de energia
elétrica, logo fornecedora .

Entdo, para encontramos a quantidade total de verbos, foram necessarias duas
buscas separadas, nas quais a quantidade de verbos encontrada em cada corpus e em cada
busca foi somada. Primeiro, buscamos os verbos. Em seguida, os verbos auxiliares com
func¢do de verbo principal, que buscou verbos como os da Tabela 1.

Para encontrarmos as virgulas, buscamos pela pontuagao do texto, todas que eram
iguais a virgula. Mas, para buscarmos os elementos intercalados também nao foi possivel
uma Unica busca, pois ndo ha como a ferramenta extrair todos de uma tnica vez. Assim,
para encontrarmos esses elementos intercalados, foram realizadas cinco buscas diferentes
para cada corpus: aposto intercalado, adjunto adverbial anteposto ao verbo, oragdo
adverbial anteposta ao verbo, oragdo adjetiva explicativa e oracao adjetiva reduzida. Na
Tabela 2 estdo alguns exemplos de elementos intercalados:

Tabela 2: Exemplos de elementos intercalados

Corpus Exemplo

Viruse | PARA ESCREVER ESTE LIVRO, NOS TAMBEM ESTUDAMOS
Vacinas | MUITO! (oragdo adverbial)

Cuidados | E, na Bélgica, ocorre, atualmente, a mesma situa¢do juridica. (adjunto
Paliativos | adverbial)

Sentengas | A parte autora alega perda de carne bovina , entre outros alimentos , que se
Juridicas | encontravam congelados para consumo proprio, em dois frizeres, no
montante de R$1.690,00 (um mil seiscentos e noventa reais ). (oragdo adjetiva
explicativa)

Ao final das buscas, todos os numeros encontrados em cada corpus foram
somados e relacionados com a quantidade de periodos. Dessa forma, encontramos a
média de elementos intercalados por periodo e por corpus.
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Para buscarmos as oragdes subordinadas, foi preciso realizar varias buscas
diferentes para cada corpus. Oragdes subordinadas substantivas subjetivas e objetivas
diretas, além de casos de coordenagdo entre elas; oragdes subordinadas adjetivas e
adverbiais, além de casos de coordenacgdo entre elas. Todos os nimeros foram somados
em cada corpus.

Para encontrarmos a voz passiva também foi mais tranquilo, pois foi possivel
utilizar apenas um comando por corpus. Entretanto, para encontrarmos as oragdes
reduzidas de gerundio, também foram necessarias algumas buscas para cada corpus:
oragdes subordinadas adjetivas reduzidas de gertindio, ora¢des subordinadas adverbiais
reduzidas de gerundio, oragdes subordinadas substantivas que podem ser reduzidas de
gerundio.

E, por fim, para encontramos as conjung¢des subordinativas, foi possivel somente
uma busca, porém, para relacionarmos com a quantidade total de conjungdes, foram
necessarias duas buscas (conjungdes subordinativas + conjuncdes coordenativas).

Resultados

Primeiramente, os dados gerais dos corpora sdo apresentados na Tabela 3 a seguir.

Tabela 3: Informacg6es sobre os corpora

Corpus de estudo Corpus de Contraste (1) Corpus de Contraste (2)
- SAUDE - JUSTICA
Tokens 4.465 33.0731 702.511
Sentencgas 342 13.883 30.604
Quantidade de 1 publicacao 45 textos do Google 440 Sentencas
documentos digital Judiciais

E importante ressaltar que, embora os corpora tenham extensdes diferentes, o que
¢ visivel pelos dados da Tabela 3, isso ndo compromete os resultados e as comparagodes,
uma vez que todas as analises foram relacionadas de acordo com os dados de cada corpus.
Por exemplo, a quantidade de verbos, de virgulas e de elementos intercalados do corpus
de estudo foi relacionado com a quantidade de sentengas desse corpus, 342. Ja a
quantidade de verbos, de virgulas e de elementos intercalados do corpus de contraste (2)
foi relacionada com a quantidade de sentengas do corpus da justica: 30.604. Dessa forma,
os resultados foram sempre relativos ao proprio corpus, sua extensdo, quantidade de
sentencas e caracteristicas, 0 que permitiu as comparagdes a seguir.

A Tabela 4 a seguir mostra os resultados finais, de cada soma de critérios, obtidos
com todas as buscas, separadas por corpus € por critério pesquisado:
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Tabela 4: Resultados Gerais

Corpus de estudo Corpus de Contraste | Corpus de Contraste
(1) - SAUDE (2) - JUSTICA

Verbos/Periodo 1,38 2,47 2,24

Virgulas/Periodo 0,37 1,3 1,5

Elementos 0,23 0,54 0,66

intercalados/Periodo

Subordinadas/Oragdes 0,39 0,49 0,49

Voz Passiva/Oragdes 0,04 0,06 0,05

Reduzidas de 0,01 0,03 0,05
Gerandio/Oragdes

Conjungdes 0,39 0,03 0,58

Subordinativas/Conjungdes

Os nimeros grifados em negrito apontam para maior resultado em cinco critérios
para o corpus de sentengas juridicas. Em relacdo as oragdes subordinadas, houve empate
de resultado entre os dois corpora de contraste. Ainda assim, o corpus de cuidados
paliativos ¢ o segundo mais complexo, com resultados maiores em trés critérios.

Conforme a nossa hipotese inicial, o corpus de estudo, sobre virus e vacinas, ¢ o
menos complexo em relacao aos outros dois, pois ndo apresenta resultados maiores em
nenhum dos critérios pesquisados. Apesar disso, nestes critérios pesquisados, a segunda
hipotese, de que o corpus de estudo ainda poderia ser adaptado e simplificado para o
publico ao qual se destina, ndo se confirmou, visto que ndo houve resultado maior em
nenhum quesito, entdo, ndo ha como afirmar a segunda hipotese.

Consideracoes

O objetivo principal do estudo foi mapear as caracteristicas sintaticas dos corpora e
verificar qual deles seria o mais simples, sintaticamente. O objetivo foi realizado e o
resultado principal comprovou a hipotese de que o corpus de estudo € o mais simples,
sintaticamente, entre os corpora analisados e de acordo com os critérios estabelecidos,
baseados em estudos anteriores.

Porém, algumas dificuldades surgiram ao longo do caminho. A primeira delas foi
a familiarizagdo com os termos e a anotagdo realizada. Nao ¢ tdo Obvio encontrar as
estruturas da gramatica tradicional, pois a anotacdo na gramatica UDPipe nem sempre
segue a mesma logica, entdo, a busca precisa ser ajustada (e compreender a anotagao
exige abstragdo, foco e experimentagao).

No passo seguinte, as buscas no Interrogatério, foi preciso também
experimentacdo nas buscas, pois nem sempre o que pensamos de acordo com a gramatica
tradicional ja internalizada em nosso raciocinio, € o que a busca realizada nos traz como
resultado. As vezes, os caminhos precisam ser refinados, acrescentando mais de uma
condi¢do, e/ou filtros. Entdo, em varios dos critérios foi preciso mais de uma busca,
sobretudo nos elementos intercalados, critério mais complicado, em nosso entendimento
e experiéncia.
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Além disso, o corpus de sentengas precisou ser dividido em duas partes, pois a
ferramenta ndo funcionou com ele por completo. Isso tornou as buscas nesse corpus
especificamente mais trabalhosas, pois foram o dobro de pesquisas e de somas.

Ainda assim, acreditamos que o estudo contribuiu muito para a familiarizagao com
0s termos, os critérios e os funcionamentos desses sistemas computacionais, os quais nao
conheciamos, nem nunca haviamos experimentado. Além disso, ¢ somente na pratica que
aprendemos a lidar com algo que ndo ¢ do nosso uso frequente e familiar. Adaptar nosso
pensamento e ldgica tdo acostumados com a gramatica tradicional também foi um
exercicio importante.

Por fim, de forma geral, acreditamos que o estudo foi 1util ndo s6 para o
aprendizado relacionado as ferramentas e a analise linguistica, como também para as
discussdes sobre complexidade textual de diversos corpora que podem ser explorados
dessa mesma maneira. Além disso, acreditamos que tais contrastes também vao
enriquecer a analise e a discussao sobre a acessibilidade do corpus de estudo para esse
publico, servindo de base para as etapas subsequentes da pesquisa e da Tese.
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Abstract. Syntactic-semantic classification of words relies ultimately on the
selection of appropriate formal features. This is a bibliographic study
discussing the applicability and relevance to Brazilian Portuguese of features
proposed to correlate to semantics in large-scale work on predicative
adjectives. These include distributional features of subjects, complements,
prepositions, and copular verbs, as well as transformational features (i.e.,
those obtained by information-preserving rephrasing of sentences). The results
of this bibliographic search suggest that 40 of the formal properties registered
in other work are promising for dividing Brazilian Portuguese adjectives into
syntactic-semantic classes.

1. Introduction

Large-scale efforts for a syntactic-semantic classification of Brazilian Portuguese (BP)
predicates focus mainly on verbs [Cancado et al. 2018] and nouns [Barros 2014],
[Santos 2015], [Calcia 2022], [Rassi 2023]. Predicative adjectives (Apred), nonetheless,
are so far an underexplored phenomenon when it comes to large-scale classification of
BP predicates.

Such adjectives select the arguments in sentences with copular verbs. A
transformational property — i.e., the acceptability of an information-preserving
rephrasing — characterizes Apred: its use in adnominal function should be equivalent to a
relative clause consisting of a copular verb plus the adjective [Vendler 1968]: um aluno
ansioso para voltar pra casa (a student anxious to go home) = um aluno que esta
ansioso para voltar pra casa (a student who is anxious to go home).

Large-scale studies on the syntax-semantics of Apred depend on the identification
of relevant formal properties. Since natural language sentences constitute an infinite set,
with an ever-growing lexicon [Harris 1991], the number of properties a predicate might
show cannot be grasped in its entirety. Additionally, not all of them are correlated to
semantics. Different and complementary approaches can be used to define relevant
features. Bibliographic research is the most fundamental of such approaches, saving the
researcher from spending a long time with corpus research and introspection only to
rediscover correlations. Systematic descriptions of European Portuguese and other
languages are available and their findings might prove useful for identifying such
features.

The objective of this paper is thus to provide a discussion of formal properties
employed in large-scale work for the classification of Apred. This is expected to point out
directions for large-scale studies of BP Apred.
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2. The studies

The discussion on formal features of adjectives and their correlation with
semantic features is too extensive to be compiled in its entirety. Also, part of these
studies are in languages we have no access to. To make this study possible, we have
included exclusively works in Portuguese, French, or English that classify over a
thousand Apred, 1.€., large-scale investigations into this type of predicate, which we
believe to make assertions with strong empirical support. Although this leaves aside
theoretically important accounts of adjectives, such as [Vendler 1968], such texts are
contemplated indirectly, since their key ideas are applied to the empirical investigations
described in our sources.

The selection led to a body of six studies. All of them follow the Lexicon-
Grammar theoretical and methodological framework, which proposes the registration of
properties of natural language predicators in matrices [Gross 1975] [Gross 1981]. One
of them [Valetopoulos 2003] combined Lexicon-Grammar with the classes d'objets
framework [G. Gross 1994], which aims at registering the semantic types of arguments.
A qualitative and quantitative synthesis of these studies is provided in Table 1.

Table 1. Languages, objects, lexemes, features, and classes per large-scale
study of predicative adjectives

Reference Target Object Number Number of | Number
language(s) of lexemes | features of classes
Picabia 1978 | French All Apred “Around 86 16
4,000
Casteleiro European Aprea with | 2,039 47 11 (+3
1981 P complement subclasses)
ortuguese
clauses
Nam 1996 Korean All Apred 6,500 unspecified | 15
Valetopoulos | Greek and | All Apred unspecified | unspecified | unspecified
2003 French
(around
7,000
estimated)
Carvalho European Intransitive | 4,250 unspecified | 4 (+12
2007 Portuguese | Apeda  With subclasses)
human
subjects
Messina [talian Aprea with | 1,732 unspecified | 10
2019 complement
clauses

We have searched each of these six studies for discussions on formal properties
having semantic counterparts, verifying through introspection and corpora whether their
application to BP is of relevance. As expected in bibliographic research involving
multiple languages, all proposals discussed constructions or syntactic-semantic
correlations which are not observable in BP. These are omitted from this paper due to
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space restrictions. The results are presented in two sections: one discussing
distributional features and the other dealing with transformational features.

3. Distributional features

In Lexicon-Grammar, distributional features are those of base sentences, i.e., sentences
containing a predicate, its subject (No), complements (Ni, N»z), and obligatory
grammatical elements, such as copular verbs (Vcop) and prepositions (Prep), in an
unmarked order [Harris, 1968], [Harris, 1991]. In Portuguese, the base sentences of
Apred can be characterized as follows [Casteleiro 1981], [Carvalho 2007], with optional
elements between parentheses: No Veop Aprea (Prep Ni).

In BP, both Ny and N; may be human (Nnum), non-human (N.hum), finite clauses
(Que F), infinitive clauses (Vinf), factive clauses (o fato de que F or o fato de Vi) or,
more rarely, conditional clauses (se F). Both finite and factive finite clauses can be
either in the indicative (Fing) or subjunctive (Fsuw) mood. Arguments of the type Nhum are
usually defined as those accepting substitution with given names or certain interrogative
pronouns which translate to English “who” (in BP, quem); N.um covers arguments
which do not pass these tests. Since Npum and Nopum are defined through formal criteria,
they count as formal properties.

Psychological predicates are sure to accept Nnum (not exclusively) at least in one
type of sentence, since psychological states are by definition human manifestations
[Gross 1975], [Casteleiro 1981]. This applies to Apred such as alegre (happy), assustado
(scared), and cansado (tired). The same is true of Apreqd denoting human behavior [Nam
19961, such as inteligente (clever) and corajoso (brave), and Apeqd denoting nationalities,
philosophical positions, and diseases [Carvalho 2007].

Alternation between Nnum and clauses in subject position has been associated
with human behavior predicates [Nam 1996]: both Maria é assustadora (Maria is scary)
and é assustador entrar numa caverna (it is scary to go into a cave) are acceptable
sentences, but the latter is unacceptable for predicates taking an experiencer subject: *é
assustado entrar numa caverna (*it is scared to go into a cave). Behavior Apreq are said
to only accept subject clauses if they are also evaluative Apreq [Valetopoulos 2003].
Thus, ¢ horrivel que ele se comporte assim (it is horrible that he behaves like this) is
acceptable, but *¢é severo que ele se comporte assim (*it is severe that he behaves like
this) is not. Acceptability of the latter can be increased by adding da parte de (“of” as in
“it 1s bold of you to assume this”). Relatedly, intransitive Apreq With subject clauses have
also been associated to evaluation or appreciation by the speaker [Messina 2019], such
as in é certo fazer criticas construtivas (it is right to make constructive criticism).

Adjectives denoting extrinsic properties of human beings, including “states of
mind”, usually accept both finite and infinitive object clauses, which distinguishes them
from other Apreqa with human subjects [Messina 2019]. This can be exemplified by the
fact that both estou ansioso para o meu time ganhar (I am anxious for my team to win)
and estou ansioso para que meu time ganhe (I am anxious for “that my team wins”) are
acceptable sentences, whereas *estou capacitado para que ganhe (*1 am skilled that I
win) sounds odd in comparison with estou capacitado para ganhar (I am skilled to
win).

In turn, adjectives accepting non-propositional N_num subjects (not exclusively)
have been associated with predicates describing information from the five senses:
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vision, hearing, taste, smell, and touch [Nam 1996]. In BP, these are exemplified by,
respectively, quadrado (square), grave (low-pitched), doce (sweet), cheiroso (scented),
aspero (rough). It is not uncommon for these adjectives to accept human or
propositional subjects also in a metaphorical sense: doce might mean “pleasant” when it
extends to propositions, e.g., é doce andar no parque (walking through the park is
sweet), and “gentle” when it applies to human beings: Carlos é um rapaz muito doce
(Carlos is a very sweet young man).

Factive clauses have been associated with predicates imprinting a semantically
factive reading on its subordinate clauses [Gross 1975], [Picabia 1978], [Casteleiro
1981]: o fato de Jodo ter ido embora é comprometedor (the fact that Jodo is gone is
compromising) entails Jodo foi embora (Jodo is gone). There seems to be a subclass of
intransitive Apred denoting different degrees of truth values [Picabia 1978], [Messina
2019], such as verdadeiro (true), provavel (likely), and falso (false), which accepts only
non-factive subject clauses. Relatedly, in finite complement clauses there is a tendency
for the subjunctive mood to be used with non-factive Aped denoting uncertainty or
subjectivity, whereas the indicative is related to factual propositions [Casteleiro 1981]: é
bom que o Jodo compra arroz (it is good that Jodo buys rice) entails that Jodao buys rice,
whereas é bom que o Jodo compre arroz (it is good that Jodo buy rice) does not. Finally,
the small set of Apreq introducing their clauses with se (if/whether), such as incerto
(uncertain) or duvidoso (doubtful), was suggested to convey doubt [Casteleiro 1981],
[Messina 2019].

Acceptability of both subject and object clauses is associated to Apred denoting
equivalence, which are said to be symmetrical, i.e., inverting subject and complement
conveys the same information [Picabia 1978], [Casteleiro 1981], [Nam 1996], [Messina
2019]. In BP, this behavior can be observed in Aprq such as equivalente a (equivalent
to) and parecido com (similar to): andar de moto é parecido com andar de bicicleta
(riding a motorcycle is similar to riding a bike) conveys the same information as andar
de bicicleta é parecido com andar de moto (riding a bike is similar to riding a
motorcycle).

Physical and psychological human state Aped can be distinguished by the
acceptance of non-coreferential causative clauses [Valetopoulos 2003]. In BP these are
introduced with preposition de, as in Pedro esta cansado de discutir esse assunto (Pedro
is tired of discussing this issue). *Pedro esta cansado de a Maria discutir esse assunto
(*Pedro is tired of Mary discussing this issue) is marginal at best, but both Pedro estd
triste de descobrir isso (Pedro is sad to find that out) and Pedro esta triste de a Maria
ter descoberto isso (Pedro is sad for Maria to find that out) are acceptable.

Portuguese has two copular verbs: ser and estar. Although these are commonly
assumed to relate, respectively, to inherent and accidental adjectives, it has been shown
that this is context-dependent [Casteleiro 1981], [Carvalho 2007]. Still, Apred With object
clauses participating in volitive constructions (such as the imperative) mostly accept ser,
whereas those which do not accept these constructions form sentences with estar, e.g.,
seja hostil! (be hostile!) is quite acceptable, but ?esteja ansioso! (?be anxious!)' has
much lower acceptability [Casteleiro 1981]. Also, nationality and belief adjectives

! We use question marks before sentences to indicate low, but non-zero, acceptability.
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accept ser. This verb generally combines with congenital or chronic diseases, whereas
estar occurs with temporary ones [Carvalho 2007].

A subclass of Aped Which selects exclusively locative complements has been
proposed [Picabia 1978]. These are all stative, with no assignment of source, path, or
destination semantic roles [Nam, 1996]. In BP, they correspond to Apred such as proximo
a (next to), paralelo a (parallel to), and exterior a (external to). Prepositions a and em
seem to be common choices with these adjectives, but others, such as de (perto de “near
to”), are not impossible. Adjectives denoting orientation [Nam 1996] will usually take
para Noum: a torre estd (inclinada + voltada) para um prédio (the tower is (inclined to
+ facing) a building).

When preposition para introduces Nhum, these are commonly experiencers. The
same adjectives which accept this para also accept da parte de (roughly “of” as in “it is
bold of you to assume this”) introducing stimuli [Casteleiro 1981]. Acceptance of da
parte de has been associated also to behavior Apred [Messina 2019]. This alternation can
be shown, e.g., in interessante (interesting): apresentar esse semindario foi interessante
para a Maria (presenting this seminar was interesting for Maria) means that Maria
found the experience of presenting the seminar interesting; apresentar esse semindrio
foi interessante da parte da Maria (it was interesting of Maria to present this seminar)
means that the speaker found the stimulus “Maria presented this seminar” interesting.

Korean has a different type of alternation between experiencer and stimulus
using postpositions, in which the stimulus is not necessarily a participant in a
complement clause [Nam 1996]. Certain adjectives, such as indiferente (indifferent)
have similar alternations in BP which might be worth testing: Zé é indiferente a viajar
de avido ou de onibus (Z¢ is indifferent to travelling by plane or by bus) is more or less
equivalent to viajar de avido ou de onibus é indiferente para o Zé (travelling by plane or
by bus is indifferent to Z¢). A large-scale study is required to pinpoint how widespread
this alternation is in BP.

When para introduces complement clauses rather than human or non-human
nouns, it usually denotes a purpose for Ny [Casteleiro 1981], e.g., Jodo é (importante +
util) para resolver essa questdo (Jodo is (important + useful) to solve this issue). Also,
certain Apred have subjunctive complement clauses introduced by por in European
Portuguese which can be reduced to infinitive clauses when subordinate and matrix
subjects are coreferential. These usually convey desires and their complement clauses
always denote future propositions [Casteleiro 1981]. In BP, although por is acceptable,
these seem to be more common with para: Zé esta (ansioso + louco + desesperado)
(para viajar + para que Maria viaje) (Z¢ is (anxious + crazy + desperate) (to travel +
for Maria to travel)).

Ability Aprea are suggested to have prepositions in common in French (a)
[Picabia 1978] and Italian (di) [Messina 2019]. In BP, these can be identified with a
subset of Apred accepting em (in) plus infinitive clause: Ana é (habil + eficiente + boa)
em resolver problemas (Ana is (skilled + efficient + good) in solving problems)

Certain adpositions have been noted to introduce “beneficiary” (or possibly
“maleficiary”) complements of Apred denoting human behavior [Nam 1996], [Carvalho
2007]. In BP, com (with) and its formal variety para com (roughly “towards”) seem to
play this role: Zé foi grosseiro (para + E) com Ana (Z¢ was rude towards Ana).
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4. Transformational features

A transformation in Lexicon-Grammar can be briefly defined as a regular relation
between two paraphrastic sequences employing the same content morphemes [Harris
1968], [Harris 1991]. Common examples of transformations are passivization,
relativization, and zeroing. We explore in this section transformations of Apred pointed
out as relevant for lexical semantics.

Appropriate nouns (Nap) are those which can be erased in an argument without
changing the information conveyed by the sentence. For example, o comportamento da
Ana é agressivo (Ana’s behavior is aggressive) and a Ana é agressiva (Ana is
aggressive) mean roughly the same; in this case, comportamento (behavior) counts as an
Nap, since it is highly likely in this environment and may be zeroed with no loss of
information [Harris 1991]. Acceptance of Nay comportamento is distinctive of behavior
predicates, but several other N, exist and classification based on them might lead to
particularly fine-grained classes [Valetopoulos 2003]. Adjectives with N.num subjects
can be classified as relating to the different five senses based on their Na, [Nam 1996]:
essa mesa é quadrada (this table is square) = o formato dessa mesa é quadrado (the
shape of this table is squared) conveys visual information; esse queijo é fedido (this
cheese is stinky) = o cheiro desse queijo é fedido (the smell of this cheese is stinky)
conveys olfactory information, etc.

Psychological Aprd generally correspond to sentence adverbs, whereas
evaluative and behavior Apeq mostly correspond to either subject or object-oriented
verb-modifying adverbs [Nam 1996]. This distinction can be verified by observing how
well an adverb accepts a certain position. Psychological deadjectival adverbs can be
sentence starters more easily: infelizmente, o Zé respondeu a pergunta (unfortunately,
7Z¢ answered the question); however, they sound like an interruption if closer to the
verb: 70 Zé respondeu infelizmente a pergunta (?Z¢é answered unfortunately the
question). Evaluative and behavior deadjectival adverbs show the opposite behavior: o
Zé respondeu (corretamente + corajosamente) a pergunta (Z¢ answered (correctly +
bravely) the question) is perfectly acceptable, but (?corretamente + corajosamente), o
Zé respondeu a pergunta ((correctly + bravely), Z¢ answered the question) have
different overtones. This, however, does not seem to apply to Apreda With object clauses:
e.g., ansiosamente (anxiously) is necessarily a verb modifier. Unacceptability of degree
and manner adverbs was shown to be distinctive of nationality Apeqd in European
Portuguese [Carvalho 2007], which seems to also hold for BP.

Many intransitive Apred can be characterized through their relation with nouns
introduced by a possessive verb in relative clauses denoting a part-whole relation
[Picabia 1978]: barbado (bearded) = que tem barba (that has a beard), espinhoso
(thorny) = que tem espinhos (that has thorns). Both quality (e.g., corajoso “brave”) and
material (dourado “golden”) Aped have been suggested to correspond to certain
constructions with Vo, plus preposition [Valetopoulos 2003]; in Portuguese, this
sequence is ser de (to be of): essa mulher ¢ de uma enorme coragem (this woman is of
an enormous courage) = essa mulher é muito corajosa (this woman is very brave).
Another type of nominalization distinguishes “disposition” Apred, Whose nominal
version might occur in certain locative constructions [Valetopoulos 2003], such as with
BP invadir (invade): o cansago invadiu Pedro (tiredness invaded Pedro) = Pedro ficou
cansado (Pedro got tired).

342



A correspondence between certain preposition plus clause segments and
causative constructions has also been pointed out as a property of Apred denoting
psychological phenomena [Nam 1996] or “states of mind” [Messina 2019]: Lia esta
contente de ir a Paris (Lia is happy to go to Paris) = Ir a Paris deixa a Lia contente
(Going to Paris makes Lia happy).

Aspectual pseudocopulas have been mentioned as widely accepted by disease
Apred, Whereas only tornar-se (become) was characteristic of nationality and
philosophical Apreq [Carvalho 2007]: e.g., Zé (ficou + permanece + tornou-se) doente
(Z¢é (got + remains + became) sick), but Zé (*ficou + *permanece + tornou-se)
brasileiro (Z¢ (*got + *remains + became) Brazilian). Sentir-se (feel) was observed to
be equivalent to estar only in combination with “psycho-physiological” Apred
[Valetopoulos 2003], [Carvalho 2007]: Zé se sente cansado (Z¢ feels tired) = Zé esta
cansado (Z¢ is tired); however, sentir-se and estar lead to different meanings with non-
psychological Apred: Zé sente-se prestes a conseguir um aumento (Z¢ feels about to get a
raise) # Zé estd prestes a conseguir um aumento (Z¢€ is about to get a raise).

Certain verbs taking Apreq as arguments (find, consider) are said to apply only to
psycho-evaluative adjectives [Nam 1996]. This is similar to BP achar, which is
common with Apreq such as suspeito (suspect), bom (good), or even alto (tall), but seem
less likely with prestes a (about to) or sujeito a (subject to).

“Object raising” or “tough movement” is the operation of moving the object of a
complement clause to the subject position of the main clause, e.g. E fdcil agradar o Zé
(It is easy to please Z¢&) = O Zé ¢é facil de agradar (Z¢ is easy to please). Adjectives
accepting this transformation are not associated to the same semantic properties by all
of our sources: for French, they are said to be “appreciative” of the movable argument,
whereas the ones that do not accept object raising are “descriptive” [Picabia 1978];
alternatively, these Aprd are said to denote the speaker’s “affective or emotional
position” towards a proposition [Casteleiro 1981], in European Portuguese, or to
evaluate both the action denoted by the subordinate clause and the raised object, in
Korean [Nam 1996]. These Apred have also been associated to the concept of difficulty
in Italian [Messina 2019]. A large-scale study is required to pinpoint the semantic
properties object raising might map to in BP.

A possibly overlapping transformational property is the acceptance of
exclamative clauses such as que espantoso! (how astonishing!), que horrivel! (how
horrible!), etc., all of which convey the speaker’s emotions towards its (implied)
subject. Additionally, it has been suggested that A,eq accepting this property are
commonly factive, accept subjunctive clauses, and correspond to causative
constructions: espantoso (astonishing) = que causa espanto (that causes astonishment) =
que espanta (which astonishes). These are called “emotive adjectives” [Casteleiro
1981].

In European Portuguese over 50% of intransitive Apred With Nhum subject may
also be employed as nouns, most of which (80%) denote negative physical or
psychological properties: burro (dumb), idiota (idiot), etc. Negative adjectives are also
common after verbs like chamar (call, as in “Mary called him stupid’’) and exclamative
constructions with seu (literally “your”, interpreted as “you” in sentences such as “you
bastard!”) [Carvalho 2007]. These constructions seem to have the same connotations in
BP.
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Adjectives denoting nationalities, beliefs, and diseases do not accept the pre-
nominal position [Carvalho 2007]: *brasileira mulher (Brazilian woman). The pre-
nominal position is widely studied and usually associated to emotion and subjectivity in
Brazilian grammars, but no comprehensive study such as those carried out in Lexicon-
Grammar seems to have dealt with this subject in BP.

Intersective versus non-intersective adjectives is a well-known semantic division
which has a formal counterpart: um carro vermelho (a red car) is intersective because it
implies algo que é um carro e é vermelho (something which is a car and red); on the
other hand, um professor bom (a good teacher) does not imply alguém que ¢ um
professor e é bom (someone who is a teacher and is good), but alguém que é bom como
professor (someone who is good as a teacher). Shape (oval), nationality and social
group (grego greek, catdlico catholic), and color (vermelho red) adjectives are said to be
intersective, whereas denominal (polar), manner (rdapido fast), emotion (pobre menino
poor boy), and modal adjectives (antigo former) are non-intersective [Valetopoulos
2003].

Truth value Apeqd can commonly be paraphrased with a different structure in
which the adjective applies to the second element of a sentence with ser (be): é possivel
que Jodo seja professor (it is possible that Jodo is/will be a teacher) = Jodo é um
possivel professor (Jodo is a possible teacher) [Messina 2019].

5. Final remarks

This paper synthesized how observations from large-scale work on the syntax-semantics
of predicative adjectives can provide promising features for a description of these
predicates in Brazilian Portuguese. We have discussed 40 formal features: 8
distributional features applying to both arguments, totaling thus 16 features, plus two
possibilities of copular verb, alternation of prepositions (counted here as a single
property), number of arguments, and 20 transformational features. The exact role of all
40 properties in the semantics of Brazilian Portuguese is not completely clear, as the
studies diverge on certain correlations and not all of them apply directly to Brazilian
Portuguese. This study should thus be taken only as providing directions for a large-
scale study of Brazilian Portuguese predicative adjectives, and not as an attempt of
classification all by itself.

In addition, these are not the only properties that can be used to characterize
predicative adjectives. Other recent references on Brazilian Portuguese have been
discussing the semantics of formal properties applying to smaller sets of adjectives.
Testing them in a larger lexicon might prove useful for adjective classification and their
collection is recommended as a subsequent task. Also, irregularities are expected in how
syntax and semantics relate, as it has been repeatedly reported in this type of study. Still,
the features discussed in this paper presented substantial semantic correlations in other
studies and can provide a solid foundation for a similar syntactic-semantic classification
of Brazilian Portuguese predicative adjectives.
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Abstract. Public data systems gather different information about Brazilian
citizens. Such information is inserted in the system both via the selection of
parameterized options and via open text fields. In this paper we describe the
effort of modeling semantic frames for the lexicon of the healthcare domain as
a means of tagging the open text fields in public health data to make them
more easily interpretable by machine learning systems. This effort is one of the
steps in a larger project aiming at using data science and machine learning
techniques for the identification of territories prone to suffer from gender
based-violence. The modeling effort currently covers 1,787 lexical units in the
healthcare domain in Brazilian Portuguese, distributed in 29 semantic frames.

1. Introduction

According to the World Health Organization, one in three women' has been a victim of
physical or sexual violence by their partner at some point in their lives. In Brazil, the
notification of violence cases by healthcare professionals in SINAN? is mandatory.
However, underreporting is a serious problem in tackling Gender-Based Violence
(GBV). Reasons for underreporting described in the literature [GARBIN et al., 2015;
KIND et al., 2013] include excessive workload of healthcare teams, lack of knowledge
about the importance of the notification process, fear of possible retaliation by the
aggressors, and, finally, difficulties identifying that the injuries and other health
conditions are related to a violent episode. On the other hand, victims of GBV, when

! https://www.who.int/publications/i/item/9789241564793.
2 SINAN is the Brazilian national information system for the notification of violence and diseases.
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seeking healthcare services, may be included in other public health systems, such as
e-medical records, SIM? and SIH*.

Some of the Brazilian healthcare information systems feature, on top of
parameterized data fields—that is, those where data is inserted via the selection of one
option from a closed list—open text fields. So far, information present in those open
text fields has been of little to no use in studies tackling GBV and other public health
issues. The reasons for this lack of use of open text fields relate to the fact that language
form can be ambiguous, polysemous and highly variable. Therefore, as a means to
represent the semantics in the text and make the information present in open fields of
public health systems more suitable for large scale data analyses, metadata can be
associated to the text form. In this paper, we present the first part of an effort of
modeling, in terms of Frame Semantics [FILLMORE, 1982] and using the FrameNet
Brasil database structure [TORRENT et al., 2022], the lexical domains of Healthcare
and Violence so as to represent the semantics of the linguistic forms present in the open
text fields of national information systems.

The effort is part of a larger project aimed at using data integration and textual
analysis to identify patterns that suggest that women registered in the health systems are
victims of violence. Identification of patterns of GBV will be treated at the level of the
territories where candidate victims live, and the resulting system will not keep present
information on individuals. Hence, the main goal is to better equip policy makers, local
authorities and health teams acting on said territories to design and apply public policies
for both raising awareness and eventually reducing GBV in the territories. The
hypothesis motivating the work presented in this paper is that data present in medical
records, when linked to those in other databases and properly analyzed for their
semantic content, can contribute to the identification of augmented risk of gender-based
violence (GBV) at a given territory.

In this paper, we will report how frames in the Healthcare domain were
modeled, from the first contact with the corpora, through their compilation, analysis of
the lexicographic affordances of words and subsequent clusterization of them. We also
approach the creation of frames from the most cohesive clusters, the establishment of
relationships between frames and the association of lexical units to the frames created
for lexicographic annotation.

2. The FrameNet Model

FrameNet® is a lexicographic resource that originally applied the theory of Frame
Semantics [FILLMORE, 1982] to the analysis of the lexicographic affordances of
lexical items in English. From the original project, founded in 1997, other framenets
have been developed for several languages, including Brazilian Portuguese [TORRENT
et al., 2022].

The foundational principle behind any FrameNet analysis is the one according to
which "meaning is relativized to scenes" [FILLMORE, 1977]. This is to say that, for
every lexical item in any given language, the meaning of such an item is a function of a
background scene defined in terms of the participants and props taking part in it. As an

3 SIM is the Brazilian mortality information system.
4 SIH is the Brazilian hospital admission system.

5 https://framenet.icsi.berkelev.edu/
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example, consider a lexical item such as arthritis.n. To properly understand the meaning
of this lexical item, we have to consider a scene—or frame—where an Ailment affects a
Patient. Those two participants are necessary for the frame to be instantiated and,
therefore, are the core frame elements (FEs) in the Health conditions frame,
shown in Figure 1. Other FEs may also be mentioned, such as the Body part affected
by the condition, or a Symptom of the Ailment. In Frame Semantics terms, the lexical
unit (LU) arthritis.n evokes the Health conditions frame.

Moreover, the background scenes evoked by LUs are connected to each other
via a series of typed relations, forming a network of frames, or a FrameNet. For the
Health conditions frame, such relations model: (a) via Inheritance, that this
frame is a more specific type of the Gradable attributes and of the State
frames; (b) also via Inheritance, that an Epidemic is a specific type of
Health condition; (c) via Using, that Symptoms and Body parts may be
required for understanding the conditions; (d) that the Health conditions frame
is referenced by frames modeling the notions of Recovery and Cure; and (e) that this
frame is a part of Healthcare scenario, among other relations.

In FrameNet methodology (RUPPENHOFER et al., 2016), frames are proposed
based on a combination of domain knowledge and corpus analysis providing evidence
of the valence affordances of LUs. For the project reported in this paper, a
domain-specific corpus was used. We describe the corpus next.

Health Conditions [ @State | [ @Health ] [ @Lexical ] [ #215 ]

Definition

Words in this frame name medical conditions or diseases that a patient suffers from, is being treated for, may be cured of, or die of. The condition or disease
may be described in a variety of ways, including the part or area of the body affected by the condition (e.g. liver cancer, cardiovascular disease),
the of the condition (e.g. bacterial meningitis, viral pneumonia), a prominent of the condition (e.g. asymptomatic stenosis, blue ear disease),
the or population (originally) affected by the condition (e.g. bovine tuberculosis, juvenile diabetes), or the (proper) NERI used to identify the
condition (e.g. Munchausen Syndrome, Lou Gehrig s Disease). Annotation in this frame is done in respect to the name of the condition or disease.

Core Frame Elements

FE Core:

Ailment Any medical problem.

semantic_type: @living_thing It is used for the patient, entity, or population (originally) affected by the condition or illness.

Figure 1. The Health conditions frame
3. Materials

The methodology adopted for modeling the frames relies on the availability of a corpus
of texts related to the Healthcare domain. The corpus used in this study was built using
records extracted from the primary care information system—e-medical records—from
the city of Sdo Caetano do Sul in the state of Sdo Paulo. For this study, the only piece of
information that was used to build the corpus was the field in which health workers
write down the patients’ main complaints. These complaints are, in most cases, a single
sentence stating the patient’s symptoms and existing medical conditions, as well as for
how long they have been occurring. Although considerably less common, some records
contain other types of information, such as previous medical interventions, which in
turn, can contain personally identifiable information (PII).
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Taking into consideration the patients’ rights to the privacy of their own data,
especially when some could be victims of GBV, the most important steps in building the
corpus were (a) extracting only the open text fields from the database, so that the
lexicographers could not access the other data in the system, and (b) removing any PII
from the texts. For this last process, any proper noun, dates and number were
considered potential PIIs and excluded from the final corpus. All of the PII was
replaced by tags in the text indicating that in the original text there was a name, date or
number in that position. As a safeguarding measure, before any work was done with the
corpus, one of the authors of this work® manually checked that there were no remaining
PII in the final corpus.

The final corpus contains 32,980 sentences and a total of 225,416 tokens, with
an average of ~6.8 tokens per sentence.

4. Modeling the Healthcare Domain

The process of computational modeling for a specific domain begins with a general
study of that domain, involving the identification of potential participants, events, and
other essential elements. Costa (2020) presents a nine-step methodology for modeling a
specific domain in FrameNet Brasil, as shown in Figure 2. This methodology was
effectively used to model the Healthcare domain, apart from minor adjustments.

Generic domain analysis: participants, 7~ ~
actlons, places, rlos and objects involved Creation of a generic frame Compilation of corpora representative of
- for the domain P p P

(Scenario) the domain

\ ¢ J

4 a' 4 ™ 's ™\
Creation of specific frames > Separation of future Lexical Units by < Analysis of the lexicographical behaviour
for the domain their lexicographical behaviour of specific words
\ * J \ J \ J
4 ) g ! 4
Creation of relations Modelling qualia relations between Lexi hical tation of Lexical
between frames on the — ad ] -OXICOOT ar '
Lexical Units Units
network

. / \ J \

Figure 2. Steps in the process of computational modeling of a specific domain

The existing FrameNet database already included a generic frame called
Medical interaction scenario along with 11 other frames intended for a
potential Medical domain project. However, in order to capture a larger scope and cover
the Healthcare domain, modifications to the FrameNet Brasil database were necessary.
These adjustments were made in order to expand the frames beyond medical
interactions and scenarios to include a more diverse range of scenes and participants. As
a result, the generic frame was altered to Healthcare scenario, and similar
changes were made to the existing frames to align them with the Healthcare domain.

As predicted at the beginning of this work, these frames were not enough to
cover the entire domain.Therefore, an analysis was made, grouping semantically related

¢ Said author only had access to the corpus prior to the anonymization process in an encrypted computer
environment with appropriate credentials, complying to the methodology registered and approved for the
project by the National Research Ethics Committee (process number 64733922.3.0000.5083).
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words from the corpus described in section 3, which identified the need to create new
frames to meet the demands of the domain. In the following sections, we will discuss
the details of these processes, as well as the other steps involved in modeling a domain.

4.1. Clusterization of Lexical Units

The first step of the methodology consists of finding a set of single and multi-word
expressions as candidate LUs. These candidate terms are not proposed arbitrarily.
Instead, they are extracted from the corpus described in Section 3. Using the 'Keywords
& Terms' feature of the Sketch Engine software [KILGARRIFF et al, 2014a], the top
scored 1000 single-word and the top 1000 multi-word expressions were selected.
Scoring in the Keywords & Tems tool is based on the ratio between the expression
frequency on the focus and on a reference corpus. The Portuguese Web 2020 Corpus
was used as the reference corpus in this comparison.

The following phase was dedicated to the arrangement of the candidate LUs
within an initial set of existing frames, which varied from frames that were not directly
related to the Healthcare domain—e.g. the Kinship frame, which contains lexical
units like pai.n 'dad', mde.n 'mom’, irmdo.n 'brother—and the existing frames
associated to the Healthcare domain as the Health conditions frame, shown in
Figure 1.

From this point onwards, the remaining expressions were grouped and sorted
according to their semantic similarity. As a result, domain-specific frames—such as the
Symptoms frame, containing LUs like ndusea.n 'nausea’, tosse.n 'cough', and choro
excessivo.n 'excessive crying'—were also created. The last example shows an
interesting occurrence and showcases how this sorting process may vary due to the
domain where the LU is inserted. Normally, LUs such as choro.n 'crying' and
excessivo.a 'excessive’ would both be considered and added into their respective frames
individually: the first to the Communication Noise and the second to the Degree
frame, since the adjective describes the crying as excessive. However, within a specific
domain, it is crucial to consider particularities such as considering the intensity marker
as a part, and not as an accessory, of the LU which, thus, is added to the Symptoms
frame.

As another example to illustrate the grouping and sorting process, take the
Health intervention frame, which consists of LUs that semantically represent
intentional procedures performed to treat patients. Even if they differ a lot in
magnitude—such as curativo.n 'bandage’, amputacdo.n 'amputation’, exame.n 'exam’',
cirurgia.n 'surgery'—, they are still within the same semantical boundary. As the
number of candidate terms grew larger, so did the number of prototypical frames
containing these terms, all sorted based upon their semantic function, which were then
to be elaborated into frames per se.

4.2. Frame Creation Process

The frame creation process can follow the bottom-up, the top-down perspective, or a
combination of both. The bottom-up approach consists in studying a corpus to create a
frame, i.e., it takes into account linguistic evidence to structure the frame, analyzing
patterns and relations. On the other hand, the top-down approach starts from the
researcher's intuition, creating the frame structure as a starting point, almost a reverse
process if compared to the first method. To model a specific domain both approaches
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are combined [TORRENT et al., 2014]: we start with the bottom-up approach and
check the intermediate analyses against the systematized knowledge of the domain.

In the bottom-up approach, the process begins with the previously mentioned
grouping of lemmas derived from the selected corpus. Once this step is completed, the
semantic and syntactic valence of the grouped lemmas is examined within the sentences
in which they appear.” This allows for the extraction of patterns, which helps to define
and structure the frame. In parallel, the frame elements and their coreness are
determined. Figure 3 shows the relevant information of a frame and demonstrates the
structure of the created frame Symptoms.

Symptoms [ @State ] [ @Health ] [ @Lexical ] [ #1464 ]
Definition
Words in this frame nominate a experienced by a [

Core Frame Elements

FE Core:

Patient The Patient is the affected entity.

Any alteration, physical of psychological, experienced by the Xl

Non-Core Frame Elements

rt The part of the body affected by the .
Condition Medical condition associated to the st

Any description of the S¥ijelte]ay].

Duration How long the S¥alsitelyy] lasts.

BRI How often the SYReIeIM occur.
MIEAEY  Describes the intensity of the S aaea

Lexical Units

o ; ; ; ; alteracao
Z abstinéncia.n | | adormecimento.n | |& afonia.n | |Z agitacdao.n | |& algia.n| |

comportamental.n

Figure 3. The Symptoms frame

Up to this point, 17 frames have been created to integrate the network that
composes the Healthcare domain. Taking into account the existing frames that have
been adjusted, the domain now consists of 29 frames with 1,787 lexical units associated

7 Access to the sentences in the corpora is limited to a selected number of researchers in the team, all of
which are bound by non-disclosure policies established in the ethics protocol for the project.
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with it. As already stated, the domain is a network—not a list—which means that the
frames are interconnected at some level. This is established by means of frame
relations.

4.3. Frame Relations

The existing frame-level relations in FrameNet Brasil can be of three types: between
Frames (F-F), between Frame Elements (FE-FE) and between Frames and Frame
Elements(F-FE) [TORRENT et al.,, 2022]. These relations not only allow for the
organization of frames within a framework, but also improve the understanding of
frames by providing additional semantic information.

The types of F-F relations are represented by arrows of different colors and were
defined by Ruppenhofer et al. (2016) as: Inheritance (red), Subframe (blue), Precedes
(black), Using (green), Causative of (yellow), Incoative of (brown), Perspective of
(pink) and See_also(purple). The current state of the network is shown in Figure 4.

Figure 4. F-F Relations in the Healthcare Domain

Regarding FE-FE relations, it is possible to indicate similarities and
correspondences between FEs from different frames. Within the Healthcare domain, for
example, the Healthcare Professional FE of the Healthcare intervention
frame is directly connected to the Professional FE of the Health care service
frame. This connection indicates that the professionals engaged in the mentioned
interventions are those related to healthcare. Furthermore, the F-FE relations, in a
similar manner to the previous one, indicate a FE of a given frame that makes reference
to another frame. This is the case, for instance, of the frame Take a health exam
which has the Health_exam FE that is directly related to the Health exam frame.
Such a relation points out that the exams covered by this FE are the LUs that fall under
the Health exam frame.

4.4. Qualia Relations

A different type of relation found in the FrameNet Brasil database structure are qualia
relations based on the qualia structure proposed by Pustejovsky (1995). Unlike the
relations discussed so far, qualia relations express associations between LUs. Qualia
relations can be subdivided into four different types: agentive, constitutive, formal and
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telic. This small set is, as expected, very general. To further specify these associations,
FrameNet Brasil uses frames to mediate the relations between two LUs.

These types of connection are essential to capture aspects of meaning that
cannot be adequately represented in the original FrameNet model. For instance, the LU
alergia.n ‘allergy in the Health conditions frame, can be associated to
amendoim.n 'peanut’ in the Food and beverages frame, as peanuts are known to
cause allergic reactions in some individuals. This is an instance of the agentive quale
that in FrameNet Brasil is also mediated by the Cause health condition frame,
with amendoim.n ‘peanut’ filling the Cause of the health condition FE slot and
alergia.n "allergy” filling the Health condition FE. This mediated association models
the intuitive notion that when alergia.n ‘allergy’ evokes Health conditions,
frames such as Food and beverages may be relevant in the context.

4.5. Annotation

The corpus annotation represents the last step of the frame modeling process, and
validates the model. For this project, following the methodology adopted by FrameNet
Brasil, the full-text perspective was chosen for better results. In this approach, the
researcher uses the entire corpus as a source, rather than predetermined words in
selected sentences. Thus, all the meaningful LUs are annotated in relation to other
constituents in the sentence. It allows for a much wider semantic and syntactic analysis
upon the textual genre being annotated which aligns with the goals of the project.

Moreover, the annotated corpus, containing sentences in the Healthcare domain,
the frames evoked in these sentences and the distribution of the relevant FEs, is an
important resource to train semantically enriched machine learning models.

5. Conclusions

This paper has presented an overview of the effort to model the Healthcare domain
according to FrameNet Brasil’s methodology. It has shown a bottom-up methodology
for semantic modeling, based on a corpus of the healthcare domain. The resulting
network of frames, consisting of 29 frames, 17 of which are newly-created, already
covers 1,787 LUs. This model of the domain was created as part of a larger project with
the long-term goal of identifying traces and tendencies of GBV in certain territories in
Brazil, based on public health system records. To achieve this goal, we plan on using,
among other techniques, machine learning models. For future work, we propose the use
of annotated data, connecting the texts written by health professionals to the frame
structure created in this work, to enhance the quality of those models. A semantically
enriched machine learning model is more likely to be informative (e.g. by also relating
output to frames), but also has the potential of having better performance because it
does not solely rely on raw texts. In this context, a better model is also essential to
identify patterns that could be related to GBV, which could be in turn used by policy
makers to take more informed actions.
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Abstract. Natural Language Processing is an interdisciplinary subarea of Com-
puter Science and Linguistics that aims to study the generation, representation
and understanding of natural language by computers. This article describes the
automatic generation of Local Grammars (LGs) for Supporting Verb Construc-
tions (SVC) from six Lexicon-Grammar tables that describe a total of 468 CVS.
For this, six parameterized graphs were created using the tool Unitex to ex-
tract information from these tables. The LGs generation was done through shell
scripts and Unitex. The generated LGs were applied at the corpus aTribuna,
where 211 structures in the form of the searched SVC were found.

Resumo. O Processamento de Linguagem Natural é uma subdrea interdiscipli-
nar da Ciéncia da Computagdo e Linguistica que tem como objetivo o estudo
da geragdo, representacdo e compreensdo da linguagem natural por computa-
dores. Este artigo descreve a geracdo semiautomdtica de Gramdticas Locais
(GLs) para Construgcoes com Verbo Suporte (CVS) a partir de seis tdabuas do
Léxico-Gramdtica que descrevem um total de 468 CVS. Para isto, foram cria-
dos seis grafos parametrizados utilizando a ferramenta Unitex para a extragcdo
de informagoées destas tdbuas. A geracdo das GLs foi feita por meio de shell
scripts e do Unitex. As GLs geradas foram aplicadas no corpus aTribuna, onde
foram encontradas 211 estruturas no formato das CVS buscadas.

1. Introducao

O Processamento de Linguagem Natural (PLN) € uma subarea interdisciplinar da Ciéncia
da Computagdo e Linguistica que se dedica a geragdo, representacdo e compreensao de
linguagem natural de forma automética. Os préprios linguistas podem se beneficiar do
PLN por meio das ferramentas construidas pelos profissionais da Computacdo, da mesma
forma em que, simetricamente, a qualidade do PLN pode depender da descri¢ao da lingua
pelos linguistas [Picoli et al. 2015]. [Chowdhury 2003] descreve PLN como sendo “uma
area de pesquisa e aplicacdo que explora como computadores podem ser usados para
entender e manipular texto e fala em linguagem natural para fazer coisas tuteis”.

Devido a necessidade atual de compartilhamento e compreensdo de informacao
na era da internet, essa area tem ganhado destaque cada vez maior no meio académico
e na industria. A grande quantidade de informacdo disponivel atualmente em textos de
escrita livre (ndo estruturados) precisa ser tratada para uso em aplicagdes que buscam
informacodes especificas a partir deles. Exemplos de aplicacdes relevantes que necessi-
tam das técnicas de PLN sdo sistemas de perguntas e respostas, tradu¢do automética e
reconhecimento de entidades nomeadas.
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Entre os diversos problemas encontrados pelas maquinas ao processar a lingua-
gem natural, ha a interpretacdo de expressdes com significado ndo composicional, que
nao podem ter seu significado extraido analisando o sentido literal de suas palavras indi-
vidualmente. Expressoes Cristalizadas (EC) como ”Jodo comprou no mercado negro’e
Construcdes com Verbo Suporte (CVS) como “Jodo tem sangue frio para blefar” sao
exemplos dessas expressoes. Este trabalho tem CVS como objeto de estudo, [Picoli 2020]
expoe as diferengas entre EC e CVS.

CVS podem ser definidas como expressdes compostas por um verbo que atua
como Verbo Suporte (Vsup) e uma unidade predicativa ndo-verbal que pode ser um
nome predicativo (Npred) como em “ter ldbia”(Vsup+Npred), um adjetivo (adj) como
na construgdo “estar liso”(Vsup+adj), ou uma expressdao que se comporta como adjetivo
(Expadj), “estar azul de fome”(Vsup+Expadj), por exemplo [Picoli 2020].

[Flores 2020] analisou ocorréncias do verbo dar em duas cole¢des de textos em
portugués brasileiro, o corpus do projeto Fala Goiania' e o corpus do Grupo Discurso
& Gramatica®. Notou-se que das 190 ocorréncias do verbo no corpus do projeto Fala
Goiania, em 103 (54,21%) ele atuava como Vsup, e no corpus do Grupo Discurso &
Gramatica, das 70 ocorréncias encontradas, em 47 (67,14%) o verbo assume papel de
Vsup, indicando grande presenca das CVS na lingua portuguesa do Brasil.

Desta forma, o reconhecimento automatico ou semiautomatico de CVS € impor-
tante para o PLN pela riqueza de significado de seus elementos, a dificuldade de enten-
dimento da ndo-composicionalidade pelo computador, bem como pelo frequente apareci-
mento de expressoes desse tipo no portugués. A geracao automatica de resumos, traducao
de maquina e chatbots [Tan et al. 2021] sdo possiveis tarefas nas quais o reconhecimento
dessas expressoes podera ser aplicado.

Um dos métodos para descrever CVS é o Léxico-Gramatica [Gross 1975] que
consiste em criar tabelas, também chamadas de tdbuas, que detalham um conjunto de
expressoOes e possiveis variagdes para certos elementos, como verbo utilizado, auséncia
ou existéncia de nega¢do, comparagdo, intensificacdo, dentre outras.

Uma forma de reconhecer expressdes com caracteristicas sintdticas e semanticas
em comum, como as CVS, sdo as Gramaticas Locais (GLs). As Gramaticas Locais
[Gross 1997] sdo “gramaticas de estados finitos ou autdmatos de estados finitos que re-
presentam conjuntos de expressoes de uma lingua natural”.

Este trabalho tem como objetivo a extracdo de informacdes presentes nas seis
tdbuas do Léxico-Gramatica que descrevem CVS em [Picoli 2020] para geracdo semi-
automaética de GLs que sejam capazes de reconhecer essas expressoes € anotar seus sig-
nificados. O trabalho busca, por fim, fornecer recursos que possam ser utilizados em
aplicacdes de PLN e auxiliem tanto profissionais da computagao quanto da linguistica.

2. Metodologia

Unitex> é um conjunto de software livres para PLN que permite, além do pré-
processamento de textos, a constru¢do de GLs e a constru¢do automética de GLs a partir

Thttps://gef.letras.ufg.br/p/11947-projetos-tematicos
Zhttps://discursoegramatica.wordpress.com/
3https://unitexgramlab.org/pt/
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de uma tabela (neste caso, tdbua do Léxico-Gramatica) e de um grafo parametrizado.

As GLs no Unitex sdo representadas por grafos como o apresentado na Figura
1 que reconhece a estrutura [Nome Proprio (reconhecido pelo codigo lexical <N+Pr >)
+ ndo (opcional) + verbo ser, ter, permanecer ou continuar (reconhecido pelo cédigo
lexical <Verbo.V >, como <ser.V >) + corac¢do grande].

</SIGNIFICADO=bondoso TABUA=CVS-1>

/

<continuar.v> |}

Figura 1. SubGL CVS-1

Um exemplo de tdbua do Léxico-Gramatica € apresentado na Figura 2. Na linha
3 desta tdbua esta descrita a CVS representada pela subGL da Figura 1.
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Figura 2. Tabua CVS-1

Por meio da ferramenta Unitex, foi construido manualmente um grafo para-
metrizado para cada uma das seis Tédbulas do Léxico-Gramatica que descrevem CVS
em [Picoli 2020] (denominadas CVS-1, CVS-1cop, CVS-2, CVS-2cop, CVS-P1 Prep e
CVS-P2_Prep).

Grafos parametrizados, cujo exemplo € apresentado na Figura 3, sdo GLs que
usam varidveis para se referir as colunas de uma tabua do Léxico-Gramética, onde @[Le-
tra do alfabeto em maiusculo] referem-se as colunas da tidbua em ordem crescente. Isto
€, @A refere-se a primeira coluna, @B a segunda e assim por diante. Os grafos para-
metrizados geram, de forma automatica, uma subGL para cada linha da tdbua e uma GL
principal que engloba todas as subGLs.

AN

X A ©
" </SIGNIFICADO=@AD TABUA=CVS-P2 Prep>
) ur

S
=N

:

Figura 3. Grafo parametrizado para CVS-P2_Prep
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As GLs geradas pelos grafos parametrizados foram aplicadas no corpus com-
posto por um conjunto de textos publicados pelo jornal do Espirito Santo aTribuna®*.
Esse corpus contém textos jornalisticos de géneros variados, tendo sido utilizado em
[Santiago 2022]. Também foram criados shell scripts que automatizaram O processo
de criacdo e aplicacdo das GLS ao chamar programas do Unitex responsdveis pela
tokenizagdo dos textos (Tokenize), aplicacdo de um Grafo Parametrizado em uma Tébua
do Léxico-Gramatica (Table2Grf), compilacdo das GLs (Grf2Fst2), dentre outros.

3. Resultados

Foram construidos 6 grafos parametrizados e geradas semiautomaticamente 473 GLs
para reconhecimento de CVS. Para o corpus escolhido, foram encontradas 211 corres-
pondéncias com estruturas no formato das CVS buscadas.

Algumas das expressdo corretamente identificadas foram: ”’Vaz tem carta branca”,
”trés € show de bola”, ”eu sou 0 maximo”, ”vida € um mar de rosas”, “’sendo fica o
dito pelo ndo dito”, ”’publico ndo esteve 14 essas coisas”, "Eduardo estd entre a cruz e a
espada”, "Motta € do ramo”’e ”Sandra tem os dias contados”, sendo "ter os dias contados”a
CVS mais frequente, aparecendo 21 vezes (9,95%).

Observou-se também a presenca de falso-positivos dentre as construgdes identifi-
cadas, i.e, expressoes que foram identificadas como CVS, mas nio sdo CVS. Por exemplo,
anotou-se a expressdo “o corpo foi achado”, falso positivo para a CVS ser um achado,
como em “o livro € um achado”. Notou-se que a ocorréncia deste falso-positivo em par-
ticular foi devido a descricao na tdbua CVS-1cop que permite essas construcdes sem o
artigo indefinido. Sabendo que este artigo € necessdrio para esta CVS, a tdbua poderia ser
alterada para corrigir essa situagdo melhorando a precisdao da GL gerada.

Outra CVS que apresentou falso-positivos foi ser o de menos, que indica pouca
relevancia como em “essa informacdo serd o de menos”. Um dos falso-positivos identifi-
cados foi “A academia também observou que a taxa de acréscimo de novas reservas em
todo o mundo era de menos”, que indica que taxa de acréscimo de novas reservas em todo
o mundo foi menor que certo valor, apresentando, desta forma, significado bem diferente
ao da CVS.

Faz-se necessario, entdo, analisar os grafos parametrizados novamente a fim de
mitigar a apari¢do de falso-positivos.

4. Conclusao

Neste trabalho foram geradas 473 GLs a partir de tdbuas do Léxico-Gramatica e grafos
parametrizados construidos no Unitex. As GLs identificaram no corpus aTribuna 211
estruturas correspondentes a CVS.

Como metas futuras, os grafos parametrizados construidos até entdo sofrerdao no-
vas anélises e serdo feitas melhorias. Igualmente serdo feitas novas andlises nas tdbuas do
Léxico-Gramatica a fim de remover possiveis falhas. Também seré realizada a anélise de
resultados, avaliando-se a precisdo das correspondéncias encontradas.

Pode-se avaliar também em quais géneros textuais houve mais ocorréncias de CVS
e analisar se, nesses textos, ha alguma CVS ndo descrita nas tibuas.

“https://tribunaonline.com.br/
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Abstract. This paper aims to present an application of the
semantic-computacional model of FrameNet Brazil to the representation of
multimodal objects. Therefore, it describes the steps involved in creating a
subpart of the ReINVenTA Dataset, focusing on the semantic annotation of the
TV series Pedro pelo Mundo for the modalities of text and dynamic images.

Resumo. Este artigo tem como objetivo apresentar uma aplicacdo do modelo
semdntico-computacional da FrameNet Brasil a representacdo de objetos
multimodais. Para tanto, descreve as etapas envolvidas na cria¢do de uma
subparte do Dataset da ReINVenTA, com foco na anotacdo semantica da série
de TV Pedro pelo Mundo para as modalidades de texto corrido e de imagens
dindmicas.

1. Introducao

Ao longo da tdltima década, pesquisas relacionadas aos campos da Visdo Computacional
e da Linguistica tém feito crescer a popularidade de conjuntos de dados que combinam
informacdes textuais e visuais — os chamados datasets multimodais [UPPAL et al.,
2020]. Neste artigo, apresentamos os recentes esforcos desenvolvidos com o objetivo de
expandir os dados da FrameNet para o dominio multimodal [BELCAVELLO et al.,
2020], além de especificar as aplicacoes do modelo semantico-computacional. Nesse
sentido, € necessdrio compreender que as linguagens agem conjuntamente a fim de
produzir sentido em um texto e, por isso, limitar a andlise semantica dos objetos
multimodais apenas a texto verbal seria prejudicial aos estudos [DANNELS et al.,
2022]. Desse modo, sdao feitas anotagdes de texto corrido e de imagens dinamicas
referentes aos corpora constituidos.

2. A FrameNet Encontra a Multimodalidade

A FrameNet € um projeto lexicografico computacional que tem como referencial tedrico
a semantica de frames proposta por Charles J. Fillmore (1982), a qual prevé um
pareamento inerente entre empirismo e linguagem ao apontar que as palavras sao
representacdes de categorias de experi€ncias e, portanto, evocariam ‘“‘cenas” (frames)
capazes de delimitar a maneira como interpretamos seu sentido. Assim, por frame
entendemos uma representacdo esquemadtica de “qualquer sistema de conceitos
relacionados de tal forma que, para entender qualquer um deles, € necessario
compreender toda a estrutura que eles se encaixam” [PETRUCK, 1996]. Tal
representacdo € formada através da experi€éncia humana e capaz de relativizar o sentido
de uma palavra a depender do frame evocado.
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E ancorando-se na hipétese de Fillmore (1982) que a FrameNet investiga o ato
da atribuicdo de sentido em linguas naturais. Até pouco tempo, o projeto havia
concentrado sua aten¢cdo em apenas uma modalidade de andlise semantica: a textual.
Entretanto, ao considerarmos o aspecto inerentemente multimodal da comunicagdo
humana [STEEN et al., 2018], vemos que contemplar as diferentes modalidades nas
tarefas de anotacdo nos permite realizar uma andlise semantica mais completa. Assim, a
FrameNet Brasil (FN-Br), preocupando-se em promover essa andlise e enriquecer o seu
banco de dados, passou a buscar meios de abarcar essas diferentes modalidades, o que
foi impulsionado no momento em que o projeto se integrou a Rede de Pesquisa e
Inovagdo para Visdo e Andlise de Texto, a ReINVenTA. A pesquisa, que investiga o
processamento semantico computacional de objetos multimodais, retne diferentes
laboratérios e grupos de pesquisa mineiros que trabalham na construcao e avaliacdo de
um modelo computacional para representar objetos multimodais [BELCAVELLO,
2023]. E nesse sentido que a FN-Br conta com uma proposta de anota¢io multimodal a
partir de ferramentas prOprias, que possibilitam um estudo acerca da interacdo entre
diferentes modalidades da linguagem humana e de seu impacto na construcdo de
sentido.

3. O Dataset Frame?2

Partindo da concepcdo multimodal da comunicagdo humana e da hipétese de que os
elementos visuais em um video sdo capazes de evocar frames ou complementar o que
foi evocado pela narragao [BELCAVELLO et al., 2020], a FN-Br, por meio da formagao
de um dataset multimodal, produzido no ambito da iniciativa ReINVenTA, busca
fornecer uma forma de correlagdo entre os elementos visuais e textuais de uma
producdo audiovisual. Assim, tem-se como objetivo investigar a interacdo entre oOS
frames anotados nas tarefas de anotagcdo de texto corrido e nas de sequéncias de video,
de modo a comparar a maneira com que os frames mobilizados para os elementos
textuais interagem em combinacao entre dudio e video.

Os objetos multimodais selecionados para a anotacdo de imagens dinamicas
foram os 40 episddios da série de viagens de TV "Pedro pelo Mundo", exibida a partir
de 2016 no canal GNT. O programa € apresentado por Pedro Andrade e trata de
aspectos sociais, culturais e econdmicos dos diferentes paises nos quais os episddios se
passam. A primeira temporada, objeto de anotacdo que compde o Frame2, conta com 10
episodios de 23 minutos cada. Cada episodio teve suas falas transcritas automaticamente
e revisadas. Depois, os anotadores' ocuparam-se de anotd-las manualmente usando a
Web Annotation Tool (WebTool)* — vide 4.1 —, conforme as diretrizes da FN-Br, ou seja,
adotando uma abordagem perspectivizada para cada anotacdo. Em seguida, o mesmo
anotador foi responsdvel por anotar, por meio da ferramenta de anotacdo multimodal
Charon’ [BELCAVELLO et al., 2022] — vide 4.2 —, os elementos visuais presentes no

' O grupo de anotadores foi composto por graduandos em Letras, todos falantes nativos de portugués.
Conforme explicitado por Belcavello (2023), 12 deles eram bolsistas do projeto, e outros 32 fizeram parte
de oficinas de anotagd@o oferecidas semestralmente pela equipe de pesquisadores da FN-Br na UFJF.

% Software de gerenciamento de banco de dados e anotacéo usado pela FrameNet.

* A ferramenta foi desenvolvida para auxiliar na anotacdo de objetos visuais, na correlacdo desses objetos
com dados textuais e na rotulagem dos frames e elementos de frame por eles evocados.
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mesmo episddio, procurando guiar-se (mas ndo restringir-se) pelos frames e elementos
de frame (EFs), identificados em cada trecho durante a anotacdo de texto corrido
realizada anteriormente.

4. O Passo a Passo da Anotacao

A FrameNet € um modelo seméantico que tem seus itens lexicais organizados em Frames
[FILLMORE, BAKER, 2009]. Por exemplo, o verbo comer evoca o Frame Ingesté&o,
que, por sua vez, pressupde a existéncia de um Ingestor e de um ou mais Ingeriveis.
Além disso, Frames possuem uma cadeia de relacdes entre si. No caso, o Frame de
Ingestdo herda do Frame de Ingerir substancias e € usado por
Alimentos e bebidas.

4.1. Anotaciao de texto corrido

Na tarefa de anotacdo de texto corrido, um grupo de anotadores recebe lotes de
sentencas para andlise, a qual consiste, primeiramente, em atribuir um frame a cada
Unidade Lexical (UL) presente na sentencga. Para isso, o anotador € orientado a clicar na
UL que deseja anotar, de forma que, entdo, € carregado um quadro com todos os frames
da FN-Br associados a UL correspondente. Apds a escolha do frame, € gerada uma
camada de anotacdo de EF, na qual € possivel categorizar os demais itens da sentenca. A
anotacdo pode ser feita em mais camadas, mas, para fins deste artigo, apenas os EFs
serdo incluidos. Um exemplo pode ser encontrado na Figura 1, em que a UL comer foi
anotada no Frame Ingesté&o e, a partir disso, pode-se atribuir aos elementos eu e um
sanduiche de porco com molho caribenho, respectivamente, os valores de Ingestor e de
Ingeriveis.

[ Save £¥Refresh [ Hide AS ¥ Remove AS Add Cxn P Label Help

[211691] NT Eu parei aqui para comer um sanduviche de porco com molho caribenho
©OOntividade pausar parar.v

FE Atividade Descrigao_do_evento
OQFlnalmade,para prep

e owouc boui +

oolngestao.cumex v

e

OQAlmentos_e_beDmas sanduiche.n

FE Partes _iconstituintes
OOn1imentos_e_bebidas molho.n mo

FE De;sc;ri;tor

Figura 1. Anotacao semantica para a Unidade Lexical comer no Frame Ingestéao
4.2. Anotacao de video

A ferramenta de anotacdo de imagens dinamicas conta com trés painéis € com um
arquivo de video, detentor das entidades a serem anotadas, presente no canto superior
esquerdo (Figura 2). Com isso, é concedida ao anotador a oportunidade de assistir ao
contexto da sentenca previamente anotada, o que pode ampliar, e até mesmo alterar, a
sua perspectiva de anotacdo. Visto o video, o anotador pode comecar a atividade de
marcacao de objetos, que consiste na criagdo e edi¢do de bounding boxes ao redor das
entidades que se deseja anotar. E importante apontar que alguns objetos sdo criados
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automaticamente pelo proprio software da ferramenta, mas é decis@do do anotador
manté-las ou exclui-las. As atividades de criar objetos, rastred-los, edita-los e exclui-los
sdo feitas a partir dos respectivos botdes localizados abaixo do arquivo de video, junto
aos botdes de manipulacao de reproducgdo do video.

ApOs criar e editar a bounding box ao redor do objeto escolhido, o anotador
atribui a ele um frame a partir de uma lista com todas as op¢des que constam na base de
dados da FN-Br. Uma vez tomada essa decisdo, € preciso atribuir um EF e um
Computer Vision Name (CV Name). Essa categoria associa uma UL ao objeto
delimitado, sendo essa qualquer UL do banco de dados da FN-Br que evoque um frame
que estabeleca uma relacdo de heranga com o frame de Entidade.

i 01408 1uIHD.

Pedro Pelo Mundo - 12 Temporada EP 08
3 e =

20205 1504] MOMOE WM o02s 05 - 0E -

e

Figura 2. Interface de anotacao de imagem dinamica do corpus Pedro pelo Mundo

5. Resultados Alcancados

A partir de 2.195 sentencas, transcritas de 10 episédios do corpus Pedro Pelo Mundo,
foi obtido o total de 11.796 Annotation Sets (AS) para texto corrido e 6.841 objetos para
imagens dinamicas. Uma vez que cada objeto visual € anotado para 3 categorias
semanticas e que, em média, cada AS é anotado para 2,13 EFs, o esfor¢o de anotagcdo
desse corpus produziu um dataset com 45.648 pontos de dados seméanticos.

6. Consideracoes Finais

Neste artigo, descrevemos a proposta de anotacdo multimodal empregada pela FN-Br.
Ao entender que a comunicacdo humana € um sistema multimodal, percebe-se a
necessidade de se ir além de uma pesquisa que considera apenas a modalidade verbal
para a constru¢@o de sentido. Assim, aponta-se a proposta de anotacdo da FN-Br como
uma forma de realizar uma andlise semantica de forma mais completa, visto que
contempla, também, os aspectos visuais da comunicacao.
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Resumo. No PLN, os textos sdo a principal fonte de informacdo na geracdo
de modelos computacionais usando aprendizado de mdquina. Entretanto, para
que sejam titeis no processo de aprendizado, estes textos precisam representar
corretamente o fendmeno que se deseja aprender e, neste caso, os erros lexicais
podem ser impactantes. Este artigo apresenta a proposta de um pipeline para
preparacdo e/ou corregcdo de textos que identifica vdrias categorias de erros
lexicais. O pipeline objetiva identificar, anotar e categorizar os erros contidos
nos textos, bem como sugerir corregcoes de forma automdtica.

1. Introducao

Na atualidade, a geracdo de modelos computacionais a partir de textos € realizada prin-
cipalmente via Aprendizado de Mdaquina (AM). No pipeline de AM, a geracdo desses
modelos passa por vdrias etapas das quais a de preparacdo de dados € a que demanda
mais tempo [Chu et al. 2016], uma vez que modelos de alta performance exigem dados de
qualidade para que se possa aprender padrdes de alta qualidade [Zhang et al. 2003]]. Em-
bora a limpeza, corre¢do e conversdao dos dados sejam tarefas comuns e interdependentes
[Ilyas e Rekatsinas 2022]] em AM com dados textuais, o mesmo nao se pode dizer sobre
a descricao detalhada e ordenada dos passos realizados [Parulian e Ludédscher 2023]].

Assim, tendo como referéncia algumas ferramentas de limpeza de dados para
dados tabulares [Parulian e Luddscher 2023), [Lietal. 2023|], a principal contribui¢dao
deste trabalho estd na definicdo de um pipeline de preparacdo e/ou corre¢do de textos
(dados ndo estruturados) que pode ser aplicado a diversos dominios, operacionalizando
esta tarefa e diminuindo débito técnico [Sculley et al. 2015[] a longo prazo no modelo.
Este artigo descreve a instanciac¢do do pipeline para o dominio da agropecudria. O cédigo
do pipeline esta disponivel livrementeﬂ

2. O pipeline de correcao textual

O pipeline de correcdo textual proposto neste trabalho identifica, anota e categoriza, de
forma automatica, os erros lexicais contidos nos textos. Para tanto, utiliza como recursos
linguisticos: (1) um léxico do dominio geral composto por palavras do idioma sendo

'Disponivel em: https://github.com/LALIC-UFSCar/pie-embrapa-pln
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processado e (2) uma lista de stopwords nesse mesmo idioma. A partir desses recursos,
inicialmente, os types (palavras Unicas) presentes nos textos sao identificados e todos os
types (exceto stopwords) ndo encontrados no léxico de dominio geral sdo classificados
como palavras desconhecidas.

A partir do conjunto de desconhecidas, o pipeline identifica e categoriza as pala-
vras em: (i) falta de acento, (ii) acentuacao incorreta, (iii) erro de grafia e (iv) palavras
aglutinadasﬂ Sugestdes de correcao também sdo geradas. Outras categorias também sao
identificadas neste processo, tais quais: nimeros, locais, termos especificos do dominio e
palavras estrangeiras, mas estas nao sao consideradas erros.

Na identificacdo e categorizacdo dos erros, o pipeline utiliza, além do 1éxico de
dominio geral ja mencionado, (3) uma base de dados de nomes de paises, regides, estados
e municipios, (4) um léxico especializado do dominio, (5) um dicionério de frequéncias
de palavras do idioma dos textos e (6) uma ferramenta de tradugdo para identificacdo de
palavras em outras linguas. A Figura |l| ilustra os passos de categorizacao das palavras
desconhecidas e seus respectivos recursos utilizados.
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Figura 1. Pipeline de Categorizagao

A identificagdo e categorizacdo dos erros ocorre na seguinte sequéncia de passos:

1. verificacao de ndmeros — verifica se o type desconhecido é um nimero por meio
do uso da funcdo isnumeric () do Python, a linguagem de programacdo usada
para implementacdo do pipeline;

2. verificacao de nomes de locais (opcional) — identifica ocorréncias de nomes de
paises, gentilicos, regides, estados e municipios utilizando uma base de nomes de
localidades;

3. verificacao de termos do dominio (opcional) — verifica se a palavra desconhecida
¢ um termo do dominio por meio da consulta a uma base de termos especificos da
agropecudria, inseridos na lingua portuguesa;

ZPalavras que originalmente aparecem juntas no texto mas deveriam aparecer separadas.
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4. verificacao de falta de acento — verifica types que pertencem ao léxico de
dominio geral da lingua portuguesa, porém com todas suas palavras desacentu-
adas, identificando possiveis palavras sem acento;

5. verificacao de acentuacao incorreta — sao removidos os acentos das proprias
palavras desconhecidas para, em seguida, verificar se, agora, estas pertencem
ao mesmo léxico desacentuado do passo anterior, identificando palavras com
possiveis acentos errados;

6. verificacao de erros de grafia — identifica erros de grafia por meio da biblioteca
do algoritmo Symspel]El para Python, que corrige palavras com pequenos erros de
grafia através de distancias de edi¢do com base no diciondrio de frequéncias de
palavras do idioma desejado;

7. verificacao de palavras aglutinadas — separa, com espacos em branco, pala-
vras aglutinadas por meio de uma fungé(ﬂ que também utiliza o diciondrio de
frequéncia de palavras e assume que essas frequéncias seguem a Lei de Zipf;

8. verificacao de palavras estrangeiras (opcional) — verifica se as palavras desco-
nhecidas sdo possiveis palavras ou termos em outras linguas, nomeadamente o
inglés, espanhol e franc€s, por meio de uma ferramenta de traducao.

A saida do pipeline é um arquivo de extensdo csv intitulado
desconhecidas.csv contendo 3 colunas: palavra (palavra identificada como
desconhecida), sugestao (sugestdo de correcdo do type desconhecido, nas categorias
que sdo consideradas erros 1éxicos) e categoria (etapa do pipeline em que a palavra foi
categorizada, sendo desconhecida caso nenhuma das categorias tenha sido detectada).

2.1. Definicao da ordem de execucao do pipeline

Diversos experimentos foram realizados em um cérpus do dominio agropecudrio com-
posto pelos textos dos projetos da Embrapa para identificar a sequéncia dos passos pre-
viamente descritos, resultando na ordem ilustrada na Figura |I[ Com o intuito de obter
melhores resultados, optou-se por inserir nos passos inicias do pipeline as verificacdes
que se mostraram mais assertivas, notadamente: a verificacdo de nimeros, de nomes de
locais e dos termos especificos do dominio. Os préximos passos foram escolhidos de
forma a, novamente, priorizar aqueles que demonstraram ser mais precisos durante testes
empiricos. Desse modo, os passos seguintes sdo, respectivamente, as verificacoes de falta
de acento e de acentuacdo incorreta. Ambos sdo bastante similares no quesito assertivi-
dade e funcionamento, utilizando o 1éxico desacentuado conforme descrito anteriormente.

Por fim, as ultimas etapas do pipeline (antes da verificacdo de palavras es-
trangeiras) foram definidas como sendo, respectivamente, as verificagdes de erros
de grafia e de palavras aglutinadas. Em ambos os casos, as func¢des retornam su-
gestdes de correcdo corretas quando trata-se mesmo de um erro, com palavras como
princpais e substutuindo sendo corrigidas, respectivamente, para principais
e substituindo pelo Symspell; e termos aglutinados como coménfase sendo cor-
rigidos para com énfase pela fun¢do de separagao de palavras. Contudo, tais pas-
sos foram deixados mais perto do fim do pipeline pois apresentavam, com frequéncia,

3Disponivel em: https://pypi.org/project/symspellpy/. Acesso em: 30 jun. 2023.
“Implementagio baseada em: https://stackoverflow.com/a/11642687, Acesso em: 30
jun. 2023.
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sugestdes de correcdo para palavras que ndo eram erradas (como os termos es-
pecificos do dominio agropecuario). Por exemplo, o Symspell sugeriu corrigir o termo
apomiticos para apoliticos, assim como nematdfagos para hematdfagos,
ambas palavras corretas porém particulares do dominio investigado. De maneira si-
milar, a rotina de separacdo de tokens sugeriu corrigir negligenciamento para
negligencia mento. Entretanto, muito mais numerosos eram os casos em que esta
funcao de separagdo sugeria separar neologismos, como nanoparticulas para nano
particulas, agroativos para agro ativos e uma abundancia de outros neolo-
gismos do contexto agropecudrio. Escolheu-se deixar a verificagio de palavras estrangei-
ras como o ultimo do pipeline devido, sobretudo, a sua baixa assertividadeﬂ

2.2. Instanciacao do pipeline para o portugués do Brasil

Com intuito de exemplificar o uso do pipeline proposto, foi realizada a instanciac@o para
processar textos escritos em portugués do Brasil no dominio da agropecudria contendo
resumos de projetos da Embrapa. Para tanto, os recursos lexicais usados ao longo dos
passos foram: 1. Léxico de dominio geral: 1éxico POeTiSA (POrtuguese processing -
Towards Syntactic Analysis and parsingﬂ; 2. Lista de stopwords: stopwords da lingua
portuguesa do NLTK [Bird et al. 2009] ﬂ; 3. Base de nomes de localidades: API do
IBGE para Pythorﬂ que cobre os nomes de quase todos os municipios, estados e regides
do Brasil; e um arquivo J SONﬂ que contém os nomes e respectivos gentilicos de todos os
paises do Google Maps; 4. Léxico especializado: AgroTermoﬂ que contém um con-
junto de termos e conceitos especificos inter-relacionados semanticamente pertencente
ao dominio agropecudrio; 5. Dicionario de frequéncias: diciondrio de frequéncias de
palavras da lingua portuguesa extraido de todos os corpora disponibilizados pela Lingua-
tec 6. Ferramenta de traducao: API do Google Tradutor para PythorE| objetivando
a traducdo de palavras da lingua inglesa, espanhola e francesa.

3. Consideracoes finais

Tendo como foco a operacionalizacdo do processamento de textos de um dominio es-
pecifico, contendo possiveis termos especializados e erros de digitacao/grafia produzidos
por agentes humanos ou conversdo automdtica de formato (por exemplo, de PDF para
TXT), este artigo apresentou um pipeline de preparagdo e/ou corregdo de textos. Esse
pipeline tem a grande vantagem de evidenciar os erros dos textos, separando o que € de
fato erro e o que ndo €, além de oferecer sugestdes para a corre¢cao humana.

>Nos experimentos realizados, notou-se que a API do Google Tradutor encontrava traducdes errdneas
para vdrios termos. Vale ainda ressaltar que esta é, com uma boa margem, o passo mais demorado de todo
o pipeline uma vez que tal API funciona por meio de requisicdes Web, resultando em uma grande demora
para retornar as tradugdes.

%Disponivel em: https://sites.google.com/icmc.usp.br/poetisa. Acessoem: 30 jun.
2023.

"Disponivel em: https://www.nltk.org. Acessoem: 30 jun. 2023.

8Disponivel em: https://pypi.org/project/ibge /. Acesso em: 30 jun. 2023.

Disponivel em: |https://gist.github.com/jonasruth/61lbdelfcf0893bd35eea.
Acesso em: 30 jun. 2023.

Disponivel em: lhttps://sistemas.sede.embrapa.br/agrotermos/. Acessoem: 30 jun.
2023.

"Disponivel em: https://linguateca.pt/acesso/info_freq English.php. Acesso
em: 30 jun. 2023.

2Disponivel em: https://pypi.org/project/googletrans/. Acesso em: 30 jun. 2023.
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Resumo: Este trabalho apresenta a preparacdo de um corpus voltado para a
anota¢ao multimodal na FrameNet Brasil. A anotagdo, desenvolvida a partir
da teoria da Semantica de Frames, permite a integracao de diferentes modos
comunicativos, construindo uma base de tecnologia linguistica aplicavel a
multiplas 4reas. As etapas de coleta, composicdo e pré-processamento do
corpus sao os primeiros passos para o desenvolvimento das pesquisas de
anota¢ao multimodal.

1. Introducao

A integracdo da multimodalidade dentro do panorama tedrico-metodologico da rede
semantico-computacional da FrameNet [RUPPENHOFER ET AL 2016] amplia as
possibilidades de desenvolvimento de tecnologias linguisticas mais avancadas através
da base teorica da Semantica de Frames [FILLMORE 1982]. Isso envolve ndo apenas a
analise e o processamento de texto, mas também a capacidade de interpretar e utilizar
informagdes provenientes de outras modalidades, dudios, videos e imagens que sdo
transcritos, contribuindo para aplicacdes mais sofisticadas em dareas, como, por
exemplo, a tradug@o automatica, a analise de sentimentos e a indexagdo de midia.

Dentro desse cenario, o projeto em andamento ReINVenTA (Research and
Innovation Network for Visual and Textual Analysis of Multimodal Objects) tem
avangado nos processos de anotacdo de imagens estaticas e videos por meio das
ferramentas Webtool e Charon [BELCAVELLO ET AL 2022]. A iniciativa reforca a
representacao de contexto a partir de uma abordagem multidimensional e multimodal
[TORRENT ET AL 2022]. Liderado pelo laboratorio de Linguistica Computacional
FrameNet Brasil na Universidade Federal de Juiz de Fora, o projeto conta com a
colaboragdo de outras institui¢des, como a Universidade Federal de Minas Gerais.

Partindo disso, este trabalho apresenta as etapas da anotacdo estrutural
[ALUISIO e ALMEIDA 2021] de um corpus multimodal, que alinha as transcrigdes
textuais aos trechos de audio/video através de marcadores temporais [XIAO 2010]. Por
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meio do corpus Audition, esta pesquisa visa descrever os estdgios envolvidos na coleta,
composi¢do e etapas de pré-processamento de um corpus multimodal para anotagdo
segundo o suporte teérico-metodologico da Semantica de Frames e da FrameNet
Brasil.! Esses procedimentos antecedem a anotagdo multimodal com imagem dindmica.
Para tanto, apresentaremos a plataforma Charon, utilizada na realizagdo de tais tarefas
de pesquisa.

A seguir, na se¢do 2, apresentaremos a Semantica de Frames e como ela ¢ usada
pela FrameNet Brasil para realizar as anélises multimodais. Na se¢do 3, exploraremos a
metodologia utilizada na pesquisa e concluiremos o trabalho na se¢do 4, ao fazer
ponderacdes sobre o trabalho realizado e as futuras perspectivas para o projeto.

2. Seméantica de Frames e FrameNet Brasil em uma abordagem multimodal

A Semantica de Frames ¢ uma teoria linguistica desenvolvida por Charles J. Fillmore
que propde o estudo do significado a partir de uma perspectiva empirica e cognitiva. A
teoria tem como base o conceito de frame, definido pelo autor como:

“[...] qualquer sistema de conceitos relacionados de tal modo que, para
entender qualquer um deles, ¢ preciso entender toda a estrutura na qual se
enquadram; quando um dos elementos dessa estrutura ¢ introduzido em um
texto, ou em uma conversa, todos os outros elementos serdo disponibilizados
automaticamente.” [FILLMORE 1982, p. 111]

Dessa forma, a Semantica de Frames analisa como o conhecimento ¢ “evocado”
e expresso através da linguagem. Sob essa oOtica, a compreensdo de uma unidade lexical
(UL) depende, necessariamente, da compreensdo da cena, ou frame, em que ela esta
inserida. Visto que a teoria busca explorar a construg¢do do significado considerando
fatores sociais, culturais e cognitivos, surge a possibilidade de usa-la como auxilio no
desenvolvimento de tecnologias linguisticas.

A FrameNet Brasil usa sua rede semantico-computacional para representar o
conhecimento semantico e processar a linguagem. A multimodalidade, que abrange
imagens, gestos e expressoes faciais, enriquece o entendimento do significado, o que
amplia o escopo do trabalho semantico-computacional. A abordagem multimodal da
FrameNet Brasil, ao incorporar tipos de dados, como videos, programas de TV, imagens
e textos [TORRENT ET AL 2022], oferece uma compreensdo precisa do significado,
considerando a interacdo complexa entre a linguagem e outras formas comunicativas.

3. Metodologia

Duas plataformas sdo utilizadas na anotagdo multimodal: a Webtool e a Charon. Na
primeira, acontece a anotagdo linguistica e, na segunda, a anotagcdo de imagens estaticas
e dinamicas. O passo a passo para garantir que a anotagdo acontega requer uma série de
procedimentos, primeiramente, via Charon. Essa plataforma online ¢ acessada mediante
inscri¢do prévia. Tendo feito o login com usuario e senha, serdo exibidas duas abas,
“Corpus” e “Annotation”. Em “Corpus”, os corpora que compdem a pesquisa podem

' Agradecemos, pelo financiamento através de bolsas de iniciagdo cientifica, 4 Fundagio de Amparo a
Pesquisa do Estado de Minas Gerais (Fapemig) (PIBIC RED-00106/21) e ao Conselho Nacional de
Desenvolvimento Cientifico e Tecnoldgico (CNPq) ( PIBIC 408269/2021-9 e 420945/2022-9)
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ser acessados. Por meio desse icone, estdo os recursos que garantem as tarefas prévias a
anotagdo em si. Nessa etapa, sdo inseridas informagdes basicas de identificacdo do
material de andlise, bem como o upload e pré-processamento do video (Figura 1).

Document Multimodal: As_aventuras_de_Pety_ani magiu

# Ediname # Uploadvideo # Preprocess 4 Build Sentences

Start End Speech/Subtitle

4%3.300 509.600 Vamos

526.200 626.700 mais

25 aveNturas JE

650.200 657.800 myito

58%.500 690.400 pargue
691.600 892.400 como
§%2.400 698.300 a8

698.500 nuvens
700.800 &ntis
701.200 fica

701.500 azul

701.800 o

702.500 702.900 aparece Start End

711.800 7135.600 vav | |

737.500 743.200 pesscal Text source

776.100 780.200 mas

792.500 795.800 L]

Figura 1. Pagina para a Edicao das Sentencas do Curta-metragem

O corpus Audition inclui curtas animados e /ive actions com audiodescrigao,
como "As Aventuras de Pety", produzida por Aranhas Films, adicionado com a
permissdo da produtora e visivel nas Figuras 1 e 2. A parte de texto corridodo corpus ¢
composta pela extracdo dos dudio dos videos, o audio ¢ processado por um servigo em
nuvem, que transcreve o que ¢ dito e indica os intervalos de tempo. As legendas dos
videos sdo capturadas e sincronizadas usando reconhecimento Optico de caracteres. O
texto resultante do processo ¢ exibido em um painel ao lado esquerdo da tela.

A Figura 1 mostra a etapa de revisdo das sentengas reconhecidas
automaticamente pela opcao “Build Sentences”. Nessa etapa, os anotadores acessam as
informagdes e revisam o texto manualmente, fazendo corre¢des e ajustes nos intervalos
de tempo. Se necessario, eles podem criar novas sentencas (“Create Sentence”). As
palavras sdo selecionadas no painel esquerdo e adicionadas ao painel direito através do
comando "Join". Corre¢des adicionais podem ser feitas na caixa de texto no centro da
tela, como ilustra a Figura 2.

O tempo de inicio e fim das sentengas sao ajustados usando as caixas "Start" e
"End" acima da caixa de texto. O recurso “Text source” permite que o anotador
classifique o texto que esta sendo selecionado na caixa em “Original audio”, para falas
originais do video, “Subtitle”, para legendas, “Text overlay”, para textos que aparecem
na tela e ndo fazem parte da legenda, e “Audio description”, para audiodescri¢dao. Se
um video contém, por exemplo, 4udio original, audiodescri¢do e legendas, trés
anotagdes serdo feitas, cada uma com sua devida etiqueta. Para salvar as alteragdes, os
anotadores selecionam a opg¢ao "Submit".
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Sentences

X split &) clear Checked Sentence

Start End Sentence
srgLEEL
E, lambre-ze: parz ndo 22

330.969 3

331639 333.560 Abeixo, um rio.

340.870 341.808 Entram no boaque.

- 343.900 346.79 | Eceminham entre aa arvores.

Fely COME UMme Denane &
start End 352.300 256.600 ! b

Pety come uma banena & Zezinha uma "‘E;é. Text EDurcs

Audio description

357.400 361.439 Zezin
outro

Submit i I
361.97a 364.10q * 02503 d banana voz até o
cabelo Pety.

Figura 2. Espaco para Edicao das Sentencas do Curta-metragem

ApOs o processo de transcricao do curta-metragem, passamos para a anotacao de
texto corrido, que acontece pela plataforma Webtool, onde fazemos as analises das
sentencas e atribuimos os frames e elementos de frame ao texto. Feita a anotagao
linguistica, fazemos a anotag¢do do video, anotacdo de imagem dinamica, associando os
frames evocados no texto, aos frames dispostos sobre o video. As imagens sdo
delimitadas por quadrados que as acompanham frame por frame, € sdo anotadas
conforme o frame evocado, cv name (UL que identifica o objeto no video) e unidade
lexical.

4. Conclusao

A incorporacdo da multimodalidade no contexto da FrameNet Brasil proporciona um
avango significativo nas tecnologias linguisticas. Ao integrar informagdes de diferentes
modalidades, — audio, imagem e texto — ¢ possivel obter uma compreensdao mais
abrangente e precisa do significado na linguagem natural. Isso abre novas possibilidades
de aplicagdes avancadas em areas como traducdo automatica, andlise de sentimentos e
treinamento de IAs (Inteligéncias Artificiais). A anotacdo multimodal de corpora, por
meio das plataformas Webtool e Charon, desempenha um papel fundamental nesse
processo, permitindo a anotacdo de informacdes linguisticas, imagens estaticas e
dindmicas.

Com base nos avangos obtidos e no trabalho realizado com o corpus Audition,
sdo planejadas agdes para explorar a variedade de materiais analisados e avangar no
desenvolvimento de tecnologias linguisticas. A area da audiodescri¢ao, por exemplo, ¢
grande beneficiaria das pesquisas de anotacdo multimodal, visto que a associacdo entre
o conteudo linguistico verbal e ndo verbal atuam diretamente na experiéncia do usuario.
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Resumo. O enorme volume de textos opinativos produzido nas midias sociais
tém levado a uma busca cada vez maior por algoritmos capazes de analisar os
sentimentos de pessoas em relagcdo a produtos, entidades politicas, etc. Muitos
modelos de andlise de sentimento (AS) foram propostos para o portugués nos
ultimos anos. Contudo, a maioria deles consiste em analisar o sentimento geral
de uma sentenca, ndo considerando, portanto, o sentimento individual rela-
cionado a cada alvo de opinido no texto. Dado este contexto, este artigo inves-
tigou o uso de léxicos de sentimentos na classificacdo de sentimento orientado
ao alvo de opinido em comentdrios sobre debate politico em portugués.

1. Introducao

O crescimento explosivo das midias sociais tem possibilitado aos seus usudrios expres-
sarem com facilidade opinides e emog¢Oes/sentimentos sobre produtos, eventos politicos,
individuos etc. por meio de blogs, foruns de discussdo e redes sociais. Como con-
sequéncia, algoritmos capazes de analisar o sentimento e a opinido publica compartilhada
por meio de textos opinativos t€ém ganhado cada vez mais importancia. A Analise de
Sentimentos (AS) € uma subarea do Processamento de Lingua Natural (PLN), que utiliza
ferramentas e recursos linguisticos-computacionais para analisar sentimentos em textos a
respeito de individuos, produtos, servigos, entre outros [Liu and Zhang 2012].

Nos ultimos anos muitos trabalhos foram proposto na literatura sobre AS. Con-
tudo, no que se refere a lingua portuguesa, a maior parte deles consiste em analisar o senti-
mento em relac@o a polaridade (positiva, negativa ou neutra) geral conduzida por um doc-
umento ou sentenca (vide, por exemplo, [Chaves et al. 2012, Fran¢a and Oliveira 2014,
Capellaro and Caseli 2021]), ndo considerando as opinides particulares relacionadas a
cada entidade presente no texto, chamadas de alvos de opinido. Por exemplo, no co-
mentario “Foi de facto um debate cordato, civilizado, em que Jeronimo se mostrou um
senhor e 0 Lou¢a meteu a viola no saco.”, extraido do corpus utilizado nesta pesquisa (vide
Secdo 3), o sentimento em relagdo ao alvo “Jerénimo” € positivo, enquanto o sentimento
em relacdo ao alvo “Louc¢a” é negativo.

Dado o contexto apresentado, este trabalho tem por objetivo investigar o uso de
abordagens baseadas em léxicos na classificacdo de polaridade orientada para os alvos
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de opinido em comentdrios sobre debate politico em portugués. A escolha do dominio
politico € motivada pela quantidade limitada de trabalhos nesse dominio para o portugués.

O restante deste artigo estd organizado da seguinte forma. A secdo 2 descreve
os principais trabalhos da literatura relacionados a este. Na secdo 3 € apresentada a
metodologia que estd sendo adotada no desenvolvimento desta pesquisa (ainda em an-
damento), bem como os recursos e ferramentas linguisticos computacionais usados. Na
secdo 4 sao apresentados alguns resultados preliminares. Por fim, a secdo 5 apresenta
algumas conclusoes do trabalho.

2. Trabalhos Relacionados

Na literatura a andlise de sentimentos (AS) tem sido aplicada a documentos, sentencas
e aspectos [Medhat et al. 2014, Schouten and Frasincar 2016, Pereira 2021]. No nivel
de documentos, o sentimento € atribuido ao documento como um todo. No nivel de
sentengas, o sentimento € atribuido a cada sentenca de um documento, enquanto no nivel
de aspectos os sentimentos relacionados a aspectos/atributos especificos das entidades
mencionadas no texto (alvos de opinido) sao identificados e posteriormente classificados
de acordo com a opinido ou emocao. Por exemplo, em um comentdrio sobre um produto
qualquer (por exemplo, smartphone) o produto em si costuma ser o alvo de opinido, en-
quanto os atributos/caracteristicas relacionadas ao produto sao os aspectos (como preco,
qualidade da camera e duracdo da bateria). Neste artigo, o foco de interesse € a AS orien-
tada aos alvos de opinido em textos. Ou seja, uma tarefa que se aproxima da AS em nivel
sentencial, porém € mais especifica e desafiadora do que a andlise geral do sentimento
expresso em uma sentencga. Por outro lado, é uma tarefa menos refinada do que a anélise
de sentimentos baseada em aspectos.

Uma abordagem cldssica de AS usada na literatura baseia-se no uso de léxicos
de sentimentos, ou seja, diciondrios que cont€ém palavras anotadas com suas respec-
tivas polaridades. Esse tipo de abordagem utiliza a contagem e/ou a soma das po-
laridades das palavras presentes no texto para determinar sua polaridade geral (vide
[Taboada et al. 2011, Liu and Zhang 2012, Costa and Pardo 2020]). Além das aborda-
gens baseadas em léxicos, técnicas baseadas em aprendizado de maquina também tém
se destacado em andlise de sentimentos, incluindo tanto as técnicas tradicionais de apren-
dizado supervisionado e nao supervisionado (por exemplo, [Franca and Oliveira 2014,
Cristiani et al. 2020, Capellaro and Caseli 2021, Jain et al. 2021]) como técnicas mais
sofisticadas baseadas em aprendizado profundo (deep learning) (por exemplo,
[Zhang et al. 2018, Souza and Oliveira e Souza Filho 2022]). Abordagens hibridas com-
binando varias técnicas também sdo comuns [Appel et al. 2016].

Em [Carvalho et al. 2017], por exemplo, os autores compararam trés diferentes
classificadores (Naive Bayes, SVM e MaxEnt) e trés métodos de selecao de atributos na
classificacdo de polaridade em pardagrafos de textos relacionados as elei¢cdes de 2014 no
Brasil. O melhor classificador (MaxEnt) obteve uma acuracia em torno de 85%. Ja o
modelo de [Capellaro and Caseli 2021], baseado no BERT pré-treinado para o portugueés,
alcancou um FI-score de 96,6% na classificacao de polaridade associada ao sentimento
geral de rweets relacionados as eleicdoes de 2018 no Brasil.

Se por um lado as abordagens baseadas em aprendizado de maquina podem levar
aresultados bastante precisos na classificagao de polaridade de sentimentos de textos para
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o dominio no qual ele foi treinado, por outro lado esses modelos costumam ter um de-
sempenho muito ruim quando aplicados a outros dominios [Taboada et al. 2011]. Nesse
sentido, as abordagens baseadas em léxicos de sentimentos e as abordagens hibridas que
combinam esse tipo de recurso com métodos de aprendizado de maquina sao interessantes
e podem resultar em modelos menos dependentes de dominio. Nesta pesquisa, ainda em
andamento, iniciamos a investigacdo com o uso de abordagens baseadas em léxicos, para
no futuro tratar a tarefa de andlise de polaridade como um problema de aprendizado de
maquina.

3. Metodologia de Desenvolvimento

A metodologia de desenvolvimento deste trabalho € baseada em corpus de comentérios
do dominio politico e no uso de 1éxicos de sentimentos. Mais especificamente, como
corpus de trabalho foi escolhido o SentiCorpus-PT [Carvalho et al. 2011], composto por
comentérios sobre debates televisivos referentes as eleicoes de 2009 do Parlamento Por-
tugués. O corpus contém 1.082 comentdrios, totalizando 3.868 sentengas. Cada sentenca
no corpus pode ter diferentes alvos de opinido. Os alvos de opinido sdo entidades hu-
manas, nomeadamente politicos, organizacgdes politicas (geralmente utilizadas para se
referir aos seus membros), personalidades da midia (por exemplo, jornalistas) ou usudrios
(comentadores). Cada sentenca dispde de anotacdes sobre cada alvo de opinido men-
cionado na sentenca e a polaridade relacionada a cada alvo. A polaridade varia de -2 (o
valor negativo mais forte) até 2 (o valor positivo mais forte). 94,3% das sentengas pos-
suem pelo menos um alvo anotado, sendo que a maioria delas (79%) tem exatamente um
alvo de opinido.

Como léxicos de sentimentos tem sido utilizado o LIWC
[Balage Filho et al. 2013] e o SentiLex-PT [Carvalho and Silva 2015]. O LIWC ¢
um léxico geral do portugués composto por 127.149 instancias organizadas em cat-
egorias. As categorias posemo e negemo indicam polaridade positiva e negativa,
respectivamente. O SentiLex-PT, por sua vez, € um léxico de sentimentos sobre entidades
humanas. Ele € composto por 7.014 lemas e 82.347 formas flexionadas organizadas em
adjetivos, substantivos, verbos e expressoes idiomadticas.

Para o pré-processamento do corpus foi utilizada a biblioteca Python spaCy! com
o modelo portugués “pt_core_news_lg”. O pré-processamento consistiu nas seguintes eta-
pas: (1) tokenizacdo, (ii) lematizacao, (iii) extracdo de PoS - Part of Speech e (iv) andlise
sintdtica de dependéncia.

Ap6s o pré-processamento do cérpus, um primeiro estudo foi realizado para
atribuir a polaridade de sentimento (positiva, negativa ou neutra) para cada sentenca em
relacdo a cada alvo de opinido presente na mesma. Mais especificamente, a estratégia
usada consistiu em atribuir ao alvo de opinido do comentario a polaridade resultante da
soma das polaridades das palavras presentes no léxico (LIWC ou SentiLex-PT). Para cada
Iéxico, duas diferentes estratégias foram usadas: a primeira considera apenas as palavras
associadas ao alvo do comentario, via dependéncia sintitica e a segunda que considera o
comentéario como um todo.

Thttps://spacy.io/models/pt (acesso em: 02/07/2023).
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4. Resultados

Table 1. Resultados obtidos por cada estratégia.

Estratégia Precisao | Cobertura | Medida-F
SL 45,1% 31,2% 36,9 %
LW 36,6% 26,8% 30,9%
SL+LW 39,8% 34,0% 36,7 %
SL-DEP 55,1% 5,5% 10,1%
LW-DEP 44.5% 5,1% 9,1%
SL+LW-DEP | 49,5% 7,5% 13,0%

Em um experimento preliminar, cada estratégia de classificagdo de polaridade foi
avaliada em termos de Precisdo, Cobertura e Medida-F. A Tabela 1 resume os resultados
obtidos com cada estratégia. Em termos de Precisdo, o melhor valor (55,1%) foi obtido
pela estratégia SL-DEP que se baseia no uso do SentiLex e nas relacdes de dependéncia
sintatica para associar cada alvo de opinido a cada palavra de sentimento identificada pelo
1éxico. Porém, as trés estratégias que usam dependéncia sintitica apresentaram os piores
valores de Cobertura e, consequentemente, os piores desempenhos globais medidos em
termos de Medida-F. Uma possivel explicacdo para isso pode estar relacionada ao fato
de que vdrios comentédrios no cOrpus ndo apresentam a estrutura esperada de sujeito-
verbo-objeto, o que pode ter impactado na qualidade da anélise de dependéncia gerada,
fazendo com que a palavra com polaridade nao fosse corretamente associada ao alvo do
comentério. O melhor desempenho termos de Cobertura (34%) foi obtido ao combinar o
uso do SentiLex e do LIWC em um mesma estratégia. No que se refere ao desempenho
global, a estratégia baseada apenas no uso do SentiLex e a estratégia que combinou o uso
dos dois 1éxicos (SL+LW) obtiveram os melhores desempenhos, ou seja, 36,9% e 36,7%,
respectivamente. Contudo, testes estatisticos precisam ser realizados a fim de confirmar
se essa pequena diferenca entre essas duas abordagens € estatisticamente significativa.

5. Conclusoes

Este trabalho descreveu um estudo preliminar com o objetivo de avaliar o uso de 1éxicos
de sentimentos na classificacdo de sentimento (polaridade) relacionado a cada alvo de
opinido em comentdrios sobre debate politico em portugués. A tarefa de atribuir polar-
idade orientada aos alvos de opinido é mais desafiadora do que a classificacdo de senti-
mento geral de um comentario.

Como préximos passos deste trabalho pretende-se investigar outros léxicos
disponiveis para o portugués e o uso de heuristicas definidas a partir de corpus que
permitam associar palavras que expressam sentimento a cada alvo de opinido no texto.
Pretende-se, ainda, combinar o uso de léxicos de sentimentos com técnicas de apren-
dizado de maquina.
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Abstract. In order to gather scientific efforts for the documentation of Brazilian
languages, this work presents partial results of the development of an R Shiny
web application for documentation and exploratory analysis of indigenous lan-
guages. The objective is to concentrate lexicographic descriptions of different
languages by different years and researchers in a single platform. It aims at ma-
king the platform a reliable source for querying quantitative information about
different language levels. In the current version, the application provides voca-
bularies of two languages, namely: a) Krenak, a language spoken in the East
of Minas Gerais, belonging to the Botocudo family of the Macro-Jé trunk; and
b) Terena, a language of the Aruak family spoken in Mato Grosso do Sul and in
the west of the State of Sdo Paulo. The vocabularies available in the application
are Bruno Rudolph [Rudolph 1909], for Krenak, and Denise Silva [Silva 2013],
for Terena language.

Resumo. No sentido de reunir esforcos cientificos para documentacdo das
linguas brasileiras, este trabalho apresenta resultados parciais do desenvol-
vimento de uma aplicacdo web R Shiny para a documentagdo e andlise ex-
ploratoria de linguas indigenas. O objetivo é concentrar em uma plataforma
descricoes lexicogrdficas de diversas linguas por diferentes épocas e pes-
quisadores. Além disso, objetiva-se também tornar a plataforma uma fonte
confidvel para consulta de informacées quantitativas sobre os diferentes niveis
linguisticos. Na versdo atual, a aplicacdo disponibiliza vocabuldrios de duas
linguas, a saber: a) Krenak, lingua falada no leste de Minas Gerais, perten-
cente a familia Botocudo do tronco Macro-Jé; e b) Terena, lingua da familia
Aruak falada no Mato Grosso do Sul e no oeste do Estado de Sao Paulo. Os vo-
cabuldrios disponiveis no aplicativo sdo os de Bruno Rudolph [Rudolph 1909],
para o Krenak, e o de Denise Silva [Silva 2013], para lingua Terena.

1. Introducao

A Organizacdo das Nacdes Unidas (ONU) e UNESCO afirmam que pelo menos 50%
das linguas faladas de hoje estardo extintas ou seriamente ameacgadas até 2100. Por ou-
tro lado, as previsOes mais pessimistas — e talvez realistas — afirmam que 90-95% serao
extintas ou estardo seriamente ameacadas até o final do século XXI. Nesse contexto, as
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linguas indigenas brasileiras sdo parte das linguas que apresentam um alto grau de pe-
rigo de extin¢do nas proximas décadas, como consequéncia da coloniza¢do do Brasil e da
expansao do portugués para a formac¢ao da identidade nacional. Conforme a Unesco, a hu-
manidade pode resultar em apenas 300-600 linguas orais nao ameagadas até o final deste
século [Moseley 2010], o que representaria somente algo entre 4% e 8% da diversidade
linguistica verificada atualmente.

O Brasil possui uma enorme diversidade linguistica e étnica em seu territorio. As
linguas indigenas brasileiras pertencem a diferentes grupos linguisticos, que se subdivi-
dem em importantes familias relacionadas ou a ramos de linguas, tais como: Macro-Jé,
Tupi, Caribe, Pano, Tucano, Aruaque, Katukina, Maku, Nambikwara, Chapacura, Yano-
mami, Mura-Pirahd e Guaicuru. Os troncos linguisticos Macro-J€ e Tupi sdo exclusivos
do Brasil, enquanto as demais familias de linguas estendem-se a paises vizinhos.

Acredita-se que o Brasil tenha aproximadamente 150 linguas atualmente faladas,
embora ndo haja concordancia quanto ao nimero exato. Em um trabalho minucioso so-
bre essa questdo, [D’Angelis 2019] afirma que, de forma otimista, pode-se dizer que o
Brasil apresenta atualmente em torno de 100 linguas. O cendrio € preocupante, sobre-
tudo no se refere a documentacgao e revitalizacdo dessas linguas ainda vivas. Conforme
[Moseley 2010], 13% tém uma descricdo gramatical parca da lingua, 38% possuem uma
descri¢do avangada, 29% t€m descri¢do cientifica e 19% delas apresentam descri¢do ci-
entifica insignificante. Embora o trabalho de descri¢do tenha aumentado no Brasil em
func¢ao dos esfor¢os das universidades brasileiras e outras organizagdes internacionais, as
documentagdes sobre as linguas sdo esparsas, de dificil acesso em bibliotecas do Brasil
ou mesmo do mundo. Os materiais, sobretudo os lexicograficos, sdo raros ou carecem de
digitalizacdo e tratamento adequado.

No sentido de reunir esfor¢os cientificos para documentacdo das linguas brasi-
leiras, este trabalho apresenta resultados parciais do desenvolvimento de uma aplicacao
web R Shiny para a documentacdo e andlise exploratéria de linguas indigenas. O ob-
jetivo € concentrar em uma plataforma descri¢cdes lexicogréficas de diversas linguas por
diferentes €pocas e pesquisadores. Além disso, objetiva-se também tornar a plataforma
uma fonte confidvel para consulta de informag¢des quantitativas sobre os diferentes niveis
linguisticos. Sobre o projeto, o nome Aryon homenageia o grande pesquisador brasi-
leiro Aryon Dall’Igna Rodrigues, pioneiro nos estudos das linguas indigenas da América
do Sul. Seu livro Linguas brasileiras: para o conhecimento das linguas indigenas
[Rodrigues 1994] € considerado um dos cem livros do século, portanto, um classico do
pensamento cientifico brasileiro.

2. Aryon: uma aplicacao web R Shiny

O Projeto Aryon ¢ uma aplicacdo web implementada na linguagem R que utiliza recursos
do pacote Shiny (cf. [R Core Team 2021] [Chang et al. 2023]), cujo intuito é oferecer as
comunidades indigenas e cientificas uma ferramenta voltada a consulta de vocabulérios e
a visualizacao de gréficos e estatisticas sobre estruturas que perpassam os niveis fonético,
fonolégico, morfoldgico, sintdtico e semantico das linguas brasileiras.

Na versao atual, a aplicacdo disponibiliza vocabulérios de duas linguas, a saber:
a) Krenak, lingua falada no lete de Minas Gerais, pertencente a familia Botocudo do
tronco Macro-J¢€; e b) Terena, lingua da familia Aruak falada no Mato Grosso do Sul e no
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oeste do Estado de Sao Paulo. Os vocabulérios disponiveis no aplicativo sdo os de Bruno
Rudolph [Rudolph 1909], para o Krenak, e o de Denise Silva [Silva 2013], para lingua
Terena.

Figura 1. Apresentacao da Estrutura de Vocabularios no Aryon

A Figura 1 mostra uma das abas do aplicativo em que se disponibilizam os voca-
bulérios. Nessa aba, o usudrio pode consultar pela palavra na lingua indigena, portugués
ou em outra lingua em que ela tenha sido originalmente descrita. No caso do Krenak,
por exemplo, esta lingua foi descrita alemdo, lingua materna do autor. A traducdo para
o portugués foi dada pela equipe do projeto. E possivel, ainda, buscar por autor, ano ou
familia linguistica. Na secd@o a seguir, apresentamos um exemplo de andlise exploratdria
possivel de ser realizada no aplicativo.

3. Explorando o léxico Terena (Aruak)

Através da disponibilizacdo do vocabuldario, faz-se uma anotacao linguistica da categoria
gramatical das palavras disponiveis. Com essa informagao, pode-se explorar o funciona-
mento do 1éxico, sua composicao em categorias gramaticais, o tamanho de cada classe e
o nimero de palavras das classes aberta e fechada.

Na Figura 2, apresentamos a frequéncia das classes de palavras da lingua Terena,
conforme andlise gramatical disponibilizada em [Silva 2013].

Figura 2. Frequéncia de categoria gramatical (Terena)

Frequéncia de Classe de Palavra:
793

Frequéncia

O vocabulério de Silva disponibiliza centenas de frases na lingua e suas respectivas
traducdes em portugués. Com isso, € possivel analisar, de forma imediata, a morfologia e
sintaxe do Terena. O 1éxico da autora disponibilizado no Aryon conta com 312 entradas
e 1245 ocorréncias, numa razao tipo/ocorréncia de 0.25.
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4. Consideracoes Finais

O trabalho apresentado tem como objetivo criar uma ferramenta computacional que seja
capaz de congregar informacdes confidveis para pesquisas em Linguistica, mas sobretudo
uma ferramente capaz de ser utilizada pelas comunidades indigenas brasileiras em suas
escolas, computadores e celulares. Como estd em fase inicial, o projeto estd em fase de
aprimoramento da interface de consulta pelos usudrios.
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Abstract. This work describes the disambiguation of terms from the Linguis-
tic Atlas of Brazil (ALiB) via OpenWN-PT-ALiB through a Twitter corpus. The
study presents two main contributions: the incorporation of some ALIB terms
in OpenWordNet-PT (OpenWN-PT) and the development of a disambiguation
method using Word Embeddings and the Soft Cosine Measure (SCM). The pro-
posed method uses Word Embeddings to represent the words in a vector space
and calculates the SCM between the context of the tweets and the possible
synsets of OpenWN-PT-ALiB for disambiguation. Results demonstrate the ef-
fectiveness of the method, with higher disambiguation rates even in the context
of Twitter.

Resumo. Este trabalho descreve a desambiguacdo de termos do Atlas
Linguistico do Brasil (ALiB) via OpenWN-PT-ALiB através de um corpus do
Twitter. O estudo apresenta duas principais contribuigcdes: a incorporagdo de
alguns termos do ALiB na OpenWordNet-PT (OpenWN-PT) e o desenvolvimento
de um método de desambiguagdo utilizando Word Embeddings e a Soft Cosine
Measure (SCM). O método proposto utiliza Word Embeddings para representar
as palavras em um espago vetorial e calcula a SCM entre o contexto dos tweets
e os possiveis synsets da OpenWN-PT-ALiB para a desambiguagdo. Os Resulta-
dos demonstram a eficdcia do método, com taxas de desambiguagdo superiores
mesmo no contexto do Twitter.

1. Introducao

O ALiB comecou em 2001, encerrando seus inquéritos na década passada. Os termos
coletados ao longo de duas décadas de inquéritos suscitam a andlise de sua presenca
nas redes sociais devido a disseminacdo dessas plataformas e a quantidade significativa
de postagens em linguagem escrita. A difusdo das redes sociais e o grande volume de
postagens destacam a importancia de investigar a presenga dos termos coletados pelo
ALIiB nessas plataformas.

Analisar a vitalidade linguistica dos termos do ALiB nas redes sociais exige
automacao devido ao volume de tweets. Muitos termos do ALiB sdo ambiguos e ne-
cessitam de desambiguacao conforme o contexto do Atlas. Por exemplo, bala em tweets
geralmente se refere a municdo, enquanto no ALiB pode significar um tipo de doce.

Assim, o presente trabalho evidencia duas principais contribui¢des com o intuito
de automatizar a desambiguacdo dos termos do ALiB. A primeira contribuicdo se refere
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a OpenWordNet-PT (OpenWN-PT), a qual foram adicionados os synsets de alguns dos
termos do ALiB. A segunda contribui¢cdo se refere ao método de desambiguacdo dos
termos do ALiB para usufruir da OpenWordNet-PT-ALiB (OpenWN-PT-ALiB) que foi
gerada. O método proposto se baseia no uso de Word Embbedings para encapsular as
palavras no espaco vetorial, e no calculo da Soft Cosine Measure(SCM) entre o contexto
dos tweets com a palavra a ser desambiguada e os possiveis synsets existentes para essa
palavra na OpenWordNet-PT-ALiB.

2. OpenWordNetPt-ALiB

A OpenWordnet-PT [de Paiva et al. 2012], abreviado como OpenWN-PT, surgiu com
base no projeto da WordNet [Fellbaum 1998], de modo a atender a demanda da comu-
nidade cientifica por ferramentas disponiveis em lingua portuguesa de forma gratuita,
acessivel online e disponivel para download e uso offline. Ela mapeia os synsets da lingua
inglesa para os correspondentes em portugues.

Com base no arquivo original em formato RDF da OpenWN-PT, alguns dos
synsets do ALiB foram incorporados diretamente em seu arquivo fonte no formato RDEF,
sendo esta uma das contribui¢des cientificas deste trabalho. A anélise lexical incluida na
nova versao, a OpenWN-PT-ALIiB, foi baseada no questiondrio semantico-lexical obtido
do Projeto ALiB. Variantes lexicais foram fornecidas por informantes brasileiros local-
izados em todo o territério nacional. Esses dados foram publicados nos dois volumes do
Atlas Linguistico do Brasil [Cardoso and Mota 2014]

Com o intuito de analisar se os resultados do ALiB seriam retornados dada uma
consulta a um synset, o termo Goleiro foi utilizado.

A Figura 1 apresenta o resultado da consulta ao synset do termo Goleiro no arquivo
original da OpenWN-PT.

WoRD: goleiro
WORD SEMSES: ["goleire', "guarda-redes']

Figure 1. Consulta aos synsets da palavra “goleiro” na OpenWN-PT

Ja a Figura 2 apresenta o resultado da consulta ao synset do termo Goleiro na
OpenWN-PT-ALIiB, ap6s adicao do novo sentido ”sutid”

WORD: goleiro

WORD SENSES: ['sutia', 'goleiro', 'guarda-redes']

Figure 2. Consulta aos synsets da palavra “goleiro” OpenWN-PT-ALiB

3. Modelos de Linguagem

Diversos modelos de linguagens foram propostos [Bengio et al. 2003], com o objetivo
de representar o espaco semantico ideal de palavras em um espaco vetorial continuo com
valor real. As representagdes distribuidas dos termos em um espaco vetorial (word embed-
dings) ajudam os algoritmos de aprendizado a obter melhores desempenhos em tarefas de
processamento de linguagem natural, agrupando palavras similares [Mikolov et al. 2013]
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O NILC-Embeddings [Hartmann et al. 2017] € um repositério piblico que foi
desenvolvido com o objetivo de compartilhar word embeddings gerados para a Lingua
Portuguesa. Ele contribui para tornar acessivel recursos vetoriais a serem utilizados em
tarefas de Processamento da Linguagem Natural e Aprendizado de Mdquina para lingua
portuguesa.

Neste trabalho, os vetores de embeedings pré-treinados disponibilizados no proe-
jto NILC-Embeddings foram utilizados para a tarefa de desambiguacdo de sentido de
palavras, do inglés Word Sense Disambiguation (WSD).

4. Desambiguacao automatica dos termos do AliB

Em termos gerais, a tarefa de word sense disambiguation envolve a associacdo de uma
determinada palavra em um texto com uma defini¢do ou significado (sentido) que €
distinguivel de outros significados potencialmente atribuiveis a essa palavra. A tarefa,
portanto, necessariamente envolve duas etapas: (1) a determinacdo de todos os difer-
entes sentidos para cada palavra relevantes (pelo menos) para o texto em consideragdo;
e (2) um meio para atribuir cada ocorréncia de uma palavra ao sentido apropriado
[Ide and Véronis 1998].

O Soft Cosine Measure (SCM), uma extensdo da medida de similaridade do
cosseno, oferece a capacidade de avaliar a similaridade entre dois documentos, mesmo
quando nao compartilham palavras em comum. Inicialmente proposto por Mikolov et al.
(2013), esse método emprega uma medida de similaridade entre palavras, que € obtida
por meio de operacOes vetoriais entre as word embeddings individuais das palavras. No
contexto desse estudo, a SCM foi empregada para calcular a similaridade entre o contexto
de uma palavra sujeita a desambiguacgdo e a sua definicdo na base OpenWN-PT/ALIiB.

Com o intuito de desambiguar os termos do ALiB, um método foi proposto, como
mostrado na Figura 3.

Tweet com termo OpenWordNetPT -
do ALIB ALiB

Word2Vec - PT GloVe - PT Fast Text - PT

y A

Melhor Sentido Melhor Sentido Melhor Sentido

A
Computa a
frequéncia do
melhor sentido

y

Melhor Sentido
Escolhido

Figure 3. Representacao arquitetural do método de desambiguacao utilizado
neste trabalho.
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Nesta arquitetura, é importante evidenciar quatro macros etapas:

1. Célculo da SCM pelos modelos de word embbedings CBOW de 600 dimensdes,
utilizando o contexto dos tweets minerados com a palavra a ser desambiguada, e
os synsets desta palavra na OpenWN-PT/ALiB

2. Escolha do melhor sentido, com base na maior similaridade encontrada com base

no calculo da SCM.

Totaliza o melhor sentido escolhido por cada modelo.

4. Escolhe o melhor sentido para desambiguacdo, com base no que foi escolhido pela
maioria dos modelos.

e

5. Experimentos e Resultados

O corpus, denominado TweetALiB/PT, composto de tweets coletados com o uso da bib-
lioteca Tweepy foi utilizado.

Os experimentos foram realizados para identificar a vitalidade dos termos ALiB
no Twitter e comparar os métodos de Word Sense Disambiguation (WSD) para a lingua
portuguesa em Tweets. Para comparar os resultados, foi escolhida uma amostra aleatdria
de 100 tweets para cada termo com sentido a ser desambiguado.

Como nio existe um dataset rotulado com o sentido original dos tweets minerados
para o ALiB, foi necessdria realizar uma conferéncia manual na tarefa de desambiguacao
dos sentidos dos tweets. Para isso, 100 tweets aleatdrios foram selecionados e o proced-
imento de desambiguacao foi realizado manualmente, comparado com o sentido encon-
trado pelo método proposto.

Um importante resultado a se destacar € que, através do método proposto, a tarefa
de desambiguac¢do automadtica pode ser realizada em maior escala.Utilizando o SCM, a
desambiguacdo nos experimentos atingiu valores superiores a 25 %, chegando a 55 %
para a palavra ‘“goleiro”.

Ressalta-se que o Twitter é uma plataforma em que a linguagem empregada é
majoritariamente informal e que se resume a poucas palavras de contexto, dificultando a
tarefa de desambiguacao até mesmo para um humano.

6. Conclusao e Trabalhos Futuros

O presente trabalho descreveu o método referente a incorporagdo de alguns dos termos do
ALiB na OpenWordnetPT-ALiB. Os resultados obtidos, evidenciam que ainda existem
desafios na tarefa de desambiguacgdo utilizando o método proposto em compreender as
nuances semanticas e realizar associagdes relevantes em textos curtos e informais, car-
acteristicos da plataforma. Como trabalhos futuros, pode-se explorar a investigacdo de
técnicas de pré-processamento de texto especificas para lidar com a linguagem peculiar
do Twitter.
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Abstract. In this paper, we introduce TransAlign, an innovative framework to
enhance Open Information Extraction (OpenlE) in underrepresented languages,
such as Portuguese, by leveraging data from resource-rich languages. Utiliz-
ing specific grammatical rules and high-quality translation models, we adapted
LSOIE, a large-scale dataset, for Portuguese. This approach generated 21.161
high-quality triples for OpenlE in Portuguese. The resulting dataset enabled the
training of a new model that improved F1 scores by 50% over existing systems
for Portuguese

Resumo. Neste artigo, apresentamos o TransAlign, uma estrutura inovadora
para ampliar a Extragdo Aberta de Informacéoes (OpenlE) em idiomas sub-
representados, como o portugués, usando dados de idiomas ricos em recursos.
Utilizando regras gramaticais especificas e modelos de traducdo de alta qual-
idade, adaptamos o LSOIE, um conjunto de dados de grande escala, para o
portugués. Essa abordagem gerou 21.161 triplas de alta qualidade para Ope-
nlE em portugués. O conjunto de dados resultante possibilitou o treinamento
de um novo modelo que melhorou em 50% os escores F1 dos sistemas existentes
para o portugués

1. Introducao

A Extracdo Aberta de Informagdes (OpenlE) é um processo essencial no processamento
de linguagem natural (PLN) que extrai informacgdes estruturadas de texto nio estruturado
[Banko et al. 2007, Etzioni et al. 2008]. Apesar dos avancos nos sistemas OpenlE para
inglés [Angeli et al. 2015, Stanovsky et al. 2018], ainda h4 desafios para idiomas sub-
representados [Akbik et al. 2019b]. Este artigo apresenta o TransAlign, um framework
que utiliza traducgoes e regras de alinhamento especificas do idioma para criar conjuntos
de dados OpenlE em idiomas sub-representados. Utilizamos o portugués como exemplo,
gerando um novo conjunto de dados a partir do LSOIE [Solawetz and Larson 2019], re-
sultando em melhorias significativas no desempenho do OpenlE em portugués. Nosso
trabalho destaca o potencial de grandes conjuntos de dados e ferramentas de traducao
para a pesquisa OpenlE em idiomas sub-representados. Este artigo estd organizado como
segue: a secdo 2 descreve a validacdo dos dados, a se¢do 3 a construgdo do dataset e a
secao 4 o modelo proposto, tendo a se¢ao 5 os experimentos e resultados.
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2. Verificador de correspondencia

Com o objetivo de assegurar o alinhamento correto de todos os dados utilizados no
treinamento do modelo, foi desenvolvido um algoritmo de correspondéncia. Esse al-
goritmo busca identificar as correspondéncias dos elementos das triplas  ARGO’, 'REL’,
’ARG1’), garantindo que cada elemento seja encontrado em conjunto com todos os tokens
pertencentes a mesma sentenca, sem qualquer interrup¢ao de palavras externas as triplas.
O algoritmo de correspondéncia possui duas abordagens: busca sequencial e busca ndao
sequencial. Na busca sequencial, s@o selecionadas as sentencas que possuem exatamente
a ordem (ARGO, REL, ARGI) dos elementos da tripla encontrados. Ja na busca nao
sequencial, ndo hi essa limitacdo, considerando todas as possiveis ordens de elementos
como validas. No método apresentado neste artigo, a abordagem sequencial foi descrita,
devido a menor complexidade no treinamento dos modelos.

3. Construcao do Dataset

A constru¢do do conjunto de dados foi motivada pela escassez de dados em grande quan-
tidade para a tarefa de OpenlE na lingua portuguesa do Brasil. Tentativas anteriores de
obtenc¢ao desses dados, utilizando diferentes técnicas, resultaram em dados inconsistentes
e de qualidade mediana. Diante da necessidade de construir um conjunto de dados amplo
e de melhor qualidade, a abordagem proposta traduziu e alinhou os conjuntos de dados
do inglés para o portugués brasileiro.

3.1. TransAlign

Na primeira tentativa, o ’PTOIE’, originado da tradugdo do ’'SQuAD
v2’[Rajpurkar et al. 2016], apresentou ruidos, levando a 7.344 extracoes de média
qualidade e 2.472 correspondidas de 130.000 instancias iniciais.

O TransAlign, um conjunto de dados traduzido do ingl€s para o portugués, min-
imiza o ruido de conversdo, embora a tradug¢do possa introduzir algumas incompatibili-
dades. Utilizando a API do Google Tradutor e o GPT 3.5 para a traducao, foram obtidas
7.000 e 22.124 extracdes de validas, respectivamente, de um total de 49.566. Um de-
safio significativo € a preservacdo das caracteristicas de anotacdo das sentencas durante a
tradugdo, o que requer um processo de alinhamento cuidadoso. Este processo € composto
por trés etapas principais:

Busca de Combinacoes de Relacoes: O algoritmo busca todas as combinagdes
possiveis de relacdes na sentenca traduzida, que podem ocorrer entre o primeiro e ultimo
token.

Correspondéncia de Triplas e Frases: O algoritmo procura correspondéncias
entre a tripla gerada e a frase inteira. Se uma correspondéncia é encontrada, a ’pos tag’
¢ anotada com base na analise feita na sentenca, utlizando o modelo treinado pelo spacy
[Honnibal and Montani 2017].

Verificacio de ’Pos Tags’: O algoritmo percorre a ’postag’ anotada da
combinacdo de relagdo, a etapa € uma adaptacdo das regras apresentadas no reverb para
a lingua pt-br [Fader et al. 2011], verificando se a relacdo comeca com um verbo e se o
restante das tags da relacdo pertence a um advérbio, adjetivo, verbo, pronome ou sub-
stantivo. A estrutura da relacdo determina o ultimo token necessdrio para a relagdo ser
considerada vélida.
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Table 1. Estatisticas de Conversao TransAlign

Original | TransAlign
LSOIE Train [Solawetz and Larson 2019] | 49.566 15.006
LSOIE Test[Solawetz and Larson 2019] 10.783 3.282
LSOIE Dev[Solawetz and Larson 2019] 9.459 2.873

CARB[Bhardwaj et al. 2019] 3.497 715

S2 Train[Kolluru et al. 2022] 166.032 | 77.805
S2 Valid[Kolluru et al. 2022] 1.872 923

all 231.750 | 100.604

Se houver mais de uma combinagao possivel de relagao, a maior delas € escolhida,
pois a escolha da relacio com maior quantidade de tokens melhora e complementa o
contexto da extracdo. Apds a selecao da relacdo, a extracdo € realinhada, com todos os
tokens antes do primeiro token da relagdo considerados como argumento 0O, e todos os
tokens apds o dltimo token da relacdo considerados como argumento 1. Gerando assim,
um conjunto de dados anotados OpenlE para o portugués do Brasil

» Inglés:
Sentenca: “English longbow was also used against the English by their Welsh neigh-
bours.”
Tripla: (English longbow — was also used — against the English by their Welsh
neighbours)

* Portugués:
Sentenca: “O arco longo inglés também foi usado contra os ingleses por seus vizin-
hos galeses.”
Tripla: (O arco longo inglés — foi usado contra — os ingleses por seus vizinhos
galeses)

4. Modelo

O modelo utilizado para o treinamento foi desenvolvido com base na frame-
work Flair-NLP [Akbik et al. 2019a], adotando uma metodologia de Rotulagem de
Sequéncia. A arquitetura do modelo inicialmente incorpora um Word Embedding
[Akbik et al. 2018], seguido por embeddings direcionais, tanto para frente quanto para
tras [Akbik et al. 2018]. Esses trés conjuntos de embeddings sdo entdo concatenados e
direcionados para uma camada linear, que unifica e representa todos os codificadores.
ApOs essa reprojecdo, adicionamos duas camadas de Redes Neurais Recorrentes (RNN)
para processamento subsequente. Na extremidade da arquitetura, posicionamos um clas-
sificador que conta com uma camada CRF (Campo Aleatério Condicional).

4.1. Fine-Tunning

Ap6s a fase de treinamento, o modelo passa por um processo de ajuste fino, ou fine-
tuning. Esse processo emprega o dataset Pud-200[Cabral et al. 2022], uma selecdo de
extragOes “silver” anotadas manualmente. Essa etapa de ajuste ocorre durante 20 épocas.
Sendo este processo importante por se tratar de dados nobres que ajudam na precisao das
extracoes.
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4.2. Datasets utilizados

O modelo TransAlign foi treinado com datasets traduzidos e alinhados, conforme apre-
sentado na Tabela 1. O modelo PTOIE, por outro lado, foi treinado usando a técnica de
conversdo no conjunto de dados SQuAD v2. Todos os modelos foram validados usando o
conjunto de dados PUD-100 [Cabral et al. 2022], que inclui 100 sentencas com extragdes
"gold’, que foram anotadas e validadas manualmente por trés anotadores distintos. Ape-
nas as extracoes que receberam dois ou mais votos positivos foram selecionadas.

5. Experimentos e Resultados

Os modelos experimentais sdo comparados usando métodos estatisticos e qualitativos.
As métricas estatisticas incluem precisao, recall e f1-score, gerados a partir da validacao
com o dataset Pud-100 na ferramenta CaRB [Bhardwaj et al. 2019]. A andlise qualitativa
envolve a revisdo manual das triplas extraidas pelos modelos, proporcionando uma visao
realista da qualidade e aplicabilidade pratica dos modelos treinados.

O conjunto de dados exibiu um desempenho robusto no treinamento do mod-
elo, resultando em triplas coerentes e contextualmente relevantes. O modelo alcancou
métricas de benchmark, com fl-score de 0.3228 e 0.3766, precisao de 0.4137 e 0.4827,
e cobertura de 0.2647 e 0.3088, no identical match e lexical match, respectivamente. Ao
avaliar a capacidade do modelo de extrair fatos de um texto gerado pelo GPT-4 sobre
furtos ficticios em uma cidade, o modelo demonstrou habilidade em realizar inferéncias
precisas e extrair informacoes relevantes, o texto possui 249 palavras.

Algumas extragoes:
”(Adrian, estava fora de, a cidade)”
”(Sua casa, estava, vazia)”
”(Clara uma senhora idosa, cuidava de, a casa)”
”(Clara, voltou de, sua caminhada noturna)”
”(A porta de a frente, estava, entreaberta)”
”(Clara, chamou, a policia)”
”(Os policiais, chegaram em, 10 minutos)”
”(Os indicios, sugeriram que, os criminosos eram profissionais)”
”(O roubo, pareceu ter ocorrido, entre as 20h e as 20h30)”

6. Conclusao e Trabalhos Futuros

Este estudo produziu resultados significativos para a lingua portuguesa na tarefa de EIA,
demonstrando a viabilidade de gerar dados de alta qualidade e enriquecer idiomas sub-
representados. A expectativa futura é superar desafios relacionados ao aumento da com-
plexidade dos dados e a cobertura de diferentes estruturas, o que parece ser uma meta
alcancdvel com base nos resultados atuais.
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Abstract. This work describes the methodology defined for the construction of
a corpus, in Portuguese, manually annotated from an automated generation of
a corpus for the Open Information Extraction task in Portuguese. Rules were
defined for the extraction of triples in order to subsidize the generation of corpus
in the creation of models based on machine learning. The results obtained were
the generated corpus that has been used in the creation of algorithms for the
EIA task.

Resumo. Este trabalho descreve a metodologia definida para a construcdo de
um corpus, em portugués, anotado manualmente a partir de uma geragdo au-
tomatizada de um corpus para a tarefa de Extracdo de Informacdo Aberta em
Portugués. Regras foram definidas para a extragdo de triplas com o objetivo de
subsidiar a geracdo de corpus na criacdo de modelos baseado em aprendizado
de mdquinas. Os resultados obtidos foram o corpus gerado que vem sendo uti-
lizado na criacdo de algoritmos para a tarefa de EIA.

1. Introducao

A criacdo de corpora anotados é essencial para o treinamento e validacdo de recursos
voltados para o Processamento de Linguagem Natural (PLN). Este trabalho traz uma abor-
dagem metodoldgica para a constru¢do de um corpus anotado, desde a geragdo automati-
zada de sentengas através da traducao até a geracdo manual para a tarefa de Extracdo de
Informacdo Aberta (Open Information Extraction, OpenlE) [Banko et al. 2007] voltadas
para o portugués brasileiro. A Extracdo de Informacdo Aberta consiste em gerar
informacao estruturada de textos ndo estruturados a qual normalmente € descrita através
da tripla (arg0, rel, argl) [Fader 2011]. Neste contexto, os vinculos semanticos entre
entidades (pessoas, organizacdes, locais, datas etc) sdo mapeadas como relagdes.

As novas técnicas de aprendizagem de mdquinas exigem grandes conjuntos de
dados para que se possam treinar, validar e testar novos os algoritmos, fazendo assim
avancar o estado da arte da OpenlE. A abordagem proposta consistiu da premissa de
tradugdo de datasets em inglés para o portugués com o objetivo de fazer um alinhamento
das extracOes automatizadas. A partir das extragdes invalidas, um novo corpus foi pro-
posto com extragdes manuais geradas por um linguista jinior e validadas por um linguista
sénior, cujo objetivo é manter a alta qualidade do recurso criado. Esta metodologia foi
composta por quatro etapas: (1) traducao do corpus; (2) andlise das sentengas traduzidas,
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para a extracdo manual de triplas; (3) anotacdo sintitica manual dos componentes das
triplas extraidas; (4) validacdo do corpus e a proposi¢ao de extracdes adicionais.

Diversos trabalhos tém discutido metodologias para a criacdo de corpus
grande, cujo objetivo € ser utilizado nas tarefas de PLN, especificamente em OpenlE
[Stanovsky and Dagan 2016, Glauber et al. 2018]. Porém a principal limitacdo é a pe-
quena quantidade de sentencas e de extragdes, o que inviabiliza o uso de métodos basea-
dos em aprendizado de maquinas. Assim, o principal objetivo deste trabalho € a criacdo de
um corpus grande para ser utilizado em métodos baseados em redes neurais. As proximas
secoes detalham o contetdo deste trabalho.

2. Etapa 1 : Traducao do SQuAD v2

O SQuAD v2 € um conjunto de dados desenvolvido para a tarefa de Question Answering
(QA) em inglés e tem uma estrutura que permite sua conversao para a tarefa de Open
Information Extraction (OpenlE). Neste processo de conversao, uma resposta do conjunto
de dados original ¢ interpretada como uma relacdo. Essa relagdo € entdo vinculada a um
argumento primario (arg0), determinado por uma pergunta W (who, where, what, etc.), e
€ complementada com um segundo argumento (argl), conforme adaptado dos autores em
[Stanovsky and Dagan 2016].

As 7344 sentengas do SQuAD v2 foram traduzidas para o portugués por ferramen-
tas automatizadas. Um subconjunto de 360 das sentencas traduzidas serviu de base para a
tarefa de extrac@o de constru¢c@o do corpus manualmente anotado. Nesse processo, foram
encontrados alguns erros de traducdo nas sentencas iniciais. Com o intuito de validar esta
primeira etapa, as sentengas foram revisadas e corrigidas por um linguista senior.

3. Etapa 2: Extracao manual de triplas a partir das sentencas

Ap0s a traducdo dos dados do SQuAD v2, dois conjuntos de tarefas foram iniciadas, que
resultaram em dois corpora de extragdes (i) a validacdo manual das extra¢des geradas
automaticamente pelo algotimo, com a remog¢ao das invélidas; (ii) a geracdo manual de
novas extragdes a partir de sentencas para as quais ndo foram registradas extragdes au-
tomaticas coerentes ou seja, extragoes invalidas.

A segunda dessas duas tarefas resultou no corpus descrito neste trabalho, com o
acréscimo das etapas subsequentes: (a) anotacdo morfossintidtica manual dos constitu-
intes das novas triplas propostas; (b) revisdo das triplas propostas e das anotacdes. O
objetivo principal foi a geracdo da maior quantidade possivel de extracdes validas a partir
da mesma sentenca.

Para estruturacdo das regras, também foi utilizada uma das restri¢des sintiticas
mencionadas pelos autores em [Fader 2011], na qual toda relacio com multiplas palavras
pode iniciar com um verbo, terminar com uma preposicao e consistir em uma sequéncia
contigua de palavras.

3.1. Regras para extracoes validas

Regra 1: O argumento 0 (arg0) deve ser um sintagma nominal a esquerda do verbo, ex-
cluidos SN formados apenas por pronomes.
- Sentencga (1): “Clésinger fez a mdscara da mortudria de Chopin”.
- Extracgdo: (Clésinger; fez; a mascara da mortudria de Chopin).

398



Regra 2:

Regra 3:

Regra 4:

Regra 5:

Regra 6:

O argumento 1 deve estar a direita do verbo e pode ser (i) um sintagma nominal,
como no exemplo (1) acima; (i1) uma sequéncia formada por um sintagma nom-
inal e outro(s) sintagma(s) complemento(s) ou adjunto(s), como no exemplo (2),
respeitada a contiguidade; (ii1) ou uma sentenga, como no exemplo (3).

- Sentencga (2): “Peter Stuyvesant entregou Nova Amsterdd aos ingleses”.

- Extracdo: (Peter Stuyvesant; entregou; Nova Amsterda aos ingleses)

- Sentencga (3): “O sismologo japonés Yuji Yagi disse que o terremoto ocorreu em
duas etapas.’

- Extracdo: (O sismologo japonés Yuji Yagi; disse; que o terremoto ocorreu em
duas etapas).

A relag@o deve conter pelo menos um verbo. Se houver uma preposi¢ao intro-
duzindo o argumento 1, esta deve ser incluida na relagao.

- Sentenca: ”Léon Escudier escreveu sobre um recital de Chopin”.

- Extraction: (Léon Escudier; escreveu sobre; um recital de Chopin).

Se houver varios sintagmas complementos e adjuntos a direita do verbo, varias
extragdes foram feitas, com diferentes combinacdes dos elementos, respeitada a
contiguidade. - Sentenca (4): “Chopin visitou Berlim com um amigo”.

- Extracdo 1: (Chopin; visitou; Berlin)

- Extracdo 2: (Chopin; visitou; Berlin com um amigo)

- Extragdo 3: (Chopin; visitou Berlin com; um amigo)

- Sentenca (5): “Peter Stuyvesant entregou Nova Amsterdd aos ingleses sem der-
ramamento de sangue’.

- Extragdo 1: (Peter Stuyvesant; entregou; Nova Amsterda aos ingleses)

- Extracdo 2: (Peter Stuyvesant; entregou; Nova Amsterda aos ingleses sem der-
ramamento de sangue)

- Extracdo 3: (Peter Stuyvesant; entregou Nova Amsterda a; os ingleses)

- Extracdo 4: (Peter Stuyvesant; entregou Nova Amsterda a; os ingleses sem der-
ramamento de sangue)

A negacdo, outros advérbios e pronomes dtonos imediatamente pré-verbais devem
ser incluidos na relagdo.

- Sentenca (6): “A escola Theravada ndo inclui as escrituras Mahayava em seu
canon’”.

- Extracdo: (a escola Theravada; nao inclui; as escrituras Mahayava em seu
canon)

- Sentencga (7): “John F. Shea se formou em 1908”.

- Extracdo: (John F. Shea; se formou em; 1908)

A voz passiva permite diferentes extracdes, com o participio incluido na relagdo e
no argumento 1.

- Sentenca (8): “A Batalha de Long Island foi travada em agosto de 1776

- Extracdo: (A Batalha de Long Island”; foi travada em; agosto de 1776)

- Sentencga (9): “Todas as rodovias em Wenchuan foram danificadas”.

- Extragdo: (Todas as rodovias em Wenchuan; foram; danificadas).

3.2. Regras para extracoes invalidas

Regra 1:

Extragdes cujos componentes fazem parte de oracoes diferentes sao invalidas.
- Sentenga (10): “Portugal explorou o Oceano Atlantico, explorou a costa
africana, colonizou dreas selecionadas da Africa, descobriu uma rota oriental
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para a India (...)".
- Extragio invalida: (Portugal; colonizou; drea selecionadas da Africa).
- Extragdo invalida (Portugal; descobriu; uma rota oriental para a India)
- Extracao valida: (Portugal; explorou o Oceano Atlantico).

Regra 2: A extracdo € invdlida se ndo had contiguidade entre os elementos internos que
foram os argumentos da tripla.
- Sentenca (11): “Sassou venceu a seguinte eleicdo presidencial em julho de
2009”.
- Extracdo invdlida: (Sassou; venceu em; julho de 2009). - Extracao vélida (1):
(Sassou; venceu; a seguinte elei¢do presidencial).
- Extracdo vélida (2): (Sassou; venceu; a seguinte elei¢do presidencial em julho
de 2009).
- Extracdo vélida (3): (Sassou; venceu a seguinte eleicao presidencial em; julho
de 2009).

Regra 3: A extracdo € invélida se o argumento 0 ndo estiver a esquerda da relacao e/ou se o
argumento 2 ndo estiver a direita da relacdo
- Sentenca (12): “Existem, na Catalunha, Ilhas Baleares e Valéncia, padroes re-
gionais”.
- Extracdo invélida: (padroes regionais; existem em; a Catalunha, Ilhas Baleares
e Valéncia).

Regra 4: A extragdo € invalida se algum dos argumentos for apenas um pronome.
Sentenca (13): “Ela lhe deu um relégio de bolso.
- Extracdo invélida: (ela; lhe deu; um relégio de bolso).

4. Etapa 3: Anotacao morfossintatica manual dos componentes das triplas
extraidas

Apo6s a identificacdo manual das extragdes de triplas, baseada no conjunto de regras
definido, o processo de anotagdo morfossintética foi realizado utilizando etiquetas (tags)
de Partes do Discurso (POS) [Alencar et al. 2018].

5. Etapa 4: Validacao automatica das extracoes manuais

As extracdes manuais foram feitas por uma linguista junior e revistas por um linguista
sénior, que também sugeriu novas extracdes. Ao final do processo, foram obtidas 663
triplas a partir das 360 sentencas selecionadas dentre as 7344 sentencas traduzidas do
SQuAD v2. Apds isso, as extracdes passaram por um algoritmo que busca correspon-
dencias nas respectivas sentengas, sendo que cada elemento da tripla deve ter seus tokens
encontrados juntos e seguindo a ordem (arg0, rel, argl). Das 663 triplas, 427 foram con-
sideradas validas pelo programa.

6. Conclusao e Trabalhos Futuros

O presente artigo apresentou uma metodologia com um conjunto de regras para auxiliar
na tarefa de extracdo de informacdo aberta automatizada. Como trabalho futuro, este
corpus gerado serd validado através de um algoritmo de extragdo de triplas.
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Resumo. Acorddos sdo documentos de texto que contém decisoes judiciais re-
ferentes a um certo processo juridico. No contexto de um Tribunal de Justiga, os
acorddos possuem uma classificacdo por temas bem definida, que auxilia juris-
tas na organizagdo e agilidade de suas tarefas didrias. Devido ao alto volume
didrio de novos acorddos produzidos, faz-se necessdria a adocdo de técnicas
capazes de automatizar a classificagdo temdtica de um novo acérddo. Algorit-
mos de aprendizado de mdquina supervisionado, para tarefas de classificacao,
ndo tém se saido bem diante de textos extensos, em portugués, com a lingua-
gem usada no dominio juridico. Este trabalho propée a adogdo de sumdrios de
acorddos para classificacdo temdtica. A hipotese levantada é que textos mais
curtos, sumarizados, podem melhorar a classificagdo de tais documentos nos te-
mas corretos. Este é um trabalho em andamento, que pretende desenvolver uma
nova abordagem de classificacdo a partir de sumdrios. Resultados parciais in-
dicam que algoritmos de sumarizagcdo melhoram a classificagcdo de acorddos.

1. Introducao

Ao julgar um processo, o magistrado pode realizar despachos, decisdes interlocutdrias e
sentengas. Os despachos, as decisoes e sentencas sdo redigidos, datados e assinados pelos
juizes, enquanto os acérdaos sao feitos pelos desembargadores. Neste trabalho, os docu-
mentos judiciais abordados serdo os acérddaos. Os acordaos possuem uma classificacao
por temas do Superior Tribunal de Justica (STJ), que sdo categorias baseadas nos funda-
mentos das decisdes, bem como na legislacao utilizada para embasar tais fundamentos. A
estrutura de tematizagdo € hierarquica, com a existéncia de subtemas, e dinamica, com a
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possibilidade de surgimento de novos temas. Seis temas gerais compdem o primeiro nivel
da arvore de hierarquia.

A classificagdo por temas € uma pratica que auxilia os juristas na organizagdo e
agilidade do dia a dia, facilitando futuras decisdes por similaridade entre os processos. O
volume didrio € de aproximadamente 100 novos acordaos e, por isso, faz-se necessaria a
automatizagdo do processo por meio de técnicas de Inteligéncia Artificial como um todo.

Os documentos dos acérddos sdao, em geral, extensos € ndo possuem uma estru-
tura padrao. A classificacdo de acordaos em temas pode ser modelada como um problema
de aprendizado supervisionado. Entretanto, utilizar representacdes de texto que conside-
ram o texto completo na constru¢do dos modelos pode reduzir a eficicia da classificacao,
gerando indesejaveis instancias de falsos positivos/negativos [Wang et al. 2021]. Suma-
rizar os textos em busca de seus segmentos mais representativos antes do processo de
classificagdo pode ser uma promissora abordagem.

Dessa forma, a pergunta que se pretende responder neste trabalho é: utilizar os
acorddos de maneira sumarizada pode aumentar a eficdcia na classificacdo de tais docu-
mentos em relacdo aos seus temas?

2. Fundamentacao Teorica e Trabalhos Correlatos

Sumarizagdo € a escrita de um texto mais curto comparado ao texto original e que per-
manece com a mesma ideia. Um resumo. Em termos de formacao, sumarios podem ser
classificados como extrativos ou generativos.

Sumadrios extrativos sdo sumdarios compostos por partes inalteradas do texto origi-
nal, de forma que o sumdrio seja composto das partes mais importantes do texto, sem
haver modificacdes. Sumdrios generativos, também conhecidos como abstrativos sio
sumadrios feitos por meio da reescrita, havendo alteracdo dos seus trechos em comparagdo
com o original, de forma que um pequeno texto passe toda a ideia principal do texto sem
se preocupar com o modo de escrita original.

A sumarizacdo automética de texto permite que os usudrios compreendam e com-
parem rapidamente temas em determinados corpora. Tornou-se cada vez mais importante
com o acumulo crescente de documentos de texto em todos os campos [Wang et al. 2021].

Neste trabalho o foco € na sumarizacdo extrativa por documento (monodocu-
mento), ou seja, aquela que seleciona os segmentos mais importantes de um documento e
os concatena para formar um sumadrio [El-Kassas et al. 2021].

Existem diversas técnicas bem estabelecidas para sumariza¢ao automdtica de tex-
tos, como por exemplo técnicas baseadas em grafos, em semantica e em centralidade de
sentencgas [El-Kassas et al. 2021]. Da mesma forma, existem muitas técnicas bem estabe-
lecidas para classificacdo de textos, em especial textos juridicos [Chen et al. 2022].

Entretanto, pouco ainda foi explorado acerca da classificacdo de textos com o
auxilio de técnicas de sumarizagao. Em [Rahamat Basha et al. 2019] € proposto um novo
método de selecdo de caracteristicas para o classificador KNN (K-nearest neighbor) re-
sumindo os documentos de treinamento originais com base na medida de importancia da
sentenca. A abordagem para sumariza¢do de documento unico usa duas medidas para si-
milaridade de sentencas: a frequéncia dos termos em uma sentenga e a similaridade dessa
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sentenca com outras sentencas.

Em [Jeong et al. 2016] os autores propdem um interessante framework que utiliza
tanto informagdes de resumo quanto das categorais. Um modelo de lingua € utilizado
para combinar distribuicdes de recursos em cada categoria e texto, € um modelo para
classificacdo de texto faz as pontuacdes de importancia de sentenca estimadas a partir da
sumarizagao de texto.

Em [Duetal. 2021] a sumarizacdo € utilizada para constru¢do de exemplos
em uma abordagem de text augmentation, para resolver o problema de limitacdes de
anotacgoes.

Nenhum destes trabalhos possui foco em textos juridicos.

3. Metodologia

A metodologia de desenvolvimento do trabalho estd organizada em 4 etapas, descritas a
seguir.

3.1. Desenvolvimento de abordagens de sumarizacao

O primeiro passo do trabalho foi o desenvolvimento de abordagens de sumarizacao exis-
tentes na literatura. O objetivo foi reunir 4 técnicas bem estabelecidas na literatura (KL-
Soma, LexRank, LSA, Luhn) [El-Kassas et al. 2021], todas elas considerando a aborda-
gem de sumarizagdo extrativa monodocumento. Esta etapa foi importante para o entendi-
mento do problema e percepc¢io do impacto dos diferentes algoritmos.

3.2. Anotacao do corpus por especialistas

Esta sendo preparado um corpus para que especialistas realizem a anotagdo que, neste
caso, consiste em gerar manualmente sumarios em uma amostra de decisdes judiciais, for-
mando o gold standard dataset. Sera utilizada a ferramenta Inception [Klie et al. 2018].
E parte também desta etapa o desenvolvimento de um plano de anotacdo que guiard a
metodologia a ser seguida pelos anotadores.

3.3. Avaliacao dos sumarios

Existem métricas supervisionadas e nio supervisionadas para avaliacao de sumarios extra-
tivos. As métricas nao supervisionadas estdo mais voltadas a uma avaliacdo quantitativa,
com foco nas separacdes de segmentos encontradas pelo algoritmo de sumarizagdo. Elas
serdo aplicadas primeiro aos sumdrios obtidos.

Em posse do gold standard dataset gerado por especialistas, serd possivel tanto
uma avaliagdo qualitativa quanto uma avaliagdo quantitativa considerando métricas super-
visionadas. E esperado que o conjunto de sumdrios anotados enriqueca a avaliagio e seja
um diferencial no trabalho.

3.4. Execucao e avaliacao de classificadores sobre sumarios

Os algoritmos de classificacdo: arvores de decisao, SVM, MLP e CNN) serdo executados
e avaliados sobre o0s sumarios e sobre os textos originais. O objetivo serd comparar com
os resultados das abordagens de classificacdo que ndo envolvem sumadrios. A Figura 1
ilustra a solucdo a ser desenvolvida.
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Classe 1
Classe 2
Sumarizador ——+  Classificador
h Classe 3
Texto juridico
(acérddo - decisdo
judicial do TJSP) Classe 4
X Classe 5

Figura 1. Etapas da solucao sendo desenvolvida neste trabalho.

4. Experimentos iniciais

Foram selecionados aleatoriamente 3 acdérdaos para execucdo dos algoritmos de
sumarizacdo selecionados. Os algoritmos LexRank, Luhn, LSA e KL-SUM foram uti-
lizados para cada texto. Em cada execucao, foi passado o parametro k=5, indicando o
ndmero de sentencas a comporem os sumarios resultantes.

Observou-se uma divergéncia grande entre sumérios gerados por diferentes algo-
ritmos. A tabela 4 ilustra a similaridade de Jaccard obtida entre os sumarios gerados pelos
respectivos algoritmos, considerando os 3 acordaos selecionados.

Tabela 1. indice Jaccard obtido entre os sumarios gerados pelos algoritmos
LexRank, Luhn, KL-Sum e LSA.

LexRank & Luhn | LexRank & KL-Sum | LexRank & LSA | Luhn & KL-Sum | Luhn & LSA | KL-Sum & LSA
Acéordao 1 | O 0.25 0.25 0.1 0 0.1
Acérdao 2 | 0.25 0.25 0.428 0.25 0.1 0.1
Acérdao 3 | 0.1 0.1 0 0.1 0 0

5. Conclusao e Trabalhos Futuros

A implementacdo e execucdo dos sumdrios nos textos juridicos mostrou-se efetiva e
factivel. Trata-se de um trabalho em andamento. Atualmente, estd sendo elaborado um
corpus anotado por especialistas para se tornar o dataset de referéncia para avaliacao dos
sumarios.
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Abstract. Today there is a large amount of news circulating in the media and
grouping them by subjects or topics takes a lot of time. In this work, the topic
modeling technique was used, through BERTopic, to group a set of news items
under topics that reflect their subjects. The headlines of a set of news in
English, from January to September 2022, were used. From the modeling of
topics, analyzes were made and it was noticed that BERTopic can both
represent the most reported topics throughout the year, as well as capture
punctual events in a given period of the year. The modeling was also sensitive
to variations in the context of the news.

Resumo. Hoje ha uma grande quantidade de noticias em circulagdo nas
midias e agrupd-las por assuntos ou topicos demanda muito tempo. Neste
trabalho foi utilizada a técnica de modelagem de topicos, por meio do
BERTopic, para agrupar um conjunto de noticias sob topicos que reflitam os
assuntos delas. Foram utilizadas as headlines de um conjunto de noticias em
inglés, de janeiro a setembro de 2022. A partir da modelagem de topicos
foram feitas andlises e percebeu-se que o BERTopic tanto consegue
representar os topicos mais noticiados ao longo do ano, como também
capturar eventos pontuais em um dado periodo do ano. A modelagem também
se mostrou sensivel a variagoes de contexto das noticias.

1. Introducao

O advento da Web 2.0 evidenciou uma transformag¢ao nas formas de relacionamento e
de interagao da sociedade, influenciando também a forma como se veicula e se consome
noticias. Diante da abundancia de informagdes a que somos submetidos diariamente,
muitas delas mediadas por algoritmos, torna-se essencial a identificagdo, a organizagao
e a categorizagdo dos assuntos [Arroyo-Vazquez 2014]. Esse tipo de tarefa repetitiva
apresenta esforco proporcional a quantidade de dados a serem analisados e esta sujeita a
falha humana. Assim, surge a necessidade de automatiza-la, integral ou parcialmente, e
um dos meios de fazer isso € com técnicas ligadas a area de Ciéncia de Dados.

Nesse contexto, uma abordagem para descobrir informagdes latentes em
cole¢des de documentos ¢ a modelagem de tdpicos [Blei et al. 2003], onde um topico
representa um conjunto de palavras que descreve um assunto e os documentos sao uma
mistura de tdpicos. Os topicos sdo descobertos com base na co-ocorréncia de palavras
no conjunto de documentos.

Uma ferramenta que pode ser empregada nessa tarefa de modelagem de topicos
¢ o BERTopic, que engloba algoritmos para busca automatica de topicos representativos

407



em uma colecdo de documentos, assumindo que documentos semanticamente
semelhantes estejam em um mesmo topico [Amorim et al. 2022].

Este trabalho busca avaliar a eficicia da ferramenta BERTopic para a tarefa de
agrupar textos semanticamente afins, por meio da modelagem de topicos. Assim,
espera-se identificar, agrupados sob um mesmo tdpico, noticias relacionadas por meio
do assunto e também observar possiveis interagdes entre noticias de topicos diferentes.

2. Fundamentacio tedrica

Neste trabalho foi usada a ferramenta BERTopic, desenvolvida por Maarten
Grootendorst (2022), que a define como “uma ferramenta para a técnica de modelagem
de topicos que utiliza arquitetura de transformers e a medida c-TF-IDF para criar
clusters densos, permitindo tépicos facilmente interpretaveis, mantendo palavras
importantes nas descricoes do topico”. O BERTopic prevé 3 etapas macro: (i)
embedding de documentos, (ii) clusterizagdo de documentos e (iii) representacdo de
topicos.

3. Metodologia

O presente trabalho busca avaliar o desempenho da ferramenta de modelagem de
topicos BERTopic sobre um conjunto de textos curtos oriundos dos headlines de
noticias de jornais. O experimento para este trabalho foi pensando em 3 etapas: (i) a
coleta e preparacao dos dados, (ii) a modelagem dos topicos com o BERTopic e (iii) a
analise dos topicos.

Ap6s o estudo do referencial tedrico e de alguns trabalhos relacionados foram
elaboradas trés perguntas de pesquisas, a saber: (i) os topicos gerados se alinham com as
categorias atribuidas previamente pelo autor do conjunto de dados?, (ii) a variacdo da
janela temporal dos dados influencia na formac¢ao dos topicos? e (iii) possiveis relagdes
no mundo real entre as noticias podem ser percebidas nos topicos formados?

Na ultima etapa da metodologia proposta, na se¢do de Resultados, os topicos sao
analisados, a fim de responder ou reestruturar tais perguntas de pesquisa.

3.1. Coleta e preparacao dos dados

Para o escopo deste trabalho, foi utilizado o conjunto de headlines de noticias
coletadas por [Misra 2022], veiculadas ao longo do ano de 2022, no site HuffPost,
sendo a ultima publicagdo com data de 23/09/2022, perfazendo um total de 1.426
noticias, em inglés, que foram usadas na integra, sem etapa de pré-processamento. Junto
as headlines também estava informacdes sobre a qual categoria cada noticia estava
associada no site. O maior texto de headline tinha 103 caracteres e 18 palavras e o
menor apresentava 25 caracteres e 5 palavras. A escolha por essa janela temporal foi
para tornar viavel a analise comparativa manual com os fatos veiculados ao longo do
ano de 2022.

Para analisarmos como o tamanho da janela temporal pode influenciar na
modelagem dos topicos, optou-se por aplicar a modelagem de topicos em dois arranjos
diferentes dos dados: (i) um primeiro arranjo (Al) contendo noticias dos noves
primeiros meses do ano de 2022, isto ¢, de janeiro a setembro e (i) um segundo arranjo
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(A2), onde as noticias serdo agrupadas por trimestre: A2-trim-1 (janeiro, fevereiro e
marco), A2-trim-2 (abril, maio e junho) e A2-trim-3 (julho, agosto e setembro).

3.2. Modelagem dos topicos

Por uma questao de tempo e escopo deste trabalho, foram utilizados os valores padroes
sugeridos pelo BERTopic. Ap6s a criagdo do modelo, a modelagem ¢ executada
recebendo as headlines como entrada, organizados nos conjuntos anual (Al) e
trimestrais (A2-trim-1, A2-trim-2 e A2-trim-3).

4. Resultados

4.1. Primeira Analise: Alinhamento entre topicos e categorias

Os topicos gerados apresentam relacdo com as categorias atribuidas a cada noticia pelo
criador do conjunto de dados. Pode-se perceber isso ao fazer uma comparagdo com
algumas amostras da saida do experimento.

Ao verificar o contetido e a categoria dos documentos mais representativos do
topico 1, por exemplo, percebe-se as noticias ligadas a guerra na Ucrania rotuladas com
categorias ‘World News’ e ‘Politics’, conforme Figura 1.

Topic 1 1 lista docs_representativos = topic_model ano 2022.get_representative_docs(topic=1)
2 for doc_representativo in lista_docs_representativos:

ukrsne _ print(df_ano_2022.loc[df_ano_2022[ 'headline’] == doc_representativo, [‘'headline’, ‘¢
russia _ headline categor: date
981 Ukraine Rejects Russian Demand For Surrender I... 2022-03-21
et - headline category date
ukrainian - 1052 _Biden Reportedly Set To Ban Russian 0il Import..z@zz 23 -08
0 0.02 0.04 0.06 headline category date
101@ Biden To Travel To Europe For NATO Summit On R...[ POLITICS ]2022-83-15

Figura 1. Conjunto de documentos mais representativos do topico 1 da analise
anual.

4.2. Segunda Anilise: Comparacao de topicos em diferentes janelas temporais

Os assuntos que foram veiculados ao longo de todo o ano de 2022 geraram topicos tanto
quando se olha a modelagem anual (A1), quanto na modelagem trimestral (A2).

Isso pode ser notado nos graficos de barra dos dois arranjos de dados, quando se
observa o topico ligado a Guerra da Ucrania, que teve inicio em fevereiro de 2022 e
perdura até o presente momento, junho de 2023. Na Figura 2, pode-se verificar a
ocorréncia desse topico tanto quando se faz a modelagem sobre os dados de todo o ano
de 2022 como quando se aplica a modelagem a cada trimestre de 2022.

Headlines JAN -SET.

Headlines trimestre 1

Headlines trimestre 2

Headlines trimestre 3

0 0.020.040.000.08

Topic 1 Topic 1 Topic 2 Topic 4
russian || NI _ russian ussia
russian
russia [ A mariupol supi ukraine
war - zelenskyy nuclear plant
T euor [ wir russia plant
0 0.02 0.04 0.06 war - 0 0.02 0.04 0.06 0.08 0 0.0z 0.04 0.06

Figura 2. Topicos ligados a Guerra da Ucrania, nas diversas janelas temporais
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Percebe-se que o assunto central do tdpico permanece tanto na janela anual
quanto na janela trimestral. Mas as palavras que formam o topico vao mudando
conforme se muda a janela temporal. O termo Mariupol ndo aparece na janela anual,
mas aparece na janela correspondente ao segundo trimestre de 2022, quando houve um
ataque a cidade russa de Mariupol, em 08/05/2022.

4.3. Terceira Analise: Topicos refletem outras noticias do mundo real

A visualiza¢do de documentos proposta pelo BERTopic auxilia a perceber as relagdes
entre topicos e como isso ¢ um reflexo dos acontecimentos do mundo real.

Isso ¢ notado na visualizagdo de documentos, no trimestre 3, ao se¢ analisar a
proximidade entre os termos ‘Biden’ e ‘Trump’, na Figura 3. Em geral, sdo termos que
aparecem nos mesmos tipos de noticias e até mesmo juntos em muitas dessas noticias,
dada a rivalidade politica entre os dois. No entanto, percebe-se o termo ‘Biden’
compondo o topico ligado a Ucrania e distante do tdpico que traz o nome do ‘Trump’.

Isso ocorreu porque, em setembro de 2022, o presidente norte-americano Joe
Biden discursou na Assembleia Geral da ONU criticando fortemente o ataque russo a
Ucrania. Assim, percebe-se que para essa janela temporal apareceram mais noticias
ligando o Biden a Ucrania do que noticias relacionadas ao Trump.

4 kraine, russia

Figura 3. Visualizagdo de documentos do trimestre 3 pelo BERTopic

5. Conclusoes

Como conclusdes deste trabalho, pode-se citar: (i) a metodologia proposta mostrou que
o BERTopic consegue dar apoio ao processo de modelagem de topicos, tanto na
extracdo dos topicos e na visualizacdo dos resultados, de diferentes formas e (ii) os
resultados mostraram que variagdes na janela temporal das noticias influenciaram
diretamente o processo de modelagem de topicos, uma vez que a janela temporal estd
ligada a quantidade de noticias de um dado assunto. Isso ir4 influenciar o célculo de TF-
IDF e, por conseguinte, dos topicos gerados.

Uma contribui¢do ¢ a andlise na qual pode-se notar que os topicos gerados
conseguem ser mais especificos sobre os assuntos dos documentos quando comparados
as categorias atribuidas pelo autor do conjunto de dados.

Um trabalho futuro seria avaliar o uso do BERTopic quando os tamanhos dos
documentos apresentam grande variacdo de tamanhos entre si. Além do BERTopic,
poderia-se também usar outras ferramentas que implementam algoritmos ja difundidos
em aplicagdes com modelagem de tépicos e embeddings, como, por exemplo, o
Top2Vec [Angelov 2020].
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Abstract. In the early 2020s, the development and rapid dissemination of gen-
erative artificial intelligence systems, such as ChatGPT, Bing Chat and Bard,
have generated debates about their potential impacts — positive and/or negative
— in different areas of knowledge. In the field of higher education, these debates
include discussions about possible changes in the ways of interacting with stu-
dents and also of planning courses and assessments. In this work, a proposal
is presented to evaluate, through the application of questionnaires, the percep-
tion of these impacts by university professors, as a way of contributing to future
studies dedicated to this topic.

Resumo. No inicio da década de 2020, o desenvolvimento e a rdpida
disseminagcdo de sistemas de inteligéncia artificial generativa, como o
ChatGPT, o Bing Chat e o Bard, tém gerado debates a respeito de seus po-
tenciais impactos — positivos e/ou negativos — em diversas dreas do conheci-
mento. No campo da educacdo superior, esses debates incluem discussoes so-
bre possiveis mudancas nas formas de interacdo com os alunos e, também, de
se planejar cursos e avaliacoes. Neste trabalho, é apresentada uma proposta
de avaliacdo, por meio da aplicacdo de questiondrios, da percep¢do desses im-
pactos por docentes do ensino superior, como forma de contribuir para futuros
estudos dedicados a esse tema.

1. Introducao

Com os recentes avancos na elaboracdo de modelos de linguagem em grande
escala (large language models), sistemas de inteligéncia artificial generativa — como o
ChatGPT (OpenAl), o Bing Chat (Microsoft) e o Bard (Google) — tém sido cada vez mais
presentes na atuacdo de profissionais de vdrias areas, inclusive no campo da educacao.
Nesse cendrio especifico, [Chen et al. 2020] mencionam que a inteligéncia artificial tem
exercido grande impacto desde a gestdo educacional até o desenvolvimento de métodos
de ensino, enquanto [Tavares et al. 2020] mencionam os seguintes exemplos de aplica¢ao
de sistemas baseados em inteligéncia artificial: aprendizagem adaptativa, tutores in-
teligentes, ferramentas de diagndsticos, sistemas de recomendacdo, classificagdo de es-
tilos de aprendizagem, mundos virtuais, gamificacdo e mineragdo de dados aplicada a
educacao.

Torna-se, assim, importante analisar de que forma os trabalhadores da 4rea da
educagdo enxergam o uso dessas tecnologias e como, segundo esses profissionais, essas
ferramentas podem e/ou devem ser aplicadas em seu ambiente de trabalho. Com essa
finalidade, [Parreira et al. 2021] analisam, por meio de dados obtidos via questionario
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respondido por docentes universitarios e do ensino médio, a percep¢ao dos professores
sobre as inovacdes tecnoldgicas em seu campo de atuagdo. Dentre os resultados obtidos,
destaca-se a atitude positiva, de maneira geral, dos docentes perante as inovacoes tec-
noldgicas “’de primeira geracdo”, além de uma consciéncia de que sistemas de inteligéncia
artificial exercerdo um impacto importante no futuro. Verificou-se, ainda, que a percep¢ao
desses impactos varia conforme fatores demograficos como idade e nivel de escolaridade.

Além do mais, vale destacar a importancia do desenvolvimento de habilidades e
competéncias por parte dos profissionais da educagao para lidar com as mais diversas fer-
ramentas de inteligéncia artificial que surgem a cada momento, a fim de extrairem destas,
contribui¢des positivas e seguras para o processo de ensino-aprendizagem. Desse modo,
se faz necessario que mais trabalhos acerca do tema contribuam para tal entendimento.

Entretanto, a percep¢ao dos impactos dos sistemas de inteligéncia artificial gener-
ativa (como o ChatGPT, o Bing Chat e o Bard) na educacao ainda ndo foram suficiente-
mente estudados, em especial no Brasil. Este trabalho busca contribuir para esse debate ao
propor um instrumento especifico para essa finalidade. O objetivo € permitir a analise do
ponto de vista dos professores universitarios em relacao ao uso de sistemas de inteligéncia
artificial generativa como ferramentas de apoio ao ensino e aprendizagem. E proposto um
questiondrio que possa oferecer subsidios para a compreensao de como esses profission-
ais percebem e utilizam essas tecnologias para o aprendizado autdonomo dos estudantes,
além de compreender como elas afetam o usuério e o processo de aprendizagem, assim
como definir o posicionamento dos docentes sobre o uso dessa ferramenta.

2. Metodologia e proposta de questionario

A proposta aqui apresentada € um questiondrio a ser administrado a professores
do ensino superior brasileiro. Esse questionério foi elaborado a partir de perguntas e
hipdteses de pesquisa surgidas, sobretudo, de trés situagdes: (a) interacdes com docentes;
(b) levantamento bibliogréfico; (c) discussdes internas no grupo de pesquisa. Em partic-
ular, foi levantada a hipétese de existir certa hostilidade em relacao ao uso dessas ferra-
mentas por parte do publico estudado, a qual poderia ser mais ou menos acentuada em
func¢ao da drea de atuagdo (por exemplo, entre docentes de dreas tradicionalmente mais ou
menos voltadas para o uso de novas ferramentas tecnoldgicas), da idade e das habilidades
com computadores do docente.

Outras perguntas que guiaram a elaboracdo do questiondrio foram: os docentes
acreditam que o uso de sistemas de inteligéncia artificial generativa possa auxiliar na
formacdo de seus alunos (talvez principalmente em algumas areas especificas)? Ha a
percep¢do de que o uso dessas ferramentas aumente a autonomia do discente? H4, por
outro lado, a percepcdo de que esses sistemas possam ser utilizados como uma forma
de burlar e ludibriar o professor? Existe receio de que essas ferramentas possam, even-
tualmente, substituir os professores na universidade? Para responder a essas e a outras
questdes relacionadas, a etapa seguinte deste projeto de pesquisa envolve enviar o ques-
tiondrio proposto a docentes da educacao superior que atuam em instituicdes de ensino
superior brasileiras, em diversas areas do conhecimento.

O questiondrio apresentado neste trabalho possui aspecto qualiquantitativo e in-
clui uma se¢do para obten¢do de informacdes demogréficas (idade, gé€nero, escolari-
dade, 4rea de atuacdo), questoes referentes ao contato com ferramentas computacionais
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e questdes diretamente voltadas para a indica¢do da percepcao do docente sobre os im-
pactos da inteligéncia artificial generativa na educac¢do superior. Nesta ultima secdo, al-
gumas questdes serdo aferidas por meio de escala de Likert, de 1 (discordo totalmente) a
5 (concordo totalmente) [Dalmoro. M 2013], enquanto outras sdo perguntas de resposta
aberta. Além disso, para a criagao do questiondrio, foi levado em consideracdo a proposta
de [Faleiros et al. 2016] que apresenta as limitacdes de um questiondrio online, como a
exclusdo de analfabetos digitais e o impedimento do auxilio ao participante quando o
mesmo ndo compreende alguma pergunta. Apesar dessas limitagdes, decidiu-se pelo uso
do questiondrio online por favorecer o alcance de docentes de outras universidades, de
outros idiomas e com uma velocidade maior. Assim, a proposta de questiondrio é apre-
sentada a seguir.

1. Qual é a sua idade?
(a) Menos de 30 anos (b) De 30 a 39 anos (c) De 40 a 49 anos
(d) De 50 a 59 anos (e) De 60 a 69 anos (f) A partir de 70 anos

2. Com qual género vocé se identifica?
(a) Feminino (b) Masculino (c¢) Prefiro ndo informar (d) Outro:

3. Qual € o seu grau mais alto de escolaridade (completo)?
(a) Ensino superior (b) Especializacio (c) Mestrado (d) Doutorado

4. Qual € a sua area de atuag@o na educagdo superior? Por exemplo: Linguistica, Literatura,
Ciéncia da Computagdo, Medicina etc. Informe quantas dreas desejar.

5. De maneira geral, como vocé define o seu grau de habilidade/intimidade com computadores
e ferramentas tecnoldgicas? As respostas a esta questdo serdo aferidas por meio de escala de
Likert, de 1 (muito baixo) a 5 (muito alto).

6. Vocé conhece os sistemas de inteligéncia artificial generativa (como o ChatGPT, o Bing Chat
ou o Bard)?
(a) Nao conheco (b) J4 ouvi falar, mas nunca usei (c) Conheco e ja usei por curiosidade e/ou
para finalidades nio académicas (d) Conheco e ja usei para finalidades académicas

7. Caso ja tenha utilizado algum desses sistemas, qual grau de dificuldade vocé encontrou du-
rante o processo? Considere a dificuldade para acessar o sistema, para interagir com ele,
para fazé-lo reagir da forma desejada etc.

(a) Dificuldade baixa (b) Dificuldade média (c) Dificuldade alta

8. Caso ja tenha utilizado algum desses sistemas, quais recursos vocé explorou? Marque quan-
tas op¢oes desejar. (a) Pesquisa sobre um tépico especifico (b) Geragdo de texto sobre um
tépico especifico (c) Obtencdo de resposta a uma ddvida (d) Correcdo/revisdo textual (e)
Sumarizacao/resumo (f) Tradugao (g) Didlogo (h) Outro:

As respostas as questoes 9 a 20 serao aferidas por meio de escala de Likert, de 1 (discordo
totalmente) a 5 (concordo totalmente).

9. Na média, sistemas de inteligéncia artificial generativa, como o ChatGPT e similares, sao
ferramentas de fécil acesso e uso para meus estudantes atuais.

10. Eu me sinto a vontade/confortavel com a possibilidade do uso crescente de sistemas de in-
teligéncia artificial generativa pelos meus estudantes.

11. Considero positivo que meus estudantes utilizem sistemas de inteligéncia artificial generativa
para estudar conteiidos referentes as disciplinas que leciono.

12. Considero positivo que meus estudantes utilizem sistemas de inteligéncia artificial generativa
para redigir textos referentes as disciplinas que leciono.
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13. De maneira geral, acredito que sistemas de inteligéncia artificial generativa podem facili-
tar/auxiliar no aprendizado dos estudantes na minha area de atuacio.

14. Eu me sinto preparado/a para responder aos novos desafios que sistemas de inteligéncia arti-
ficial generativa podem ocasionar na educag@o superior, na minha drea de atuagao.

15. A curto prazo (em menos de trés anos), acredito que esses sistemas serdo capazes de sub-
stituir, parcialmente ou integralmente, professores da minha 4rea de atuagdo na educagdo
superior.

16. A curto prazo (em menos de trés anos), acredito que esses sistemas serdo capazes de realizar,
com bom aproveitamento, as atividades (provas, trabalhos etc.) que, atualmente, eu solicito
aos meus estudantes.

17. A curto prazo (em menos de trés anos), acredito que serd necessario replanejar as disci-
plinas que leciono (plano de ensino, atividades avaliativas etc.) em fun¢do dos sistemas de
inteligéncia artificial generativa.

18. Alongo prazo (em mais de dez anos), acredito que esses sistemas serdo capazes de substituir,
parcialmente ou integralmente, professores da minha area de atuac@o na educag@o superior.

19. A longo prazo (em mais de dez anos), acredito que esses sistemas serdo capazes de realizar,
com bom aproveitamento, as atividades (provas, trabalhos etc.) que, atualmente, eu solicito
aos meus estudantes.

20. A longo prazo (em mais de dez anos), acredito que serd necessdrio replanejar as disciplinas
que leciono (plano de ensino, atividades avaliativas etc.) em funcdo dos sistemas de in-
teligéncia artificial generativa.

As questoes 21 e 22 sao perguntas de resposta aberta.

21. Quais sdo suas expectativas, a curto e/ou longo prazo, com relagdo ao uso de sistemas de
inteligéncia artificial generativa (como o ChatGPT, o Bing Chat e o Bard, por exemplo) no
contexto da educagdo superior brasileira, em particular na sua drea de atuacio?

22. Vocé gostaria de adicionar algum comentario ou opinido referente ao tema desta pesquisa?

3. Conclusao e trabalhos futuros

A elaboracdo do questiondrio qualiquantitativo apresentado neste trabalho tem
como objetivo fornecer um meio padronizado de se avaliar a percepcao dos impactos da
inteligéncia artificial generativa na educagdo superior. A finalidade do projeto de pesquisa
em que este trabalho se insere € investigar essa percepc¢ao entre docentes universitarios no
Brasil — por essa razao, o questiondrio proposto serd administrado a esses sujeitos. No en-
tanto, pode ser interessante administra-lo também a docentes universitarios estabelecidos
em outros paises, para fins de comparagdo dos resultados obtidos.

Ao compreender melhor como os docentes percebem e utilizam os sistemas de
inteligéncia artificial generativa, como o ChatGPT, o Bing Chat e o Bard, serd possivel
obter informacdes relevantes para o desenvolvimento, a implementagdo e o aprimora-
mento dessas ferramentas no contexto educacional. Apds a aplicagdo dos questiondrios,
espera-se que a andlise dos dados coletados permita identificar padroes, tendéncias e de-
safios relacionados ao uso dessas tecnologias na educagdo, fornecendo uma base para
futuras pesquisas na drea.

Entre os trabalhos futuros previstos no projeto de pesquisa no qual este trabalho
se insere, se destacam o desenvolvimento de outros dois questiondrios, destinados a estu-
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dantes do ensino superior e professores da educacao béasica. Em ambos os casos, a final-
idade serd compreender até que ponto as percep¢des desses publicos sobre os impactos
da inteligéncia artificial generativa na educacao sdo similares ou divergentes daquelas dos
docentes do ensino superior.

References

Chen, L., Chen, P., and Lin, Z. (2020). Artificial intelligence in education: a review. I[EEE
Access, 8:75264-75278.

Dalmoro. M, V. K. (2013). Dilemas na constru¢do de escalas tipo likert: o niimero de itens
e a disposicio influenciam nos resultados? REVISTA GESTAO ORGANIZACIONAL
— VOL. 6 - EDICAO ESPECIAL.

Faleiros, F., Képpler, C., Pontes, F. A. R,, Silva, S. S. d. C., Goes, F. d. S. N. d., and Cu-
cick, C. D. (2016). Use of virtual questionnaire and dissemination as a data collection
strategy in scientific studies. Texto & Contexto - Enfermagem, 25(4):¢3880014.

Parreira, A., Lehmann, L., and Oliveira, M. (2021). O desafio das tecnologias de in-
teligéncia artificial na Educacdo: percepcdo e avaliacdo dos professores. Ensaio:
Avaliacdo e Politicas Publicas em Educacdo, 29(113):975-999.

Tavares, L. A., Meira, M. C., and Amaral, S. F. d. (2020). Inteligéncia artificial na
educacgdo: survey. Brazilian Journal of Development, 6(7):48699-48714.

416



Explorando Redes Neurais Profundas para Tarefa de
Aceitabilidade Linguistica

Henrique Santos', Késia P. Alencar?, Rogério F. de Sousa?, Rafael T. Anchiéta®

'Universidade Federal do Piaui — Picos (UFPI)

?Instituto Federal do Piauf — Picos (IFPI)
Laboratdrio de Inteligéncia Artificial, Robética e Automacao — (LIARA)

{henriques.santod, kesiapereira2003}@gmail.com

{rogerio.sousa, rta}@ifpi.edu.br

Abstract. Linguistic acceptability is the task of determining whether a sentence
is grammatically correct. Although some grammar correction tools exist for
Portuguese, they are based on manually defined rules, which is a laborious task.
This work investigated deep neural networks and language models for the lin-
guistic acceptability task to develop more robust tools/methods for Portuguese to
obtain better results than the existing tools. Recurrent networks, convolutional
networks, and the BERTimbau and Albertina language models were explored.
These models were trained on a corpus translated from English to Portuguese
and evaluated on the Probi corpus. The recurrent and convolutional networks
achieved the best results (0.37 f1), being competitive with the LanguageTool tool
(0.40 f1).

Resumo. Aceitabilidade linguistica é a tarefa de determinar se uma sentenga
estd gramaticalmente correta. Apesar de existir algumas ferramentas de
corre¢cdo gramatical para o portugués, elas sdo baseadas em regras manual-
mente definidas, o que é uma tarefa laboriosa. Neste trabalho, investigaram-
se redes neurais profundas e modelos lingua para a tarefa de aceitabilidade
linguistica a fim de desenvolver ferramentas/métodos mais robustos para o por-
tugués que obtenham resultados melhores do que as ferramentas existentes.
Explorou-se redes recorrentes, redes convolucionais e os modelos de lingua
BERTimbau e Albertina. Esses modelos foram treinados em um corpus tra-
duzido do inglés para o portugués e avaliados no corpus Probi. As redes re-
correntes e convolucionais atingiram os melhores resultados (0,37 f1), sendo
competitivas com a ferramenta LanguageTool (0,40 f1).

1. Introducao

Aceitabilidade linguistica € a tarefa de determinar se uma sentenca estd gramaticalmente
correta. Essa tarefa vem do campo da linguistica generativa [Klezl et al. 2022] que se
baseia em julgamentos intuitivos de falantes nativos sobre se uma sentenga € aceitavel
ou ndo [T Schiitze 2016]. Essa tarefa possui diversas aplicacdes na area de Processa-
mento de Linguas Naturais (PLN), por exemplo: analisar a robustez de modelos de
lingua [Yin et al. 2020] e verificar se tais modelos adquirem conhecimentos gramati-
cais [Zhang et al. 2021, Choshen et al. 2022]. Além disso, aceitabilidade linguistica tem
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sido utilizada para avaliar a corre¢do gramatical e a semantica de métodos de geracdo
automatica de textos [Bakshi et al. 2021, Batra et al. 2021].

Embora aceitabilidade linguistica seja uma area de estudo com aplicacdes recentes
focadas, principalmente, em modelos de lingua, ela € pouco explorada na lingua portu-
guesa. Acredita-se que seja devido a falta de um corpus manualmente anotado. Apesar
da falta desse recurso, existem algumas ferramentas que fazem correcao ortografica e gra-
matical na lingua portuguesa, por exemplo: CoGrOO [Kinoshita et al. 2007] e Language-
Tool'. Essas ferramentas, fazem as corre¢des em um texto através de regras linguisticas
manualmente projetadas. Métodos baseados em regras, embora apresentem bons resulta-
dos, sdo dependentes de especialistas para a construcao de regras. Ademais, a criacao de
regras denota muito esforco.

Com o objetivo de diminuir o esfor¢o na criacdo de regras linguisticas, neste traba-
lho exploraram-se métodos de aprendizado profundo (deep learning) e modelos de lingua
para a identificacdo automadtica de sentengas aceitaveis. Esses métodos mapeiam uma en-
trada para a saida desejada de maneira automatica através de uma grande quantidade de
dados sem a necessidade de desenvolver regras manuais.

A fim de treinar os modelos para a tarefa de aceitabilidade linguistica,
utilizou-se a versdo traduzida do corpus CoLA (Corpus of Linguistic Acceptability)
[Warstadt et al. 2019] para o portugués. O corpus CoLA é um conjunto de 1.657
sentencas em inglés extraidas da literatura linguistica e rotuladas como gramatical ou
agramatical. A versdo portuguesa® do corpus CoLA foi traduzida automaticamente uti-
lizando ferramenta Google Cloud Translation. Apés o treinamento dos modelos, eles
foram avaliados no corpus Probi [Martins 2002] que é um recurso composto por 11.625
sentencas anotadas manualmente. Do total de sentencas, 2.616 sdo anotadas como agra-
matical, ou seja, possuem algum tipo de erro. Obteve-se o melhor resultado com uma rede
convolucional, atingido 0,37 de medida F1 que € um valor competitivo com a ferramenta
LanguageTool que atingiu 0,40 na mesma métrica.

O restante do artigo estd organizado da seguinte forma. Secdo 2 introduz bre-
vemente os trabalhos relacionados. Na Secao 3, é detalhado os métodos desenvolvidos.
Secdo 4 apresenta os resultados e discussdes. Por fim, Sec@o 5 conclui o artigo indicando
futuras direcoes.

2. Trabalhos Relacionados

O ReGra foi o primeiro revisor gramatical para a lingua portuguesa [Nunes and Jr. 2000].
Ele foi desenvolvido através de regras manualmente definidas. Posteriormente, o revisor
foi incorporado ao MS Word e ao processador de texto REDADOR da Itautec.

CoGrOO (Corretor Gramatical para OpenOffice) [Kinoshita et al. 2007] € uma
ferramenta de correcdo gramatical para a lingua portuguesa. Assim como o ReGra, o
corretor gramatical foi desenvolvido através de regras gramaticais manualmente defini-
das.

LanguageTool € ferramenta de correcao gramatical disponivel para vérios idio-
mas, como: inglés, alemao, espanhol, holandés, portugués, entre outros. Da mesma forma

"https://languagetool.org/
https://github.com/ju-resplande/PLUE
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que as ferramentas anteriores, o0 modulo de correcdo gramatical para lingua portuguesa é
baseado em regras.

Percebe-se que as principais ferramentas de corre¢do gramatical para o portugués
sdo baseados em regras linguisticas. Nossa abordagem investiga métodos baseados em re-
des neurais profundas e modelos de lingua como uma alternativa aos métodos tradicionais
baseados em regras. No que segue, detalha-se os métodos desenvolvidos.

3. Métodos Desenvolvidos

A fim de desenvolver um método de aceitabilidade linguistica para a lingua portu-
guesa, investigaram-se as Redes Neurais Convolucionais (CNN), Redes Neurais Re-
correntes (RNN) e os modelos de lingua BERTimbau [Souza et al. 2020] e Albertina
[Rodrigues et al. 2023]. Esses modelos foram treinados ou ajustados no corpus CoLA
traduzido para a lingua portuguesa e testados no corpus Probi que foi criado para avaliar
o revisor gramatical ReGra. Analisou-se diversas configuragdes para os modelos supraci-
tados. Os melhores parametros para a RNN e CNN sdo apresentados nas Tabelas 1 e 2,
respectivamente.

Em ambas as redes neurais, utilizou-se as embeddings pré-treinadas do GloVe
de 300 dimensoes [Hartmann et al. 2017]. Para a RNN, adotou-se uma rede Bidirec-
tional Long Short-Term Memory (BiLSTM). Para a CNN, utilizou-se trés camadas de
convolugdo e cem filtros com dimensdes de trés, quatro e cinco. As final da RNN e CNN,
implementou-se uma camada linear para realizar a classificacao.

Tabela 2. Parametros rede CNN.

Tabela 1. Parametros rede RNN. Parametro Valor
Parametro Valor Embeddings 300
Embeddings 300 Dropout 0,1

Dropout 0,5 Convolugdo 3 camadas
Bidirecional  sim Filtros# 100
Otimizador Adam Tamanho dos filtros  [3, 4, 5]

Erro BCE Otimizador Adam
Epocas 2 Erro BCE
Epocas 2

Para o modelo de lingua Albertina, investigou-se algumas variacOes de
parametros. No entanto, os resultados sempre foram iguais. Na Tabela 3, sdo apresentados
os parametros desse modelo. Diferente do Albertina, os resultados do BERTimbau vari-
aram de acordo com o parametro definido. Na Tabela 4, sdo apresentados os parametros
que apresentaram melhores resultados.

O cddigo fonte para o treinamento e ajuste fino dos modelos esta disponivel em
https://github.com/liara-ifpi/aceitabilidade. Na secdo seguinte, 0s
resultados dos modelos desenvolvidos sao apresentados.

4. Resultados e Discussao

A partir dos modelos implementados, realizou-se uma comparagao entre eles. Além disso,
também comparou-se os resultados com as ferramentas CoGrOO e LanguageTool. Na
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Tabela 3. Parametros Albertina.

Tabela 4. Parametros BERTimbau.

Parametro Valor Parametro Valor
Drop Ol.lt 0,5 Batch size 8
Batch size 8 ..
.. Otimizador AdamW
Otimizador AdamW ) _

. _ Aprendizagem 4 %1075
Aprendizagem 4 x 1075 Erro CrossEntropy
Erro CrosEntropy B )

Epocas 6 pocas

Tabela 5, sdo apresentados os resultados obtidos.

Tabela 5. Melhores resultados alcangados.

Modelo/Ferramenta Precisao Cobertura F1

CoGrOO 0,59 0,19 0,28

LanguageTool 0,56 0,32 0,40
77777 Albertina 0,00 0,00 0,00

BERTimbau 0,36 0,16 0,22

RNN 0,24 0,78 0,37

CNN 0,23 1,00 0,37

A partir dos resultados, pode-se ver que o modelo Albertina teve o pior resul-
tado. O Albertina € um modelo de lingua para o portugués recente, que nas avaliagdes
realizadas por seus desenvolvedores atingiu resultados melhores que o0 BERTimbau. Em
trabalhos futuros serd investigado porque nesta tarefa os resultados foram muito inferi-
ores a0 BERTimbau. O CoGrOO e LanguageTool atingiram os melhores resultados em
precisao e f1, respectivamente. Nossos melhores modelos foram a RNN e a CNN, ambas
alcancaram 0,37 na medida f1. Além disso, a CNN atingiu 1,00 na cobertura.

Os resultados alcancados tanto pela RNN quanto pela CNN sdo, de certa forma,
promissores, pois os modelos foram treinados em um corpus que foi traduzido de forma
automadtica para o portugues. Isso pode justificar a baixa precisdo dos modelos, ou seja,
uma alta taxa de falsos positivos. Um trabalho futuro € investigar a qualidade da tradugao
automatica nesse corpus.

5. Conclusao

Neste trabalho, explorou-se redes neurais profundas e modelos de lingua para a tarefa
de aceitabilidade linguistica. Apesar de existir algumas ferramentas de correcdo grama-
tical para o portugués, elas sdao baseadas de regras manualmente definidas. Este artigo
buscou um forma alterativa para identificar se um sentenca € aceitavel, ou seja, se estd
gramaticalmente correta. Os melhores resultados obtidos foram com uma rede BiLSTM
CNN, atingindo um resultado competitivo com a ferramenta LanguageTool e superando
a ferramenta CoGrOO.

Como trabalho futuro, além de explorar mais o modelo de lingua Albertina que ob-
teve os piores resultados e investigar o corpus CoLLA traduzido para o portugués, pretende-
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se realizar uma detalhada andlise de erros a fim de descobrir onde os modelos erraram,
desenvolver um método que possa capturar os pontos fortes do BERTimbau e da CNN
para melhorar os resultados e uma ferramenta que online para uso dos modelos desenvol-
vidos.
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