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Abstract. The internet and, especially social media, are fertile ground for pu-
blishing opinions on various subjects, products, and services. Traditionally,
automatic analysis of opinions has been based on words that denote polarity or
emotion. However, with the emergence of large language models like ChatGPT,
the way in which we process text for subjective analysis has changed a lot. In
this context, this paper aims to investigate the potential of ChatGPT — compared
to a neural model for emotion identification in texts, and lexicon-based appro-
aches — in polarity classification oriented towards opinion targets in comments
on political debate in Portuguese.

Resumo. A internet e, em especial as midias sociais, sdo um terreno fértil para
a publicagdo de opinides sobre os mais diversos assuntos, produtos e servigos.
Tradicionalmente a andlise automdtica de opinioes é realizada com base nas pa-
lavras que denotam alguma polaridade ou emog¢do. Contudo, com o surgimento
dos grandes modelos de linguagem, como o ChatGPT, a maneira com a qual
processamos textos para realizar andlises subjetivas mudou bastante. Neste
contexto, este artigo tem como foco investigar as potencialidades do ChatGPT
— comparada com a de um modelo neural de identificacdo de emogoes em textos
e de abordagens baseadas em léxico — na classificacdo de polaridade orientada
para os alvos de opinido em comentdrios sobre debate politico em portugués.

1. Introducao

O enorme volume de textos opinativos compartilhados nas midias sociais como textos
de avaliacdo de produtos em sites de comércio eletronico, comentérios de noticias so-
bre politica, publicagdes em redes sociais, etc. tem despertado um interesse cada vez
maior por algoritmos capazes de analisar a opinido publica. Essas opinides e sentimentos
tém grande apelo comercial e académico, por influenciar nas tomadas de decisdes dos
individuos.

A andlise de opinides expressas em textos € o objeto de estudo da drea de
Andlise de Sentimentos (AS), ou Mineracdo de Opinides, uma subdrea do Processa-
mento de Linguagem Natural (PLN) que visa a utilizacdo de recursos e ferramentas
linguistico-computacionais para analisar automaticamente as opinioes e sentimentos de
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pessoas com relacdo a entidades como produtos, servigos, organizagdes e individuos
[Liu and Zhang 2012]. A AS se divide em duas tarefas principais: (i) mineracdo de
opinido e (ii) minera¢ao de emog¢do. A mineragdo de opinido estd relacionada a detec¢do
de polaridade (ou valéncia) associada a opinido do autor de uma postagem a respeito
de uma entidade ou assunto em discussdo, podendo ser positiva, negativa ou neutra. A
mineracdo de emocao refere-se a identificacdo da emocgao associada ao texto da postagem
produzido pelo autor, como alegria, surpresa, raiva ou tristeza [Yadollahi et al. 2017].
Este estudo, mais especificamente, tem como foco a mineragdo de opinido (daqui em
diante, classificacdo de polaridade) em textos de comentérios do dominio politico.

Tradicionalmente, a classificacdo de polaridade se refere ao sentimento geral con-
duzido por um documento ou sentenga em particular. Contudo, as abordagens que anali-
sam o sentimento geral de um documento/sentenca podem apresentar limitacoes, quando
um mesmo texto expressa opinides sobre diferentes entidades, chamadas de alvos de
opinido. Por exemplo, em um dos comentdrios presente no cOrpus utilizado neste es-
tudo: “Portas muito bem, Sdcrates a patinar.”, o sentimento em relagdo ao alvo “Portas”
€ positivo, enquanto o sentimento em relacdo ao alvo “Socrates” é negativo. Para tra-
tar adequadamente esses casos, € necessario considerar os diferentes alvos de opinido
expressos em um mesmo comentdrio. E neste contexto que este trabalho se insere.
Mais especificamente, o foco de interesse € a classificagdo de polaridade orientada para
os alvos de opinido em textos politicos escritos em portugués. Ou seja, uma tarefa
mais especifica e desafiadora do que a analise geral do sentimento expresso pelo texto
todo e menos refinada que a andlise de sentimentos baseada em aspectos (por exemplo,
[Assi et al. 2022, Schouten and Frasincar 2016]).

Para a classificagdo de polaridade orientada aos alvos de opinido em comentérios
sobre politica, neste trabalho foram investigadas as potencialidades e limitacdes de uso
do ChatGPT e de um modelo BERT de identificacdo de emocdes, conhecido por GoE-
motions, pré-treinado para o portugués [Hammes and Freitas 2021]. Além desses mode-
los, abordagens baseadas em 1éxicos de sentimentos — LIWC [Balage Filho et al. 2013]
e SentiLex-PT [Carvalho and Silva 2015] — foram usadas como base de comparacao. Os
resultados de um experimento preliminar mostraram que o ChatGPT tem um potencial
maior na realizac@o da tarefa proposta, comparado aos demais modelos, apesar de nao ser
muito estavel nas respostas. Até onde se sabe, este é o primeiro trabalho para o portugués
a investigar o uso do ChatGPT na classificacdo de sentimento orientado ao alvo de opinido
em textos em portugueés.

O restante deste artigo estd organizado da seguinte forma. A secdo 2 apresenta de
forma breve alguns trabalhos da literatura relacionados a este. Na secdo 3 sdo apresenta-
das as estratégias investigadas para a classificagdo de sentimentos orientada aos alvos de
opinido em textos, bem como o corpus de trabalho e os recursos e ferramentas linguistico-
computacionais usados. Os resultados obtidos com cada estratégia sdo sumarizados na
secdo 4. Por fim, a secdo 5 apresenta as principais conclusdes deste trabalho.

2. Trabalhos relacionados

Na literatura, os trabalhos relacionados a classificacdo de polaridade tem como
foco a andlise do sentimento geral de documentos ou sentengas (por exemplo, vide
[Franca and Oliveira 2014], [Araujo et al. 2020] e [Capellaro and Caseli 2021]) ou de um
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aspecto (caracteristica) especifico de uma entidade (por exemplo, [Assi et al. 2022] e
[Schouten and Frasincar 2016]).

Muitas abordagens distintas ja foram investigadas [Liu and Zhang 2012,
Pereira 2021, Hung and Alias 2023]. Dentre elas destacam-se as seguintes abordagens:
(i) baseadas em conhecimento, que identificam palavras e expressdes que carregam sen-
timentos a partir de 1éxicos construidos com base em cdrpus ou em recursos como a
Wordnet (por exemplo, [Taboada et al. 2011] e [Akilandeswari and Jothi 2018]), (ii) ba-
seadas em modelos tradicionais de aprendizado de maquina supervisionados ou ndo su-
pervisionados (por exemplo, [Carvalho et al. 2017] e [Aradjo et al. 2020]) e (iii) baseadas
em aprendizado profundo [Zhang et al. 2018]. Abordagens hibridas combinando essas
técnicas também sdo comuns [Appel et al. 2016].

Em [Carvalho et al. 2017], por exemplo, os autores compararam o desempenho
de trés algoritmos de aprendizado supervisionado (Naive Bayes, SVM e MaxEnt) e de
trés métodos de selecdo de atributos (Qui Quadrado, CPD e CPPD) na classificacio
de polaridade em pardgrafos de textos relacionados as eleicoes de 2014 no Brasil. A
melhor performance, medida em termos de acurdcia (cerca de 85%), foi obtida com
o classificador MaxEnt usando o CPPD como método de selecdo de atributos. Ja em
[Capellaro and Caseli 2021] os autores usaram modelos do tipo BERT, baseados em
aprendizado profundo, na andlise de polaridade e de tépicos em tweets relacionados as
elei¢des de 2018 no Brasil. Usando um modelo pré-treinado para o portugués, a aborda-
gem dos autores alcancou um FI-score de 96,6% na classificagdo da polaridade associada
ao sentimento geral dos tweets.

Um trabalho que tem maior proximidade com esta pesquisa € o
de [Assietal. 2022]. Usando o modelo GoEmotions para o portugués
[Hammes and Freitas 2021], os autores analisaram as emog¢des relacionadas a aspectos
especificos de entidades em textos de revisao do setor de acomodacdo e, posteriormente,
mapearam cada emog¢do para uma das trés polaridades possiveis (positiva, negativa ou
neutra), obtendo, assim, a classificacdo de polaridade para cada aspecto de uma entidade
particular presente no texto. A estratégia dos autores alcangou um F/-score de 61,0%. De
maneira similar a realizada por [Assi et al. 2022], neste trabalho o modelo pré-treinado
por [Hammes and Freitas 2021] foi também usado para a identificacio de emog¢des em
comentdrios sobre debate politico e, posteriormente, as emogdes detectadas foram mape-
adas para polaridades (conforme Secdo 3). Porém, diferentemente de [Assi et al. 2022]
nesta pesquisa a AS € realizada em nivel de sentengas e ndo de aspectos.

3. Analise de sentimentos orientada aos alvos de opiniao

Para a classificacdo de sentimentos (polaridade) orientada aos alvos de opinido em co-
mentarios sobre debate politico em portugués, foi investigado o uso do ChatGPT e do
modelo GoEmotions [Hammes and Freitas 2021]. A versao usada do ChatGPT se re-
fere ao modelo GPT 3.5, disponivel online' no periodo de 24 a 28 de junho de 2023.
O GoEmotions, por sua vez, é um ajuste fino do BERTimbau [Souza et al. 2020] para a
classificacdo de emocdes em portugués. Esse modelo produz como saida uma lista de
emogoes ranqueadas de acordo com um valor probabilistico. Sdo 27 emogdes possiveis

IDisponivel em: https://chat.openai.com/, versio de 24 de Maio, segundo a pagina. (Aces-
sado em: 28/06/2023).
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mais a emocao “neutra”. Quanto maior o valor associado a uma emocao, maior a proba-
bilidade dela ocorrer no texto. Assim, para associar uma polaridade aos alvos de opinido,
cada emocao foi mapeada para um sentimento positivo (1), negativo (-1) ou neutro (0),
conforme apresentado na Tabela 1.

Tabela 1. Mapeamento das emocoes retornadas pelo GoEmotions para polarida-
des
Polaridade | Emocoes

-1 (negativo) | aborrecimento, constrangimento, decepcdo, desaprovagao, luto, medo,
nervosismo, nojo, raiva, remorso e tristeza

0 (neutro) neutro, curiosidade, confusio, percepcao e surpresa

1 (positivo) | admiracdo, alegria, alivio, aprovagdo, amor, desejo, diversdo, entusi-
asmo, gratidao, orgulho, otimismo e zelo

Além dos modelos GPT e GoEmotions, também foram implementadas estratégias
baseadas em léxicos de sentimentos, que serviram de base de comparacdo com os
dois modelos neurais. Mais especificamente, foram usados os léxicos LIWC-PT?
[Balage Filho et al. 2013] e SentiLex-PT? [Carvalho and Silva 2015]. O LIWC-PT é um
1éxico geral do portugués constituido por 127.149 instancias organizadas em categorias.
As categorias posemo e negemo indicam emocao (polaridade) positiva e negativa, respec-
tivamente. H4 também categorias para minera¢ao de emog¢des como afeto, raiva, tristeza,
etc., porém essas ndo foram exploradas neste estudo. O SentiLex-PT, por sua vez, foi
concebido especificamente para a andlise de sentimento e opinido sobre entidades hu-
manas. Ele é composto por 7.014 lemas e 82.347 formas flexionadas organizadas em
adjetivos, substantivos, verbos e expressoes idiomadticas. Nos experimentos apresentados
neste artigo, as expressoes idiométicas ndo foram usadas.

A subsecdo 3.1 apresenta uma descri¢ao das abordagens investigadas neste traba-
lho e a subsecdo 3.2 descreve o cérpus usado na avaliagdo de cada abordagem.

3.1. Descricao das abordagens de classificacao de polaridade

A primeira abordagem € baseada no modelo GPT. Em linhas gerais, o ChatGPT recebe
um texto de entrada (daqui em diante, prompt) com a descri¢cdo da tarefa a ser realizada
pelo sistema e gera as saidas conforme solicitado. O desafio principal em lidar com o
ChatGPT consiste em definir um prompt que gere as saidas exatamente como se espera
para determinada tarefa. Essa “engenharia de prompt” nao se mostrou uma tarefa sim-
ples, pois o sistema € bastante varidvel e por vezes até contraditério. Depois de algumas
tentativas usando uma pequena amostra do corpus (10 sentengas), chegou-se ao seguinte
prompt: “Dada a sentenca <sentenca> e o alvo sendo <alvo> qual a polaridade asso-
ciada a ele, negativa (-1), positiva (1) ou neutra (0)?”, sendo <sentengca> a sentenga do
comentério e <alvo> o alvo de opinido marcado no corpus (conforme explicado na Sec¢ao
3.2).

’Disponivel em: http://143.107.183.175:21380/portlex/index.php/pt/
projetos/liwc. Acesso em: 28 jun. 2023.

3Disponivel em: https://github.com/sillasgonzaga/lexiconPT. Acesso em: 27 jun.
2023.
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A segunda abordagem € baseada no GoEmotions. Para este modelo duas es-
tratégias também foram investigadas: (BASE) a que considera o comentario como um
todo para predicao da emocdo e (VIZ) a que considera apenas a regido de vizinhanga
seguindo abordagem similar a de [Assi et al. 2022]. A polaridade atribuida € aquela re-
sultante da combinacao das top-3 melhores emogdes retornadas com pontuacao maior ou
igual a 0,3, mesmo limiar adotado em [Assi et al. 2022].

Por fim, a terceira abordagem investigada faz uso de léxicos (LIWC-PT ou
SentLex-PT). Essa abordagem consistiu em atribuir ao alvo de opinido do comentario
a polaridade resultante da soma das polaridades das palavras presentes no léxico. Neste
sentido, duas estratégias de atribui¢do de polaridade foram investigadas: (BASE) uma que
considera o comentdrio como um todo e (DEP) uma que considera apenas as palavras
associadas ao alvo do comentario, ja fornecido para cada sentenga do cOrpus (Secdo 3.2),
via dependéncia sintitica.* Assim, para cada palavra com polaridade presente no 1éxico
(SentiLex-PT ou LIWC-PT) que também estava presente no comentario recuperou-se sua
polaridade. Na estratégia BASE considerou-se como resultado a soma das polaridades de
todas as palavras e no caso da estratégia DEP apenas as polaridades das palavras associa-
das ao alvo por alguma relagido de dependéncia sintatica.

3.2. Corpus de investigacao

Como corpus de trabalho foi usado o SentiCorpus-PT [Carvalho et al. 2011]. A escolha
desse corpus se deu pelo fato de que ele dispde de anotacdes de polaridade de referéncia
(isto é, realizada por humanos) e orientada aos alvos de opinides presentes nos textos.
O SentiCorpus-PT € composto por comentarios sobre debates televisivos referentes as
elei¢oes de 2009 do Parlamento Portugués. A versao usada do cérpus € composta de 1.082
comentérios, totalizando 3.868 sentencas anotadas. Porém, neste estudo foram usadas
apenas as primeiras 200 sentencas do cOrpus. Este nimero limitado se deve ao fato de
que a versao livre do ChatGPT nao dispde de API e, portanto, o processamento do cérpus
¢ feito manualmente, ou seja, os comentdrios sao fornecidos em pequenas quantidades
como entrada para o sistema.

Cada sentenga no corpus pode ter diferentes alvos de opinido. Os alvos de opinido
sao entidades humanas, nomeadamente politicos, organizacdes politicas (geralmente uti-
lizadas para se referir aos seus membros), personalidades da midia (por exemplo, jor-
nalistas) ou usudrios (comentadores). Cada sentenca do corpus dispde de anotacdes de
polaridade variando de -2 (o valor negativo mais forte) até 2 (o valor positivo mais forte)
e de alvos de opinido. Entretanto, nos experimentos realizados neste estudo a polaridade
-2 foi mapeada para -1 (negativa) e a polaridade 2 foi mapeada para 1 (positiva).

4. Avaliacao das estratégias

A avaliagdo das estratégias investigadas nesta pesquisa foi realizada tendo como
referéncia a anotagdo manual de polaridades associadas aos alvos, fornecida pelo
SentiCorpus-PT. Apesar do cérpus dispor da anotacdo de polaridade orientada aos al-
vos de opinides, optou-se por fazer uma nova anotacao, a fim de verificar a concordancia
entre a anotacao original feita por falantes do portugués europeu e a anotagdo realizada

“A dependéncia sintdtica neste caso foi gerada pelo modelo pt _core_news_l1g do Spacy, disponivel
em: https://spacy.io/models/pt. Acesso em: 30 jun. 2023.
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por falantes nativos do portugués na variante falada no Brasil. Os anotadores foram dois
autores deste trabalho com larga experiéncia em anotac¢do de corpus. A Figura 1 traz a
distribui¢do de polaridade atribuida pela Referéncia (anotagdo original), pelos humanos
falantes do portugués do Brasil e por cada uma das estratégias investigadas neste trabalho.

Referéncia
Humano1
Humano2
ChatGPT
SL-BASE
LW-BASE
GE-BASE
SL-DEP

LW-DEP

GE-VIZ
SL+LW-BASE
SL+GE-BASE
LW+GE-BASE
SL+LW+GE-BASE
SL+LIWC-DEP
SL-DEP+GE-VIZ
LW-DEP+GE-VIZ
SL+LW-DEP+GE-VIZ

0 50 100 150 2

=

0

B Positivos [l Megativos Meutros [ N/A

Figura 1. Distribuicao de classes da Referéncia (anotacao original), dos brasilei-
ros e das estratégias investigadas neste trabalho

Como € possivel notar na Figura 1, a anotacdo de Referéncia tem a maioria dos
alvos associados a polaridade negativa. Os dois anotadores humanos (brasileiros) e o
ChatGPT geraram uma distribuicdo de classes similar a da Referéncia, porém com uma
quantidade maior de neutros do que ela. Acredita-se que o fato da anotacdo original ter
sido realizada por anotadores que tinham um conhecimento do contexto do debate re-
alizado em Portugal pode ter influenciado a atribuicao de polaridades negativas mesmo
quando o comentdrio em si ndo trazia explicitamente palavras ou sentimentos que deno-
tassem essa polaridade.

O grafico também traz a distribuicdo de classes para as abordagens baseadas em
Iéxicos (SL e LW) e emocodes (GE). Neste caso, nota-se que o SentiLex é mais balance-
ado, o LIWC tende para o positivo e o GoEmotions, para o neutro. As estratégias que
limitam a associacdo de palavras de polaridade aquelas ligadas por alguma relacdo de
dependéncia sintética ao alvo (DEP) levaram a um nimero muito grande de alvos ndo as-
sociados a polaridades (N/A); enquanto que a andlise de emocao usando apenas a regiao
de vizinhanga do alvo (GE-VIZ) diminuiu a quantidade de alvos associados a polaridade
negativa e aumentou a quantidade de alvos associados a polaridade neutra. Por fim, na
parte inferior da figura sdo apresentados os valores para as combinagdes das estratégias,
sendo que combinou-se as estratégias base (BASE) entre elas e as estratégias que con-
sideram o alvo na determinacao da polaridade, seja por dependéncia sintitica (DEP) ou
regido de vizinhanca (VIZ), entre elas.

A Tabela 2 traz os resultados da comparagdo das saidas geradas por cada estratégia



investigada neste artigo em comparagdo com a referéncia. Os resultados (porcentagens)
sdo apresentados para cada classe (positiva, negativa e neutra) em termos de Precisdo,
Cobertura e Fl-score. Seja ¢ uma classe qualquer, a Precisao considera a quantidade de
instancias da classe ¢ corretamente classificadas em relagdo ao total de instancias clas-
sificadas como sendo da classe c. A Cobertura representa a quantidade de instancias da
classe c corretamente classificadas sobre o total de instancias classificadas como classe ¢
na anotacdo de referéncia. Por fim, Fl-score representa a média harmonica entre a Pre-
cisdo e a Cobertura. Apds obter o Fl-score de cada classe, calculamos a média aritmética
entre os valores de Fl-score das trés classes, representada pela medida Macro-F1.

Tabela 2. Resultados das estratégias investigadas neste trabalho em termos de
Precisao (P), Cobertura (C), F1-score e Macro-F1 (M-F1)
Positiva Negativa Neutra
P C F1 P C F1 P C F1 | M-F1
Humano 1 85,0 | 85,0 | 85,0 | 100,0 | 100,0 | 100,0 | 83,8 | 44,3 | 57,9 | 82,1
Humano 2 84,2 | 80,0 | 85,0 | 82,0 | 98,0 | 73,0 | 83,6 | 43,3 | 96,3 | 75,1
ChatGPT 72,7 [ 80,0 | 76,2 | 88,3 | 51,1 | 64,8 | 234 | 66,7 | 34,6 | 58,5
SL-BASE 3577 | 375|366 | 76,8 | 323 | 455 | 10,0 | 148 | 11,9 | 31,3
LW-BASE 26,0 | 60,0 | 36,4 | 64,1 188 | 29,0 | 53 | 3,7 | 43 | 233
GE-BASE 538 | 350 | 424 | 81,8 | 13,5 | 23,2 | 18,6 | 96,3 | 31,1 | 32,3
SL+LW-BASE | 25,6 | 55,0 | 349 | 73,7 | 55,0 | 63,0 | 6,0 | 550 | 10,9 | 36,3
SL+GE-BASE | 38,0 | 47,5 | 422 | 79,6 | 353 | 49,0 | 18,0 | 59,3 | 27,6 | 39,6
LW+GE-BASE | 27,0 | 60,0 | 37,2 | 68,9 | 233 | 348 | 9,4 | 60,0 | 162 | 294
SL+LW+
GE-BASE 27,6 | 60,0 | 37,8 | 73,3 | 33,1 | 456 | 7,7 | 60,0 | 13,6 | 32,3
SL-DEP 66,7 | 50 | 93 | 84,6 8,3 151 | 00 | 0,0 | 00 | 122
LW-DEP 60,0 | 15,0 | 24,0 | 85,7 45 86 |87 | 00 | 0,0 | 10,9
GE-v1z 68,4 | 32,5 | 44,0 | 83,3 7,5 13,8 | 16,2 | 92,6 | 27,6 | 28,5
SL+LW-DEP | 72,7 | 20,0 | 31,4 | 86,7 9,8 17,6 | 50,0 | 3,7 | 69 18,6

SLDEP+ | 667 1350 | 459 | 833 | 150 | 255 | 162 | 889 | 27.4 | 32,9
GE-v1z
LW-DEP+
GE-VIZ 60,9 | 350 | 44,5 | 88,9 | 120 | 21,2 | 16,0 | 889 | 27,1 | 309
SLALW-DER+ | 650 1 375 | 47,6 | 880 | 165 | 278 | 164 | 889 | 27,7 | 344
GE-viz

Como € possivel notar na Tabela 2, o ChatGPT apresentou o melhor desempenho
global (i.e. 58,5% de Macro-F1), comparado a todas as estratégias avaliadas, ou seja, o
modelo GPT foi o que mais se aproximou dos valores obtidos pelos humanos. O segundo
melhor desempenho (ou seja, 39,6%) foi alcangado com a combinagdo do SentiLex-PT e
o GoEmotions sem usar as dependéncias sintaticas (SL+GE-BASE). Os piores desem-
penhos foram obtidos pelas estratégias baseadas no SentiLex e LIWC usando as de-
pendéncias sintdticas (i.e. SL-DEP, LW-DEP e SL+LW-DEP). Entretanto, a estratégia
SL+LW-DEP, que combina os dois 1éxicos com as dependéncias sintaticas, alcangou um
desempenho muito similar ao do ChatGPT em termos de Precisdo na classificacdo de
sentimentos positivos e negativos e obteve uma Precisdo ainda superior a daquele mo-
delo na classificacdo de sentimentos neutros. Porém, essa estratégia obteve um desem-
penho muito ruim em termos de Cobertura, o que prejudicou o seu desempenho global.
A baixa cobertura apresentada pelas estratégias que usaram dependéncia sintdtica pode
estar relacionada ao fato de que varios comentarios no corpus nao apresentam a estrutura
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esperada de sujeito-verbo-objeto, o que pode ter impactado na qualidade da andlise de
dependéncia gerada, fazendo com que a palavra com polaridade ndo fosse corretamente
associada ao alvo do comentério. Quando se observa o desempenho de cada estratégia em
relac@o a cada classe de forma isolada, percebe-se que os melhores valores de Fl-score
para todas as classes foram alcangados com o modelo GPT, sendo que ele teve um desem-
penho melhor na classificagdo de sentimentos positivos do que negativos e neutros. De
maneira geral, todas as estratégias tiveram um pior desempenho na classificacao de senti-
mentos neutros, sendo que a estratégia SL-DEP, baseada no Sentilex e nas dependéncias
sintdticas, ndo conseguiu classificar corretamente nenhuma das instancias da classe neu-
tra. Para esta estratégia, especificamente, o valor de Macro-F1 foi calculado considerando
os Fl-scores apenas das classes positiva e neutra.

Tabela 3. Exemplo de comentario e as saidas retornadas pelas estratégias inves-
tigadas neste trabalho (IND representa as palavras de sentimento)
Comentario: Foi de facto um debate cordato, civilizado, em que Jer6nimo se mostrou um senhor
e o Loucd meteu a viola no saco.
Alvo: Jerénimo

Polaridade: 1

SL-BASE | SL-IND | LW-BASE | LW-IND | GE-BASE | GE-EMO CHATGPT
1 cordato, -1 debate, 1 neutro,
civilizado viola admiracdo 1
SL-DEP SL-IND LW-DEP | LW-IND | GE-viz | GE-EMO
N/A - N/A - 0 neutro
Alvo: Louca Polaridade: -1
SL-BASE | SL-IND | LW-BASE | LW-IND | GE-BASE | GE-EMO CHATGPT
1 cordato, -1 debate, 1 neutro,
civilizado viola admiracdo -1
SL-DEP SL-IND LW-DEP | LW-IND | GE-viz | GE-EMO
N/A - N/A - 0 neutro

A titulo de ilustracdo a Tabela 3 traz um exemplo de comentério do corpus e as
saidas retornadas pelas estratégias investigadas neste trabalho.

5. Conclusao

Este estudo avaliou as potencialidades do ChatGPT na tarefa de anélise de polaridade
orientada para os alvos de opinido em comentérios do dominio politico, comparando seu
desempenho com o de outro modelo neural de classificacdo de emog¢des em textos e com
o de estratégias baseadas em léxicos. Experimentos preliminares usando um conjunto de
dados pequeno (200 comentérios) mostraram que o ChatGPT tem potencial para iden-
tificar a polaridade associada a cada alvo de opinido em um comentdrio, sendo esta a
estratégia que mais se aproxima do desempenho obtido por humanos na mesma tarefa.
Contudo, cabe ressaltar que o uso do ChatGPT apresenta vérios desafios como (i) a esco-
lha do prompt de entrada apropriado com a descri¢do da tarefa a ser realizada pelo sistema,
crucial para que ele entenda o que o usudrio espera como saida, (ii) a variabilidade das
respostas dadas para uma mesma entrada para usudrios distintos e (iii) a necessidade de
relizar o processo manualmente na versao gratuita.

Como trabalho futuro pretende-se avaliar um conjunto de dados maior e experi-
mentar outros analisadores sintdticos de dependéncia, uma vez que os maiores valores de
precisdo foram alcancados pelas estratégias que usaram dependéncia sintatica para atri-
buir o sentimento ao alvo. Porém, elas apresentaram uma cobertura muito baixa.
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