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Resumo. Acorddos sdo documentos de texto que contém decisoes judiciais re-
ferentes a um certo processo juridico. No contexto de um Tribunal de Justiga, os
acorddos possuem uma classificacdo por temas bem definida, que auxilia juris-
tas na organizagdo e agilidade de suas tarefas didrias. Devido ao alto volume
didrio de novos acorddos produzidos, faz-se necessdria a adocdo de técnicas
capazes de automatizar a classificagdo temdtica de um novo acérddo. Algorit-
mos de aprendizado de mdquina supervisionado, para tarefas de classificacao,
ndo tém se saido bem diante de textos extensos, em portugués, com a lingua-
gem usada no dominio juridico. Este trabalho propée a adogdo de sumdrios de
acorddos para classificacdo temdtica. A hipotese levantada é que textos mais
curtos, sumarizados, podem melhorar a classificagdo de tais documentos nos te-
mas corretos. Este é um trabalho em andamento, que pretende desenvolver uma
nova abordagem de classificacdo a partir de sumdrios. Resultados parciais in-
dicam que algoritmos de sumarizagcdo melhoram a classificagcdo de acorddos.

1. Introducao

Ao julgar um processo, o magistrado pode realizar despachos, decisdes interlocutdrias e
sentengas. Os despachos, as decisoes e sentencas sdo redigidos, datados e assinados pelos
juizes, enquanto os acérdaos sao feitos pelos desembargadores. Neste trabalho, os docu-
mentos judiciais abordados serdo os acérddaos. Os acordaos possuem uma classificacao
por temas do Superior Tribunal de Justica (STJ), que sdo categorias baseadas nos funda-
mentos das decisdes, bem como na legislacao utilizada para embasar tais fundamentos. A
estrutura de tematizagdo € hierarquica, com a existéncia de subtemas, e dinamica, com a
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possibilidade de surgimento de novos temas. Seis temas gerais compdem o primeiro nivel
da arvore de hierarquia.

A classificagdo por temas € uma pratica que auxilia os juristas na organizagdo e
agilidade do dia a dia, facilitando futuras decisdes por similaridade entre os processos. O
volume didrio € de aproximadamente 100 novos acordaos e, por isso, faz-se necessaria a
automatizagdo do processo por meio de técnicas de Inteligéncia Artificial como um todo.

Os documentos dos acérddos sdao, em geral, extensos € ndo possuem uma estru-
tura padrao. A classificacdo de acordaos em temas pode ser modelada como um problema
de aprendizado supervisionado. Entretanto, utilizar representacdes de texto que conside-
ram o texto completo na constru¢do dos modelos pode reduzir a eficicia da classificacao,
gerando indesejaveis instancias de falsos positivos/negativos [Wang et al. 2021]. Suma-
rizar os textos em busca de seus segmentos mais representativos antes do processo de
classificagdo pode ser uma promissora abordagem.

Dessa forma, a pergunta que se pretende responder neste trabalho é: utilizar os
acorddos de maneira sumarizada pode aumentar a eficdcia na classificacdo de tais docu-
mentos em relacdo aos seus temas?

2. Fundamentacao Teorica e Trabalhos Correlatos

Sumarizagdo € a escrita de um texto mais curto comparado ao texto original e que per-
manece com a mesma ideia. Um resumo. Em termos de formacao, sumarios podem ser
classificados como extrativos ou generativos.

Sumadrios extrativos sdo sumdarios compostos por partes inalteradas do texto origi-
nal, de forma que o sumdrio seja composto das partes mais importantes do texto, sem
haver modificacdes. Sumdrios generativos, também conhecidos como abstrativos sio
sumadrios feitos por meio da reescrita, havendo alteracdo dos seus trechos em comparagdo
com o original, de forma que um pequeno texto passe toda a ideia principal do texto sem
se preocupar com o modo de escrita original.

A sumarizacdo automética de texto permite que os usudrios compreendam e com-
parem rapidamente temas em determinados corpora. Tornou-se cada vez mais importante
com o acumulo crescente de documentos de texto em todos os campos [Wang et al. 2021].

Neste trabalho o foco € na sumarizacdo extrativa por documento (monodocu-
mento), ou seja, aquela que seleciona os segmentos mais importantes de um documento e
os concatena para formar um sumadrio [El-Kassas et al. 2021].

Existem diversas técnicas bem estabelecidas para sumariza¢ao automdtica de tex-
tos, como por exemplo técnicas baseadas em grafos, em semantica e em centralidade de
sentencgas [El-Kassas et al. 2021]. Da mesma forma, existem muitas técnicas bem estabe-
lecidas para classificacdo de textos, em especial textos juridicos [Chen et al. 2022].

Entretanto, pouco ainda foi explorado acerca da classificacdo de textos com o
auxilio de técnicas de sumarizagao. Em [Rahamat Basha et al. 2019] € proposto um novo
método de selecdo de caracteristicas para o classificador KNN (K-nearest neighbor) re-
sumindo os documentos de treinamento originais com base na medida de importancia da
sentenca. A abordagem para sumariza¢do de documento unico usa duas medidas para si-
milaridade de sentencas: a frequéncia dos termos em uma sentenga e a similaridade dessa
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sentenca com outras sentencas.

Em [Jeong et al. 2016] os autores propdem um interessante framework que utiliza
tanto informagdes de resumo quanto das categorais. Um modelo de lingua € utilizado
para combinar distribuicdes de recursos em cada categoria e texto, € um modelo para
classificacdo de texto faz as pontuacdes de importancia de sentenca estimadas a partir da
sumarizagao de texto.

Em [Duetal. 2021] a sumarizacdo € utilizada para constru¢do de exemplos
em uma abordagem de text augmentation, para resolver o problema de limitacdes de
anotacgoes.

Nenhum destes trabalhos possui foco em textos juridicos.

3. Metodologia

A metodologia de desenvolvimento do trabalho estd organizada em 4 etapas, descritas a
seguir.

3.1. Desenvolvimento de abordagens de sumarizacao

O primeiro passo do trabalho foi o desenvolvimento de abordagens de sumarizacao exis-
tentes na literatura. O objetivo foi reunir 4 técnicas bem estabelecidas na literatura (KL-
Soma, LexRank, LSA, Luhn) [El-Kassas et al. 2021], todas elas considerando a aborda-
gem de sumarizagdo extrativa monodocumento. Esta etapa foi importante para o entendi-
mento do problema e percepc¢io do impacto dos diferentes algoritmos.

3.2. Anotacao do corpus por especialistas

Esta sendo preparado um corpus para que especialistas realizem a anotagdo que, neste
caso, consiste em gerar manualmente sumarios em uma amostra de decisdes judiciais, for-
mando o gold standard dataset. Sera utilizada a ferramenta Inception [Klie et al. 2018].
E parte também desta etapa o desenvolvimento de um plano de anotacdo que guiard a
metodologia a ser seguida pelos anotadores.

3.3. Avaliacao dos sumarios

Existem métricas supervisionadas e nio supervisionadas para avaliacao de sumarios extra-
tivos. As métricas nao supervisionadas estdo mais voltadas a uma avaliacdo quantitativa,
com foco nas separacdes de segmentos encontradas pelo algoritmo de sumarizagdo. Elas
serdo aplicadas primeiro aos sumdrios obtidos.

Em posse do gold standard dataset gerado por especialistas, serd possivel tanto
uma avaliagdo qualitativa quanto uma avaliagdo quantitativa considerando métricas super-
visionadas. E esperado que o conjunto de sumdrios anotados enriqueca a avaliagio e seja
um diferencial no trabalho.

3.4. Execucao e avaliacao de classificadores sobre sumarios

Os algoritmos de classificacdo: arvores de decisao, SVM, MLP e CNN) serdo executados
e avaliados sobre o0s sumarios e sobre os textos originais. O objetivo serd comparar com
os resultados das abordagens de classificacdo que ndo envolvem sumadrios. A Figura 1
ilustra a solucdo a ser desenvolvida.
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Classe 1
Classe 2
Sumarizador ——+  Classificador
h Classe 3
Texto juridico
(acérddo - decisdo
judicial do TJSP) Classe 4
X Classe 5

Figura 1. Etapas da solucao sendo desenvolvida neste trabalho.

4. Experimentos iniciais

Foram selecionados aleatoriamente 3 acdérdaos para execucdo dos algoritmos de
sumarizacdo selecionados. Os algoritmos LexRank, Luhn, LSA e KL-SUM foram uti-
lizados para cada texto. Em cada execucao, foi passado o parametro k=5, indicando o
ndmero de sentencas a comporem os sumarios resultantes.

Observou-se uma divergéncia grande entre sumérios gerados por diferentes algo-
ritmos. A tabela 4 ilustra a similaridade de Jaccard obtida entre os sumarios gerados pelos
respectivos algoritmos, considerando os 3 acordaos selecionados.

Tabela 1. indice Jaccard obtido entre os sumarios gerados pelos algoritmos
LexRank, Luhn, KL-Sum e LSA.

LexRank & Luhn | LexRank & KL-Sum | LexRank & LSA | Luhn & KL-Sum | Luhn & LSA | KL-Sum & LSA
Acéordao 1 | O 0.25 0.25 0.1 0 0.1
Acérdao 2 | 0.25 0.25 0.428 0.25 0.1 0.1
Acérdao 3 | 0.1 0.1 0 0.1 0 0

5. Conclusao e Trabalhos Futuros

A implementacdo e execucdo dos sumdrios nos textos juridicos mostrou-se efetiva e
factivel. Trata-se de um trabalho em andamento. Atualmente, estd sendo elaborado um
corpus anotado por especialistas para se tornar o dataset de referéncia para avaliacao dos
sumarios.
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