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Abstract

Contextual biasing enables speech recognizers
to transcribe important phrases in the speaker’s
context, such as contact names, even if they
are rare in, or absent from, the training data.
Attention-based biasing is a leading approach
which allows for full end-to-end cotraining of
the recognizer and biasing system and requires
no separate inference-time components. Such
biasers typically consist of a context encoder;
followed by a context filter which narrows
down the context to apply, improving per-step
inference time; and, finally, context applica-
tion via cross attention. Though much work
has gone into optimizing per-frame perfor-
mance, the context encoder is at least as impor-
tant: recognition cannot begin before context
encoding ends. Here, we show the lightweight
phrase selection pass can be moved before con-
text encoding, resulting in a speedup of up
to 16.1 times and enabling biasing to scale to
20K phrases with a maximum pre-decoding
delay under 33ms. With the addition of phrase-
and wordpiece-level cross-entropy losses, our
technique also achieves up to a 37.5% relative
WER reduction over the baseline without the
losses and lightweight phrase selection pass.

1 Introduction

Automatic speech recognition (ASR) applications
often succeed or fail based on their ability to recog-
nize words that are relevant in context, but may not
be common, or even present, in the training data.
For example, an assistant user may speak contact
names from another language or titles of media enti-
ties which were released after the ASR system was
trained, or the speaker may use domain-specific
jargon, like legalese or medical terms, which are
not common in the more-typical speech used for
training. ASR contextual biasing (Hall et al., 2015;
Aleksic et al., 2015) aims to account for this do-
main shift between training and inference.

Attention-based biasing (Pundak et al., 2018),

in which the context is encoded into dense em-
beddings attended to during recognition, is one of
the leading approaches for contextualizing end-to-
end (E2E) ASR systems. As a fully-end-to-end
method, it does not require separate biasing compo-
nents which must be separately trained and whose
integration with the core ASR system must be opti-
mized. However, recognition cannot begin until the
inference-time context has been encoded, and this
context may consist of tens of thousands of items
which may not be cached, for privacy or system
design reasons or, more simply, because the con-
text may change at any point up until the beginning
of recognition. Thus, the context encoder must be
able to efficiently handle very large contexts, as
delays in context encoding translate directly into
user-visible delays in ASR transcription.

In this work, we optimize context encoding by
splitting it into two passes. We make the simplify-
ing assumption that our ASR system is non-causal
and can access the entire audio input; we argue
that this choice is not overly restrictive, as two-pass
ASR systems combining a causal ASR system to
produce streaming results with a non-causal ASR
system for producing the final result have become
common, e.g., as in (Narayanan et al., 2021). With
the speaker’s entire audio available before context
encoding begins, we can split context encoding into
two phases. First, we encode all contextual phrases
with an extremely lightweight encoder, and use the
resulting encodings to determine the k phrases that
are most likely to occur in the audio. We embed
only the k most-likely phrases with a more power-
ful — but more expensive — encoder, and use the
output of this “deferred” encoder for biasing.

2 Related Work

Conventional ASR contextualization relies on dis-
crete contextualization components like (class-
based) language models (LMs) (Vasserman et al.,
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2016), combined with the base ASR system
through on-the-fly LM rescoring (Aleksic et al.,
2015; Hall et al., 2015; McGraw et al., 2016),
shallow fusion (Williams et al., 2018; Zhao et al.,
2019), or lattice rewriting (Serrino et al., 2019) and
contextual spelling correctors (Wang et al., 2021;
Antonova et al., 2023). The use of discrete contex-
tualization components requires the implementor
of an ASR system to separately train the ASR and
contextualization components, to separately opti-
mize their combination, and to take care that all
relevant signals, like the input audio, are forwarded
from ASR to the contextualization system.

Attention-based biasing (Pundak et al., 2018;
Chang et al., 2021; Munkhdalai et al., 2022), in
which the ASR network learns to use inference-
time context through attention, and thus requires no
separate contextualization components and can be
optimized end-to-end by standard backpropagation,
has become a popular method for contextualization
of end-to-end ASR models. The core technique has
spawned several distinct lines of complementary
research. There are threads of work on improving
data efficiency by adapter-style training (Sathyen-
dra et al., 2022) or improving training on synthetic
audio derived from text-only data (Naowarat et al.,
2023). Work on precision improvements seeks to
lower the rate of over-biasing through hierarchical
or gated attention (Han et al., 2022; Munkhdalai
et al., 2023; Wu et al., 2023; Tong et al., 2023a; Xu
et al., 2023a; Alexandridis et al., 2023) or through
slot triggering (Lu et al., 2023; Tong et al., 2023b);
often, such techniques can improve not only quality
but also per-step inference run time (Munkhdalai
et al., 2023; Yang et al., 2023). Notably, Tong et
al (Tong et al., 2023a) improve WER through an
auxiliary slot-level cross-entropy loss. We do not
use slots for selecting context to bias, as we have
found it possible to get high performance with hier-
archical attention alone; however, in this work, we
do apply a phrase-level, rather than slot-level, cross-
entropy loss during training to improve WER. Fur-
ther we extend the technique to a novel wordpiece-
level cross-entropy loss. Further work aims to im-
prove quality on biased utterances by providing the
context encoder with more information than just
the graphemic biasing phrases, including phoneme-
level features (Bruguier et al., 2019; Hu et al., 2019;
Chen et al., 2019; Pandey et al., 2023), and aug-
menting the context encoder with semantics-aware
embeddings from a pretrained BERT model (Fu
et al., 2023). Attention-based biasing can also be

complemented by shallow fusion with (contextual-
ized) language models (Xu et al., 2023b) or com-
binations of language models and contextualized
rescoring (Dingliwal et al., 2023) for further quality
improvements.

We distinguish the current work from most of
the above by focusing on the inference run time of
the context encoder which, as noted in Section 1,
is critical to the usability of contextualized ASR.

2.1 Dual-mode NAM

ContextEncoder
(upfront)

Phrase
Attention

Bias phrases

Audio encoder features (full sequence) +

QueryEncoder

Phrase & WP 
encodings

Top-k phrases’ WP
encodings (per-frame)

WPAttention

Figure 1: Inference with Dual-mode NAM.

Our work builds on Dual-mode NAM (Neural
Associative Memory) (Wu et al., 2023) and its
shared query encoder variant from Section 3.4.2
of (Song et al., 2023), which we use as a base-
line. Dual-mode NAM computes both phrase en-
codings Ep and wordpiece (WP) encodings Ew

through a fine-grained context encoder, where Ep

corresponds to the cls embedding and Ew corre-
sponds to the bias phrase WP embeddings of Z;
Z = {cls;wn,1, ..., wn,L}Nn=1, N is the number of
bias phrases associated with the utterance and L is
the number of WPs per bias phrase.

Ep, Ew = ContextEncoder(Z) (1)

The phrase and WP attentions are trained via
sampling: The phrase and WP attention contexts
(cp, cw) are added to the audio encoder features x
with a probability of p and 1− p, respectively.

xbiased = x+ BernoulliTrial(cp, cw, p) (2)

During inference (Figure 1), the model leverages
the phrase-level attention logits to select per-frame
top-k (kp) phrases and feed their WP encodings to
the WP attention, where qpt,h and Kp

t,h correspond
to the projected audio query and Ep encodings.

Ipt = TopK (
1

H

H∑

h=1

qpt,hK
p
t,h, k

p) (3)

3 Methods

Unlike conventional approaches that uniformly en-
code all bias phrases beforehand, Deferred NAM
(Figure 2) utilizes a lightweight phrase encoder and

316



retrieval process to select the top-k relevant phrases,
before invoking the fine-grained context encoder
and WP attention at inference. Additionally, De-
ferred NAM employs cross-entropy losses with its
phrase and WP attentions, further boosting WER
performance. This design achieves both minimal
latency as well as excellent recognition quality.

LightPhraseEncoder
Phrase

Attention

Bias phrases

Audio encoder features (full sequence)

ContextEncoder
(deferred)

WPAttention

Top-k
phrases

+

QueryEncoder

Phrase 
encodings

WP
encodings

Figure 2: Inference with Deferred NAM.

3.1 Lightweight phrase encoder
We adopted Iyyer et al. (2015)’s Deep Averag-
ing Network (DAN) as a lightweight encoder to
produce phrase encodings Ep ∈ RN×d, where
the WP embeddings W = {wn,1, ..., wn,L}Nn=1

are averaged over the L axis and then encoded
by a feed-forward network with TANH activa-
tion, and d is the WP embedding/encoding di-
mension. We applied stop gradient (⊥) to pre-
vent LightPhraseEncoder from interfering with
ContextEncoder learning of the WP embeddings,
which resulted in faster biasing WER convergence.

Ep = LightPhraseEncoder(⊥(W )) (4)

3.2 Cross-entropy guided phrase attention

Algorithm 1 NO_BIAS-augmented multi-head at-
tention logits with mean-max pooling: f(q, k)

Inputs: Query q ∈ RT×dq , key k ∈ RS×dk

Outputs: Mean-max pooled logits z ∈ R(1+S)

q
′
t,h = qtΘ

Q
h , k

′
h = [ΘNB

h ; kΘK
h ] (5)

zt =
1

H

H∑

h=1

q
′
t,h(k

′
h)>

√
dh

(6)

z =
T

max
t=1

zt (7)

The trainable parameters are ΘQ
h ∈ Rdq×dh , ΘK

h ∈
Rdk×dh , ΘNB

h ∈ Rdh (NO_BIAS token), where
t ∈ [1..T ] denotes the time index and h ∈ [1..H]
denotes the attention head index.

As discussed in Section 5 of (Wu et al., 2023),
one limitation is that the phrase/WP attentions are
trained on fewer examples due to sampling (equa-
tion 2). Another limitation is that the retrieval capa-
bility (equation 3) is indirectly learned by the ASR

loss. We address such limitations by learning the
retrieval capability with an explicit loss.

In phrase attention, the relevance between audio
query xq and bias phrases Ep is computed via Al-
gorithm 1. The mean-max pooled logits are then
used to compute the softmax cross-entropy loss:

zp = f(xq, Ep) (8)

Lp = L_SCE(zp, labels) (9)

where labels ∈ R1+N corresponds to a probability
distribution of the bias labels, with the leading “1”
being the NO_BIAS token. During training, a bias
phrase is marked as a correct label if it’s a longest
substring of the transcript truth; the NO_BIAS to-
ken is marked as the correct label if none of the
bias phrases is a substring of the transcript truth.

At inference, the global top kp phrases are used
to invoke the context encoder and WP attention.

Ipglobal = TopK(zp[2:], k
p) (10)

3.3 Deferred context encoder
By offloading phrase encoding to a dedicated
lightweight encoder, the context encoder can exclu-
sively focus on generating fine-grained WP encod-
ings for utilization by the WP attention. While the
context encoder is trained on the same set of bias
phrases W as the phrase encoder, during inference,
only the top-k phrases identified through the phrase
attention mechanism require encoding.

Ew = ContextEncoder(W ) (11)

Where Ew = {en,1, ..., en,L}Nn=1 ∈ RN×L×d rep-
resents WP encodings, such that ei,j ∈ Rd repre-
sents the ith phrase candidate’s wordpiece encoding
at position j ∈ {1, ..., L}.

3.4 Cross-entropy guided WP attention
After that, the standard NAM WP attention biasing
context cw is computed and added to the acoustic
encoder feature for contextualization.

cw = WPAttention(xq, Ew) (12)

xbiased = x+ cw (13)

We further augment the WPAttention with a cross-
entropy training loss to boost the likelihood scores
of the relevant WPs. Similar to the phrase attention,
we first compute the mean-max pooled logits for
the WP tokens using Algorithm 1:

zw = f(xq, Ew) ∈ R1+NL (14)
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Secondly, the per-phrase average WP logits zw[2:]
are computed, i.e., by summing the logits of each
phrase and then dividing by the phrase’s effective
sequence length, ignoring padding tokens.

zw[2:] = PerPhraseAvg(zw[2:]) ∈ RN (15)

Thirdly, the NO_BIAS logit zw[1:2] is concatenated
with the per-phrase average WP logits zw[2:] to form
zw for calculating the cross-entropy loss.

zw = [zw[1:2]; z
w
[2:]] ∈ R1+N (16)

Lw = L_SCE(zw, labels) (17)

Finally, the total loss is a weighted sum of the ASR,
phrase- and WP-level cross-entropy losses.

Ltotal = Lasr + λpLp + λwLw (18)

4 Experiment setup

4.1 Data sets
All data sets used aligned with the Privacy Prin-
ciples and AI Principles in (Google, 2010, 2023).
The ASR training data contains 520M anonymized
English voice search utterances, totaling 490K
hours of speech with an average of 3.4 seconds
per utterance. A small percentage of the utterances
are human-transcribed and the rest are machine-
transcribed by a teacher ASR model (Hwang et al.,
2022). We evaluate our system on the same
multi-context biasing corpora described in Sec-
tion 3.2.2 of (Munkhdalai et al., 2023). The corpora
consist of three sets: WO_PREFIX: 1.3K utter-
ances matching prefix-less patterns from $APPS,
$CONTACTS, and $SONGS categories (denoted
ACS). W_PREFIX: 2.6K utterances matching pre-
fixed patterns such as “open $APPS”, “call $CON-
TACTS”, “play $SONGS”. ANTI: 1K utterances
simulating general voice assistant queries. Each
utterance is assigned up to 3K ACS bias entities.
The WO_PREFIX and W_PREFIX sets measure in-
context performance, where one of the entities ap-
pears in the transcript truth; the ANTI set measures
anti-context performance, where the utterances are
assigned distractor entities only.

4.2 Model architecture
Our RNN-T ASR encoder architecture mim-
ics that of Google’s Universal Speech Model
(USM) (Zhang et al., 2023). We use the 128-
dimensional log Mel-filterbank energies (extracted
from 32ms window and 10ms shift) as the frontend

features, which are fed to two 2D-convolution lay-
ers, each with strides (2, 2); the resulting feature
sequence becomes the input to a stack of 16 Con-
former layers (Gulati et al., 2020). Each conformer
layer has 8 attention heads with a total dimension of
1536, and the intermediate dimension of the FFNs
is 4 times the attention dimension, yielding a total
of 870M parameters in the encoder. The Conformer
blocks use local self-attention with a large attention
span, and the encoder output has a large enough
receptive field to cover the entire utterance. We
apply funnel pooling (Dai et al., 2020) at the 5th to
7th conformer layers, each with a reduction rate of
2. As a result, the encoder output sequence has a
low frame rate of 320ms. The model uses a |V |2
embedding decoder (Botros et al., 2021), i.e., the
prediction network computes LM features based on
two previous non-blank tokens. The output vocab-
ulary size consists of 4096 lowercase wordpieces.

Conformer [1-4]

Conformer [5-7]

Conformer [9-16]

8x frame reduction (2x per layer)

NAM module

Audio encoder

Bias phrases

Conformer [8]

Audio

Decoder Hypotheses 

Figure 3: Non-streaming RNN-T + NAM module.

Both baseline and experiment NAM modules are
placed in between 8th and 9th Conformer layer as
shown in Fig. 3. In accordance with (Wu et al.,
2023), bias phrases are sampled from reference
transcripts during training; the bias strength λ =
0.6 is introduced at inference: xbiased = x+ λcw.

The models are developed using the open-source
Lingvo toolkit (Shen et al., 2019), trained on 16x16
cloud TPU v3 (Jouppi et al., 2020) with a global
batch size of 4096 for 240K steps (3 days). All pa-
rameters are randomly initialized and optimized by
the Adafactor optimizer (Shazeer and Stern, 2018).

4.3 Baseline: Dual-mode NAM

We configured dual-mode NAM B1, B2 modules
to be the WER, latency baseline of Deferred NAM.

The B1 module has 100.8M parameters, with
QueryEncoder (89.8M): a 2L Conformer with a
model dimension of 1536, hidden dimensions of
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[6144, 3072] for the internal feed-forward layers;
ContextEncoder (4M): 3L Conformer (3M) with
a model, hidden dimension of 256, 512 and the WP
embedding table (1M) with a vocab size of 4096.
PhraseAttention/WPAttention (5.5M each): 8
heads with a per-head dimension of 192.

The B2 module is similar to B1 except that
ContextEncoder contains 1L Conformer (1M) in-
stead of 3L. In Table 1, we show that reducing the
context encoder from 3L to 1L for a premature la-
tency optimization would negatively impact the in-
context WERs by up to 26.8% relative (3.0→ 4.1).

Expt B1 B2

ANTI 2.3 1.9
WO_PREFIX 3.0 4.1
W_PREFIX 2.4 2.9

Table 1: Dual-mode NAM average WERs at kp=32,
computed by averaging over scenarios where (150, 300,
600, 1.5K, 3K) bias entities are provided per utterance.

4.4 Experiment: Deferred NAM
We explore variants D1–D3 to study the impact of
each proposed training loss. When compared to
B1, Deferred NAM adds a LightPhraseEncoder :
a 4L DAN phrase encoder (788K parameters) with
TANH activation, a model, hidden dimension of
256; the PhraseAttention (2.8M parameters) con-
tains only parameters as described in Algorithm 1;
the ContextEncoder consists of only a 1L Con-
former (1M) identical to B2, which we found is
sufficient to outperform the WERs of B1 (3L).

D1 The model learns retrieval capability via equa-
tion 2, where p = 0.3 and Ltotal = Lasr.

D2 The model learns retrieval capability through
cross-entropy guided phrase attention (CE-
PA): Ltotal = Lasr + 0.1Lp.

D3 D2 with cross-entropy guided WP attention
(CE-WA): Ltotal = Lasr + 0.1Lp + 0.1Lw.

5 Results

5.1 Quality
As shown in Table 2, the base Deferred
NAM (D1) already outperforms the best Dual-
mode NAM (B1)’s average WERs by up to 20.8%
relative (2.4→ 1.9), while using fewer parameters
in total. By augmenting the model with the CE-PA
loss, D2 improves over D1 by up to 11.5% relative
(2.6 → 2.3). With addition of CE-WA loss, D3

improves over D2 by 16.7% relative (1.8 → 1.5).
As a result, the best Deferred NAM (D3) improves
over the best Dual-mode NAM (B1) by up to 37.5%
relative (2.4→ 1.5) on in-context recognition, and
21.7% on anti-context recognition (2.3→ 1.8).

Expt B1 D1 D2 D3

ANTI 2.3 1.9 1.8 1.8
WO_PREFIX 3.0 2.6 2.3 2.0
W_PREFIX 2.4 1.9 1.8 1.5

Table 2: Average WERs (# entities = 0 excluded) at
kp=32 comparing Dual-mode (B1) and Deferred NAM
(D1–D3). WER breakdown is shown in Table 3.

Expt # B1 D1 D2 D3

ANTI

0 1.4 1.4 1.5 1.6
150 1.7 1.6 1.5 1.7
300 2.0 1.6 1.6 1.8
600 2.4 2.0 1.7 1.9

1.5K 2.6 1.9 1.9 1.9
3K 2.9 2.2 2.3 1.9

0 21.1 21.6 21.1 21.3

WO_
150 1.8 2.0 1.8 1.6

PREFIX
300 2.0 2.0 2.0 1.7
600 2.7 2.3 2.3 1.8

1.5K 3.4 3.1 2.4 2.3
3K 4.9 3.5 3.1 2.7

0 9.8 9.9 10.0 9.9

W_
150 1.5 1.6 1.5 1.3

PREFIX
300 1.8 1.6 1.6 1.4
600 2.1 1.8 1.7 1.5

1.5K 2.8 2.1 1.8 1.6
3K 3.6 2.3 2.2 1.9

Table 3: Detailed WER breakdown at kp=32 on the best
Dual-mode (B1) and Deferred NAM (D1–D3), where
each utterance is assigned up to 3K bias entities.

We also show Deferred NAM’s 1st pass retrieval
recall performance in Table 4. Interestingly, al-
though there are sizable retrieval performance in-
creases at smaller kp ≤ 5 from D1 to D2 (up to
25.6% relative, e.g., 69.2 → 86.9), D1’s recall
performance at kp = 32 (where the WERs are eval-
uated at) is already quite high and left little room
for further improvement (up to 2.3% relative, e.g.,
97.4 → 99.6). On the other hand, D3’s retrieval
performance is more in line with D2, as expected.

Given the slightly-improved or similar recall per-
formance at kp = 32, we attribute D2’s WER im-
provement over D1 to better-regulated audio/text
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embeddings (due to CE-PA) and increased data ex-
posure of the 2nd-pass contextualization, i.e., D2
has full training data exposure while D1’s phrase
and WP attentions are only trained 30% and 70%
of the time, respectively, due to sampling. D3’s
WER improvement over D2 is more obvious as the
CE-WA loss is directly applied to the WP attention.

Expt kp D1 D2 D3

1 73.0 91.5 93.4
WO_PREFIX 5 92.8 98.7 98.9

32 98.9 99.7 99.7

1 69.2 86.9 87.9
W_PREFIX 5 89.8 98.0 97.7

32 97.4 99.6 99.5

Table 4: Retrieval recall performance of D1–D3 by kp

for in-context test-sets at 3K bias entities per utterance.

5.2 Inference latency

# phrases
Deferred NAM latency (ms) 3K 20K

QueryEncoder 2.3 2.3
LightPhraseEncoder 3.5 22.8
PhraseAttention 0.9 5.2
ContextEncoder 1.3 1.3
WPAttention 0.7 0.7

Total 8.7 32.3

Table 5: Latency of Deferred NAM (D3), at kp=32.

The ASR is benchmarked on 1x1 cloud TPU V3
at bfloat16, with batch size (number of utterances)
8; each utterance has 512 time steps (15.36s of au-
dio), and each bias phrase has a length of 16 WPs.
As shown in Table 5, the total latency of Deferred
NAM at processing 3K and 20K bias phrases is
only 8.7ms and 32.3ms, respectively. On the other
hand, encoding all bias phrases up front (Dual-
mode NAM) is significantly slower, i.e., B1’s 3L
Conformer context encoder latency alone is 214ms
and 1549ms; B2’s 1L Conformer context encoder
latency alone is at 72ms and 520ms. Overall, De-
ferred NAM provides a speedup of at least 8.3X
and 16.1X over Dual-mode NAM’s best-case la-
tency scenario (B2), and surpasses the best-case
quality scenario (B1), as discussed in Section 5.1.

5.3 Exploration: NO_BIAS filter

We investigated gating the WP attention with the
phrase-level NO_BIAS token, where a bias phrase

is deemed “active” if its per-frame logit is higher
than that of the NO_BIAS token (zpt [1 : 2]) at any
frame. Method 1 (M1) filters inactive phrases be-
fore WP attention (equation 20). However, with
fewer WPs to attend to, the remaining ones receive
higher attention probabilities. This could degrade
anti-context WERs if the accuracy of the NO_BIAS
token is not sufficiently high, i.e., under condi-
tion m, only 43.6% of utterances are deemed inac-
tive for D3 at ANTI (3K). Therefore, we explored
Method 2 (M2), which zeroes out the WP attention
values of inactive phrases, leaving the probabilities
of the WP keys unaffected (equation 21).

m = ∨Tt=1(z
p
t [2 :] > zpt [1 : 2]) ∈ RN (19)

Method 1 : (Ipglobal)
′ = Filter(Ipglobal,m) (20)

Method 2 : (vw)′ = vwi,jΘ
V ◦mi (21)

vwi,j : The attention value of i-th phrase at j-th WP;
ΘV : The value projection matrix of WP attention.

Expt D1 D3
N/A M1 N/A M1 M2

ANTI 1.9 1.4 1.8 1.9 1.7
WO_PREFIX 2.6 12.9 2.0 1.8 2.1
W_PREFIX 1.9 8.3 1.5 1.5 1.6

Table 6: Average WERs (# entities = 0 excluded) for
Deferred NAM (D1 & D3) with NO_BIAS filtering.

Table 6 shows Deferred NAM’s (D3) ability to
use the phrase-level NO_BIAS token in inference.
D3-M1 shows a relative improvement of up to 10%
(2→ 1.8) in in-context WERs, with a relative anti-
context decline of 5.6% (1.8→ 1.9). Conversely,
D3-M2 shows a relative improvement of 5.6%
(1.8 → 1.7) in anti-context WERs with a relative
increase of up to 6.7% (1.5 → 1.6) in in-context
WERs. Notably, the NO_BIAS token’s logit domi-
nates in D1 (similar to Dual-mode NAM (Wu et al.,
2023)) due to the lack of supervised training (i.e.,
CE-PA), leading to a substantial relative increase of
up to 396.2% (2.6→ 12.9) in in-context WERs.

6 Conclusion

We proposed a low-latency attention-based contex-
tual ASR system, augmented with phrase- and WP-
level cross-entropy losses, which can handle thou-
sands of bias phrases within milliseconds while
achieving up to 37.5% relative average WER reduc-
tion. This demonstrates the potential for enhancing
ASR in real-world applications requiring fast and
accurate contextual speech recognition.
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