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Q:“What stands out as unusual 
in this image?”

A: “ Elephants, being wild animals, don't have the need 
or capability to wear graduation gowns and hold 
diplomas, making this image both surreal and abnormal.”

Prompt: “elephant wearing a 

graduation gown and holding a 
diploma …”

…

Q: “Can you teach me how to prepare a classic 
spaghetti dish? This is a picture of the 
ingredients I have.”

A: “ Great! First, boil a pot of water and add spaghetti to cook.”

Q: “Oaky, the water is boiling and I added the 
spaghetti. What should I do next?”

A: “ Add the chopped tomatoes to the pan util the tomatoes 
have softened and created a sauce. Then add salt and pepper.”

Q: “The tomatoes have softened and I added 
salt and pepper. What is next?”

A: “ Once the spaghetti is cooked, drain it and add it to the pan 
with tomato sauce. And let it cook for a few more minutes.”

Q: “Is there any inference to be made concerning the link 
between two images?”

A: “Watering the flowers with the garden's watering can 
makes the flowers bloom beautifully.”

Q: “Okay, I've cooked it, here's the spaghetti.”

A: “ Great! You did a good job.”

Q: “What profession does the 
person in the image represent?”

A: “Carpenter. As he is in a woodshop surrounded by 
woodworking tools and wood shavings.”

Prompt: “carpenter, woodshop…”

Prompt1: “garden, water can” Prompt2: “flowers, blooming”

Prompt: “spaghetti, tomatoes, garlic, olive oil and basil”

Prompt: “pot boiling with spaghetti inside”

Prompt: “tomatoes cooking in a pan”

Prompt: “spaghetti and tomato sauce in a pan”

Figure 1: Examples of synthesized visual instruction data. We use ChatGPT and text-to-image generation
models to synthesize various forms of visual instruction tuning data, such as multi-round dialogue data, multi-image
reasoning data, and anomaly detection data. These data are used to train the multimodal large language models.

Abstract
The remarkable multimodal capabilities
demonstrated by OpenAI’s GPT-4 have
sparked significant interest in the development
of multimodal Large Language Models
(LLMs). A primary research objective of such
models is to align visual and textual modalities
effectively while comprehending human
instructions. Current methodologies often
rely on annotations derived from benchmark
datasets to construct image-dialogue datasets
for training purposes, akin to instruction
tuning in LLMs. However, these datasets often
exhibit domain bias, potentially constraining
the generative capabilities of the models.
In an effort to mitigate these limitations,
we propose a novel methodology for data
collection, which synchronously synthesizes
images and dialogues for visual instruction
tuning. This approach leverages the combined
capabilities of generative text-to-image models
and large language models, facilitating the
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creation of a dataset that is both diverse and
scalable, and more importantly, customized
to enhance the models’ performance across a
broad spectrum of tasks. Our research includes
comprehensive experiments conducted on
various datasets. The results emphasize
substantial enhancements in more than ten
commonly assessed capabilities. Additionally,
our model achieves state-of-the-art results
across multiple widely recognized multimodal
benchmarks.

1 Introduction

The launch of OpenAI’s ChatGPT(OpenAI, 2023)
has marked a significant milestone in artificial intel-
ligence (AI), showcasing the advanced capabilities
of Large Language Models (LLMs). These models,
exemplified by GPT-4(OpenAI, 2023), demonstrate
exceptional versatility by handling not just images
but also excelling in tasks once difficult to accom-
plish. This includes understanding humor within
images and acting as intelligent agents (Zhang
et al., 2023a), aspects that highlight its revolution-
ary potential.
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However, despite these notable achievements, a
crucial aspect remains undisclosed: the specific me-
chanics underlying GPT-4, particularly concerning
the seamless integration of multimodal informa-
tion into LLMs. This knowledge gap has prompted
a concerted research effort to address this puzzle.
Among the promising approaches, an emerging
method receiving considerable attention involves
the utilization of adapter-based techniques (Zhang
et al., 2023b; Gao et al., 2023; Luo et al., 2023),
which allow the training of a visual-to-text adapter
that converts features from pre-trained visual mod-
els into LLM tokens, showing promise in achieving
results comparable to GPT-4. The effectiveness of
adapter-based methods stems from their ability to
leverage the extensive pre-existing knowledge in
large visual models and LLMs. By focusing on
training a lightweight adapter, these methods avoid
the computational expense of training comprehen-
sive models from scratch, thereby offering a more
efficient pathway to enhancing LLMs’ multimodal
integration capabilities.

A prerequisite for implementing these frame-
works is the availability of paired vision-text image
data. Such datasets are essential for aligning visual
and textual information, facilitating the LLMs’ un-
derstanding of complex human instructions. Anal-
ogous to instruction tuning in LLMs (Wei et al.,
2021), this process is commonly referred to as
visual instruction tuning. Existing methods (Dai
et al., 2023; Liu et al., 2023c; Peng et al., 2023;
Liu et al., 2023a; Chung et al., 2022) typically con-
struct visual instruction tuning datasets by leverag-
ing existing datasets, extracting information such
as image captions, spatial locations, and categories
to form dialogues. This approach maximizes re-
source utilization, creating a comprehensive and
efficient training dataset for multimodal LLMs.

Despite the efficiency and simplicity of this
approach to dataset construction, certain limita-
tions still persist. Existing large-scale vision-text
datasets, such as LAION (Schuhmann et al., 2022)
and CC (Changpinyo et al., 2021), often contain
noise. Consequently, training only a subset may
inadequately align visual-text features for imme-
diate user requirements. Moreover, benchmark
datasets (Changpinyo et al., 2021; Schuhmann
et al., 2022; Lin et al., 2014) often exhibit a do-
main bias, primarily in terms of image styles. For
instance, prevalent datasets such as COCO (Lin
et al., 2014) predominantly feature images from
everyday life, while stylized images like cartoons

are rarely represented. Additional, these vision
annotations may also constrain the types of dia-
logues generated from them. For example, almost
none of the current datasets contain data to directly
enhance the model’s ability to comprehend jokes
presented in the images, an impressive feature of
GPT-4. Moreover, as multi-image dialogues be-
come increasingly integral to the practical appli-
cation of multimodal LLMs, the current lack of
comprehensive multi-image datasets further under-
scores the need for data enrichment in this domain.

In addressing these limitations, we propose a
novel data collection approach to enhance visual
instruction tuning. Building upon recent successes
in generative AI, we leverage generative models
to produce image-dialogue pair data for visual in-
struction tuning. More concretely, we employ Chat-
GPT to create data that includes image-generating
prompts and content-based dialogues. We then
utilize the text-to-image diffusion model, StableD-
iffusion (Rombach et al., 2022), to generate images
based on these prompts. Finally, the synthesized
images and generated dialogues are employed to
train multimodal LLMs. Simultaneously gener-
ating both image content and dialogues enables
the production of diverse training data, affording
greater control over its nature and quality. This
flexibility allows us to construct multi-turn dia-
logues and datasets involving multi-image reason-
ing, which are challenging to obtain from other
benchmarks.

Additionally, our methodology can potentially
integrate more advanced image generative models,
such as Dall-E 3 (Betker et al., 2023), to provide
higher-level control over image contents like speci-
fying complex spacial relations. This advanced con-
trol could generate more complex instructions to
enhance image understanding capabilities. Exam-
ples from our synthesized visual instruction tuning
datasets are shown in Figure 1. Building upon the
flexible pipeline outlined above, users can tailor the
generation of data to enhance specific capabilities
based on their task requirements. Furthermore, our
method of generating both images and dialogues
eliminates constraints on data volume, thereby fa-
cilitating the production for limitless scaling of the
datasets.

To demonstrate the effectiveness of our proposed
pipeline, we conducted extensive experiments. Our
main contributions are as threefold:

• We develop a novel pipeline for generating vi-
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CLIP Projection Layer …

Visual Token

…

Instructions

Q:“What's unusual 
about this image?”

Answers

…

A:“A giraffe is too tall and 
big to walk through a 
narrow home corridor.”

LLMs

Figure 2: Architecture of LLaVA. We use the open-source LLaVA model as a testbed for our proposed data
generation pipeline. The model is trained to predict the next tokens in the answers given the visual tokens and
instruction tokens in an auto-regressive manner.

sual instruction tuning datasets by leveraging
text-to-image diffusion models.

• To showcase its flexibility, we have built a
dataset with various form of capabilities in-
cluding multi-image data, and our results have
shown improvements across all abilities.

• Extensive experimental analysis on multiple
benchmarks shows the effectiveness of the
proposed method, outperforming baseline and
existing SOTA approaches.

2 Related Work

Recent research (Zhu et al., 2023; Liu et al., 2023c)
efforts in multimodal Large Language Models
(LLMs) have yielded promising strategies to ef-
ficiently align the embeddings of other modalities
with language tokens. This has made it possible to
effectively utilize pre-trained encoders from other
modalities and LLMs, which effectively reduces
the computational burden and training time. While
there are alternative research approaches that in-
clude training-free methods leverage expert mod-
els (Wu et al., 2023; Shen et al., 2023; Yang et al.,
2023a), these are not the focus of our work here.

Adapter-based LLMs represent a significant
research direction, introducing methods to connect
modalities through learnable interfaces with min-
imal training efforts. These approaches (Zhang
et al., 2023b; Gao et al., 2023; Luo et al., 2023; Liu
et al., 2023c; Zhu et al., 2023; Yang et al., 2023b)
allow for the use of pre-trained modal encoders,
reducing the need for training from scratch. Vari-
ations include direct training of projection layers
for embedding alignment and the use of learnable
queries for extracting modality-specific informa-
tion, as seen in models like LLaVA (Liu et al.,
2023c) and Flamingo (Alayrac et al., 2022). Inno-
vations such as the LLaMA-Adapter (Zhang et al.,

2023b) and LaVIN (Luo et al., 2023) have intro-
duced lightweight and mixed-modality adapters,
respectively, enhancing the field’s diversity.

Visual instruction tuning datasets are crucial
for training multimodal LLMs, focusing on align-
ing modalities and enabling instruction following.
Most existing methods (Liu et al., 2023c; Rotstein
et al., 2023; Li et al., 2023a; Yin et al., 2023; Li
et al., 2023c; Liu et al., 2023a; Zhang et al., 2023c)
rely on benchmark datasets for constructing visual
instruction tuning datasets, which may be limited
by the fixed categories in annotations. Our method
leverages well-trained image generation models to
produce controllable image data, enhancing multi-
modal LLM capabilities and allowing for the inte-
gration of advanced generative models for specific
guidance forms, offering a more flexible and di-
verse approach to dataset construction. Recently,
the concept of employing synthesized multimodal
datasets has been extended to the training of models
for chart and video understanding (Han et al., 2023;
Song et al., 2024), showcasing its broad applica-
bility and potential in advancing model training
across various domains.

3 Preliminary

To assess the effectiveness of our data generation
strategy, we chose the open-sourced LLaVA (Liu
et al., 2023c,b) as our multimodal LLM model. It
should be noted that our pipeline is model-agnostic,
making it applicable for various models. This sec-
tion serves as a foundation, briefly summarizing the
LLaVA model’s design and training methods to pre-
pare for a thorough exploration of our pipeline. The
reader may refer to the original publication (Liu
et al., 2023c) for detail.

Architecture. The LLaVA model integrates
Vicuna-13B (Chiang et al., 2023) as the language
model with a pre-trained CLIP visual encoder ViT-
L/14 (Radford et al., 2021) for extracting visual
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Figure 3: Our proposed pipeline for generating visual instruction tuning datasets. We instruct ChatGPT to
generate both StableDiffusion prompts and the associated dialogues. For specific generation templates, please refer
to the supplementary materials.

features, transforming these features into language
embedding tokens through a linear layer. This lin-
ear layer was updated in LLaVA-1.5 (Liu et al.,
2023b) with a two-layer MLP, replacing Vicuna-
13B with Vicuna-13B-v1.5 and increasing input
image size to 336x336. A detailed illustration of
this model structure can be found in Figure 2.

Training and datasets. LLaVA’s training fo-
cuses on visual instruction tuning with data triplets:
images, questions, and answers, aiming for pre-
dictive accuracy in an autoregressive manner. The
training comprises two stages: the first emphasizes
modality alignment using 595K image-text pairs,
optimizing the linear layer with static visual en-
coder and LLM weights. The second stage, us-
ing 158K multimodal dialogue data from COCO,
extends optimization to the LLM’s weights for
comprehensive modality integration. LLaVA-1.5
further enriches the dataset by incorporating addi-
tional data like Region-level VQA (Kazemzadeh
et al., 2014; Krishna et al., 2017; Mao et al., 2016)
and GQA (Hudson and Manning, 2019), expanding
the second-stage dataset to 665K examples.

4 Methods

This section outlines our dual-generation approach
for creating visual instruction tuning datasets,
which synthesizes images and their corresponding
dialogues, as illustrated in Figure 3. We detail each
component below.

4.1 Image Generation
We employ StableDiffusion (Rombach et al., 2022)
to generate images based on prompts that include
weighted keywords reflecting aspects like subject,
scene, style, and visual elements such as image
quality and lighting. Keywords at the prompt’s

start are prioritized, with the possibility of adding
emphasis using brackets. To encourage diversity
and stability during image generation, we add
capability-specific instructions and cautions dur-
ing prompting ChatGPT. For instance, in the task
of generating images for joke understanding, we
direct ChatGPT to create prompts that would result
in the generation of abnormal images, like a “gi-
raffe walking through a narrow corridor”, which
are unlikely to be found in reality. When generating
multi-image data, pairs of prompts can be gener-
ated concurrently based on predefined specific cri-
teria. For maximum effect, we ensure that the most
crucial keywords are placed at the beginning of
the generated prompts, which are double-bracketed
for additional emphasis. Furthermore, we instruct
ChatGPT to avoid generating prompts that are non-
visual, such as the act of growing. The instruction
template for prompt generation is provided in the
left part of Figure 4. The generated prompts are
then used with StableDiffusion to produce visually
realistic images, which are subsequently encoded
by LLaVA’s vision encoder into visual tokens for
LLMs.

4.2 Dialogue Generation

Following the generation of images, we utilize
ChatGPT to generate dialogues based on the same
prompts used for image synthesis, aligning with
LLaVA’s training objectives: the first stage focuses
on aligning visual-text data, and the second on
processing diverse instructions. Dialogues for the
initial stage describe the images, where ChatGPT
generates answers to predefined questions about
the images’ content. Taking the example of the
“giraffe walking through a narrow corridor”, a rep-
resentative dialogue might be: “Question: What
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As an AI visual assistant specializing in dialogue design, your task is to 
design dialogues based on the images generated by text-to-image 
generation models. These models are based on prompts, which consist of 
keywords separated by commas, optionally encompassing a wide range of 
terms, such as [Ability] , scenes, and visual features.

#Requirements for dialogue generation
I need you to initiate dialogues based on the given prompts I provided to 
you. Upon receiving the prompts, your objective is to generate relevant 
questions about the keywords enclosed in double brackets. Make sure to 
diversify your questions. Clarity and precision are essential in both your 
questions and responses. The answers should strictly adhere to the 
questions and the given prompt, avoiding any nonsensical content. For 
each prompt, create distinct question-answer pair. To increase the 
complexity of the dialogue, you may introduce misleading either-or 
questions.

#Requirements for outputs
[You can customize the output format according to your needs]

#Examples
[You can set some examples for ChatGPT to refer to]

Illustrated outputs are shown below:
Prompt: [Ability-specific Prompt Examples]
Question: [Ability-specific Question Examples]
Response: [Ability-specific Response Examples]

ChatGPT for
Dialogue Generation

As an AI visual assistant specializing in prompt design, your task is to 
create prompts for a text-to-image generator related to the [Ability]
keywords.

#Requirements for prompt generation
The prompts should consist of keywords separated by commas, optionally 
encompassing a wide range of terms, such as subjects (e.g., animals, 
humans, plants, vehicles), scenes (e.g., forest, beach, space station, castle), 
styles (e.g., realistic, abstract, impressionist, anime), and visual features 
(e.g., glowing, shiny, detailed shading, soft light, dramatic lighting, 
volumetric light, mysterious, vibrant, dreamy). Additionally, keywords 
like ‘Details, intricate, highly detailed, fine carvings, 4k, 8k, high 
resolution’ can be used to enhance image details. The images‘ content 
should always be logical and sensible. [Ability-specific requirements]

#Requirements for outputs
[You can customize the output format according to your needs.]

#Examples
You may choose the keywords from these examples:
[Ability-specific keywords that are separately generated]

Illustrated outputs are shown below:
Prompt: [Ability-specific Prompt Examples]

ChatGPT for
SD prompt Generation

Figure 4: Templates for guiding ChatGPT to generate StableDiffusion prompts (left) and dialogues (right).
Content in red represents ability-specific information. We only provide an example template for constructing
dialogues regarding a single image in this figure. For additional forms of data, such as multi-image reasoning and
multi-turn dialogues, please refer to our supplementary materials.

is unusual in the image? Response: In reality, a
giraffe is too tall and big to walk through a narrow
home corridor.” The detailed instruction template
for dialogue generation is shown in the right part
of Figure 4.

For the second stage, dialogues aim to enhance
reasoning across multiple images, addressing simi-
larities, differences, and logical connections, and
include multi-turn dialogues that blend image and
text. We guide ChatGPT to produce a range of
question types, steering clear of inherently ambigu-
ous questions to ensure clarity and accuracy, de-
tailed template can be found in the supplementary
materials.

4.3 In-Context Examples

ChatGPT’s in-context learning capability, which
allows it to grasp the essence of tasks from a few
examples, is leveraged in our methodology. We in-
corporate in-context examples in the generation of
StableDiffusion prompts and dialogues to enhance
this learning process. During the data generation
process, we observed that ChatGPT sometimes pro-
duced a lack of diversity. For example, when gener-
ating colors, the outputs frequently revolved around
common color categories. To overcome this, we in-

dependently generate ability-related keywords such
as color categories with ChatGPT, and utilize them
as a reference during the prompting process. This
additional step promotes a more diverse range of
prompts, thereby enriching our visual instruction
tuning dataset.

We further adopt a dynamic strategy to main-
tain and increase diversity: periodically substitut-
ing a portion of the original in-context examples
with newly generated data. This continuous update
prevents over-repetition and ensures the dataset’s
comprehensiveness and representativeness, main-
taining a balance that contributes to a richer and
more diverse visual instruction tuning dataset.

4.4 Data Filtering Mechanism

To augment the quality and diversity of generated
dataset, we introduced a data filtering mechanism.
This mechanism encompasses several key aspects:

• Repetition Rate Filtering Initially, we filter
the generated dataset based on the repetition
rate of the extracted prompts. The selected
prompts are subsequently utilized to generate
corresponding images and dialogues, ensuring
novelty and reducing redundancy.

• Length-based Filtering We keep prompts
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Figure 5: Left: Results on evaluation benchmarks for various abilities (GPT-4 score). Right: Comparison of various
subcategories on MMBench (Liu et al., 2023d) with the baseline (Accuracy). Our model outperforms the baselines
on both benchmark datasets.

short, with no more than ten keywords, to
make sure they’re clear and focused. Long
prompts can make it hard for model to create
accurate images. We also limit dialogues to
500 characters to keep responses concise.

• Task-Specific Restrictions For certain cat-
egories, we implemented restrictions based
on specific attributes of the capabilities. For
example, when generating content related to
construction workers, the model tended to fo-
cus on buildings. To address this, additional
human attributes were incorporated into the
prompts to ensure a more accurate prompt.

• Alignment Check To ensure a high degree of
alignment between generated images and dia-
logues, we employ the CLIP (Radford et al.,
2021) model to compute matching scores for
both texts and images. Data entries with
scores exceeding a predefined threshold, set
at γ = 0.25, are retained, thereby filtering out
less relevant matches and elevating the overall
data quality.

5 Experiments

In this section, we detail the experiments conducted
to validate the effectiveness of our novel data col-
lection approach for visual instruction tuning. We
describe the training datasets, evaluation strategy,
and both quantitative and qualitative outcomes.

5.1 Training Datasets

We generate a diverse and expansive dataset to
show its versatility, covering single-image capa-
bilities from basic recognition to complex visual
reasoning. This includes understanding physical at-
tributes, life features, and man-made items, among

others, amounting to 38K image-dialogue pairs
for initial training. Each ability’s dataset was for-
mulated following a standard template, illustrated
in supplementary material. In addition, we also
generated a dataset of 3K multi-image instances,
encompassing descriptions of image similarity, dif-
ference, logical relations, and multi-turn dialogue
data for the second stage. These datasets, in com-
bination with the raw LLaVA dataset, provides a
comprehensive training set in our experiments.

5.2 Evaluation Metrics

Evaluation datasets. To demonstrate our perfor-
mance more clearly, we tested on a series of public
multi-modal datasets, including VisWiz (Gurari
et al., 2018), MM-Vet (Yu et al., 2023), MME (Fu
et al., 2023), and MMBench (Liu et al., 2023d).

Subsequently, we established a real-image
benchmark to evaluate training effectiveness across
a wide range of single-image abilities, including
330 test samples of real images with associated
question-answer dialogues, carefully selected and
annotated from public repositories. This compre-
hensive benchmark aims to rigorously test the mod-
els’ single-image capabilities.

Simultaneously, we constructed a multi-image
test set consisting of 30 dialogues to assess the mod-
els’ performance on this specific data type. This
dataset evaluates the models across differences,
similarities, and reasoning relationships among the
images. The test data was sourced from publicly
available datasets and manually annotated.

Evaluation strategy In terms of the evaluation
process, we employ different testing strategies de-
pending on the benchmarks used.

Our evaluation approach varies with the bench-
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Table 1: Quantitative performance (Accuracy) on real-image evaluation benchmark for manual evaluation.

Method Animal Action Color Abnormal Scene Style Food Profession Vehicle Furniture Plant
LLaVA 0.63 0.67 0.60 0.40 0.60 0.30 0.70 0.57 0.57 0.30 0.53
Ours 0.70 0.90 0.77 0.50 0.77 0.45 0.83 0.63 0.63 0.50 0.57

mark. For multimodal datasets like VizWiz (Gurari
et al., 2018) and MMBench (Liu et al., 2023d), we
follow official guidelines, converting test data to
a compatible format for our model, and using of-
ficial scripts or submission portals for assessment,
primarily focusing on accuracy.

In evaluating the diverse capabilities we’ve
generated, We adopted two evaluation methods,
namely manual evaluation and evaluation based on
GPT-4 score.

Initially, the participants were instructed to as-
sess the answers produced by our model and those
of the baseline for all abilities according to the la-
bel (1 for correct, 0 for incorrect), averaging these
as the final metric.

Subsequently, inspired by (Chiang et al., 2023;
Liu et al., 2023c), we leverage GPT-4 (OpenAI,
2023) to assist in scoring model outputs. We have
established six scoring levels, ranging from 0 to
5. Each score level is accompanied by detailed de-
scriptions of the evaluation criteria, and we assist
GPT-4 in better assessment by providing a series
of scoring examples. In particular, a score of 0 in-
dicates that the predicted answer has no relevance
to the reference answer, while a score of 5 signifies
that the predicted answer aligns seamlessly with
the annotated reference answer without any devia-
tion. Drawing on our manual annotations, we con-
duct evaluations on the results produced by each
model. The average GPT-4 score within each test
set serves as the ultimate metric for our benchmark
evaluations. The specific instruction template used
for result evaluation is illustrated in supplementary
material.

5.3 Quantitative Comparison with
State-of-the-arts

Public multimodal benchmarks We perform
quantitative performance comparisons against var-
ious state-of-the-art methods on different bench-
marks, as illustrated in Table 2. Utilizing LLaVA-
1.5-13B as the baseline, we integrate our synthe-
sized data with its original dataset for training.
Training is carried out with identical parameter con-
figurations as LLaVA-1.5. The outcomes demon-
strate substantial improvements on many bench-
marks, emphasizing the enhanced performance

Table 2: Quantitative comparison with other state-of-
the-arts methods on multiple multimodal benchmarks.
We achieve state-of-the-art performance on four bench-
marks.

Method VisWiz MM-Vet MME MMB
BLIP2 (Li et al., 2023b) 19.6 22.4 1293.8 -
InstructBLIP (Dai et al., 2023) 33.4 25.6 1212.8 -
IDEFICS-9B (IDEFICS, 2023) 35.5 - - 48.2
IDEFICS-80B 36.0 - - 54.5
Qwen-VL (Bai et al., 2023) 35.2 - - 38.2
Qwen-VL-Chat 38.9 - 1487.5 60.6
LLaVA-1.5 (Liu et al., 2023b) 53.6 35.4 1531.3 67.7
Ours 58.4 36.1 1532.3 69.4

Table 3: Quantitative results (GPT-4 score) on the multi-
image benchmark. After the addition of multi-image
data, various multi-image capabilities have significantly
improved.

Method Difference Similarity Logical relations Average
LLaVA 2.7 2.2 3.1 2.67
Ours 3.6 2.8 3.7 3.37

achieved by our approach.
Comparison of various abilities. To validate

the effectiveness of our generated data, we con-
ducted comprehensive tests on distinct capabili-
ties, employing both manual evaluation and GPT-
4 score assessments. Employing LLaVA-13B as
our baseline, the quantitative comparison of the
baseline results and ours for manual evaluation
are shown in Table 1, while the GPT-4 score as-
sessment results are shown in the left part of Fig-
ure 5. Notably, our trained model consistently out-
performs the LLaVA-13B baseline across all var-
ious capabilities on two metrics, which suggests
the synthesized datasets’ generalizability and our
pipeline’s robustness.

Besides, we conduct a comparison of subcate-
gory performance on MMBench to better validate
our superiority, using the LLaVA-1.5-13B as the
baseline. The tested subcategories in MMBench
encompass six aspects: attribute reasoning (AR),
coarse perception (CP), fine-grained perception
(cross-instance) (FP-C), fine-grained perception
(instance-level) (FP-S), logic reasoning (LR), and
relation reasoning (RR). The final results are shown
in the right part of Figure 5, indicating better per-
formance of subcategory on MMBench, which also
attests to the high quality of our generated data.

Comparison on multi-image benchmark In
order to validate the effectiveness of multi-image
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Q: “Are there any disparities between these two images?”
LLaVA: “Yes, there is a disparity between the two pictures. In the first picture, the car is parked on the side of the road, 
and the image is in black and white. In the second picture, the car is parked on the side of the road, but this time, it is in 
color. The car is an orange sports car, and it is parked in front of a building. The presence of the building and the color of 
the car in the second picture suggest that it is a different scene from the first black and white image.”
Ours: “The two images showcase different aspects of automotive design. The first image features a classic car with a 
shiny, yellow paint job, chrome rims, and a powerful engine. The car's sleek lines and bold color make it a standout on 
the road. In contrast, the second image showcases a more minimalist approach, with a simple black car that exudes 
elegance and sophistication. The car's smooth lines and understated design make it a timeless and versatile choice for 
any occasion.”

Q: “Are there any implications about the relationship between the two pictures that we 
can derive?”
LLaVA: “The two pictures, one showing a man holding a bundle of hay and the other showing a man standing in a field 
of hay, can be seen as complementary images that depict the same scene or activity. The man in the first picture is actively 
engaged in the process of harvesting hay, while the man in the second picture is standing in the field of hay, possibly 
observing the harvesting process or taking a break. The two images together provide a comprehensive view of the 
harvesting activity, illustrating the different stages and aspects of the process.”
Ours: “The two pictures, one showing a man holding a bundle of straw and the other showing a man riding a tractor in a 
field, suggest a connection between agricultural activities and the use of modern machinery in farming. The man holding 
the straw could be involved in harvesting the crops, while the man riding the tractor might be responsible for plowing, 
planting, or other field tasks. The presence of both traditional and modern farming equipment in the images highlights the 
evolution of agriculture and the integration of technology to improve efficiency and productivity in farming. This 
connection between the two pictures implies that the man in the field is likely involved in various aspects of crop cultivation,
from manual labor like harvesting to utilizing machinery for more efficient and time-saving tasks.”

Q: “What do these two images have in common?”
LLaVA: “The two images share a common theme of tea being served in a cup. In both images, there is a cup filled with 
tea, and a person is holding the cup. The main difference between the two images is the setting and the presence of 
additional items. In the first image, the cup of tea is placed on a wooden table, and there is a spoon in the cup. In the 
second image, the cup of tea is placed on a wooden table, and there is a bowl of soup next to it. The person holding the 
cup is the same in both images, and their hand is visible, indicating that they are about to drink the tea.”
Ours: “The common theme in these two images is the appreciation and enjoyment of a hot │beverage. The first image 
showcases the aroma and warmth of a cup of coffee, while the second image highlights the soothing experience of a hot 
cup of tea. Both beverages are popular choices for relaxation and comfort, offering a moment of respite from daily 
stressors.”

Figure 6: Comparison of the results generated by LLaVA and our trained model. Content in red represents
inaccurate information. Our model can better adhere to question instructions, rendering more precise answers.

capabilities, we manually curated a benchmark of
real images. The evaluation metric used was the
GPT-4 score mentioned. We used LLaVA-13B as
the baseline and incorporated multi-image data in
the second training phase. Since LLaVA itself lacks
the capability for multi-image input, we modified
the testing code for LLaVA to enable it to accept
multiple sets of images simultaneously. The com-
parison with LLaVA results is shown in the Table 3,
indicating a notable improvement across various
multi-image capabilities despite adding less multi-
image data in the process.

5.4 Qualitative Results

Supplementing the quantitative analysis, we pro-
vide a qualitative comparison between our model’s
results and LLaVA-13B in Figure. 6 on multi-image
data. Our model exhibits a heightened ability to
adhere to question instructions, rendering more pre-
cise answers.

We compare our approach with the LLaVA-13B
baseline, revealing its limitations: it struggles to
differentiate between multi-image contents and

provides incomplete answers to questions. Our
method, incorporating multi-image data, enhances
the model’s understanding of multiple images,
demonstrating its effectiveness. Additional qualita-
tive results will be included in the supplementary
materials.

6 Conclusion and Future Work

In the rapidly evolving realm of Large Language
Models, efficiently integrating multimodal infor-
mation is a key research focus. In this study, we
introduced an innovative data collection method to
enhance visual instruction tuning for multimodal
models. Compared to existing strategies, our ap-
proach uniquely combines image and dialogue gen-
eration, effectively addressing limitations found in
benchmark datasets. By carefully crafting instruc-
tion templates, our method ensures high-quality
training data covering a broad range of crucial
capabilities for multimodal models and users can
generate customized data based on their specific
requirements.

Our research opens avenues for exploration.
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Moving forward, we aim to leverage advanced
generative models to enhance model abilities, in-
cluding spatial comprehension and fine-grained
recognition. With promising results from our dual-
generation method, forward-thinking data collec-
tion techniques are poised to play a significant role
in the future of LLM research.

7 Limitations

Due to constraints in text-to-image models like
stable diffusion, generating certain data types, such
as text-rich images and tables, is not effective in the
current pipeline. We anticipate these constraints
will be addressed with ongoing advancements in
text-to-image generation techniques.

8 Ethics Statement

Our method leverages generative models to create
synthetic images and dialogues. It is imperative to
ensure that the generated content does not perpet-
uate or amplify biases present in existing datasets
or societal prejudices. We have implemented data
filtering mechanism to minimize the generation of
potentially harmful or biased content. However,
continuous vigilance and improvement of these fil-
ters are necessary as generative models evolve.

The enhanced capabilities of multimodal LLMs,
facilitated by our data generation approach, could
potentially be misused for creating deceptive or
manipulative content. It is crucial to develop and
adhere to guidelines that prevent the misuse of such
technology, including transparent disclosure of syn-
thetic content’s nature and purpose.
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Appendix for “Enhanced Visual Instruction
Tuning with Synthesized Image-Dialogue

Data”

A Training Details

During the model training phase, we employed the
original LLaVA configuration as the foundation
for our training process. In both stages, we uti-
lized 8 NVIDIA V100 GPUs. To conserve GPU
memory, we employed deepspeed with zero3 dur-
ing model training, disabling tf32 and opting for
fp16. The remaining parameters, including epochs
and learning rates, were set according to the origi-
nal LLaVA configuration. For specific parameter
details, please refer to the the original publication.

B Multi-image Generation Template

We have illustrated the instruction template for gen-
erating multi-image data in Figure 7. To enhance
the diversity of the data, we first use ChatGPT to
generate a series of paired prompts. Subsequently,
based on these paired prompts, we generate corre-
sponding captions. As shown in the Figure 7, we
can generate different types of data by configuring
different examples and replacing similarities with
difference or logical relations.

C Interleaved multi-turn dialogues
Generation Template

We present a template for generating interleaved
multi-turn dialogues as Figure 8. Similar to multi-
image generation, we randomly generate a series
of non-repeating phases to enhance data diversity.
Based on these phases, we generate interleaved
multi-turn dialogues. The red sections are replace-
able. In our generated dialogues, the focus is pri-
marily on instructional content related to the use of
everyday objects and recipes. Users can make spe-
cific adjustments according to their needs. Finally,
the brackets part represents the prompt used for sta-
ble diffusion to generate images. During the model
training process, the content within the brackets
will be replaced with an image_placeholder.

D GPT-4 Scoring Criteria

As shown in the Figure 9, we present our detailed
GPT-4 scoring system. We have established a scale
of 0-5 with six levels of scores, and for each score,
we provide detailed evaluation criteria along with
specific examples for assessment. Utilizing the

template in the Figure 9, evaluations are conducted
for each model, and the average of the results is
taken as the final score.

E More qualitative Results.

We showcase more generated data as shown in the
Figure 10 11, which includes various capabilities,
as well as multi-image dialogues and interleaved
multi-turn dialogues, to validate the effectiveness
and diversity of our pipeline.

We present additional outcomes of our methodol-
ogy on more real images in Figure 12. Spanning di-
verse capabilities like profession recognition, color
categorization, or anomaly detection, our approach
consistently exhibits efficacy. In particular, our
method demonstrates a robust capability in discern-
ing abnormal images.

Simultaneously, we validated our model on
multi-turn interactive dialogues, and the results are
shown in the Figure 13 14. It can be observed that
our model can provide detailed descriptions of each
step, which is attributed to the high-quality data we
generated.
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As an AI visual assistant, your responsibility is to create one pair prompt
for a text-to-image generator. These models rely on prompts composed of
keywords separated by commas, which can optionally cover a wide
variety of terms. The core themes of the pair prompts can be varied,
including animals, plants, people, vehicles, buildings, colors, and more.
Paired prompts can be similar types of animals, plants, furniture, vehicles,
buildings, professions, furniture, and same object in different colors etc.#

#Requirements for outputs
The final output should follow a structured format: first, print the first 
prompt; second, print the second prompt.

#Examples
[You can set some examples for ChatGPT to refer to.]

Illustrated outputs are shown below:
Prompt 1：[Prompt Examples]
Prompt 2:  [Prompt Examples]

ChatGPT for
Paired prompt Generation

As an AI visual assistant, your responsibility is to create one caption about
similarity of the given paired prompt for a text-to-image generator. You
are required to describe the similarity between the two images based on
the paired prompt. The caption should start from the specific content of
the image, rather than simply listing a few keywords.

#Requirements for outputs
The final output should follow a structured format: first, print the first 
prompt; second, print the second prompt; third, print the caption.

#Examples
[You can set some examples for ChatGPT to refer to.]

Illustrated outputs are shown below:
Prompt 1：[Prompt Examples]
Prompt 2:  [Prompt Examples]
Caption:  [Caption Examples]

ChatGPT for
Multi-image Generation

Figure 7: Instruction template for multi-image data generation.

14524



As an AI visual assistant, your task is to construct a multi-turn
conversation in which one person teaches another person to do
something step by step according to the given phrase. Then the person
being taught needs to provide a current picture and then ask the other
person. The picture content provided is enclosed in 《》Get up, inside is
the content description of this image. In each step, there should be one
picture content. .#

#Requirements for outputs
[You can customize the output format according to your needs.]

#Examples
[You can set some examples for ChatGPT to refer to.]
A: Can you guide me on making a sandwich? Here's a picture of my
kitchen counter 《A photo of a kitchen counter with various ingredients
such as bread, lettuce, tomatoes, and deli meats. There's also a knife and a
cutting board.》.
B: Great! First, take two slices of bread from the bag on the counter.
A: I've got the bread slices. What's the next step? 《A photo of the bread
slices in hand, ready to be used.》
B: Place the slices on the cutting board. Now, grab some lettuce and
tomatoes.
A: Okay, I've placed the bread on the cutting board, and I have lettuce and
tomatoes. What's next?《A photo of the arranged bread slices with lettuce
and tomatoes on the cutting board.》
B: Add a layer of deli meat on top of the lettuce and tomatoes.
A: Done! I've added the deli meat. What's the final step?《A photo of the
sandwich with layers of ingredients, ready to be enjoyed.》
B: Place the second slice of bread on top to complete your sandwich.
Enjoy your meal!

Illustrated outputs are shown below:
[Interleaved multi-turn dialogues Examples]

ChatGPT for
Interleaved multi-turn dialogues Generation

Figure 8: Instruction template for interleave multi-turn dialogues generation.
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ChatGPT

As an AI visual assistant, your ability is evaluating predicted answer based on the given 
question and correct answer. Now I have a predicted answer and corresponding question,
and I need to compare predicted answer with the correct answer. Here's a scoring standard 
you can use to assess. A score of 5 indicates that the response perfectly aligns with the answer,
while a score of 1 signifies that the response is entirely different from the answer.

**Scoring Key (5-0 Point Scale)**
**Exact Correlation (5 points)**
The predicted answer strictly replicates the reference answer.
It accurately perceives and elaborates on the queried element.
**Almost Exact Correlation (4 points)**
The predicted answer is not verbatim but delivers a notion akin to the reference answer.
Slight variations in phraseology exist, but the core idea remains consistent.
May neglect a minor item, but this does not incite confusion or misinterpretation.
**Moderately Accurate (3 points)**
The predicted answer captures the chief matter but may omit key details.
It could contain data or semantics that may be misguiding.
Understands the key intent but lacks exactness.
**Somewhat Accurate (2 points)**
The predicted answer is loosely related to the reference answer with conspicuous discrepancies.
It correctly portrays a segment of the required details but bypasses or distorts major aspects.
Significant corrections are necessary to match this response with the reference answer.
**Barely Related (1 point)**
The predicted answer barely links to the actual object or query.
Mostly incorrect or misleading, exhibiting trivial understanding.
A viewer or user would be predominantly misguided based on this response.
**Completely Inaccurate (0 points)**
The predicted answer shares no relevance to the reference answer.
Utterly misinterprets or overlooks the queried item.
No discernible cognition of the assessment subject is evident.

Figure 9: Score criteria based on GPT-4.
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Figure 10: Qualitative results: Demonstrations of diverse data we generated.
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Q: “Can you teach me how to bake a chocolate cake? This is a picture of my 
kitchen.”

A: “Sure! First, preheat your oven to 350 degrees Fahrenheit..”

Q: “Okay, the oven is preheating. What should I do next?”

A: “Next, mix together 2 cups of flour, 2 cups of sugar, 3/4 cup of cocoa 
powder, 2 teaspoons of baking powder, and 1 1/2 teaspoons of baking soda 
in a large bowl.”

Q: “I've mixed all the dry ingredients together. What's next?”

A: “Now, add 1 cup of milk, 1/2 cup of vegetable oil, 2 eggs, and 2 teaspoons 
of vanilla extract to the bowl and mix until everything is well combined.”

Q: “I've added all the wet ingredients and mixed everything together. What's 
the next step?”

A: “Grease two 9-inch round cake pans and divide the batter evenly between 
them.”

Q: “I've greased the pans and divided the batter. What should I do next?”

A: “Bake the cakes for 30-35 minutes or until a toothpick inserted into the 
center comes out clean.”

Q: “The cakes are in the oven. What should I do while they bake?”

A: “While the cakes bake, you can make the frosting. Melt 1/2 cup of butter 
and 2/3 cup of cocoa powder in a saucepan over low heat. Then, stir in 3 cups 
of powdered sugar and 1/3 cup of milk until the frosting is smooth.”

Q: “I've made the frosting. What should I do next?”

A: “Once the cakes are done baking, let them cool completely before frosting 
them. Then, spread the frosting evenly over one cake layer and place the other 
cake layer on top. Finally, frost the top and sides of the cake.”

Figure 11: Qualitative results: Demonstrations of diverse data we generated.
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Q:“What is unusual in this image?”
R:“This image is unusual because it is a playful photo manipulation that 
combines a photo of a dog's face with a body of a person wearing a suit 
and tie. The man's head has been replaced with the dog's face, giving the 
appearance of a person with a dog's head wearing a suit. The image 
creates a humorous and unconventional visual that breaks the norm of 
human-like appearances.”

Q:“What stands out as abnormal in this image?”
R:“This image features a bicycle parked on a sidewalk, with an unusual 
twist: the bike has a giant watermelon wheel instead of a traditional tire. 
This is not something you see every day and makes the scene quite unique 
and visually intriguing.”

Q:“What is the color of the 
four bulbs?”
R:“The colors of the four light 
bulbs are purple, blue, green, 
and yellow.”

Q:“What is the person doing 
in the image?”
R:“The person in the image is 
jumping in the air near a 
garage door.”

Q:“What medium was used 
to create this artwork?”
R:“The medium used to 
create this artwork is 
silhouette.”

Q:“What is the profession of 
the woman in front of the house?”
R:“The woman in front of the 
house is a firefighter. It's her job 
to put out fires, and she is also 
responsible for other emergency 
situations.”

Q:“What is the scene 
depicted in the image?”
R:“The image features a 
scenic waterfall with lush 
greenery around it, 
situated in a mountainous 
area.”

Q:“What kind of vehicle is seen 
in the image?”
R:“There is a sailboat on the 
ocean, sailing on the water.”

Figure 12: Qualitative results: Demonstrations of our method’s effectiveness across diverse real-world image
scenarios.
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Q: “Can you teach me how to tie a necktie? here's a 
picture of the tie I want to wear.”

Ours-A: “Of course! I'd be happy to help you learn how 
to tie a necktie. First, Start by holding the tie with the 
wide end facing upwards and cross the wide end over 
the narrow end, creating an X shape.”

Q: “Okay, I've done it. What's the next step?”

Ours-A: “Next, bring the wide end of the tie under the 
narrow end, and then wrap it around the collar of your 
shirt.”

Q: “Alright, what's next?”

Ours-A: “Next, bring the wide end of the tie up over the 
narrow end, and then tuck it under the narrow end. This 
will create a loop.”

Q: “Got it, I've made the loop, then what should I do, tell 
me last step?"

Ours-A: “Great job! Now, take the wide end of the tie 
and bring it up through the loop you just d. Then, tuck 
the wide end under the narrow end of the tie, and finally, 
adjust the tie to the desired length and position. You 
should now have a perfectly tied necktie!’

Figure 13: Qualitative results: Demonstrations of our method’s effectiveness across interleaved multi-turn
dialogues.
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Q: “Can you teach me how to brew a cup of robust 
Turkish coffee? This is a picture of my kitchen.”

Ours-A: “Sure! First, fill the bottom of the Turkish coffee 
pot with cold water and place it on the stove.”

Q: “Ok, I've done that. What's next?”

Ours-A: “Next, add a teaspoon of coffee to the pot and 
place it on the stove. Turn the heat to medium and let it 
boil for about 30 seconds. Once it starts to boil, remove 
the pot from the heat and let it sit for a few seconds.”

Q: “Got it, what's next?”

Ours-A: “Finally, add a teaspoon of sugar to the pot and 
stir it in, pour the coffee into a small cup and enjoy! “

Figure 14: Qualitative results: Demonstrations of our method’s effectiveness across interleaved multi-turn
dialogues.
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