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Abstract

Named Entity Recognition (NER) is an impor-
tant task, but to achieve great performance, it is
usually necessary to collect a large amount of
labeled data, incurring high costs. In this paper,
we propose using open-source Large Language
Models (LLM) to generate NER data with only
a few labeled examples, minimizing the need
for extensive human-annotated data. Our pro-
posed method is simple and can perform well
using only a few labeled data points. Exper-
imental results on diverse low-resource NER
datasets show that our proposed data generation
method can significantly improve the baseline.
Additionally, our method can be used to aug-
ment datasets with class-imbalance problems
and consistently improves model performance
on macro-F1 metrics.

1 Introduction

Named Entity Recognition (NER) is a Natural Lan-
guage Processing (NLP) task that classifies named
entities in text, such as persons, organizations, lo-
cations, and more. NER is an important problem
to solve and has a lot of use cases, such as relation
extraction (Miwa and Bansal, 2016), question an-
swering (Raiman and Miller, 2017), and a lot of
other applications (Nallapati et al., 2016; Le and
Titov, 2018; Banerjee et al., 2019).

Most work on NER needs access to a large num-
ber of labeled examples (Devlin et al., 2018; Wang
and Lu, 2020; Wang et al., 2020) to perform well.
Using distant supervision can alleviate the problem
(Liang et al., 2020; Kim et al., 2022; Ren et al.,
2015), but it usually needs domain expertise or a
complex pipeline, and the results are also sensitive
to the existence of a clean validation example (Zhu
et al., 2023). Even recent work on few-shot NER
usually assumes the existence of a dataset on the
source task, which can be used to adapt to novel
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tasks (Fang et al., 2023; Zhou et al., 2023). Collect-
ing a large amount of high-quality data for the NER
task is very difficult and expensive, thus limiting
the applicability of the NER model

Data augmentations have been successfully ap-
plied to address the data scarcity problem in NLP
(Feng et al., 2021). However, their application to
sequence labeling tasks is currently limited to sim-
ple heuristic approaches (Dai and Adel, 2020) or
methods like back-translation (Yaseen and Langer,
2021), which still require a moderate amount of
data and lack the diversity needed to generalize
effectively on very limited amounts of data.

Recently, LLM have demonstrated impressive
capabilities in performing various tasks (Brown
et al., 2020; Ouyang et al., 2022; Schick et al.,
2023) and generating data for tasks like classifi-
cation (Chung et al., 2023), but their application
on data augmentation in NER task is still limited.
One approach use LLM to paraphrase text (Sharma
et al., 2023), but this still lacks the necessary di-
versity. Another approach utilized entities from
a predefined list to create NER data using LLM
(Tang et al., 2023). We believe that this approach
has several limitations, including the need for an
iterative prompt engineering and a substantial vol-
ume of entity list, which may not be practical.

In this study, we tackle few-shot and low-
resource NER by leveraging LLM without us-
ing a source task or unlabeled data. For cost-
effectiveness and applicability, we utilize the
GPTQ-quantized SOTA open-source model Mix-
tral (Jiang et al., 2024; Frantar et al., 2022). We
show that our simple method boosts performance
on various low-resource datasets. Notably, we ob-
serve a substantial 19-point increase in F1 score
when using 1% data of the WNUT and Twee-
bank datasets. Additionally, our method im-
proves macro-F1 scores on resource-scarce, class-
imbalanced datasets, with a 4-point average in-
crease on CrossNER.
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<Person>(such as:"Peter Blackburn") is a seasoned

journalist known for his insightful articles on

environmental issues and sustainable living.

<Person>("Craig Tony") is a seasoned journalist

known for his insightful articles on environmental

issues and sustainable living.

<Person>(such as:"Peter Blackburn") explored

<Location>(such as:"BRUSSELS"), relishing its history

and savoring delicious chocolates.

<Person>("Craig Tony") explored <Location>

("CANBERRA"), relishing its history and savoring

delicious chocolates.

create a sentence containing <Person>("Peter

Blackburn"), <Location>(“BRUSSELS”)

<Person>("Peter Blackburn") explored <Location>

("BRUSSELS"), relishing its history and savoring

delicious chocolates.

Entity List
#Person: [”Peter Blackburn”, ...]
#Location:[”BRUSSELS”, ....]
#Organization:[...]

Sample
# sample n ∈ N, assume n = 2 
n=1. Person:[”Peter Blackburn”]
n=2. Location: [”BRUSSELS”]

Append to Entity List
# Person :[”Craig Tony”]
# Location: [”CANBERRA”]

1

2

3

4

5

Figure 1: Proposed generation process

2 NER Data Generation using LLM

In this section, we introduce our method to enhance
NER performance in low-data scenarios. The core
concept involves generating sentences from enti-
ties randomly selected from a list, masking the sen-
tence, subsequently using these to update the entity
list. During data generation, we store all entities
available in the dataset as E, with Et representing
all entities of a specific type. The process begins by
initially generating sentences given certain entities,
as explained in section 2.1, and then diversifying
the entity list by masking entities and regenerating
sentences, as detailed in section 2.2.

2.1 Generating Sentence

To generate a sentence, we first sample n entities
uniformly from 0 to N , where N is the maximum
number of entities in a sentence. For each entity,
we randomly sample an entity type t (e.g., Person,
Location). We then sample one entity from Et,
producing n entities with diverse types.

After sampling n entities, we prompt the LLM
to generate a sentence given the sampled entity and
its type. The prompt used for sentence generation
involves 5 examples randomly sampled from the
dataset as few-shot prompts. We format the entity
as <Type>("Entity") to provide the LLM with type
information. A simplified example is illustrated in
Figure 1. We show the full prompt on the Figure 3
on Appendix D

To address the issue of LLM generating named

entities that are not tagged, we relabel the tokens
based on the entity list E. We modify the label
of tokens that have no label but exist in E. Ad-
ditionally, we remove sentences that do not align
with our template and cannot be parsed. During
the sentence generation process, we also exclude
sentences containing newline characters to ensure
each training data only contains one sentence.

2.2 Diversifying Entity

As we assume a limited amount of data, the poten-
tial entity sample space is constrained. To address
this, we utilize the LLM to generate similar enti-
ties based on sentences generated previously. Ran-
domly generating entities may introduce entities
that are out of domain. To overcome this, we pro-
vide information about the type and the previously
generated entity to the LLM, asking it to generate a
different entity. We mask the entity in the sentence
generated by the LLM as <Type>(such as:"Entity").
We then input the previously generated sentence
into the LLM and generate the same sentence with
a different entity, then the newly generated entity is
stored in E. The fixed prompt used for this scenario
is exemplified in the simplified example shown in
Figure 1. We present the full prompt on the Figure
3 on Appendix D

Similar to the sentence generation process, we
also remove sentences that do not comply with our
template and cannot be parsed. This step helps
reduce noise introduced by entities added to the
entity list.
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Methods BC5CDR OntoNotes MIT-R Tweebank WNUT-17
Baseline(No augment) # 51 ± 1 58 ± 0 42 ± 1 0 ± 0 0 ± 0
Back-Translation # 53 ± 1 61 ± 1 41 ± 1 3 ± 2 5 ± 1
Pegasus (Zhang et al., 2020) # 52 ± 1 64 ± 0 45 ± 1 3 ± 1 3 ± 1
Paraphrase with DaVinci # 53 ± 2 67 ± 0 46 ± 2 3 ± 1 4 ± 1
Baseline(No augment) 59 ± 1 58 ± 2 46 ± 1 3 ± 1 3 ± 1
Mixtral Paraphrase 60 ± 1 59 ± 2 46 ± 2 4 ± 1 9 ± 2
Simple Augmentation 57 ± 1 56 ± 2 48 ± 1 4 ± 1 1 ± 0
Only "Generating Sentence" 58 ± 1 58 ± 1 44 ± 1 15 ± 1 16 ± 2
Only "Diversifying Entity" 61 ± 1 61 ± 1 48 ± 1 11 ± 2 6 ± 1
Fixed 5 Human Example 64 ± 1 56 ± 0 49 ± 1 22 ± 2 23 ± 3
Our Augmentation 64 ± 1 58 ± 1 50 ± 1 23 ± 2 22 ± 1

Table 1: Main result comparing to (Sharma et al., 2023) on 5 dataset. # means that we take the result directly from
the papers, the results are rounded so that it can be compared with the baseline paraphrasing results.

3 Experiment and Result

We utilize distill-bert-cased (68M parameters) (De-
vlin et al., 2018; Sanh et al., 2019) 1 , which em-
ploys transformer layers (Vaswani et al., 2017), as
our backbone model. Since BERT model repre-
sentation is token-wise, we pool the representation
by summing all tokens belonging to one word, en-
suring the output has the same length as the label.
A linear head is added to classify each word in a
sentence. We train the model using the Adam opti-
mizer (Kingma and Ba, 2014) with a learning rate
of 2e-5. Training consists of 300 iterations, with
each iteration randomly sampling 32 data points
from the dataset. The maximum number of entities
sampled N is set to 9. The evaluation score used is
the micro-F1 score, unless specified otherwise.

To enhance the reproducibility and wider usabil-
ity of our work, we employ the 4-bit version of
Mixtral-8x7B-Instruct-v0.1 (46.7B parameters)2 as
the LLM and set the temperature to 1.

3.1 Main Results

To validate the performance of our proposed
method, we conducted experiments on five datasets:
BC5CDR (Wei et al., 2016), OntoNotes (Wei et al.,
2016), MIT-R (Liu et al., 2013), Tweebank (Jiang
et al., 2022), sourced from the TNER project
(Ushio and Camacho-Collados, 2022) and WNUT-
17 (Derczynski et al., 2017) from the Hugging Face
datasets (Lhoest et al., 2021) platform. Our aug-
mentation method is compared against a paraphrase
approach and simple augmentation (Dai and Adel,

1https://huggingface.co/distilbert-base-cased
2https://huggingface.co/mistralai/Mixtral-8x7B-Instruct-

v0.1

2020). Results for the five datasets with 1% labeled
data and twice the augmentations are presented in
Table 1.

Our baseline results show minor discrepancies
compared to (Sharma et al., 2023). However,
our data generation approach significantly im-
proves the F1 scores on three low-resource datasets:
BC5CDR, Tweebank, and WNUT-17, with im-
provements of 5, 19, and 20 points, respectively.
On MIT-R, our improvement is comparable to
(Sharma et al., 2023), with an increase of 4 F1
scores.

We attempted to use Mixtral for paraphrasing,
and while the results did not show significant im-
provement, they also did not lead to degradation.
Another baseline we explored involved simple aug-
mentation using heuristics (Dai and Adel, 2020),
revealing that this method could negatively impact
performance on low-resource datasets.

As seen in Table 1, using only the "Generating
Sentence" method led to significant improvements
on noisy social media datasets such as Tweebank
and WNUT-17. This method effectively reduces
noise and generates cleaner sentences, contribut-
ing more to performance enhancement than solely
relying on "Diversifying Entity" in this context.

When using only the "Diversifying Entity" ap-
proach, we observed notable improvements in
BC5CDR and MIT-R, as well as a significant im-
provement in OntoNotes, as shown in Table 1.
These datasets share the characteristic of having
clean sentences, where the primary benefit comes
from diversifying the entity pool.

When using only the "Diversifying Entity" ap-
proach, we observed notable improvements in
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Figure 2: Ablation of the number of entity sampled(N)
using 5 seed data on CoNLL-2003

BC5CDR and MIT-R, as well as a significant im-
provement in OntoNotes. These datasets share the
characteristic of having clean sentences, where the
primary benefit comes from diversifying the entity
pool.

Our augmentation method, which combines both
the "Generating Sentence" and "Diversifying En-
tity" methods, achieves the best results across all
low-resource datasets (BC5CDR, MIT-R, Twee-
bank, and WNUT-17). This demonstrates the com-
plementary nature of the two methods and high-
lights the importance of addressing both sentence
quality and entity diversity for optimal performance
gains in low-resource NER.

Interestingly, our data generation method does
not enhance performance on the OntoNotes dataset.
This discrepancy arises from the dataset’s highly
imbalanced class distribution, which impacts the
effectiveness of our method that uniformly sam-
ples classes. Further discussion on this imbal-
ance issue is provided in Section 3.3. Addition-
ally, given OntoNotes dataset size is an order of
magnitude larger than the others, and our focus on
low-resource scenarios, we primarily emphasize
results from the other datasets.

We also observe the robustness of our method to
the selection of 5-shot examples. The results using
randomly sampled data and fixed human examples
are similar. T-tests on the five datasets show statis-
tically insignificant differences, with the numerical
results shown in Table 8 in the Appendix. These
results suggest that our method is robust to prompt
selection; thus, for simplicity, we default to using
randomly sampled data.

3.2 Optimal Number of Maximum Entities
Sampled on CoNLL-2003

We selected the CoNLL-2003 dataset (Sang and
De Meulder, 2003) due to its widespread use in
NER research. To investigate how the number
of entities sampled during data generation affects
model performance, we randomly selected 5 la-
beled data points from the dataset as the seed.

The impact of varying the number of sampled
entities is illustrated in Figure 2. We created five
different augmentations for each maximum entity
sampled N ∈ {1, 3, 5, 7, 9, 11}. For each augmen-
tation, we averaged the results over five random
seeds of model evaluation and reported the mean
and standard deviation. Figure 2 shows that increas-
ing N generally improves performance, and while
there is notable variation between augmentations,
this variation reduces with more data generation.

We also compared our data generation with the
outcomes obtained using Mixtral for labeling NER
with 5-shot learning. Specifically, we selected 5
data points from the CoNLL-2003 train set and
utilized them as prompts for Mixtral, following
a format similar to that shown in Figure 1. We
opted for greedy decoding instead of sampling to
achieve optimal performance for the 5-shot Mixtral
baseline, resulting in a standard deviation of 0.

In Figure 2, it is clear that as the number of aug-
mentation increase, our proposed method yields
higher results compared to the 5-shot Mixtral base-
line. Additionally, it is worth noting that directly
using 5-shot Mixtral to obtain NER labels presents
several challenges, such as the need for prediction
alignment. Even when employing 5-shot examples
and prompts, Mixtral occasionally outputs extrane-
ous information, making the direct implementation
of few-shot tasks less straightforward.

Based on our findings, we selected 9 entities as
the default choice, as it demonstrated great per-
formance with lowest variance as the number of
augmentation increases. The full numerical result
are shown on Table 10 on Appendix

3.3 Application on the Class-Imbalanced
Dataset

In this section, we explore the application of our
method on class-imbalanced datasets, specifically
using the CrossNER (Liu et al., 2021) and 1% la-
beled data of OntoNotes datasets. While the ma-
jority of work utilizes micro-F1 as the evaluation
metric, it may not represent all classes equally well.
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Methods Politics Science Music Literat. AI Average
No augment 65.2/42.7 60.9/39.6 62.9/40.3 51.8/34.7 47.9/33.0 57.8/38.1
Class Uniform 63.6/44.7 61.9/44.5 63.7/46.8 53.3/38.0 50.9/40.0 58.7/42.8
Entity Uniform 63.5/41.6 59.2/38.6 62.9/40.0 53.6/37.7 51.8/37.2 58.2/39.0

Table 2: CrossNER results, we report micro-F1 and macro-F1 score as (micro/macro)

Method micro-F1 macro-F1
No augment 57.8 ± 0.4 26.8 ± 0.5
Class Uniform 58.3 ± 0.6 34.4 ± 0.3
Entity Uniform 61.0 ± 0.9 31.3 ± 1.7

Table 3: Different sampling 1% of the OntoNotes
dataset with twice the augmentation of gold data.

Some datasets have classes that constitute less than
1% of all data. Therefore, in this section, we also
evaluate the macro-F1 score.

The use of LLM data generation allows us to
address the problem by controlling the probability
of sampled classes. In this section, we compare
two types of entity type sampling. The first method
uniformly samples classes, referred to as "class
uniform," while the second samples proportionally
based on the number of entities in each entity type,
called "entity uniform."

The results for OntoNotes are presented in Table
3. It is observed that the entity uniform method
achieves the highest micro-F1, while the class uni-
form method attains the best macro-F1. The results
on the class-imbalanced low-resource CrossNER
dataset demonstrate a significant benefit from using
the class uniform method. In contrast to OntoNotes,
the advantage of entity uniform is only observed
in literature and AI datasets from CrossNER and
shows only marginal improvement compared to
class uniform. We attribute this difference to the
larger number of data points in OntoNotes, result-
ing in a higher volume of augmented examples.

3.4 CheckList Evaluation

Robustness evaluation of NLP models is crucial for
assessing their reliability in real-world applications.
In this study, we employ the CheckList framework
(Ribeiro et al., 2020) to evaluate the performance of
our model trained on the CoNLL-2003 dataset us-
ing the 5-shot setting and focuses on the robustness
against perturbations in person entity names. We
augment data with quantities ranging from 0 to 64,
with increments of 8, and the results are averaged
over 5 seeds.

Method English Vietnamese Brazilian
Spacy 4.3% 31.0% 25.7%
0 Aug 14.9% 71.5% 88.0%
8 Aug 3.9% 60.5% 77.1%
16 Aug 0.1% 29.7% 50.9%
32 Aug 0% 19.4% 23.5%
64 Aug 0% 8.2% 9.3%

Table 4: Results of the CheckList Invariance test error
rate. Spacy refer to the Spacy en_core_web_sm model.

For assessing the model’s robustness regarding
person entity names, we conduct an Invariance
test (INV) based on the provided code3. This
test involves manipulating person entity names
within a standardized sentence template and ex-
amining the consistency of the model’s predictions.
Specifically, we utilize the template "I met with
<firstName> <lastName> last night," where the
names are substituted with English, Vietnamese,
and Brazilian variants. Each language variation
comprises 300 examples for thorough evaluation.

Our findings, as presented in Table 4, indicate a
positive correlation between augmented entity data
and model robustness against name perturbations.
Notably, our model exhibits superior performance
compared to the Spacy (Honnibal et al., 2020) base-
line, particularly under augmented data conditions
equal to or exceeding 32.

4 Conclusion

We propose a simple method for generating new
data for NER tasks using only few examples.
Our approach is simple and leverages open-source
LLM, making it more affordable and cost-effective
to reproduce. The method demonstrates perfor-
mance improvement across various datasets and
topics. Additionally, we showcase the applica-
tion of our NER data generation methods on class-
imbalanced datasets, highlighting significant per-
formance improvements on such datasets.

3https://github.com/marcotcr/checklist
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Limitations

Our proposed methods rely on LLM, demanding
substantial resources, even with the 4-bit quantized
version. Utilizing the 4-bit Mixtral requires approx-
imately 34GB of GPU VRAM. Furthermore, our
method is time-intensive, requiring over 10 seconds
to generate one data using 2 x 24GB RTX 3090
GPUs. Moreover, our method may introduce noise,
particularly with larger datasets.

As our study only focus on single LLM for our
experiments, namely 4-bit version of Mixtral-8x7B-
Instruct-v0.1. We acknowledge that our findings
may not generalize to weaker models and that the
performance and robustness of our proposed meth-
ods could be influenced by the specific character-
istics and capabilities of the chosen LLM. Addi-
tionally, there is a potential risk of data leakage if
Mixtral has been trained on the dataset used for
evaluation in this paper. Despite Mixtral being
open-source, the details of its training data remain
undisclosed.

While our study focuses solely on English
datasets, it is important to note that the results may
not directly transfer to other languages. This limita-
tion arises from the possibility that LLMs in other
languages may not possess the same level of profi-
ciency as their English counterparts. Nonetheless,
we anticipate that advancements in multilingual
LLM performance will eventually facilitate the ex-
tension of our findings to other languages.

Ethics Statement

As our method generates data based on randomly
selected entities, there is a higher likelihood of pro-
ducing factually incorrect sentences that potentially
introduce bias into the model.
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A Dataset Statistic

In this section, we present the primary dataset uti-
lized in our main experiment, as well as the aug-
mented dataset generated for experimental augmen-
tation purposes.

A.1 Benchmark Dataset

We offer comprehensive insights into the datasets
employed throughout our experiments. Specifi-
cally, we outline the datasets utilized, including
the respective classes within each dataset. Table 5
presents detailed statistics regarding the number of
data instances for each dataset.

BC5CDR: The BioCreative V CDR NER
dataset focused in the biomedical domain. This
dataset comprises two named entity types of chem-
ical and disease.

OntoNotes: The OntoNotes 5 dataset is a NER
dataset in the News domain. It encompasses 18
named entity types, including cardinal, date, event,
facility, geopolitical entity, language, law, location,
money, affiliation, ordinal, organization, percent,
person, product, quantity, time, and work of art.

Train Valid Test
TNER
BC5CDR 5228 5330 5865
OntoNotes 59924 8528 8262
MIT-R 6900 760 1521
Tweebank 1639 710 1201
HF datasets
WNUT-17 3394 1009 1287
CoNLL-2003 14041 3250 3453
Cross NER
Politics 200 541 651
Science 200 450 543
Music 100 380 456
Literature 100 400 416
AI 100 350 431

Table 5: Dataset statistic

MIT-R: The MIT Restaurant dataset is a NER
dataset in the Restaurant domain. It includes 8
named entity types of rating, amenity, location,
restaurant name, price, hours, dish, and cuisine.

TweeBank NER: The TweeBank NER dataset
is in the Twitter domain and encompasses 4 named
entity types: location, person, organization, and
miscellaneous.

WNUT 2017: The WNUT 2017 dataset is a
NER shared task focused on detecting entities with
unusual surface forms or those that are rare. This
dataset is also in the Twitter domain and includes 6
named entity types of corporation, creative work,
group, location, person, and product.

CoNLL-2003: The CoNLL-2003 dataset is a
NER shared task in the news domain designed for
language-independent NER. It consists of 4 named
entity types of persons, locations, organizations,
and names of miscellaneous entities.

CrossNER: The CrossNER dataset is a NER
dataset collected from Wikipedia, featuring five di-
verse domains with specialized entity categories
for each domain. The dataset includes diverse en-
tity types, limited data, and a relatively unbalanced
distribution of entities.

Politics: The Politics subset of CrossNER con-
sists of 10 entities, including politician, person, or-
ganization, political party, event, election, country,
location, and miscellaneous.

Science: The Natural Science subset of Cross-
NER comprises 17 entities, such as scientist, per-
son, university, organization, country, location,
discipline, enzyme, protein, chemical compound,
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chemical element, event, astronomical object, aca-
demic journal, award, theory, and miscellaneous.

Music: The Music subset of CrossNER includes
13 entities, encompassing music genre, song, band,
album, musical artist, musical instrument, award,
event, country, location, organization, person, and
miscellaneous.

Literature: The Literature subset of CrossNER
consists of 11 entities, including book, writer,
award, poem, event, magazine, person, location,
organization, country, and miscellaneous.

AI: The Artificial Intelligence subset of Cross-
NER contains 12 entities, such as field, task, prod-
uct, algorithm, researcher, metrics, university, coun-
try, person, organization, location, and miscella-
neous.

A.2 Augmented Data Statistic

We present the statistics of our generated dataset in
Table 6. In this table, the ’Real’ column signifies
the number of labeled data points used in the main
experiment for each dataset, ’Aug’ indicates the
number of generated data points included for each
dataset, and ’+Entity’ denotes the count of unique
entities added to the dataset.

For the CoNLL-2003 dataset, we conducted five
data generation processes, each generating 64 data
points. The table presents the average and standard
deviation of unique entities added across these five
runs. During each run, a maximum of 9 entities
were sampled during the sentence construction pro-
cess. The CrossNer section provides a breakdown
of added entities for both class uniform (CU) and
entity uniform (EU) data generation scenarios.

Table 6 demonstrates the effectiveness of our
data generation method in creating diverse amounts
of novel entities across different datasets and gen-
eration scenarios.

B Additional Related Works

Data augmentation is a versatile technique used
to improve the performance of NLP models by in-
creasing the amount and diversity of training data
(Feng et al., 2021). Its model-agnostic nature al-
lows for easy integration with various NLP tasks.
In this section, we explore the growing trend of
using LLMs for data generation. Subsequently, we
will narrow our focus to data generation in NER
task.

Real Aug +Entity
Main Result
BC5CDR 52 104 113
OntoNotes 599 1198 881
MIT-R 69 138 115
Tweebank 16 32 33
WNUT-17 32 64 53
Entity Ablations
CoNLL-2003 5 64 97±7
CrossNER(CU/EU)
Politics 200 400 513/486
Science 200 400 558/488
Music 100 200 280/235
Literature 100 200 267/277
AI 100 200 220/260

Table 6: Augmented Dataset statistic

B.1 Data Generation Using LLM

The increasing capabilities of LLMs have led to
a surge in their use for data generation, achieving
remarkable success across diverse NLP tasks. For
instance, LLMs have demonstrated the ability to
generate data that significantly improves classifica-
tion accuracy (Chung et al., 2023), enhances rela-
tion extraction performance (Wadhwa et al., 2023),
and even enables self-learning of tool usage (Schick
et al., 2024). These applications highlight the po-
tential of LLMs as a powerful tool for creating
high-quality training data, especially for smaller
models with limited data resources.

B.2 Data Generation for NER

Several existing works have explored the use of
neural language models for data generation in NER.
Here, we compare our approach with these meth-
ods, focusing on key aspects such as reliance on ex-
ternal data, ability to work in few-shot settings, and
the diversity of generated entities and sentences.
Table 7 summarizes the comparison and highlights
the unique strengths of our proposed method.

label-conditioned word replacement(LCWR)
Label-conditioned word replacement (LCWR)
methods, as explored in (Zhou et al., 2021) and
(Liu et al., 2022), often require substantial amounts
of data for training, making them less practical for
few-shot scenarios and introducing additional com-
plexity. Moreover, their focus on simply replacing
existing named entities restricts their ability to gen-
erate diverse sentence structures and novel entity
types, potentially leading to limited performance
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Criterion LCWR CD GPT 3 Paraphrase (Tang et al.) Ours
Work without external data O X O O O
Work without training X X O O O
Work on few-shot data X X O O O
Use open model O O X X O
Diverse entity O O X X O
Diverse sentence X O O O O

Table 7: Comparison of our proposed method with prior works (LCWR: Label-Conditioned Word Replacement,
CD: Constrained Decoding) based on key criteria for data generation in low-resource NER tasks.

5 Human Example Random Sample t-statistic
BC5CDR 64.802 ± 0.991 63.788 ± 0.623 1.937
OntoNotes 56.535 ± 0.790 56.464 ± 0.672 0.1531
MIT-R 49.174 ± 1.451 50.074 ± 0.844 1.1989
Tweebank 22.759 ± 1.763 22.789 ± 1.574 0.0284
WNUT-17 23.692 ± 2.662 21.884 ± 1.218 1.3810

Table 8: T-test results on TNER

improvements. While (Liu et al., 2022) proposes a
0-shot LCWR approach, it relies on external data
sources, a constraint our proposed method avoids
by directly leveraging the capabilities of LLMs for
generating both entities and sentences.

constrained decoding(CD) Constrained decod-
ing (CD) methods, while effective for low-resource
NER, often operate under the assumption of a read-
ily available source dataset and require training
to adapt to the target dataset. This is exemplified
in (Guo and Roth, 2021), where CD leverages re-
sources from a high-resource language to improve
NER in a low-resource setting. In contrast, our
proposed method using LLMs for data generation
does not rely on a source dataset or require addi-
tional training, making it more versatile and appli-
cable to scenarios where such resources are scarce.
However, the potential for combination remains,
as the data generated by our LLM-based approach
can be subsequently utilized in conjunction with
CD techniques for further refinement and adapta-
tion, potentially leading to enhanced performance
in low-resource NER tasks.

GPT 3 Paraphrase As Table 1 illustrates, para-
phrasing methods like GPT-3 Paraphrase (Sharma
et al., 2023) and backtranslation (Yaseen and
Langer, 2021) offer limited benefits for data aug-
mentation in low-resource NER. The scarcity of
entities in such datasets restricts the ability to gen-
erate diverse and meaningful paraphrases. Our pro-
posed method, in contrast, tackles this challenge
by utilizing LLMs to generate both novel entities

and sentences, thus expanding the potential for data
augmentation and achieving more significant per-
formance gains in low-resource scenarios.

(Tang et al.) The work by (Tang et al., 2023)
presents the most similar approach to ours. How-
ever, key differences exist. We employ a "Diversi-
fying Entity" technique, where the LLM is used to
generate new entities based on existing examples,
ensuring a wider range of entities for data gener-
ation. This contrasts with the assumption made
by Tang et al. that a large entity list is already
available. Additionally, our method samples multi-
ple entities for each generated sentence, leading to
more diverse and complex examples compared to
their single-entity approach. The impact of these
differences is evident in the improved performance
observed in Table 1 and Figure 2.

C Numerical Results

This section provides further analysis to support
and expand upon the findings presented in the main
paper. We first present the results of T-tests con-
ducted in Section 3.1. Next, we compare the per-
formance of our proposed augmentation method
against a baseline using the Mixtral model with 5-
shot learning to evaluate its effectiveness. Finally,
we conduct an ablation study to understand the
individual contributions of different components
within our proposed augmentation method.
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Method BC5CDR OntoNotes MIT-R Tweebank WNUT-17
Baseline without any augmentation 58.51 58.19 46.45 3.40 2.56
Only "2.1 Generating Sentence" 58.73 58.33 44.21 14.86 15.91
Only "2.2 Diversifying Entity" 61.21 60.88 48.31 11.81 6.29
Our Augmentation (Both method) 63.79 56.46 50.07 22.79 21.88

Table 9: Ablation study

Method micro-F1 score
1 Entity 30.946 ± 4.505
3 Entity 40.499 ± 3.922
5 Entity 47.478 ± 1.904
7 Entity 47.372 ± 2.522
9 Entity 48.981 ± 0.875
11 Entity 49.522 ± 2.438
5-shot Mixtral 43.503 ± 0.0

Table 10: Results of the 5-shot Mixtral model using
5 data points to create 64 augmented data on CoNLL-
2003 with different maximum entity samples (N).

C.1 T-test Result

We provide an in-depth exploration of the T-test
methodology employed in Section 3.1. The cor-
responding t-statistics are detailed in Table 8. In
this table, we compare our method that utilizes
human examples with one that randomly samples
from the dataset. The mean and standard deviation
are computed by averaging results from 5 experi-
ments. Notably, all computed t-statistics fall below
2 (95% confidence interval), leading us to conclude
that no significant differences exist. This finding
suggests that our proposed method is robust and
not overly sensitive to the specific choice of exam-
ples used for few-shot learning. This robustness
further strengthens the practicality and generaliz-
ability of our approach for data augmentation in
low-resource NER tasks.

C.2 5-shot Mixtral baseline on CoNLL-2003

In this section, we also present the numerical re-
sults from Figure 2. As we can see in Table 10,
using 9 sampled entities when creating sentences
results in similar performance to using 11 entities,
but it has far less variance. Thus, we use 9 entities
as the default.

We also show the result of using 5-shot Mixtral,
which demonstrates that our proposed augmenta-
tion can significantly outperform it when using 5
or more sampled entities with 64 augmented data.

We did not investigate the 0-shot performance

of Mixtral for several reasons. Firstly, our data
generation procedure also uses 5 data points from
the CoNLL 2003 dataset. Therefore, to ensure
better comparability, we chose to evaluate the 5-
shot performance. Additionally, making 0-shot
predictions for NER to adhere to a fixed structure is
extremely difficult, making evaluation challenging.

D Full Prompt

In the main paper, the full prompt for all used
prompts is shown in Figure 3. The Mixtral-8x7B-
Instruct-v0.1 model treats the prompt as a user and
assistant interaction. We use instruction by forcing
the model to respond with ’Ok’. We present few-
shot examples as user-assistant interactions and
obtain query results by appending the user’s mes-
sage to the prompt and feeding it to the LLM. Inline
instructions are included after each user prompt to
help mitigate noise introduced by Mixtral LLM’s

Generating Sentence Prompt: We provide the
full prompt of the fixed 5 human examples used
in the main paper in Figure 3. For the random 5-
shot, we replace the 5 fixed human examples with
randomly sampled data from the datasets, adding
the tags and instructions.

Paraphrasing Prompt : In Figure 3, the para-
phrasing prompt is the one used to create Mixtral
paraphrases in Table 1. We randomly sample data
from the dataset and generate its paraphrase using
the displayed fixed prompt.

Diversifying Entity Prompt: In Figure 3, the
diversifying entity prompt is the one used to create
new entities that will be added to the entity list
E. We feed the sentence generated by LLM using
the generating sentence prompt, change the format,
and directly feed it again to the diversifying entity
prompt.

E Generated Data Example

We provide examples of data created by our method
from Figure 4 to 14. The example shows that the
proposed method able to create diverse data and
adheres to the data distribution of real datasets.
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INSTRUCTION :
Your task is to create sentence creatively 

based on few word/phrase.
User will give the word/phrase with 

template TYPE("PHRASE")
Never change the word/phrase given by 

the user!
the format of TYPE("PHRASE") is absolute 

and should never be changed!
ONLY OUTPUT THE SENTENCE CONTAINING ENTITY 

AND TYPE WITHOUT ANYTHING ELSE!!!
NEVER ADD ADDITIONAL NOTE OR INFORMATION!!!

if you understand say 'OK'.

Ok

create a sentence containing <Person>("Barack
Hussein Obama II"), <Year>("2013"); ONLY OUTPUT 1

SENTENCE!; NEVER GIVE ANY NOTE OR OPINION!;
FOLLOW TAG FORMAT <TYPE>("ENTITY")!

On January 16, <Year>("2013"), <Person>
("Barack Hussein Obama II") signed 23

executive orders and outlined a series of
sweeping proposals regarding gun control.

create a sentence containing <Location>("China"),
<Location>("Taiwan"); ONLY OUTPUT 1 SENTENCE!;
NEVER GIVE ANY NOTE OR OPINION!; FOLLOW TAG

FORMAT <TYPE>("ENTITY")!

<Location>('China') says <Location>('Taiwan')
spoils atmosphere for talks.

create a sentence containing no tags; ONLY OUTPUT
1 SENTENCE!; NEVER GIVE ANY NOTE OR OPINION!;

FOLLOW TAG FORMAT <TYPE>("ENTITY")!

The irony of the situation wasn't lost on
anyone in the room.

create a sentence containing <Person>("Peter
Blackburn"); ONLY OUTPUT 1 SENTENCE!; NEVER

GIVE ANY NOTE OR OPINION!; FOLLOW TAG
FORMAT <TYPE>("ENTITY")!

<Person>("Peter Blackburn") is a seasoned
journalist known for his insightful articles on
environmental issues and sustainable living.

create a sentence containing <Artist>("Michael
Jackson"), <Location>("America"), <Location>

("China"); ONLY OUTPUT 1 SENTENCE!; NEVER GIVE
ANY NOTE OR OPINION!; FOLLOW TAG FORMAT

<TYPE>("ENTITY")!

<Artist>("Michael Jackson")'s music
transcended borders, captivating audiences

not only in <Location>("America") but also
resonating in the hearts of fans across

<Location>("China").

Your task is to fill type masked sentence.
User will give sentence with <Type>(such as:"<Word>")

tags that you will need to fill.
Never change the word/phrase given by the user!

the output format contains <TYPE>("PHRASE") and
should never be changed!

Never use the entity that already used !
ONLY OUTPUT THE SENTENCE CONTAINING ENTITY

AND TYPE WITHOUT ANYTHING ELSE!!!
NEVER ADD ADDITIONAL NOTE OR INFORMATION!!!

if you understand say 'OK'.

Ok

The <Organization>(such as:'European Commision')
said on Thursday it disagreed with <Miscellaneous>

(such as:'German') advice to consumers to shun
<Miscellaneous>(such as:'British') lamb until

scientists determine wether cow disease can be
transmitted to sheep .

The <Organization>('United Nations') said on
Thursday it disagreed with <Miscellaneous>

('China') advice to consumers to shun
<Miscellaneous>('English') lamb until scientists

determine wether cow disease can be transmitted
to sheep .

<Location>(such as:'CHINA') says <Location>(such
as:'Taiwan') spoils atmosphere for talks.

<Location>('GERMAN') says <Location>('Malaysia')
spoils atmosphere for talks.

<Person>(such as:'Peter Blackburn')

<Person>('Eleanor Mitchell')

You must create a paraphrase and preserve the
annotations in the <> and ("")!

ONLY OUTPUT THE SENTENCE CONTAINING ENTITY
AND TYPE WITHOUT ANYTHING ELSE!!!

NEVER ADD ADDITIONAL NOTE OR INFORMATION!!!
if you understand say 'OK'.

Ok

Japanese band <Organization>("The Altruists") is
releasing their hit single this fall .; NEVER GIVE ANY
NOTE OR OPINION!; JUST OUTPUT PARAPHRASE!;

FOLLOW TAG FORMAT <TYPE>("ENTITY")!

<Organization>("The Altruists"), a Japanese band
is releasing their hit single this fall .

The <Organization>("European Commision") said on
Thursday it disagreed with <Miscellaneous>

("German") advice to consumers to shun
<Miscellaneous>("British") lamb until scientists

determine wether cow disease can be transmitted to
sheep .; NEVER GIVE ANY NOTE OR OPINION!; JUST

OUTPUT PARAPHRASE; FOLLOW TAG FORMAT
<TYPE>("ENTITY")!

On Thursday, the <Organization>("European
Commision") expressed disagreement with

<Miscellaneous>("German")'s recommendation for
consumers to avoid <Miscellaneous>("British") lamb
until scientists ascertain whether bovine disease can

be transmitted to sheep.

Paraphrasing Prompt

Diversifying Entity Prompt

Generating Sentence Prompt

Figure 3: full prompt
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CoNLL-2003

Example	1	:

In	the	 NETHERLANDS	 Location	 based	 AMA	 Organization	 film	festival	,	jury

members	 Carlotta	Chen	 Person	 from	 Greek	 Location	 and	 MAX	SILVERMAN	 Person

from	 Japanese	 Location	 along	with	festival	director	 Minako	Mori	 Person	 are

preparing	for	the	screening	of	various	films	.

Example	2	:

The	 Canadian	 Miscellaneous	 PM	and	the	 World	Bank	 Organization	 both	welcomed	the

French	 Miscellaneous	 president's	remarks	that	 British	 Miscellaneous	 and

Singapore	 Location	 cooperation	in	the	Indo-Pacific	region	was	a	priority	.

Figure 4: generated CoNLL-2003 data examples

WNUT	17

Example	1	:

John	Mayer	 Person	 gets	new	role	with	 Bose	 Corporation	 and	gives	 Beatles'

fanclub	 Group	 all	his	 NBA	 Group	 gear	http	:	/	/	bzfd	.	it	/	1jY6GYF	 John

Mayer	 Person	 on	the	new	role	w	/	 Bose	 Corporation	 &	amp	;	his	Beatles'	fanclub

Example	2	:

Company	Brochure	 CreativeWork	 details	all	the	benefits	of	the	 Membership	Plan

CreativeWork	 in	 UK	 Location	 -	Check	it	out	here	:	[	www	.	getourbrochure	.	co	.

uk	 Location	 ]	(	http	:	/	/	www	.	getourbrochure	.	co	.	 uk	 Location	 )	!

Figure 5: generated WNUT-17 data examples

Tweebank

Example	1	:

RT	@	USER2478	:	@	 Silvio	Berlusconi	 Person	 's	 North	American	Tour	2011

Miscellaneous	 event	in	 Nigeria	 Location	 was	so	hype	,	he	got	exclusive	access	to

Facebook	 Organization	 features	!	:	)

Example	2	:

Before	going	on	the	 North	American	Tour	2011	 Miscellaneous	 ,	 Jack	 Person

performed	in	 Iran	 Location	 at	a	festival	.	Amaaaaazing	!	@	USER568

Figure 6: generated tweebank data examples
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BC5CDR

Example	1	:

After	receiving	 isoflurane	 Chemical	 during	electroconvulsive	therapy	for	major

depression	,	a	patient	with	 multiple	sclerosis	 Disease	 showed	significantly

reduced	airway	responsiveness	to	 theophylline	 Chemical	 .

Example	2	:

In	this	study	,	the	effects	of	 benzodiazepines	 Chemical	 on	the	incidence	of

extrapyramidal	signs	 Disease	 after	intrastriatal	administration	of	 puromycin

aminonucleoside	 Chemical	 were	examined	in	mice	treated	with	 hydrogen	peroxide

Chemical	 to	induce	oxidative	stress	.

Figure 7: generated BC5CDR data examples

MIT	Restaurant

Example	1	:

has	the	 in	n	out	burger	 RestaurantName	 closed	at	 8	pm	 TimeHours	 ?

Example	2	:

i	want	to	try	some	 american	 CuisineType	 ,	 chinese	buffet	 CuisineType	 meals

with	 delightful	 RatingType	 fries	 CuisineType	 next	time	.

Figure 8: generated MIT restaurant data examples

Ontonotes

Example	1	:

Make	sure	to	arrive	before	 7	:	15	PM	 Time	 if	you	want	to	get	a	good	seat	.

Example	2	:

Vatican	 GeoPoliticalEntity	 archbishops	do	not	endorse	 trucks	 Product	 adorned

with	 Picasso's	'Guernica'	 WorkOfArt	 ,	and	 Navy	 Organization	 ships	do	not	keep

Bank	of	New	York	Co	.	 Organization	 money	on	board	them	.

Figure 9: generated Ontonotes data examples

9665



AI

Example	1	:

Grace	Yang	 Person	 utilized	 Python	language	 ProgrammingLanguage	 and	 R

ProgrammingLanguage	 while	working	on	the	 sign	language	 Task	 translation	project

in	 Paris	 Location	 ,	evaluating	the	performance	of	the	 line	search	algorithm

Algorithm	 with	the	help	of	the	 F1	score	 Metrics	 .

Example	2	:

Recipient	of	a	 S	.	V	.	della	laurea	ad	honorem	 Miscellaneous	 degree	from	the

Cognitive	Science	Society	 Organization	 ,	he	is	a	consultant	and	board	member	with

Paramount	 Organization	 after	20	years	in	the	industry	.

Figure 10: generated AI data examples

Music

Example	1	:

To	promote	 Artists	Against	Discrimination	 Organization	 and	 Equal	Rights

Association	 Organization	 ,	 Egypt	 Location	 hosted	a	 Summer	Festival	 Event	 that

included	the	concert	of	 Lyre	 MusicalInstrument	 playing	artists	from	 ITALY	 Country

,	winner	of	the	 Grammy	Award	for	Best	Recording	Package	 Award	 for	their	album

released	that	year	.

Example	2	:

My	favorite	 show	 Miscellaneous	 on	 Lion	King	 Miscellaneous	 was	at	the	 The

Closing	Ceremony	 Event	 .

Figure 11: generated music data examples

Science

Example	1	:

Craig	Mello	 Scientist	 ,	from	 Brazil	 Country	 ,	won	the	 Copley	Medal	of	the

Royal	Society	 Award	 in	2008	for	his	research	on	 Dicer	 Enzyme	 ,	a	key	component

for	 RNA	 Miscellaneous	 interference	(	RNAi	)	and	its	role	in	genetic	regulation	,

as	well	as	research	on	the	development	of	neurons	(	 Neuron	 Miscellaneous	 )	.

Example	2	:

Apart	from	researching	the	 KRT8	 Protein	 ,	the	 Nobel	Prize	 Award	 awarded

scientist	in	 chemistry	 Discipline	 and	 biochemistry	 Discipline	 was	also	closely

following	the	 Stock	Exchange	Market	Reform	 Event	 .

Figure 12: generated science data examples
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Literature

Example	1	:

From	the	 Foundation	series	 Miscellaneous	 to	 The	Trumpet	Player	 Poem	 and

Leonardo	da	Vinci	 Person	 's	sketches	,	artists	across	 time	 Magazine	 and	genres

have	drawn	inspirationfrom	the	beauty	of	music	and	its	instruments	.

Example	2	:

Edgar	Allan	Poe	Award	 Award	 for	Best	 Novel	 Literarygenre	 honored	works	such	as

Ağır	Roman	 Book	 ,	 Records	of	the	Grand	Historian	 Book	 ,	 The	Tempest	 Poem

and	 Around	the	World	in	Eighty	Days	 Book	 .

Figure 13: generated literature data examples

Politics

Example	1	:

Ezekiel	 Politician	 ,	a	Sudanese	national	,	was	arrested	in	 Hitchin	 Location

after	his	identity	was	discovered	using	forged	 Sudanese	Air	Force	 Miscellaneous

documents	.

Example	2	:

During	the	 War	of	Liberation	 Event	 in	 Iran	 Country	 ,	 Porfirio	Lobo	Sosa

Politician	 's	 Peasant	Parties	 PoliticalParty	 received	support	from	people	in

Honduras	 Country	 and	 Kyaukse	 Location	 as	well	as	 Sonia	Singh	 Person	 ,	a

famous	TV	journalist	.

Figure 14: generated politics data examples

9667


