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Abstract

In the task of aspect sentiment quad predic-
tion (ASQP), generative methods for predict-
ing sentiment quads have shown promising
results. However, they still suffer from im-
precise predictions and limited interpretabil-
ity, caused by data scarcity and inadequate
modeling of the quadruplet composition pro-
cess. In this paper, we propose Self-Consistent
Reasoning-based Aspect sentiment quadruple
Prediction (SCRAP), optimizing its model
to generate reasonings and the corresponding
sentiment quadruplets in sequence. SCRAP
adopts the Extract-Then-Assign reasoning strat-
egy, which closely mimics human cognition.
In the end, SCRAP significantly improves the
model’s ability to handle complex reasoning
tasks and correctly predict quadruplets through
consistency voting, resulting in enhanced inter-
pretability and accuracy in ASQP.1

1 Introduction

Aspect-based sentiment analysis (ABSA) refers to
the task of identifying entity aspects and their as-
sociated sentiments (Pontiki et al., 2014). Among
various ABSA tasks, the challenging task of pre-
dicting quadruplets, including aspect sentiment
quad prediction (ASQP) (Zhang et al., 2021a) and
aspect-category-opinion-sentiment (ACOS) (Cai
et al., 2021), has garnered significant interest in
that it can offer comprehensive aspect-level analy-
sis. Specifically, a quadruplet consists of four senti-
ment elements: aspect term (at), opinion term (ot),
aspect category (ac), and sentiment polarity (sp).
Recent studies have developed powerful generative
methods by fine-tuning language models (LMs) to
sequentially generate sentiment quads (Zhang et al.,
2021a; Hu et al., 2022; Gou et al., 2023).
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1Codes and datasets are available at https://github.
com/jieyong99/SCRAP
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ruined me for 

neighborhood sushi.”

Without Reasoning With “Extract-Then-Assign” Reasoning

🤔
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[AT]place [OT]ruined
[AC]restaurant [SP]negative

[AT]sushi [OT]ruined
[AC]food [SP]positive

LM

Let me see... Here,
the aspect is “sushi” and

its opinion is “ruined”.

Based on
“sushi” and “ruined”,
the category is “food”
and it is a “positive”

sentence!

Figure 1: An illustrative example of Extract-Then-
Assign reasoning process for ASQP task.

Although state-of-the-art generative methods for
ASQP achieve promising accuracy, they are hin-
dered by imprecise predictions and limited inter-
pretability, stemming from data scarcity and in-
adequate modeling of the quadruplet composition
process. In Figure 1 Left, the existing approach that
directly decodes quads from a sentence, not only
fails to make accurate predictions, but also strug-
gles to discern the reasoning behind the quadruplet.

To tackle this challenge in ASQP, our approach
introduces a two-step reasoning strategy, termed
Extract-Then-Assign. This reasoning strategy ini-
tially extracts all aspect terms and opinion terms
from an input sentence; subsequently, it assigns
each aspect-opinion pair to both an aspect category
and a sentiment polarity, utilizing predefined sets
of categories and polarities. In Figure 1 Right, the
process begins with a human extracting the infor-
mation (at, ot) that is directly identifiable from the
review sentence. Following this, the individual
infers ac and sp based on the initially extracted
components. We explicitly model these two steps
of ASQP reasoning, which can account for the gen-
eration of complete quadruplets. This reasoning
process, which closely mimics human cognition, al-
lows us to enhance the accuracy and interpretability
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Figure 2: An overview of SCRAP which concurrently generates sentiment quads and the corresponding reasoning.

of quad prediction.

In this work, we propose a novel frame-
work for Self-Consistent Reasoning-based Aspect-
sentiment quad Prediction, named SCRAP, which
predicts aspect sentiment quads based on the
Extract-Then-Assign reasoning (Figure 2). The
key idea is to distill the plausible reasoning ability
from large language models (LLMs) into our ASQP
model. To this end, we first collect diverse rea-
soning paths via Chain-of-Thought (CoT) prompt-
ing on LLMs (Wei et al., 2022), and then opti-
mize our model to generate the reasoning followed
by quad prediction. Furthermore, SCRAP aggre-
gates its diverse reasoning outputs based on the
self-consistency (Wang et al., 2022). This allows
for filtering out noisy outputs and achieving more
accurate quad predictions.

Extensive experiments on two ASQP bench-
marks demonstrate that SCRAP significantly out-
performs other state-of-the-art quad prediction
models. Our reasoning process provides the expla-
nation about the results and improves the prediction
accuracy by understanding the inherent structure
and relationships within the aspect-opinion pairs.

2 SCRAP Framework

2.1 Problem Formulation

Given an input sentence, aspect sentiment quad pre-
diction (ASQP) aims to predict all aspect sentiment
quads {(at, ot, ac, sp)}. The aspect term at and
opinion term ot are detected within the sentence,
while the aspect category ac and sentiment polarity
sp are classified within their respective predefined
sets. Please refer to Appendix A for the details.

2.2 ASQP Reasoning Generation

Extract-Then-Assign reasoning Mimicking the
human cognition process, which first identifies
terms and then infers their relations and seman-
tics, we devise an Extract-Then-Assign reasoning
strategy for ASQP. From an input sentence, it first
extracts at and ot pairs, and subsequently infers
the corresponding ac and sp by assigning them to
elements within predefined sets of categories and
polarities.

Reasoning generation with LLM We gener-
ate diverse reasoning paths using LLM based on
the proposed reasoning strategy. We employ a
few-shot Chain-of-Thought (CoT) prompting (Wei
et al., 2022). Formally, given a sentence and
its quadruplets, we generate N reasoning paths
R = [r1, r2, ..., rN ] that explain how to reach the
quadruplets from the sentence. Our prompt is de-
signed to induce the Extract-Then-Assign process,
facilitating the generation of plausible reasoning
from the LLM. By leveraging the generated reason-
ing, we seek to provide rationales that guide and
explain the ASQP task to our model, enhancing
both accuracy and interpretability. The prompt can
be found in the Appendix B.

2.3 Supervised Fine-Tuning

Target construction For each sentence, we con-
struct the prediction targets by combining the gen-
erated reasoning with the ground-truth quadruplets,
which serve as supervision for fine-tuning. This ap-
proach enables the model to learn reasoning ability
from the LLM and grasp the intrinsic relationship
between the reasoning and quadruplets.

For each input sequence, we construct multiple
targets using various combinations of the reason-
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Methods
Rest15 Rest16

Pre Rec F1 Pre Rec F1

TAS-BERT† (Wan et al., 2020) 44.24 28.66 34.78 48.65 39.68 43.71
Extract-Classify† (Cai et al., 2021) 35.64 37.25 36.42 38.40 50.93 43.77

GAS† (Zhang et al., 2021b) 45.31 46.70 45.98 54.54 57.62 56.04
Paraphrase† (Zhang et al., 2021a) 46.16 47.72 46.93 56.63 59.30 57.93

DLO† (Hu et al., 2022) 47.08 49.33 48.18 57.92 61.80 59.70
MvP† (Gou et al., 2023) - - 51.04 - - 60.39

SCRAP (Ours) 55.45 45.41 49.93 69.59 56.70 62.48

Table 1: ASQP performance comparison. Backbone model: T5-Base. The best
and second-best results are in bold and underlined, respectively. † indicates the
results reported from their original papers.

Figure 3: ASQP perfor-
mance with T5-Base and T5-
3B. Dataset: Rest15.

ing path r and the quadruplets q. For r, we use
N different paths in R. For q, we apply a data
augmentation technique that uses P different per-
mutations of elements in the quadruplet (Hu et al.,
2022). Additional details and examples of target
construction are provided in Appendix C.

Training Given an input sequence x, we train the
model to predict the target y which consists of r
and q. We fine-tune the sequence-to-sequence lan-
guage model (Raffel et al., 2019) by minimizing the
following negative log-likelihood loss, LNLL =
− log p(y|x) = −∑T

t=1 log p(yt|x, y<t), where T
is the length of the target sequence y and y<t de-
notes previously generated tokens.

2.4 Self-Consistent Quad Prediction

At test time, the fine-tuned model proceeds with
inference following the Extract-Then-Assign rea-
soning strategy, predicting the quadruplets along
with the reasoning path. To mitigate the impact of
noises on the reasoning process, we make the final
prediction by consolidating multiple outputs based
on self-consistency. Similar to (Wang et al., 2022)
that samples diverse paths instead of only taking
the greedy one, we sample K candidate outputs
with diverse reasoning paths, and then identify the
quadruplets consistently predicted by the model
via consistency voting; this selects the quadruplets
whose frequency exceeds a certain threshold.

3 Experiments

We experiment to answer the following questions:
RQ1: Does SCRAP outperform other baselines?
RQ2: How do diverse reasoning paths in SCRAP
contribute to achieving higher accuracy?
RQ3: Does Extract-Then-Assign reasoning help to
interpret quad prediction?

3.1 Experimental Settings

Dataset and evaluation metrics We use two
datasets, i.e., Rest15 and Rest16, widely used
for the ASQP task (Zhang et al., 2021a). For
reasoning generation (Sec.2.3), we use ChatGPT
(gpt-3.5-turbo-16k).2 As the evaluation
metric, we mainly employ the F1 score with pre-
cision (Pre) and recall (Rec). A predicted quad is
considered as correct if and only if its all elements
are exactly the same as the ground-truth ones.

Baselines We compare SCRAP with two dis-
criminative methods, i.e., TAS-BERT (Wan et al.,
2020) and Extract-Classify (Cai et al., 2021), as
well as four competitive generative methods, i.e.,
GAS (Zhang et al., 2021b), Paraphrase (Zhang
et al., 2021a), DLO (Hu et al., 2022), and
MvP (Gou et al., 2023). For generative methods,
we adopt T5-Base and T5-3B as backbone models.
For SCRAP, we set N = 16 and P = 5 in com-
mon, K = 20 (T5-Base) and K = 25 (T5-3B) for
Rest15, K = 15 for Rest16. Refer to Appendix D
for implementation details.

3.2 Results and Discussion

SCRAP outperforms baseline methods (RQ1).
Table 1 and Figure 3 present the ASQP perfor-
mance of various methods. Overall, SCRAP
achieves competitive performance, and outper-
forms the baseline methods for large backbone
models. Specifically, in Figure 3, SCRAP shows
higher effectiveness when applied to a larger model,
exhibiting the largest performance gap between
T5-Base and T5-3B. A larger model generally has
higher reasoning capability (Li et al., 2023), mak-
ing it more suitable for SCRAP which leverages

2https://chat.openai.com/
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Example 1

Sentence: Also love their caeser salad .
Gold: [AT] caeser salad [AC] food quality [SP] positive
[OT] love
Prediction: In this sentence, the aspect term is ‘caeser
salad’ and the opinion term for this aspect term is ‘love’.
Since the aspect term is ‘caeser salad’ and the opinion
about the aspect term is ‘love’, the aspect category can
be inferred as ‘food quality’ for this aspect term. Lastly,
the aspect term ‘caeser salad’ is evaluated as a positive
sentiment. The speaker expresses their love for the
caeser salad, … Therefore, the quadruplets are: [AT]
caeser salad [SP] positive [OT] love [AC] food quality

Example 2

Sentence: We did have the same waiter the second time ,
so maybe the service is spotty and our luck is good .
Gold: [AT] waiter [AC] service general [SP] positive [OT] good
Prediction: In this sentence, the aspect term is ‘waiter’ and
the opinion term is ‘spotty’. This indicates a negative
evaluation of the service provided by the waiter. Therefore,
the aspect category can be inferred as ‘service general’.
The sentiment polarity is also ‘negative’ as the speaker
mentions that the waiter was different the second time,
suggesting that it might have been unsatisfactory or …
Therefore, the quadruplets are: [AT] waiter [SP] negative [OT]
spotty [AC] service general.✅ ❌

Figure 4: Error analysis and case study. Left: Analysis of prediction errors on the Rest16. We report the error rate
for each element type of aspect sentiment quad. Middle and Right: The case study of SCRAP. We present the
input sentence, gold quads, and the prediction made by SCRAP.

Figure 5: Effect of N and K, Backbone model: T5-Base.

reasoning for ASQP. Furthermore, SCRAP gen-
erally exhibits high precision, as it filters out in-
consistent predictions through consistency voting.
When the task is performed with the T5-Base on
the Rest15 dataset, the performance is relatively
low due to the small dataset size and the use of a
model with relatively poor inference capabilities.
Lastly, we analyze the prediction errors of SCRAP
and the best competitor, MvP. The prediction error
is calculated for each component as (number of
incorrect predictions) / (total number of predicted
quads). In Figure 4 Left, the overall error rate of
SCRAP is notably lower than MvP.

Impact of the number of reasoning paths (RQ2).
We investigate the performance of SCRAP with
varying N and K, which control the number of
reasoning paths used for the training and infer-
ence, respectively. In Figure 5, we observe that
SCRAP generally achieves higher performance
with a greater number of reasoning paths with re-

spect to both N and K, and the best performance
is achieved by leveraging multiple paths for both
training and inference. These results show that di-
verse reasoning for prediction is indeed beneficial
in more accurate quad predictions. Nevertheless,
if K grows excessively, a considerable quantity of
incomplete inferences are produced, leading to ad-
verse effects on quad predictions and consequent
performance deterioration. Therefore, it is crucial
to determine the optimal value of multiple paths K
for inference.

Extract-Then-Assign reasoning offers inter-
pretability for quad prediction (RQ3). Fig-
ure 4 Mid and Right provide the case study. In
Example 1, the model predicts the correct quad,
and it is possible to interpret the process through
which the correct answer was reached. Moreover,
even if the model fails to predict the correct quad,
we can still understand how the prediction failed
based on the Extract-Then-Assign reasoning pro-
cess. In Example 2, the model fails to extract the
correct opinion term, and this leads to inaccurate
polarity prediction. This interpretability helps to
better understand the model behavior, which is an
important strength of SCRAP. It demonstrates that
the Extract-Then-Assign reasoning strategy is sim-
ple yet effective within the SCRAP framework.

4 Related Work

Aspect Sentiment Quad Prediction Many exist-
ing studies have focused on discriminative methods.
Early works tried jointly detecting target-aspect-
sentiment (Wan et al., 2020) or conducting ACOS
with two-stage pipelines (Cai et al., 2020). Be-
ginning with Zhang et al. (2021b), recent studies
have started using generative methods. Zhang et al.
(2021a) transforms outputs into natural language
sentences, Hu et al. (2022) introduce data augmen-
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tation that uses various permutations of quad el-
ements, and Gou et al. (2023) align training and
inference with multi-view prompting.

Chain-of-Thought (CoT) Distillation CoT
prompting has shown high effectiveness in
inducing models to generate reasoning before
reaching an answer (Wei et al., 2022; Kojima et al.,
2022; Wang et al., 2022). Recent work has focused
on distilling the reasoning capabilities of LLMs to
smaller LMs (Ho et al., 2022; Magister et al., 2022;
Hsieh et al., 2023); they elicit rationales for the
predictions from LLMs and utilize them to train
the LMs, effectively improving their performance.

5 Conclusion

This paper aims to enhance quad prediction in
ASQP using Extract-Then-Assign, which is the two-
step reasoning strategy. To this end, we propose a
SCRAP framework, which generates diverse pre-
dictions utilizing the Extract-Then-Assign and se-
lects the final answer by filtering the inconsistent
answers through consistency voting. Our frame-
work is the first method to integrate reasoning into
the ABSA task, not only achieving state-of-the-
art performance, but also significantly enhancing
the interpretability of the outputs produced by the
model. This confirms its efficacy in predicting
quadruplets through reasoning.

6 Limitations

Despite achieving state-of-the-art performance, our
study has three limitations. Firstly, our current
reasoning structure, designed to mimic human cog-
nition, may not be the most advanced or optimal for
the ASQP task. There could exist a more sophisti-
cated reasoning structure that further enhances the
task performance. Secondly, the effectiveness of
our approach is affected by the size of the model
to some extent. With small models having lim-
ited reasoning capabilities, our method may not
exhibit satisfactory performance. Lastly, our study
incurs higher computational costs for training and
inference compared to previous studies, as it addi-
tionally leverages reasoning.

7 Ethical Statment

We utilize datasets that are widely recognized and
previously employed in the scientific community,
maintaining transparency and integrity in our ex-
periments. Our methodologies and findings do not

inflict harm upon any individuals or groups. We
are cognizant of the potential biases in sentiment
polarity predictions arising from the use of large
pre-trained language models, as these models may
mirror existing societal biases found in their train-
ing corpora (Tan and Celis, 2019). We acknowl-
edge the importance of ongoing efforts to mitigate
such biases. Furthermore, we underscore the ne-
cessity of continuous monitoring and evaluation
to ensure that our smaller downstream models do
not replicate or amplify the biases inherent in their
larger language model counterparts.
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A Problem Formulation Details

The aspect term includes the possibility of being
null, which denotes cases where it is not explicitly
mentioned, and this is represented by “NULL”. In
this work, the aspect category ac is classified as an
element within the predefined set: {“food prices”,
“food style_options”, “service general”, “drinks
prices”, “ambience general”, “drinks quality”, “lo-
cation general”, “restaurant prices”, “restaurant
general”, “drinks style_options”, “food general”,
“restaurant miscellaneous”, “food quality”}. The
sentiment polarity sp is categorized into one of the
three sentiment classes: {“positive”, “neutral” or
“negative”}, each signifying the respective emo-
tional disposition conveyed.

B Reasoning Generation Details

We use ChatGPT (gpt-3.5-turbo-16k) to
generate reasoning paths for each training sample,
and use some or all of them for fine-tuning pur-
poses. We carefully design the prompt to induce
the Extract-Then-Assign process, facilitating the
generation of plausible rationales for ASQP. We
present examples of our prompts in Table 3.

C Target Construction Details

We construct the prediction targets by combin-
ing the generated reasoning with the ground-truth
quadruplets. To represent the quadruplets, we
use special markers: [AT], [OT], [AC], [SP],
which respectively denote at, ot, ac, sp, as done in
(Hu et al., 2022). We also employ the data augmen-
tation technique that uses various permutations of
elements in the quadruplet (Hu et al., 2022). The
element permutations are ranked based on the pre-
diction entropy of pre-trained T5-Base, and we use
P different permutations with minimal entropy for
each quadruplet. If there are multiple quadruplets
for a single sentence, we concatenate them using a
special symbol [SSEP] (2021a).

We combine the reasoning and the quadru-
plets with a connecting expression ‘Therefore, the
quadruplets are:’. An example of an input sentence
and the constructed target is provided in Table 2.

D Experiment Details

D.1 Software and Hardware
We use Pytorch to implement all the models
(Python 3.8). Our experiments are conducted with
a single NVIDIA A6000 GPU with 48GB of RAM.

7300

https://api.semanticscholar.org/CorpusID:249017743
https://api.semanticscholar.org/CorpusID:249017743
https://api.semanticscholar.org/CorpusID:259251773
https://api.semanticscholar.org/CorpusID:259251773
https://api.semanticscholar.org/CorpusID:259251773
https://api.semanticscholar.org/CorpusID:254823156
https://api.semanticscholar.org/CorpusID:61955135
https://api.semanticscholar.org/CorpusID:61955135
https://api.semanticscholar.org/CorpusID:204838007
https://api.semanticscholar.org/CorpusID:204838007
https://api.semanticscholar.org/CorpusID:204838007
https://api.semanticscholar.org/CorpusID:202781363
https://api.semanticscholar.org/CorpusID:202781363
https://api.semanticscholar.org/CorpusID:202781363
https://api.semanticscholar.org/CorpusID:214354571
https://api.semanticscholar.org/CorpusID:214354571
https://api.semanticscholar.org/CorpusID:247595263
https://api.semanticscholar.org/CorpusID:247595263
https://api.semanticscholar.org/CorpusID:247595263
https://api.semanticscholar.org/CorpusID:246411621
https://api.semanticscholar.org/CorpusID:246411621
https://api.semanticscholar.org/CorpusID:238259938
https://api.semanticscholar.org/CorpusID:238259938
https://api.semanticscholar.org/CorpusID:236460053
https://api.semanticscholar.org/CorpusID:236460053


D.2 Implementation Details
For training, the batch size is set to 16 for T5-Base
and 2 for T5-3B. The number of training epochs
is set to 20 and the learning rate is set to 3e − 5
for all experiments. To accelerate training and re-
duce GPU memory consumption, we apply LoRA
(Hu et al., 2021) for T5-3B. For the self-consistent
quad prediction, we independently generate up to
25 predictions (K) from the decoder, utilizing the
temperature sampling (Wang et al., 2022). We ex-
plore temperatures ranging from 0.7 to 1.5. We
observed that when the temperature is too low (e.g.
T ≤ 0.7), it tends to produce identical or similar
reasoning for the input sentence. Conversely, when
the temperature is too high (e.g., T ≥ 1.5), the
generated reasoning is often incomplete, adversely
affecting quad prediction. We empirically choose
the appropriate temperature as T = 1.3 in our ex-
periments.
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Input-Target example

Input: we have gone for dinner only a few times but the same great quality and service is given .
Target: In this sentence, the speaker mentions their experience of going for dinner a few times. They highlight
the consistent great quality and service they have received. For the first quadruplet, the aspect term is ’service’
and the opinion term is ’great’. This indicates a positive evaluation of the service provided by the restaurant.
Therefore, the aspect category can be inferred as ’service general’ and the sentiment polarity is positive. For
the second quadruplet, the aspect term is ’dinner’ and the opinion term is ’great quality’. This implies a
positive assessment of the quality of the food during dinner. Hence, the aspect category can be inferred as ’food
quality’ and the sentiment polarity is positive. The speaker’s statement overall conveys their positive experience,
emphasizing the consistent great quality and service they have received during their visits for dinner. Therefore,
the quadruplets are: [SP] positive [AT] dinner [OT] great quality [AC] food quality [SSEP] [SP] positive [AT]
service [OT] great [AC] service general

Table 2: Input-Target example for ASQP
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Extract-Then-Assign Prompt

[Task Description]
I am performing the ASQP task, which is the Subtask of ABSA. From now on, if I give you a sentence and a
quadruplet, create a Reasoning for it. When creating, create to satisfy all of the following conditions: When
proceeding with inference, extract the aspect term and the option term first and infer the aspect category and
sentimental polarity based on them. When extracting aspect term and option term, an aspect category is judged
by a combination of aspect term and opinion term, and sentimental polarity is judged by comprehensively
considering everything. And don’t mention each element first, explain the reason first, and then create a rationale
that mentions the element. At this time, do not number each element, but configure it to naturally lead to one
paragraph. But if there are more than two quadruplets, please organize the description for each quadruplet. And
please create a detailed description of each element in the composition of rationale. From now on, I’ll give you
sentences and quadruplet sets as input.
Here are possible aspect category set: [’food prices’, ’food style_options’, ’service general’, ’drinks prices’, ’am-
bience general’, ’drinks quality’, ’location general’, ’restaurant prices’, ’restaurant general’, ’drinks style_options’,
’food general’, ’restaurant miscellaneous’, ’food quality’].
Here are possible sentiment polarity set: [’positive’,’negative’,’neutral’].

[Example 1]
Text: The fried dumplings are GREAT !####[[’fried dumplings’, ’food quality’, ’positive’, ’GREAT’]]
Reasoning: In this sentence, the aspect term is ‘fried dumplings’ and the opinion term for this aspect term is
‘GREAT’. Since the aspect term is ‘fried dumplings’ and the opinion about the aspect term is ‘GREAT’, the
aspect category can be inferred as ‘food quality’ for this aspect term. Lastly, the aspect term ‘fried dumplings’
is evaluated as a opinion of ‘GREAT’. When it comes to food, the opinion ’GREAT’ suggests that the food is
delicious, which is evaluated as a positive sentiment.

[Example 2]
Text: It’s one of our favorite places to eat in NY.####[[’NULL’, ’restaurant general’, ’positive’, ’favorite’]]
Reasoning: In this sentence, there is no specific aspect term mentioned explicitly. So the aspect term is ‘NULL’
and the opinion term for this aspect term is ‘favorite’. The aspect category could be inferred as ’restaurant
general’ as the speaker is expressing a general sentiment about the restaurant rather than a specific feature or
component. Lastly, by referring to the restaurant as a ’favorite’, the speaker implies a positive sentiment polarity.

[Example 3]
Text: It is very overpriced and not very tasty .####[[’NULL’, ’food quality’, ’negative’, ’not very tasty’],
[’NULL’, ’food prices’, ’negative’, ’overpriced’]]
Reasoning: In the sentence, there are two different evaluations made but none of them explicitly mentions the
specific aspect term. So, for both evaluations, the aspect term is ’NULL’. For the first quadruplet, the opinion
term is ’not very tasty’. This is a negative evaluation of the food quality, hence ’food quality’ can be inferred
as the aspect category and the sentiment polarity is negative. In the second quadruplet, the opinion term is
’overpriced’. This term is often used to describe something that is too expensive or not worth the price. Therefore,
the aspect category can be inferred as ’food prices’ and since the speaker is expressing a negative sentiment
about the price, the sentiment polarity is negative.

[Example 4]
Text: The service was friendly and the atmosphere was casual .####[[’service’, ’service general’, ’positive’,
’friendly’], [’atmosphere’, ’ambience general’, ’neutral’, ’casual’]]
Reasoning: The sentence discusses two aspects - ’service’ and ’atmosphere’. For the first quadruplet, the aspect
term is ’service’ and the opinion term is ’friendly’. This is a positive evaluation of the service provided by the
restaurant, hence ’service general’ can be inferred as the aspect category and the sentiment polarity is positive. In
the second quadruplet, the aspect term is ’atmosphere’ and the opinion term is ’casual’. This term is used to
describe the general ambience of the restaurant. Therefore, the aspect category can be inferred as ’ambience
general’. As the term ’casual’ is neutral and doesn’t indicate any positive or negative sentiment, the sentiment
polarity is neutral.

[Example 5]
Text: Rude service , medicore food ... there are tons of restaurants in NY ... stay away from this
one####[[’service’, ’service general’, ’negative’, ’Rude’], [’food’, ’food quality’, ’neutral’, ’medicore’], [’NULL’,
’restaurant general’, ’negative’, ’stay away’]]
Reasoning: The sentence discusses three aspects - ’service’, ’food’, and the general experience at the restaurant
(NULL). For the first quadruplet, the aspect term is ’service’ and the opinion term is ’Rude’. This is a negative
assessment of the service provided by the restaurant, hence ’service general’ can be inferred as the aspect category
and the sentiment polarity is negative. In the second quadruplet, the aspect term is ’food’ and the opinion term is
’medicore’. This term is used to describe the quality of the food at the restaurant. Therefore, the aspect category
can be inferred as ’food quality’. As the term ’medicore’ is neutral and doesn’t indicate any positive or negative
sentiment, the sentiment polarity is neutral. In the third quadruplet, there is no specific aspect term mentioned, so
the aspect term is ’NULL’. The opinion term is ’stay away’. This is a negative sentiment about the restaurant in
general, hence ’restaurant general’ can be inferred as the aspect category and the sentiment polarity is negative.

Table 3: The prompt for Extract-Then-Assign on ASQP.
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