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Abstract

In-context learning(ICL) has gained consider-
able attention due to its data efficiency and task
adaptability. Unfortunately, ICL suffers from
the demonstration bias, i.e., its performance
and robustness are severely affected by the se-
lection and ordering of demonstrations. In this
paper, we identify that such demonstration bias
may primarily stem from the semantic ambigu-
ity induced by demonstrations, i.e., a demon-
stration may indicate multiple input-to-label
mappings and its mapping can be interpreted
differently in different contexts by LLMs. Such
semantic ambiguity disrupts task comprehen-
sion during ICL and results in performance
fluctuations. To resolve the semantic ambigu-
ity problem, this paper further proposes two
de-biasing strategies to mitigate demonstration
bias in in-context learning. Experiments on six
datasets show that our methods can effectively
alleviate demonstration bias and significantly
improve task performance.

1 Introduction

In-context learning(ICL) has gained considerable
attention in recent years, wherein a LLM can per-
form an unseen task by only conditioning on sev-
eral in-context input-output demonstrations (Brown
et al., 2020). Due to its minimal data requirements
and zero parameter updates, ICL enables develop-
ers to efficiently and flexibly apply LLMs in differ-
ent domains (King and Flanigan, 2023; Gero et al.,
2023; Huang et al., 2023; Winata et al., 2023).

Despite its effectiveness and popularity, recent
studies have highlighted that ICL is highly sensi-
tive to the selection and order of demonstrations
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Figure 1: Illustrative examples of demonstration bias
in In-Context Learning. Various demonstration organi-
zations (left) can significantly influence the semantic
modes chosen by LLMs (right).

(Zhao et al., 2021; Lu et al., 2022) – which this pa-
per calls demonstration bias. Such a demonstration
bias often results in significant performance fluctu-
ations and severely undermines the robustness of
LLMs. Although many works have been proposed
to search and generate optimal demonstrations for
real-world tasks, it is still unclear what the under-
lying reasons of the demonstration bias in ICL are
(Liu et al., 2022; Sorensen et al., 2022; Gonen et al.,
2022; Li and Qiu, 2023a; Wang et al., 2023).

In this paper, we identify that such a demon-
stration bias may primarily stem from the seman-
tic ambiguity induced by demonstrations, i.e., a
demonstration may indicate multiple input-to-label
mappings(this paper refers to the possible input-to-
label mappings of a demonstration as its semantic
modes) and its semantic modes can be interpreted
differently in different contexts by LLMs. For in-
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stance, as shown in Figure 1, the demonstration
S1 has three different semantic modes: (1) En-
hancement/Reduction of Software Functionality;
(2) Good/Poor Software User Experience; and (3)
High/Low software stability. LLMs may interpret
it differently when accompanying different other
demonstrations. It is obvious that when demon-
strations show high semantic ambiguity, an LLM
will have difficulty selecting the appropriate seman-
tic mode of a task, causing sensitivity and bias in
the demonstration organization in ICL. For exam-
ple, given the new input "Despite the implemen-
tation of new security measures, users report fre-
quent authentication errors and difficulties access-
ing their accounts, leading to usability issues," an
LLM might classify it as Positive under the mode
"Enhancement/Reduction of Software Functional-
ity," but as Negative under the mode "Good/Poor
Software User Experience."

To investigate the impact of demonstration ambi-
guity, we conduct comprehensive experiments on
varying degrees of semantic ambiguity, across dif-
ferent models and datasets. Specifically, we first de-
sign a semantic ambiguity score which can evaluate
the divergence of a demonstration’s semantic mode
across various contexts. In this way, a low ambi-
guity score indicates a demonstration will have a
stable semantic mode and therefore is less likely to
be interpreted differently in differing contexts by
LLMs. Based on the above measure, our findings
revealed a strong correlation between the semantic
ambiguity of demonstration and the performance
fluctuation of ICL. That is, given a demonstration,
as its semantic ambiguity increases, it is more diffi-
cult for LLMs to select the correct semantic modes
in in-context learning, which in turn leads to greater
instability in performance.

Based on the above findings, we further propose
two de-biasing strategies for in-context learning,
named Instance-Free Demonstration Reordering
and Self-Explanatory In-Context Learning, which
can effectively help LLMs accurately select seman-
tic modes and thus significantly reduce the demon-
stration bias. First, we propose a Instance-Free
Demonstration Reordering method, which progres-
sively selects demonstrations by maximizing the
semantic ambiguity reduction of in-context demon-
strations. Second, we present the Self-Explanatory
In-Context Learning framework, which generates
explicit explanatory guidelines for each instance
and then instructs LLMs to select appropriate se-
mantic modes by following these guidelines. This

self-explanatory mechanism enables LLMs to re-
flect their internal thinking, reasoning, and decision
guidelines, and these explanatory guidelines can ad-
ditionally instruct LLMs the semantic mode demon-
strations want to convey. By instructing LLMs with
better demonstration order and self-explanatory
guidelines, LLMs can effectively address the se-
mantic ambiguity problem and significantly reduce
the demonstration bias of ICL. We conducted ex-
periments on six classification datasets, and the
results verified the effectiveness of our methods.

In summary, our contributions are as follows:

1. We identify that the demonstration bias may
primarily stem from the semantic ambiguity
induced by demonstrations and reveal a strong
correlation between the semantic ambiguity
of demonstration and the performance fluctu-
ation of ICL.

2. We propose two de-biasing strategies for
in-context learning, named Instance-Free
Demonstration Reordering and Self-
Explanatory In-Context Learning, which can
effectively help LLMs to accurately select
semantic modes and thus significantly reduce
the demonstration bias.

3. Experimental results demonstrate the effec-
tiveness of our methods in significantly re-
ducing the demonstration bias and enhancing
performance of ICL.

2 Semantic Ambiguity in In-Context
Learning

In this section, we explore the impact of seman-
tic ambiguity within demonstrations on in-context
learning. In §2.1, we introduce the notion of a se-
mantic ambiguity score to quantify the level of com-
prehension exhibited by LLMs for a given demon-
stration. Then we conduct experiments to further
validate our hypothesis in §2.2 and §2.3.

2.1 Semantic Ambiguity Score of
Demonstrations

To validate our hypothesis as outlines in §1, we pro-
pose the concept of a semantic ambiguity score to
assess the consistency of LLM’s comprehension of
a given demonstration di across different contexts:

Ai =
N∑

k=1

|Pk(didu)− Pk(dudi)| (1)

7204



Figure 2: Semantic Ambiguity Results on Vicuna-13B and LlaMA2-13B-chat. The horizontal axis represents the
demonstration grouping, where Group 1 corresponds to the lowest ambiguity, and Group 5 corresponds to the
highest. The vertical axis represents accuracy. Each box-plot reports the aggregated results of 20 randomly shuffled
trials.

We initially introduce an uninformative demon-
stration du = ("None", "None") to prevent the
introduction of task-irrelevant semantic modes. To
systematically assess the model’s comprehension
of di across various contexts, we interchange di
and du, creating two contexts formally distinct but
conveying identical information: C1 = didu and
C2 = dudi. Furthermore, we introduce the concept
of Input Label Probability Pk to aid in encapsu-
lating the LLM’s understanding of a given context
C. This involves introducing an additional demon-
stration, denoted as dk = (xk, yk), and leveraging
the LLM’s label probability to gauge its extracted
semantic mode from the given context C:

Pk(C) = PLLM (yk | C, xk) (2)

In our approach, we tokenize yk and extract the
probability assigned to the first token. For exam-
ple, in SST-2 dataset with candidate labels such
as Positive or Negative, we derive the probabilities
P ("_Pos") or P ("_Neg") as the input label probabil-
ity. To analyze the impact of di, we systematically
traverse through all dk in our demonstration pool
D = {di}N , ensuring that yi = yk.

Based on the above definition, we hypothesize
that demonstrations characterized by lower seman-
tic ambiguity scores yield more consistent interpre-
tations by LLMs, thereby reducing their suscepti-

bility to variations across diverse contexts.

2.2 Experiments

We use SST-2 (Socher et al., 2013) for sentiment
analysis, ETHOS (Mollas et al., 2020) for hate
speech detection, and AgNews (Zhang et al., 2015)
for topic classification1. We choose Vicuna-13B
(Zheng et al., 2023) and LlaMA2-13B-chat (Tou-
vron et al., 2023) as our primary model.

We begin by randomly selecting N ×M demon-
strations from the training split for each dataset.
Here, N = 25 represents the number of demonstra-
tions in our pool, while M indicates the number
of candidate labels in each dataset. For clarity, the
SST2 dataset presents M = 2 labels: "Positive"
and "Negative," whereas the AgNews dataset en-
compasses M = 4 distinct labels.

Following this selection, we leverage Eq. 1 to
compute the semantic ambiguity scores for demon-
strations. For each of the M candidate labels, we
arrange the demonstrations associated with that la-
bel in ascending order according to their scores
and evenly distribute them into five groups. Con-
sequently, each of the five groups comprises 5M
demonstrations, maintaining a balanced distribu-
tion of candidate labels. This strategy guarantees a

1We use the version on HuggingFace (Lhoest et al., 2021)
of all datasets in this paper.
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fair and thorough assessment.
For evaluation, we randomly selected 300 in-

stances from the test split, employing the previ-
ously mentioned groups as demonstrations. Subse-
quently, the results are averaged across 20 random
shuffling within each group.

2.3 Results and Analysis
Figure 2 demonstrates the results of our seman-
tic ambiguity experiments on Vicuna-13B and
LlaMA2-13B-chat across three different tasks. We
can see that:

1) Semantic ambiguity presents challenges for
LLMs in selecting correct semantic modes, re-
sulting in fluctuations in ICL performance. As il-
lustrated in Figure 2, the performance of in-context
learning varies across all demonstration groups,
irrespective of low or high ambiguity score lev-
els. This supports our hypothesis that semantic
ambiguity is pervasive in demonstrations, thereby
influencing LLMs in selecting the appropriate se-
mantic modes. Furthermore, we observe a direct
proportional relationship observed between the am-
biguity score of demonstrations and performance
variance. For instance, on Vicuna-13B, the stan-
dard deviation for the first set in the ETHOS dataset
is only 1.07. In contrast, for the fifth set, character-
ized by a heightened ambiguity score, the deviation
significantly increases to 5.12. This indicates that
demonstrations with higher ambiguity scores exert
a greater influence on LLM’s comprehension of
demonstrations. LLMs struggle to extract correct
semantic modes relevant to the task, resulting in
increased variances in ICL performance.

2) The performance of in-context learning de-
pends on semantic modes in demonstrations. We
have uncovered a fascinating phenomenon: as the
ambiguity score of demonstrations gradually in-
creases, the best performance among various shuf-
flings remains competitive with the optimal group.
For instance, on LlaMA2-13B-chat, the perfor-
mance of the fifth group on AgNews fluctuates
by approximately 30 percentage points, while the
best ordering achieves an accuracy of 65.6, which
competes closely with the first group’s 67.2 accu-
racy. We propose that the observed phenomenon
may stem from the relationship between conveyed
information and the level of ambiguity in demon-
strations. Demonstrations with higher ambiguity
can prompt LLMs to access a wider range of po-
tential semantic modes. As long as a correct mode
exists within the demonstration, there is a chance

Figure 3: An overview of our demonstration reordering
method. Given We use probability (as shown above) or
entropy as objectives to search for the next demonstra-
tion di.

that the LLM can extract it and achieve an optimal
result, albeit with greater difficulty.

3 Instructing Large Language Models to
Follow In-Context Demonstrations

In §2.3, we demonstrate that semantic ambiguity
within demonstrations poses challenges for large
language models to extract appropriate semantic
modes, affecting their capacity to fully comprehend
internal tasks and resulting in fluctuations in in-
context learning performance. Expanding on these
insights, this section elucidates our proposed meth-
ods designed to help LLMs improve capabilities
to select correct semantic modes and thus mitigate
demonstration bias. First, we propose Instance-
Free Demonstration Reordering method in §3.1,
then we present the Self-Explanatory In-Context
Learning framework in §3.2.

3.1 Instance-Free Demonstration Reordering

Drawing inspiration from Section 2.3, we propose
that tailoring demonstrations to minimize semantic
ambiguity can significantly reduce their impact on
LLMs, thus enhancing the likelihood of LLMs se-
lecting the correct semantic modes. Based on this
premise, we introduce a demonstration reordering
method, outlined in Fig 3. Given a demonstra-
tion set D, we meticulously traverse it step by step
to maximize the reduction of semantic ambiguity.
At step i, based on the previously searched order-
ing D∗ = (d1, d2, · · · , di−1), we select the next
demonstration di from D according to a predefined
metric and update it into D∗.

Given the high time complexity involved in cal-
culating the ambiguity score as detailed in Equation
1, efficiency bottlenecks can arise in practical ap-
plications. To mitigate this issue, we propose using
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Figure 4: An overview of our self-explanatory ICL framework. Compared with vanilla ICL, self-explanatory ICL
adds a self-explanatory instruction into the model inputs, stimulating the ability of the model to generate explanatory
guidelines and the task result at the same time.

the probability or entropy of subsequent demon-
strations as our metric. This alternative allows us
to assess the LLM’s understanding of the task and
its confidence in extracting semantic modes. As
outlined below, we have developed three distinct
metrics:

1. Probability-Candidate: We aggregate the prob-
ability of the label within the model across
all candidate labels (e.g. P ("Positive") +
P ("Negative") for SST-2) to derive the Can-
didate Label Probability. By maximizing this
probability of the next demonstration, we can
select the demonstration that optimizes task
clarity.

di ∼ argmax
d∈D

Pc(d | d1, d2, . . . , di−1) (3)

2. Probability-Gold: Following the setting out-
lined in Section 2, we leverage the probability
of the gold label within the upcoming demon-
stration, defining it as the Gold Label Proba-
bility. By optimizing this metric, we aim to
choose the demonstration that maximizes the
likelihood of the LLM identifying the correct
semantic interpretation.

di ∼ argmax
d∈D

Pg(d | d1, d2, . . . , di−1) (4)

3. Entropy: We leverage label probability en-
tropy to establish the Label Entropy. By min-
imizing this metric, we aim to identify the
demonstration that optimizes the model’s con-
fidence in selecting semantic modes.

di ∼ argmin
d∈D

E(d | d1, d2, . . . , di−1) (5)

This approach navigates through candidate
demonstrations, sequentially seeking the optimal
ones. After undergoing n = |D| iterations, we
arrive at a novel arrangement of D.

To mitigate the risk of converging toward local
optima, we employ a strategy akin to beam search,
preserving the top-5 candidate demonstration sets
at every step of the search process. As a result, we
retain the top-1 sequence and utilize it as the final
demonstration.

3.2 Self-Explanatory In-Context Learning
As delineated in 2.3, whenever an appropriate se-
mantic mode is present within a given demonstra-
tion, LLMs stand a chance of extracting it, albeit
with increased difficulty. We propose that provid-
ing guidelines for LLMs can aid in enhancing the
understanding of demonstrations and consequently
improve the ability to extract accurate semantic
modes.

In this study, we introduce a self-explanatory in-
context learning framework, illustrated in Figure 4.
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Unlike conventional in-context learning described
in Equation 6, our innovative framework integrates
a tailored input representation denoted as X =
[I,D, xtest]. Here, I acts as a self-explanatory
instruction explicitly guiding the model’s atten-
tion towards the information conveyed in demon-
strations. This strategy aids LLMs in generating
instance-level explanations Etest that reflect its in-
ternal thinking, reasoning, and decision-making
processes. Consequently, it guides LLMs in cap-
turing the semantic mode expressed by demonstra-
tions and generating the final answer.

ytest ∼ PLLM (y | D,xtest) (6)

Etest, ytest ∼ PLLM (y | I,D, xtest) (7)

In our framework, demonstrations in D lack ex-
planations, which contradicts our goal of incor-
porating explanatory elements in the model’s out-
put. This structural mismatch presents a notable
challenge in crafting self-explanatory instructions.
To overcome this obstacle and gain better control
over the model’s generated results, we utilize the
Optimization by PROmpting (OPRO, (Yang et al.,
2023)) method to refine our instructions, leveraging
its effectiveness and versatility in practical scenar-
ios. Details are outlined in Appendix A.

4 Experiments

4.1 Dataset and Evaluation

Following previous work (Wei et al., 2023b; Sun
et al., 2023; Gu et al., 2023), we conduct experi-
ments on six classification datasets: We use SST-2
(Socher et al., 2013), FP (Malo et al., 2013), IMDB
(Maas et al., 2011) and CR (Ding et al., 2008) for
sentiment analysis, ETHOS (Mollas et al., 2020)
for hate speech detection, and AgNews (Zhang
et al., 2015) for topic classification.

To conduct a comprehensive evaluation, we use
20 different shufflings for each set of randomly
sampled demonstrations and use 10 different sets
for each experiment, giving a total of 200 trials.
Results are presented in terms of mean accuracy
score and standard deviation drawing from 500
instances from the test split of each dataset. We
also ensure an equal distribution of candidate labels
in demonstrations.

4.2 Implementations

We assess the effectiveness of our methodologies
across both closed-source and open-source large

language models. For closed-source model, specif-
ically ChatGPT (gpt-3.5-turbo-0613), we employ a
sampling decoding strategy, configuring the temper-
ature to 0.75 and the top_p value to 0.9. For open-
source models, our evaluation encompasses Vicuna-
13B (Zheng et al., 2023), Vicuna-7B, and LlaMA2-
13B-chat (Touvron et al., 2023), for which we uti-
lize a greedy decoding strategy. This configura-
tion enables us to ascertain the adaptability of our
methodologies to compact-sized LLMs.

For both the vanilla ICL baseline and our pro-
posed demonstration reordering method, we estab-
lished a maximum output length of 128 tokens. For
our self-explanatory ICL variant, we extended the
maximum output length to 896 tokens, ensuring
complete generation of explanations. Generally,
the output of out self-explanatory ICL method ad-
heres to the format of "[Explanation] [Label]" ow-
ing to our utilization of instruction-tuned models.
Therefore, we employ regular expression matching
to identify the candidate labels within the generated
output, scanning from right to left.

4.3 Overall Results
We conduct experiments on all six datasets using
Vicuna-13B to ensure the effectiveness of our meth-
ods on different tasks. As shown in Table 1, we can
see that:

1) Demonstration bias commonly exists in in-
context learning. Table 1 unveils considerable
variability in performance of vanilla in-context
learning. Particularly across the IMDB dataset, the
standard deviation stands at 12.95, with accuracy
spanning from a minimum of 47.6 to a maximum
of 92.6. When coupled with our observations illus-
trated in Figure 2, we propose that demonstration
bias significantly influences the capability of LLMs
to accurately select semantic modes, thereby caus-
ing fluctuations in ICL performance.

2) Our methods excel in mitigating demon-
stration bias across six datasets. As illustrated in
Table 1, our proposed methods consistently achieve
superior performance and heightened robustness
compared to vanilla ICL across all datasets. Specif-
ically, our demonstration reordering method con-
sistently identifies orderings that achieve optimal
performance across different sampled demonstra-
tions. On the IMDB dataset, all three metrics we
employed for searching surpass the baseline by an
average of 4-5 percentage points across 10 differ-
ent selections. Additionally, we observed that our
self-explanatory in-context learning framework sig-
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Datasets SST-2 ETHOS FP IMDB AgNews CR

Vanilla ICL 87.43 / 3.26 82.03 / 3.14 88.47 / 4.29 74.09 / 12.95 76.22 / 5.50 74.56 / 11.92
Reordering with Probability-Candidate 88.98 / 1.32 82.98 / 1.95 89.70 / 2.04 76.74 / 10.78 77.96 / 1.77 79.36 / 7.50
Reordering with Probability-Gold 89.36 / 2.10 83.52 / 2.28 89.88 / 1.94 77.22 / 10.74 78.84 / 1.20 78.22 / 7.60
Reordering with Entropy 89.56 / 2.18 83.78 / 1.65 89.64 / 2.50 76.76 / 9.79 77.90 / 1.80 76.24 / 7.27
Self-Explanatory ICL 89.04 / 1.75 82.80 / 1.40 89.64 / 2.08 74.22 / 12.28 78.12 / 2.42 73.00 / 8.66

Table 1: Results (mean / std.) of different in-context learning strategies with the Vicuna-13B backbone. To adhere
to the maximum input length constraints of the Vicuna-13B model, we utilize a 4-shot approach for IMDB and
CR, 8-shot for ETHOS, 16-shot for FP and AgNews, and 32-shot for SST-2. Baseline results are averaged over 10
distinct samplings across 20 random shufflings. Our method’s results are averaged over 10 distinct samplings.

Datasets SST-2 ETHOS AgNews

Vanilla ICL 65.54 / 10.84 59.06 / 6.25 32.94 / 3.40
Probability-Candidate 74.00 / 6.60 71.04 / 6.10 35.02 / 2.96
Probability-Gold 69.30 / 9.34 67.90 / 5.78 35.98 / 3.10
Entropy 68.84 / 7.27 67.06 / 4.84 34.90 / 2.16
Self-Explanatory ICL 83.40 / 3.86 75.02 / 2.88 34.54 / 2.96

Table 2: Results (mean / std.) of different in-context
learning strategies with the Vicuna-13B backbone under
semantical unrelated-labels settings.

nificantly enhances robustness across all datasets
while maintaining competitive or superior perfor-
mance compared to the baseline. This indicates
that by progressively searching for demonstrations
that maximize semantic ambiguity reduction or
instructing LLMs in generating self-explanatory
guidelines, our methods effectively help LLMs ex-
tract correct semantic modes from demonstrations.

4.4 Results of Semantic Unrelated-Label
Settings

Pan et al. (2023) dissect the in-context learning
ability of LLMs into two distinct components:
task recognition, which distinguishes tasks from
demonstrations and leverages the pre-trained priors
of LLMs, and task learning, which learns input-
to-label mappings based on demonstrations. We
contend that the greater the task learning ability,
the more accurately the model captures semantic
modes. To support this assertion, we conduct sup-
plementary Semantic Unrelated-Labels ICL exper-
iments, providing evidence that our methods en-
hance LLMs’ task learning ability.

In this configuration, labels associated with
demonstration instances are intentionally trans-
formed into task-unrelated terms following a prede-
fined mapping, such as substituting "Positive" with
"Foo" and associating "Negative" with "Bar." This
adjustment aims to eliminate semantic biases from
demonstrations, compelling LLMs to rely solely on
acquiring input-to-label mappings. Table 2 demon-

Models Vicuna-7B LlaMA2-13B GPT-3.5-turbo

Vanilla ICL 57.74 / 14.28 79.92 / 4.14 88.60 / 2.46

Reordering Method

Probability-Candidate 68.98 / 8.87 84.64 / 1.36 -
Probability-Gold 75.08 / 2.21 84.40 / 2.21 -
Entropy 74.88 / 3.51 84.72 / 2.90 -

Self-Explanatory ICL

Exps of Vicuna-7B 70.50 / 6.63 73.30 / 5.37 80.20 / 3.65
Exps of LlaMA2-13B 72.10 / 4.85 81.14 / 1.85 84.40 / 2.25
Exps of GPT-3.5-turbo 87.90 / 1.58 86.70 / 3.61 88.70 / 1.90

Table 3: Results (mean / std.) of different in-context
learning strategies on AgNews with different LLMs.
For self-explanatory ICL, we present performance met-
rics guided by Exps (explanations) provided by diverse
LLMs.

strates the performance of Vicuna-13B across three
distinct tasks. We can see that:

Our method can significantly improve the
capability of large language models to accu-
rately capture semantic modes. It is evident
that our methodology consistently surpasses the
vanilla baseline across varied tasks. Specifically,
within the ETHOS dataset, our methods improve
upon the baseline by approximately 10 percentage
points while notably enhancing robustness. This
underscores the effectiveness of our approach in en-
hancing the model’s capability in extracting correct
semantic modes within demonstrations, thereby en-
hancing its in-context learning performance.

4.5 Results of Different Large Language
Models

We perform experiments on the AgNews dataset
employing Vicuna-7B, LlaMA2-13B-chat, and
ChatGPT to substantiate the transferability of our
methodologies. Furthermore, to assess the quality
of explanations produced by various models, we
leverage explanations from one model as a guiding
reference for others. As depicted in Table 3, our
findings illustrate that:
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Figure 5: Case Study of ETHOS dataset by Vicuna-13B. The red color refers to the task-specific labels generated by
the model. The green color indicates the model’s analysis of the test instance. The blue color marks the classification
paradigm summarized by the model based on the demonstrations.

1) Our methods exhibit generalizability across
various sizes of LLMs. As depicted in Table 3,
our approaches consistently yield robust perfor-
mance across different LLMs. Particularly note-
worthy is the substantial improvement observed
with Vicuna-7B, where our methods surpass the
baseline by more than 10 percentage points. Fur-
thermore, our approaches seamlessly integrate with
ChatGPT, highlighting the broad applicability and
effectiveness of our methods.

2) Guidelines from Larger LLMs Enhance
Smaller Ones, vice versa. As illustrated in Table
3, integrating insights from larger models signifi-
cantly enhances the performance of smaller ones,
highlighting the invaluable guidance offered by
larger LLMs. This enhancement facilitates smaller
LLMs in extracting precise semantic modes with
greater ease. Conversely, smaller language models
might misconstrue semantic modes from demon-
strations, leading to the formulation of mislead-
ing explanatory directives. Such ambiguity conse-
quently leads to a degradation in performance for
larger models.

3) Larger language models are less susceptible
to the influence of misleading guidelines gener-
ated by smaller ones. For certain cases, larger
models possess a greater ability to override the er-
roneous information generated by smaller models
in their guidelines, thereby still providing correct
answers. For instance, when utilizing guidelines
generated by Vicuna-7B, the classification perfor-
mance of GPT-3.5-turbo is 80.20, surpassing that

of LlaMA2-13B-chat, which stands at 73.30.

4.6 Case Study

In Figure 5, we present the results of Vicuna-13B
using a test instance from the ETHOS dataset to
explore the functionality of our self-explanatory
ICL. We employ red, blue, and green colors to
highlight the predicted label, the summarized clas-
sification paradigms, and instance-level analysis,
respectively. We can see that, while vanilla ICL
yields inaccurate predictions, our method enhances
the model’s ability to summarize classification
paradigms accurately from demonstrations and gen-
erate comprehensive analyses alongside the test in-
stance. This augmentation aids LLMs in precisely
extracting semantic modes, thereby leading to more
precise predictions.

5 Related Work

5.1 Demonstration Organization

Existing research on in-context learning under-
scores the impact of diverse demonstration organi-
zations and proposes varied methodologies for op-
timal demonstration selection and ordering (Zhang
et al., 2022a; Gonen et al., 2022; Hu et al., 2022;
Poesia et al., 2022; Nie et al., 2023; Scarlatos
and Lan, 2023; Li et al., 2023; Xu and Zhang,
2024). In summary, two primary objectives emerge
for demonstration selection: similarity-based and
diversity-based methods. The former entails choos-
ing demonstrations akin to the test instance, facil-
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itating learning through analogy for LLMs (Liu
et al., 2022; Lu et al., 2022; Rubin et al., 2022; Shi
et al., 2022; Zhang et al., 2022b; Agrawal et al.,
2022; Dalvi Mishra et al., 2022; Yu et al., 2023;
Li and Qiu, 2023b; Luo et al., 2023; Wang et al.,
2024). The latter emphasizes maximizing demon-
stration diversity concerning the given test instance
to diminish redundancy and enrich information
conveyed to LLMs (Sorensen et al., 2022; Levy
et al., 2023; Ye et al., 2023; Naik et al., 2023; Ma
et al., 2023; Fu et al., 2023). Both methods ne-
cessitate selecting and reordering demonstrations
for each individual test instance according to the
aforementioned selection metrics. We refer to them
as instance-level methods.

In this paper, we focus on searching for an op-
timal ordering based on a given set of demonstra-
tions and present our instance-free demonstration
reordering method. Our method focuses on max-
imizing the reduction of semantic ambiguity in
demonstrations, utilizing label probabilities and
entropy in demonstrations as selection objectives,
thereby reducing dependency on test instances. In
this way, our method significantly reduces costs
while enhancing the effectiveness of in-context
learning.

5.2 Explanation-Based Methods

Recent research investigates the impact of inte-
grating explanations into inputs to enhance task
performance and alleviate feature biases in in-
context learning (Ye and Durrett, 2022; Wei et al.,
2023a; Si et al., 2023). While these studies rely on
human-annotated explanations, our proposed self-
explanatory ICL framework removes dependencies
on human costs by integrating self-explanations
generated by large language models. These self-
explanations subsequently assist LLMs in accu-
rately selecting semantic modes.

6 Conclusion

Our study highlights the significant impact of se-
mantic ambiguity within demonstrations on in-
context learning, revealing its potential to intro-
duce biases in predictions. To tackle this issue, we
propose two tailored de-biasing strategies for in-
context learning, named Instance-Free Demonstra-
tion Reordering and Self-Explanatory In-Context
Learning, which effectively assist LLMs in accu-
rately selecting semantic modes, thereby signifi-
cantly mitigating demonstration bias. Experiments

conducted across six datasets verify the effective-
ness of our approaches in substantially mitigating
demonstration bias and enhancing the performance
of in-context learning. Our findings hold promise
for significantly reducing or eliminating the bur-
den on users seeking optimal demonstrations in
real-world applications, thus enabling researchers
to harness the in-context learning capabilities of
large language models more effectively.

7 Limitations

In this paper, we focus on evaluating the effective-
ness of our methods in classification tasks using
several LLMs. Further research is needed to ex-
plore additional tasks and a broader range of LLMs.
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A Instruction Optimization

The mismatch between input and output in our
self-explanatory in-context learning framework in-
troduce challenges in crafting instructions. In order
to find optimal instructions and make the model’s
generated outputs more controllable, we employ a
straightforward yet effective instruction optimiza-
tion method called Optimization by PROmpting
(OPRO, Yang et al. (2023)). In this method, the
optimization task is described in natural language
and large language models are utilized as optimizer.
As shown in Figure 6, the input comprises three
key components:

1. Task Description: Derived from natural lan-
guage, the task description guides the Opti-
mizer LLM in comprehending and iteratively
refining instructions based on pre-existing
ones.

2. Optimization Trajectory: Pre-existing in-
structions and their corresponding perfor-
mance scores on the training set by the Scorer
Model. It serves as an alternative loss func-
tion, aiding large language models in under-
standing the relative effectiveness of various
instructions. It’s important to note that the
Scorer Model may differ from the Optimizer
LLM.

3. Task Examples: A limited set of input-output
examples from real-world application tasks
is provided to enhance the Optimizer LLM’s
understanding of the practical application of
the given instructions.

In our paper, we manually designed three instruc-
tions as seed instructions and utilized SST-2 dataset
as our training set. We use GPT-3.5-turbo as the
optimizer LLM and the Vicuna-13B as the scorer
LLM respectively. Throughout the optimization
process, we set the sampling temperature to 1.0.
The primary objective was to enable the optimizer
model to effectively leverage previously identified
instructions while also navigating away from local
optima to discover a broader range of instructions.
Given the volatility in the model’s generation out-
comes, we concurrently generated 8 new instruc-
tions at each optimization step to enhance overall
stability.

To prioritize the emphasis on superior instruc-
tions, we retained the top-performing 20 instruc-
tions in the optimization trajectory. Furthermore,
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Figure 6: An example of the input of OPRO, where the
generated instruction will be prepended to the beginning
of demonstrations. <INS> denotes the position where
the generated instruction will be added. The red text
describes the optimization task and output format; the
blue text contains solution-score pairs; the purple text
are task descriptions.

we incorporated a strategy of randomly sampling
4 test examples from the test set into the task de-
scription at each optimization step. Each test ex-
ample comprised 4 unique demonstrations, in or-
der to mitigate the optimizer model’s tendency to
overly concentrate on specific instances, fostering
a broader global perspective, thereby improve its
overall performance and robustness. Ultimately,
we performed 50 steps of and chose the instruction
that demonstrated the best performance on the de-
velopment set as our self-explanatory instruction.
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