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Abstract

We report the findings of the 2024 Multi-
lingual Lexical Simplification Pipeline shared
task. We released a new dataset1 comprising
5,927 instances of lexical complexity predic-
tion and lexical simplification on common con-
texts across 10 languages, split into trial (300)
and test (5,627). 10 teams participated across
2 tracks and 10 languages with 233 runs eval-
uated across all systems. Five teams partici-
pated in all languages for the lexical complex-
ity prediction task and 4 teams participated in
all languages for the lexical simplification task.
Teams employed a range of strategies, making
use of open and closed source large language
models for lexical simplification, as well as
feature-based approaches for lexical complex-
ity prediction. The highest scoring team on
the combined multilingual data was able to ob-
tain a Pearson’s correlation of 0.6241 and an
ACC@1@Top1 of 0.3772, both demonstrating
that there is still room for improvement on two
difficult sub-tasks of the lexical simplification
pipeline.

1 Introduction

The lexical simplification pipeline is a family of
systems designed to automatically identify and
replace complex vocabulary with simpler alter-
natives (North et al., 2023b). The lexical sim-
plification pipeline provides a more targeted ap-
proach to simplification than automated text sim-
plification (Al-Thanyyan and Azmi, 2021; Alva-
Manchego et al., 2020; Saggion, 2017) which di-
rectly rewrites entire sentences. The two core

1https://github.com/MLSP2024/MLSP_Data/

operations included in the lexical simplification
pipeline are (1) lexical complexity prediction
(LCP) and (2) the replacement of complex words
with simple synonyms.

LCP (Shardlow et al., 2020, 2022; North et al.,
2023b,c), a form of Complex Word Identification
(CWI) (Shardlow, 2013), involves assigning con-
tinuous values (0-1) to given tokens in context, rep-
resenting the difficulty that an intended reader pop-
ulation may associate with that target word.

The second task, often referred to just as lexical
simplification (LS) (Saggion et al., 2022) involves
generating simple substitutions for target words in
context. This task has been explored for single
words and multi-word expressions, and is related
to the identification of simple paraphrases (Mad-
dela et al., 2021).

We previously identified two shortcomings of
current work on the lexical simplification pipeline
(Shardlow et al., 2024) as follows:

1. Current datasets only explore one pipeline op-
eration, but no dataset exist with multiple op-
erations on the same target words in context.
This means that systems that are trained on
one task are unsuitable for the other. Systems
trained using multiple datasets may experi-
ence ‘genre drift’, where the text type across
datasets differs.

2. The existing data is overwhelmingly in the
English language. Whereas recent efforts ex-
ist to provide open source data in languages
other than English, there is no guarantee that
these datasets are created using the same pro-
tocols.
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We introduce the Multilingual Lexical Simpli-
fication Pipeline (MLSP) shared task, which pro-
vides a newly annotated dataset across 10 lan-
guages for LCP and LS. The annotations for both
these tasks are provided on common targets in
common contexts allowing further exploration of
the interplay between the two tasks and evaluation
of the full pipeline on common datasets. We re-
lease data in English, Spanish, French, Portuguese,
Sinhala, Filipino, Japanese, Italian, German and
Catalan. Of these languages, there were previ-
ously no available LCP resources for Portuguese,
Sinhala, Filipino, Italian or Catalan and no LS
resources available for Sinhala, Filipino, Italian,
German or Catalan.

In the remainder of this Findings paper, we
overview previous related shared tasks (Section 2);
give a description of the task (Section 3); overview
the preparation of our shared task dataset (Section
4); the participating systems (Section 5) and the
results (Section 6). We conclude with a discussion
of wider factors affecting our task (Section 7).

2 Related Tasks

LS 2012 at SemEval: The first shared task in
LS was proposed for SemEval 2012. It addressed
English LS (Specia et al., 2012) and offered the op-
portunity to evaluate systems able to rank substitu-
tion candidates in relation to their simplicity. The
dataset used was taken from the Lexical Substitu-
tion task at SemEval 2007 (McCarthy and Navigli,
2007) which was enriched with simplicity rank-
ings provided by second language learners with
high proficiency levels in English. The task at-
tracted five different institutions which provided
nine systems in total.

CWI 2016 at SemEval: At SemEval 2016, the
CWI task (Paetzold and Specia, 2016) requested
participants predict which words in a given sen-
tence would be considered complex by a non-
native English speaker. A new dataset composed
of 9,200 instances was created. The task attracted
21 teams which produced a total of 42 systems. A
post-completion analysis (Zampieri et al., 2017)
highlighted the difficulty of the shared-task. The
authors claimed that a disproportionate train/test
split with over 40 times more test data, together
with low inter-annotator agreement, was to blame
for poor system performances.

CWI 2018 at BEA: The BEA 2018 CWI shared
task (Yimam et al., 2018) proposed to tackle CWI
in English, German, and Spanish (training and test
data were provided), together with a multilingual
task with French as a target language without train-
ing data. Teams were asked to classify words as
either complex or simple (binary) and/or provide a
probability for the complexity of each word. The
shared task attracted eleven teams.

ALexS 2020 at IberLEF: Additionally, the
IberLef 2020 forum proposed a shared task
on Spanish CWI(Ortiz-Zambranoa and Montejo-
Ráezb, 2020). This workshop attracted seven
teams, of which three submitted to the final
task. The teams competed on the newly anno-
tated VYTEDU-CW corpus which provided bi-
nary complexity judgments over educational texts.

LCP 2021 at SemEval: The SemEval 2021
shared task on LCP (Shardlow et al., 2021) also
provided a new dataset for complexity detection
for single words and multi-word expressions in En-
glish attracting 55 teams. Annotations were pro-
vided as continuous complexity judgements as op-
posed to binary complexity values. Teams made
use of deep learning based approaches to predict
lexical complexity values across the corpus.

SimpleText 2021 at CLEF: The SimpleText
workshop (Ermakova et al., 2022) has been run-
ning at CLEF since 2021. This workshop aims to
provide benchmarks and datasets for the improve-
ment of the accessibility of scientific information.
The workshop provides datasets that participants
can compete on each year in the areas of: (1) pas-
sage selection for the creation of simplified extrac-
tive summaries; (2) identification of difficult con-
cepts and (3) query-based simplified rewriting of
scientific abstracts.

TSAR 2022 Shared Task on LS: The TSAR-
2022 shared task (Saggion et al., 2022) provided
annotations for LS in English, Spanish and Por-
tuguese. Participants were required to predict up
to 10 simple substitutions for a complex word in
each language. Participants were free to contribute
to one, two or all three languages. 14 Teams sub-
mitted 60 runs across the three languages. Suc-
cessful systems made use of prompt engineering
(Aumiller and Gertz, 2022; Vásquez-Rodríguez
et al., 2022) with large language models, as well as
incorporating feature-based approaches (Li et al.,
2022).
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3 Task Description

Our dataset consists of instances of marked words
in context, where participants are required to de-
velop systems that first identify the complexity
level of the marked word and then provide sugges-
tions for appropriate simplifications. This unites
the two previous tasks of LCP and LS into a sin-
gle task, executed on common data. We have
provided test data in 10 languages (Catalan, En-
glish, Filipino, French, German, Japanese, Ital-
ian, Portuguese, Sinhala, Spanish) with our final
dataset totalling 300 trial instances and 5627 test
instances. Participants were free to choose which
tasks and language tracks they participated in.

4 Data and Resources

We initially provided participants with labelled
trial data only (30 instances across 10 contexts per
language, designed to indicate the format of the
task). We did not provide training data, but instead
pointed participants to existing resources for LCP
and Complex Word Identification arising from pre-
vious shared tasks. We have provided a simplified
example of the task presented to participants be-
low:

(1) That period of intense regulatory scrutiny is
a routine part of the purchasing process.

Token Complexity Substitutions
intense 0.5 strong, forceful
scrutiny 0.8 examination,

observation,
inspection

purchasing 0.6 buying, acquir-
ing, obtaining

In the table above, the first column shows the to-
kens that were selected by the organisers for an-
notation. The second column shows the complex-
ity label assigned to each word, which is pro-
vided by the participant systems. The final col-
umn shows the substitutions for each word, also
provided by the participant systems. Participants
provided similar annotations across their chosen
language tracks, which were compared to the gold
evaluation data.

4.1 Dataset Collection

Each section of the dataset was provided by a
team of organisers consisting of at least one native

speaker for the given language. We collected an-
notations from a minimum of 10 annotators per in-
stance. Annotators were required to annotate lexi-
cal complexity for each identified token on a scale
of 1-5. Annotators were also asked to provide
up to 3 possible simplifications for each instance.
More information on the trial dataset creation is
given at Shardlow et al. (2024) and the MultiLS
protocol we used at North et al. (2024).

Depending on the availability of appropriate
texts requiring simplification and target popula-
tions to provide annotations, the organisers respon-
sible for each language made autonomous deci-
sions on the most appropriate method to gather lan-
guage specific LCP and LS annotation. Informa-
tion on language-specific concerns are described
below.

4.1.1 Catalan
The Catalan dataset is comprised of sentences se-
lected from the news section on education of the
TeCla corpus2 (Armengol-Estapé et al., 2021) of
Catalan news texts. Target words were annotated
by proficient Catalan speakers, in part recruited
from persons of the social environment of the data
collectors (10 participants) and in part from work-
ers recruited via Prolific3 crowdsourcing platform
(74 participants). Although only 22% of partici-
pants were native speakers, all annotators had a
high level of Catalan proficiency. The annotation
process in Prolific was monitored in order to detect
workers who were not following the annotation
guidelines, for example, annotators who always re-
turned the same target word as the substitute, or
provided synonyms in Spanish. Non-compliant an-
notators were given the chance to repeat the anno-
tation and, if they failed again, excluded.

4.1.2 English
The English dataset takes WikiBooks as a source
text. English targets were identified using fre-
quency profiling for 200 contexts. 2 additional
words were identified per context ensuring that all
selected words in the set were unique. The lex-
ical complexity annotations and LS annotations
were completed jointly by 21 annotators (10 na-
tive speakers, 11 non-native), all of whom were
registered as students at the Manchester Metropoli-
tan University. Each annotator saw 300 instances,

2https://huggingface.co/datasets/
projecte-aina/tecla

3https://www.prolific.com/
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with a total of 10-11 annotations across 600 in-
stances.

4.1.3 Filipino
The Filipino data is composed of sentences re-
trieved from early-grade level books accredited by
the Department of Education in the Philippines
and sampled from a larger collection of Filipino
resource works (Imperial and Kochmar, 2023a,b;
Imperial and Ong, 2021). The genre of the sen-
tences varies and includes samples from fiction, bi-
ographies, and instructional reference books. The
annotations for the dataset were provided by 10
university staff who were native speakers of Fil-
ipino and were asked to consider the reading level
of a second-grade elementary student while anno-
tating each sentence. Instances of borrowed En-
glish words in the data were transliterated to Fil-
ipino to preserve the uniformity of phonetics (e.g.
basketball is converted to basketbol).

4.1.4 French
The French dataset was compiled from a collec-
tion of texts that are used in French as a Foreign
Language (FFL) classes in France, which is still
under construction. The corpus contains texts tar-
geting learners with CEFR levels going from A1
to B2. Various genres are represented, including
encylopedia articles, news articles, social media,
commercial and professional communication, fic-
tion and non fiction books, or legal and political
texts. Sentences that appear in the shared task
dataset contain at least one word marked as B2
in the FLELex graded lexicon (François et al.,
2014). Two other words were chosen manually for
each sentence. The complexity annotation was per-
formed by 10 FFL students in Belgium, attending
A2 and B1 classes (5 from each level). The substi-
tutions were provided by 10 native French speak-
ers – Belgian master’s students attending literature
or social science classes.

4.1.5 German
The German data consists of Wikipedia (50%) and
literary texts (50%). The data was chosen based
on topics and texts mandatory for German stu-
dents in their last year of secondary education in
history lessons (e.g. Berlin Wall) and German
lessons (e.g. Der goldene Topf by E. T. A. Hoff-
mann). Annotations were provided by German na-
tive speakers employed at universities, who were
asked to take the perspective of the target group:

students in their last year before graduation with
a first language other than German. Simplifica-
tions that required context changes were only con-
sidered acceptable if the gender or number of a
simplification required agreement with a preced-
ing determiner, pronoun, or adjective. Example
for the simplification of Tempo, where the deter-
miner (underlined) changes: mit dem Tempo (“at
the pace”) is substituted by mit der Schnelligkeit
(“at the speed”).

4.1.6 Japanese
The Japanese data targets non-native Japanese
speakers, whose native language is neither Chi-
nese nor Korean, as Chinese or Korean L1 back-
ground constitutes a considerable advantage in
comprehension of Japanese due to partially shared
vocabulary (Koda, 1989), and therefore affects per-
ceived lexical complexity (Ide et al., 2023).

The Japanese sentences were extracted from
Wikipedia (50%), web pages with practical infor-
mation, e.g. from local authorities (21%), liter-
ary fiction (19.5%), news texts (5.5%), and texts
about Japanese culture and history (4%). The tar-
get words were selected to represent a wide range
of word frequencies and character (kanji) frequen-
cies, as well as diverse parts of speech (nouns,
verbs, adjectives, adverbs, particles, and auxil-
iaries). Additionally, the targets include specific
types of words known to be difficult for learners
(compound verbs, compound particles, and ono-
matopoeia).

We recruited 10 non-native annotators for LCP
annotation, and 10 native annotators for LS an-
notation. The LCP annotators were holders of
Japanese Language Proficiency Test (JLPT)4 lev-
els 1 (N1) or 2 (N2) and their native language
was neither Chinese nor Korean. The LS annota-
tors had at least one year of experience teaching
Japanese as a second language.

4.1.7 Italian
The Italian dataset comprises texts related to Ital-
ian literature, a subject taught across all school
levels and grades. Specifically, 50% of the sen-
tences have been extracted from Wikibooks, while
the remaining 50% consist of sentences from 20th-
century Italian authors sourced from Wikisource.
We selected modern authors to avoid words con-
sidered too arcane for contemporary speakers. The
task was designed for a ‘general Italian speaker’,

4https://www.jlpt.jp
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and therefore, annotations were provided by na-
tive speakers with varying levels of education and
literacy. A total of 215 individuals participated
in the annotation process, ensuring a minimum
of 10 annotations per sentence. For the substitu-
tion task, it was specified that annotators could
replace target terms with words of different gen-
ders, thus not limiting the choice of possible sub-
stitutes. Additionally, annotators were instructed
to treat pronominal verbs as single entities, which
could also be replaced with other verbs, for exam-
ple, replacing “mobilitarsi” with “agire”.

4.1.8 Portuguese
The Portuguese dataset contains sentences taken
from Bible extracts (47%), news articles (35%),
and biomedical papers (17%). Bible instances
were obtained from the Bíblia Sagrada (North
et al., 2024). News instances were taken from
the PorSimplesSent dataset (Leal et al., 2018) and
from the CC-News (Common Crawl-News) cor-
pus (North et al., 2022, 2023a). Biomedical in-
stances were extracted from abstracts of biomed-
ical literature provided by WMT-2019 (Bawden
et al., 2019). Only one target word per sentence
was annotated, rather the three target words per
context. 21 Portuguese annotators were crowd-
sourced using Amazon Mechanical Turk (MTurk)
and were selected from Brazil.

4.1.9 Sinhala
The Sinhala data consists of sentences extracted
from a recent Sinhala news corpus (Hettiarachchi
et al., 2024) and Sinhala translation of Tripitaka;
the standard collection of scriptures in the Ther-
avada Buddhist tradition written originally in Pali.
Approximately 30% of the sentences were ex-
tracted from Tripitaka, and the rest of the sen-
tences were from the news corpus. We recruited
ten university students who were studying for a
BA in Sinhala and were also native speakers of
Sinhala for the annotation process.

4.1.10 Spanish
The Spanish dataset derives from a corpus of over
5K sentences for sentence simplification currently
under development. The sentences were extracted
from four online university educational books in
the area of finance and were simplified following
a set of simplification guidelines borrowed from
the Simplext project (Saggion et al., 2015). The
annotation was undertaken by 60 students who are

native Spanish speakers and by 10 persons from
social contacts of the data collectors, half of whom
were native speakers. Out of all annotators, 8%
were non-native speakers with high Spanish lan-
guage proficiency.

4.2 Evaluation Metrics

For the evaluation of the LCP task we use Pear-
son’s correlation, Spearman’s rank, and the co-
efficient of determination (R2) in line with the
2021 shared task on LCP.

For the evaluation of the LS task (see (Štajner
et al., 2022)) we use Accuracy@k@top1 and
MAP@K defined as follows the 2022 shared task
on LS: Accuracy@k@top1 is the percentage of
instances where at least one of the k top-ranked
substitutes matches the most frequently suggested
synonym in the gold data. MAP@k uses a ranked
list of generated substitutes, which can either
be matched (relevant) or not matched (irrelevant)
against the set of the gold-standard substitutes.

As some of the instances are not simplifiable
or have less than k gold standard simplifica-
tions, the maximum achievable results in Accu-
racy@k@top1 and MAP@k are less than 1. Ap-
pendix A shows the number of unsimplifiable in-
stances as well as maximum achievable values in
all metrics.

4.3 Baselines

For LCP, we provide a baseline modelled as a lin-
ear regression on log-frequency. The frequency
baseline is trained using log-frequency (minimum
value if the target consists of multiple tokens) on
the trial set for each language. We use frequencies
provided by the wordfreq package5 when possi-
ble. Additionally, since the package uses an in-
compatible tokenization for Japanese and does not
provide any data for Sinhala, we use TUBELEX-
JA6 for Japanese, and a word frequency list for Sin-
hala7 by Fernando and Dias (2021).

For LS, we provide a baseline based on zero-
shot prompting a large language model. We em-
ploy the chat-finetuned Llama 2 70B model8 (Tou-
vron et al., 2023) in 4-bit quantisation. We use
the following zero-shot prompt template and tem-

5https://pypi.org/project/wordfreq/
6https://github.com/adno/tubelex
7https://github.com/nlpcuom/

Word-Frequency-List-for-Sinhala
8https://huggingface.co/meta-llama/

Llama-2-70b-chat-hf
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perature 0.3 to generate a maximum of 256 new
tokens.

Context: {context}ê
Question: Given the above context, list ten
alternative {language} words for "{word}"
that are easier to understand. List only the
words without translations, transcriptions
or explanations.ê
Answer:

Only the ê symbols represent line breaks. To
construct the prompt, the placeholders in curly
braces are replaced by the context, the language
of the instance, and the target word to be simpli-
fied. For English, the placeholder {language}
and the subsequent space is omitted. The prompt
is identical to a zero-shot prompt employed for LS
using a ChatGPT model by Aumiller and Gertz
(2022), except for the the underlined sentence
(List only. . . ), which we have added to reduce
unnecessary translations to English, transcriptions
to Latin alphabet, or explanations. Such extra in-
put was generated frequently when we applied the
original prompt to trial data. The addition of the
sentence results in both faster inference and higher
accuracy.

Our postprocessing also builds on the work by
Aumiller and Gertz (2022). Based on an exam-
ination of outputs using the trial data, we made
minor changes reflecting a broader array of lan-
guages and scripts as well as a different model. For
instance, we allow words to be separated by ideo-
graphic commas (、) commonly used in Japanese,
or lists enumerated using letters (e.g. a), b), . . . ),
which occurred in Llama 2 output.

5 Participating Systems

ANU (Seneviratne and Suominen, 2024) The
ANU team relied on a prompting strategy with
GPT-3.5 (i.e. GPT-3.5-turbo-instruct) for both
tasks using zero, one, and few-shot strategies. The
zero-shot strategy included the context and target
word while the non-zero strategies relied on in-
structing the model with one or three random sam-
ples from the trial data according to the prompting
template. For LS, a combination of filtering and
substitution was applied. Overall, the authors in-
dicate under-performance for the LCP task while
strong performance for English in LS.

Archaeology (Cristea and Nisioi, 2024) The
Archaeology team participated in both LCP and
LS. For both tasks, they make use of machine

translation software to convert all texts to En-
glish. The LCP values are generated using a
feature-based approach with word-level, syntactic-
level and semantic-level features. An XGBoost
regressor is trained on the Semeval 2021 English
test dataset and used to predict lexical complex-
ity values for all languages. The simplifications
for the LS task were generated in English using
the translated data by prompting a large language
model (OpenHermes 2.5) to produce JSON data
containing the candidate replacements and back-
translated to the target language.

CocoNut The CocoNut team submitted LAE-
LS, which introduced a novel method for LS,
trained without the use of parallel corpora or ex-
ternal linguistic resources. LAE-LS employed an
Adversarial Editing System with guidance from a
confusion loss and an invariance loss to predict
lexical edits in the original sentences. An LLM-
enhanced loss was tailored to distill high-quality
knowledge from LLMs into the Edit Predictor.
Complex words within sentences were masked
and a Difficulty-aware Filling module crafted to
replace masked positions with simpler words. For
LCP, the team used the probability of a word be-
ing masked by the Edit Predictor as the complex-
ity value of the word in context. For LS, complex
words were masked and the Difficulty-aware Fill-
ing module was used to predict substitute words.

GMU (Goswami et al., 2024) The GMU team
participated in both subtasks. For LCP they em-
ployed a weighted ensemble of mBERT, XLM-R
and language specific BERT models. All trial data
was used for cross-lingual training and evaluation.
For the combined track, an ensemble of language
specifc models was used. For LS GPT4-turbo
zero shot prompting was used, as well as mBERT,
XLM-R and language specific BERT models. Co-
sine similarity between the target token and the
substitutions generated by all the models were gen-
erated. Sentence transformer LaBSE is used to
find the embeddings of the substitutions. The top
10 substitutions with the highest cosine similarity
are selected for the output.

ISEP Presidency University (Dutilleul et al.,
2024) The ISEP team also relied on a GPT-3
language model (i.e. GPT-3.5-turbo-instruct) and
prompt engineering to solve the LS task. More
concretely, several prompt generation strategies
are used: a context-free strategy asks for ten sim-
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pler substitutes for the target word without speci-
fying the context, a zero-shot strategy instead pro-
vides the context and the target word, a one-shot
strategy is similar to zero-shot but provides one
example of how to answer, and finally a few-shots
strategy provide several examples to the model be-
fore testing. Responses from all strategies are ag-
gregated and answers ranked to produce the final
list of substitutes. The team reports satisfactory ag-
gregated performance in most languages they ap-
plied this method to.

ITEC (Tack, 2024) The ITEC team participated
only in the LCP subtask for French. They relied
on two pre-trained models, previously developed
for personalised LCP. Due to the characteristics
of the shared task data, the personalisation compo-
nent was removed. The team employed two mod-
els of similar architectures: a mix of character and
FastText embeddings that are fed to either a BiL-
STM or a feed-forward network, in order to con-
sider contextual information or not, respectively,
for predictions.

RETUYT-INCO (Sastre et al., 2024) The
RETUYT-INCO team make use of a range of
methods for their submitted runs, including word
embeddings and frequency baselines for Spanish,
English and Portuguese (LS). Feed forward net-
works with BERT-based embeddings for Span-
ish and English (LCP). Fine-tuning Mistral-7B
for English (LCP) and with synthetic data and
self-consistency for English, Spanish, Catalan and
Portuguese (LCP and LS) and finally, prompting
strategies using models available in the Groq API
for Spanish (LS).

SCaLAR The SCaLAR team participated
across both tasks, employing Mistral-7B for
LS in a few shot learning setup with post-
processing. Similarity scores were obtained
through Word2Vec to identify the the top 10
similar words for each complex word. For LCP,
the team used a weighted sum of 2 approaches: (1)
MPNet Hidden State to Image Regression with Ef-
ficientNet: Transforms MPNet hidden states into
image format and employs EfficientNet for image
regression, bridging text data to convolutional
neural networks. (2) XGBoost Regressor with
TF-IDF and Zipf Frequency Features: Utilizes
XGBoost regressor with features derived from
TF-IDF and Zipf frequency.

SDJZUandUU The Complex Word Identifica-
tion (CWI) model of team SDJZUandUU com-
prises of three integral modules: the Feature Col-
lection Module, Feature Fusion Module, and Re-
gression Model. The Feature Collection Module
is designed to gather diverse feature sets includ-
ing 16 commonly utilized handcrafted features,
GloVe embeddings, and dynamic dependency em-
beddings. This module incorporates Gaussian vec-
torization techniques to vectorize the handcrafted
features effectively. Subsequently, the Feature Fu-
sion Module combines the aforementioned feature
types into a vector representation, which is then
passed to the Regression Model. The Regression
Model is composed of three layers: two Support
Vector Regression (SVR) polynomial layers for
feature refinement within the feature vectors, and
one feedforward layer aimed at predicting the final
complexity value.

TMU-HIT (Enomoto et al., 2024) TMU-HIT
employed a GPT-4 based approach in both tasks.
In System 1, the team used GPT-4 to generate 10
alternative words for the target word in a zero-
shot setting. In the case of Japanese, rather than
solely generating alternative words, the team di-
rected GPT-4 to generate sentences wherein the
target words were substituted with each alterna-
tive word. This approach was necessary to en-
sure that the “katsuyou” (inflection) appropriately
suited the context in Japanese. substitues were
reranked through (a) prompting and (b) fine-tuned
XGLM. For LCP, the team use a chain-of-thought
based prompting method employing GPT-4 to gen-
erate an instruction in English, and subsequently
assigning complexity scores to target words across
all languages based on the English instruction.

6 Results

The full results for LCP and LS are displayed in
Appendix B and Appendix C respectively. Each
team was permitted to submit up to 3 runs per
language track, with teams permitted to submit to
both the combined track and the individual lan-
guage tracks. The ID field indicates the run ID of
the participants systems. Where teams submitted a
separate system to the combined track, the results
for each individual language were also separately
processed and included in the results tables for the
individual language tracks, these are indicated by
a run ID preceding with ‘A’. All team outputs can
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be found via GitHub9.
Whilst all systems provide interesting insights

into the nature of the lexical simplification
pipeline, we have chosen to highlight a small num-
ber of systems below. The full descriptions of each
system are available in the proceedings.

The results demonstrate that the GPT-4 based
approach of the TMU-HIT team performed well
across both tasks and all language tracks. This
system consistently outperforms the baseline and
is consistently the first or second highest ranked
system. Prompt-based strategies have previously
proved to be effective for LS, but not for the LCP
task.

The Archaeology submission based on machine
translation performs well for LCP, ranking as the
second team in the combined track. This sys-
tem uses a feature-based regression, demonstrat-
ing that this is still a competitive approach. The
system does not perform as well on the LS task,
and this is likely due to the challenge of correctly
identifying targets after back-translation.

The RETUYT-INCO submission attains second
place in LCP for Catalan, Filipino, Sinhala and
Spanish. This submission made use of bespoke re-
sources, including synthetic data for low-resource
languages. The competitive performance of this
submission on these tracks indicates that this ap-
proach may be appropriate for future low-resource
languages that cannot be handled through a con-
ventional prompt-based approach.

The GMU team attained first place for the EN-
LCP task, setting a new hard to beat baseline for
this dataset. Their approach also attains strong
LS results for all languages, consistently attaining
the 2nd or third ranked team in each language and
ranking as the second team on the combined track.

Finally, the ISEP team chose to only compete in
a reduced set of languages for the LS task. This
focus allowed them to submit a competitive sys-
tem for Catalan (1st place), Portuguese (1st place),
French (2nd team) as well as English (4th Team)
and German (4th team), outperforming the base-
line in all cases.

We provided a simple baseline for LCP based
on word-frequency and for LS based on a sim-
ple LLM-prompting strategy following prior work.
The baseline is included in all results tables as
‘Baseline’, except for the combined results table,

9https://github.com/MLSP2024/MLSP_
Participants/

where we have not included a baseline result. We
have sorted each results table, including the base-
lines, according to the Pearson’s Correlation for
LCP and Acc@1@Top1 for LS and we refer to
systems ‘above the baseline’ in this context.

For LCP our baseline system was generally
competitive, expect for Sinhala. The system was
based on word frequencies and the frequencies we
had available for Sinhala were not suitable for the
task. Our baseline received a negative correlation
to the gold labels for Sinhala (as did several par-
ticipant systems). For other systems, our baseline
performs strongly (ranking between the 2nd and
4th system for all languages except for English and
Sinhala) confirming our hypothesis that word fre-
quency would be a strong indicator of lexical dif-
ficulty. For English, the baseline system attains a
strong correlation of 0.7480, but is outperformed
by 9 other systems. The English LCP track was
more subscribed than any other.

For LS, our baseline system received mixed re-
sults, generally attaining a mid-table ranking. Our
approach was to reuse the prompt from the previ-
ous LS shared-task winner, which is a similar strat-
egy to many of the submitted systems which also
further improved on this same approach. Our sys-
tem performs particularly poorly for Filipino and
for Sinhala, and this is likely the result of the base
language model lacking training data for these lan-
guages.

Although we have ranked our systems accord-
ing to Pearson’s correlation for LCP, it is also in-
teresting to observe the R2 metric of each system
as compared to the baseline. The R2 metric de-
scribes the proportion of variance captured by the
system’s results, i.e., how well do the LCP values
returned by the system describe the LCP values in
the gold labels. A negative R2 indicates that the
returned values are a poor fit to the gold values,
whereas a positive R2 indicates a good fit.

Our baseline attains a positive R2 for all sys-
tems, except for Catalan and Sinhala. Notably, for
English the baseline system attains the highest R2

of any system. This is also true for Filipino (all
other systems have negative R2), German and Por-
tuguese. This indicates that although systems are
able to provide correlative LCP judgements, addi-
tional factors are still required to fully represent
the underlying data distributions.
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7 Discussion

We provided 10 languages for the evaluation of
LCP and LS. Unsurprisingly, the most subscribed
language track was English, with the most prior
work and existing resources in NLP concentrated
on English. We hope to address the imbalance in
LCP/LS research by providing equal amounts of
data for all languages that we have included. The
English submissions attained the highest scores
overall for LCP and LS, demonstrating that the
English task is better resourced. Further devel-
opments in multilingual NLP and in bespoke re-
sources for individual target languages will help
to improve the performance of other systems on
the tasks in our dataset.

Our dataset covers widespread global languages
such as English, Spanish and French. There are
a disproportionate number of languages in our
dataset that are influenced from the romance fam-
ily (Spanish, Catalan, French, Italian, Portuguese).
We hope to extend the dataset in further iterations
to include other widespread languages such as
Mandarin Chinese, Hindi, Modern Standard Ara-
bic and Bengali.

In addition to focussing future development on
widespread languages, our work has also shown
that LCP and LS can be effectively applied to
low-resource languages. Future work to develop
LCP/LS resources using the MultiLS framework
(North et al., 2024) which we have followed will
be incorporated into our dataset to enable the LS
task for wider digital communities.

Whereas previous approaches to LCP have fo-
cussed on regression studies, e.g., using a lan-
guage model with a regression head, it is interest-
ing to note that many of the systems were able to
use a prompting strategy to get good results for
the LCP task. The TMU-HIT system relies on
prompting to generate N judgements, effectively
forcing the LM to undertake the annotation task.
This proves effective across many languages. The
use of language models to replicate the annotators
is an interesting area of future exploration which
may have significant repercussions across other
similar lexical semantics tasks such as hate speech
or sentiment analysis. Nonetheless, feature based
systems such as the frequency baseline and the
feature-based regression of the Archaeology team
still performed competitively, demonstrating that
this can be an effective method for LCP, especially
when large language models are not available for

the target language.
The principal strategy for the LS task em-

ployed by our participants was through prompt
engineering. It is worth noting that several of
the top-ranked submissions on this task used
GPT4/GPT3.5, both of which are closed-source
proprietary models. Whilst differing prompt engi-
neering strategies were employed throughout the
task, it is very difficult to separate the differences
in performances that can be attributed to (a) the
prompting strategies used and (b) the language
models that they have been applied to. A possi-
ble future strategy to prevent model-variance may
be to provide all teams access to some common
model and enforce its use in a task.

8 Conclusion

We present the findings of the 2024 Multilingual
Lexical Simplification Pipeline shared task hosted
at the 19th Workshop on Innovative Use of NLP
for Building Educational Applications. We pro-
vided the first multilingual dataset for LCP and
LS on common targets, spanning ten languages
and nearly 6,000 instances. Ten teams partici-
pated in our task employing a range of LLM-
based strategies at the forefront of modern NLP.
Seven teams submitted system description papers.
Our shared task has progressed the forefront of
lexical simplification research and the organisers
look forward to seeing future multilingual lexical
simplification research born of these efforts. All
datasets, baselines and participant submissions are
available through the MLSP2024 GitHub Organi-
sation10.
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A Dataset Statistics and Maximum Achievable Results

Language # Test # Unsimplifiable Max. MAP@1, Max. MAP@3 Max. MAP@5
Instances Accuracy@k@Top1

All 5627 133 0.9763 0.9081 0.7963
Catalan 445 1 0.9977 0.9910 0.9793
English 570 0 1.0000 0.9491 0.8115
Filipino 570 130 0.7719 0.5222 0.3466
French 570 0 1.0000 0.9953 0.9673
German 570 0 1.0000 0.9309 0.7908
Italian 570 0 1.0000 0.9859 0.9228
Japanese 570 0 1.0000 0.9988 0.9957
Portuguese 568 1 0.9982 0.9241 0.7220
Sinhala 600 0 1.0000 0.8072 0.4873
Spanish 593 1 0.9983 0.9966 0.9885

B Lexical Complexity Prediction Results

Team Name Language ID Pearson’s Spearman’s R2

TMU-HIT All 2 0.6241 0.6215 0.2456
TMU-HIT All 1 0.5609 0.5697 -0.3111

Archaeology All 2 0.5316 0.5415 0.2560
RETUYT-INCO All 1 0.4858 0.4892 -0.6746

GMU All 1 0.3494 0.3642 0.1094
SCaLAR All 1 0.0979 -0.0104 -0.0301

Team Name Language ID Pearson’s Spearman’s R2

TMU-HIT Catalan A2 0.6158 0.5989 -0.1610
TMU-HIT Catalan A1 0.5279 0.5327 -0.9634

RETUYT-INCO Catalan 1 0.3948 0.3862 -1.3972
RETUYT-INCO Catalan A1 0.3608 0.3564 -1.5394

Baseline Catalan 1 0.3011 0.3106 -0.3698
Archaeology Catalan 1 0.2960 0.3029 -0.0342
Archaeology Catalan 2 0.2744 0.2649 0.0110

GMU Catalan 1 0.1549 0.1574 -0.3378
GMU Catalan A1 0.1137 0.1081 -0.1453

SCaLAR Catalan A1 0.0424 0.0065 -0.2236

Team Name Language ID Pearson’s Spearman’s R2

GMU English 1 0.8497 0.7984 0.5247
TMU-HIT English 2 0.8198 0.7552 0.5147

SDJZUandUU English 3 0.8123 0.7754 0.5245
SDJZUandUU English 1 0.8111 0.7414 0.3731

RETUYT-INCO English 1 0.8061 0.7596 0.3154
TMU-HIT English 1 0.8036 0.7017 0.3161

Archaeology English 2 0.7904 0.7547 0.4393
SDJZUandUU English 2 0.7820 0.7182 0.3529

RETUYT-INCO English 3 0.7599 0.7406 -0.1796
Baseline English 1 0.7480 0.7451 0.5475

RETUYT-INCO English 2 0.5502 0.4923 0.1062
ANU English 1 0.3358 0.3591 -3.0241
GMU English A1 0.3118 0.3183 0.0585

CocoNut English 1 0.1972 0.2160 -5.1596
ANU English 3 0.1915 0.2402 -0.5842
ANU English 2 0.1789 0.2285 -0.0917

SCaLAR English A1 0.0126 0.0139 -0.2984
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Team Name Language ID Pearson’s Spearman’s R2

TMU-HIT Filipino A1 0.5692 0.5816 -0.3536
TMU-HIT Filipino A2 0.5013 0.5244 -2.4778

RETUYT-INCO Filipino A1 0.4640 0.4540 -1.4847
Archaeology Filipino 2 0.4427 0.4476 -0.0763

Baseline Filipino 1 0.3892 0.4178 0.0036
Archaeology Filipino 1 0.3620 0.4133 -0.9131

GMU Filipino A1 0.2823 0.2767 -0.0457
GMU Filipino 1 0.1942 0.1908 -0.0824

SCaLAR Filipino A1 -0.0700 -0.0792 -0.2649

Team Name Language ID Pearson’s Spearman’s R2

TMU-HIT French A1 0.6253 0.6302 0.2704
Archaeology French 1 0.5335 0.5310 0.2136
TMU-HIT French A2 0.5278 0.5343 0.2391
Baseline French 1 0.5166 0.5221 0.1458

RETUYT-INCO French A1 0.4868 0.4651 0.0279
Archaeology French 2 0.4411 0.4188 0.1862

ITEC French 2 0.3607 0.4972 -4.4459
ITEC French 1 0.3253 0.3533 -3.3488
GMU French 1 0.3193 0.3207 0.0484
GMU French A1 0.1557 0.1756 0.0039

SCaLAR French A1 0.1035 0.0674 0.0061

Team Name Language ID Pearson’s Spearman’s R2

TMU-HIT German A2 0.7177 0.7365 -0.5585
TMU-HIT German A1 0.6582 0.6813 -0.7654
Baseline German 1 0.5912 0.6096 0.0727

Archaeology German 2 0.5577 0.5774 -0.1320
Archaeology German 1 0.5508 0.5726 0.0686

RETUYT-INCO German A1 0.3909 0.3981 -0.3463
GMU German A1 0.1402 0.1473 -0.5279

SCaLAR German A1 0.0310 0.0177 -1.2467
GMU German 1 0.0123 0.0095 -1.1301

Team Name Language ID Pearson’s Spearman’s R2

TMU-HIT Italian A2 0.6011 0.6220 0.2425
TMU-HIT Italian A1 0.5391 0.5557 -1.7874

Archaeology Italian 1 0.5341 0.5320 -0.4175
Baseline Italian 1 0.5186 0.5417 0.2265

RETUYT-INCO Italian A 0.4945 0.5128 -2.6399
Archaeology Italian 2 0.4790 0.4805 -0.0599

GMU Italian 1 0.2919 0.2961 0.0770
GMU Italian A1 0.1797 0.1706 -0.0064

SCaLAR Italian A1 -0.0234 -0.0425 -0.0643

Team Name Language ID Pearson’s Spearman’s R2

TMU-HIT Japanese 2 0.7333 0.7305 0.4129
TMU-HIT Japanese 1 0.6448 0.6479 -0.0958
Baseline Japanese 1 0.6420 0.6684 0.3395

Archaeology Japanese 2 0.4851 0.5126 -0.0983
RETUYT-INCO Japanese A1 0.4054 0.4073 -0.5215

Archaeology Japanese 1 0.2803 0.2648 -2.2358
GMU Japanese A1 0.1775 0.1827 0.0241
GMU Japanese 1 0.0350 0.0408 -0.0393

SCaLAR Japanese A1 -0.0660 -0.0784 -0.1007

Team Name Language ID Pearson’s Spearman’s R2

TMU-HIT Portuguese A2 0.7858 0.7988 0.1533
TMU-HIT Portuguese A1 0.7638 0.7729 -0.4987
Baseline Portuguese 1 0.7126 0.7427 0.4890

Archaeology Portuguese 1 0.7143 0.7102 -0.2612
Archaeology Portuguese 2 0.6831 0.6923 0.2419

RETUYT-INCO Portuguese 1 0.6772 0.7121 -1.5487
RETUYT-INCO Portuguese A1 0.6571 0.6899 -1.5931

SCaLAR Portuguese A1 0.0490 0.0270 -0.1825

585



Team Name Language ID Pearson’s Spearman’s R2

TMU-HIT Sinhala A2 0.3081 0.3343 -1.6030
TMU-HIT Sinhala A1 0.2482 0.3261 -3.0794

RETUYT-INCO Sinhala A1 0.1344 0.1094 -7.2755
GMU Sinhala 1 0.1246 0.1303 -0.0370
ANU Sinhala 2 0.0534 0.0866 -2.3263

SCaLAR Sinhala A1 0.0450 0.0279 -0.9819
Archaeology Sinhala 2 0.0437 0.0298 -0.4590

GMU Sinhala A1 0.0263 0.0284 -0.1142
ANU Sinhala 1 -0.0108 -0.0105 -15.5689
ANU Sinhala 3 -0.0162 0.0487 -1.5636

Archaeology Sinhala 1 -0.0290 -0.0272 -9.3516
Baseline Sinhala 1 -0.1955 -0.2564 -0.2875

Team Name Language ID Pearson’s Spearman’s R2

TMU-HIT Spanish A2 0.7616 0.7460 0.4940
TMU-HIT Spanish A1 0.7201 0.6796 -0.0991

RETUYT-INCO Spanish 2 0.6641 0.6547 0.2808
RETUYT-INCO Spanish A1 0.6397 0.6296 0.2541

Baseline Spanish 1 0.5513 0.5299 0.2556
Archaeology Spanish 1 0.5274 0.4793 0.2507
Archaeology Spanish 2 0.5034 0.4588 0.2304

RETUYT-INCO Spanish 1 0.3126 0.2369 0.0131
GMU Spanish 1 0.2438 0.1984 -0.0731
GMU Spanish A1 0.1957 0.1772 -0.0806

SCaLAR Spanish A1 -0.0009 0.0180 -0.0367
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C Lexical Simplification Results

Team Name Language ID Acc@1@Top1 Acc@3@Top1 MAP@3 MAP@5
TMU-HIT All 1 0.3772 0.5498 0.4652 0.3421
TMU-HIT All 2 0.3573 0.5498 0.457 0.3371

GMU All 1 0.3345 0.4828 0.379 0.2754
TMU-HIT All 3 0.2933 0.5498 0.4461 0.3306

RETUYT-INCO All 1 0.2156 0.3324 0.2412 0.165
RETUYT-INCO All 2 0.2074 0.3216 0.2351 0.1608

GMU All 2 0.1331 0.2999 0.1981 0.1561
Archaeology All A1 0.0538 0.134 0.0882 0.0713

Team Name Language ID Acc@1@Top1 Acc@3@Top1 MAP@3 MAP@5
ISEP Catalan 1 0.2719 0.3932 0.5003 0.3759

TMU-HIT Catalan A1 0.2584 0.3707 0.469 0.3547
TMU-HIT Catalan A2 0.2516 0.3707 0.4578 0.348

GMU Catalan 1 0.2247 0.328 0.362 0.2641
RETUYT-INCO Catalan A1 0.1977 0.2943 0.3024 0.21

Baseline Catalan 1 0.1977 0.2898 0.3000 0.2121
TMU-HIT Catalan A3 0.1955 0.3707 0.4528 0.345

RETUYT-INCO Catalan A2 0.1932 0.2831 0.3077 0.2106
GMU Catalan 2 0.0651 0.1595 0.172 0.1408

Archaeology Catalan 2 0.0404 0.1101 0.1203 0.0972
Archaeology Catalan 1 0.0292 0.0651 0.069 0.0556

Team Name Language ID Acc@1@Top1 Acc@3@Top1 MAP@3 MAP@5
TMU-HIT English 1 0.5245 0.7456 0.5762 0.4142

GMU English 1 0.5157 0.6894 0.513 0.3691
ANU English 3 0.5105 0.6649 0.5324 0.3744
ANU English 1 0.4684 0.6561 0.5069 0.3652
ISEP English 1 0.4684 0.6754 0.5351 0.3877
ANU English 2 0.4631 0.6421 0.4978 0.3524

TMU-HIT English 2 0.4438 0.7456 0.5595 0.4042
Baseline English 1 0.3877 0.5631 0.4241 0.2956

RETUYT-INCO English 3 0.3789 0.5701 0.3832 0.2634
RETUYT-INCO English 2 0.3438 0.5526 0.3718 0.2542

CocoNut English 1 0.2298 0.3877 0.2303 0.1674
GMU English A2 0.1929 0.4157 0.2339 0.1869
GMU English 2 0.1859 0.3561 0.1945 0.1454

Archaeology English 2 0.0947 0.2578 0.151 0.1272

Team Name Language ID Acc@1@Top1 Acc@3@Top1 MAP@3 MAP@5
TMU-HIT Filipino A1 0.065 0.0878 0.1807 0.1189
TMU-HIT Filipino A2 0.0615 0.0878 0.1736 0.1147

GMU Filipino A1 0.0562 0.0685 0.1395 0.0916
GMU Filipino 1 0.0561 0.0684 0.1392 0.0914

TMU-HIT Filipino A3 0.0404 0.0878 0.1592 0.1061
Archaeology Filipino 1 0.0175 0.0298 0.0313 0.0215

GMU Filipino 2 0.0157 0.0245 0.0449 0.0338
RETUYT-INCO Filipino A1 0.0087 0.0087 0.0154 0.0094

Archaeology Filipino 2 0.007 0.0122 0.0141 0.0095
RETUYT-INCO Filipino A2 0.007 0.0087 0.0082 0.0051

Baseline Filipino 1 0.007 0.007 0.0225 0.014
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Team Name Language ID Acc@1@Top1 Acc@3@Top1 MAP@3 MAP@5
TMU-HIT French A1 0.426 0.6197 0.6977 0.5466
TMU-HIT French A2 0.4242 0.6197 0.694 0.5443

ISEP French 1 0.3743 0.5711 0.6484 0.4996
GMU French A1 0.3661 0.514 0.5148 0.3946
GMU French 1 0.3655 0.5131 0.5141 0.394

TMU-HIT French A3 0.3257 0.6197 0.6815 0.5368
RETUYT-INCO French A1 0.301 0.4559 0.3974 0.2754

Baseline French 1 0.2952 0.3760 0.3674 0.2626
RETUYT-INCO French A2 0.2764 0.4278 0.3776 0.2662

GMU French A2 0.0845 0.2394 0.1725 0.149
Archaeology French 2 0.072 0.1704 0.1447 0.121
Archaeology French 1 0.065 0.1265 0.1044 0.0819

Team Name Language ID Acc@1@Top1 Acc@3@Top1 MAP@3 MAP@5
TMU-HIT German A1 0.4885 0.6695 0.4882 0.3548
TMU-HIT German A2 0.4411 0.6695 0.481 0.3504

GMU German A1 0.42 0.5817 0.4002 0.2874
GMU German 1 0.4192 0.5824 0.4004 0.2874

TMU-HIT German A3 0.355 0.6695 0.4633 0.3398
RETUYT-INCO German A1 0.3022 0.434 0.2699 0.1787
RETUYT-INCO German A2 0.2671 0.4165 0.2626 0.1765

ISEP German 1 0.2187 0.25 0.1984 0.1344
Baseline German 1 0.1719 0.2192 0.1562 0.1054

GMU German 2 0.1192 0.3 0.1852 0.1463
Archaeology German 1 0.0614 0.114 0.0626 0.0484
Archaeology German 2 0.028 0.0771 0.0388 0.0294

Team Name Language ID Acc@1@Top1 Acc@3@Top1 MAP@3 MAP@5
TMU-HIT Italian A1 0.4762 0.7188 0.5661 0.4126
TMU-HIT Italian A2 0.4657 0.7188 0.558 0.4078

ISEP Italian 1 0.4245 0.6614 0.5064 0.3788
GMU Italian A1 0.4042 0.6309 0.4615 0.3328
GMU Italian 1 0.4035 0.6315 0.4616 0.3328

TMU-HIT Italian A3 0.3708 0.7188 0.5454 0.4002
RETUYT-INCO Italian A1 0.3163 0.4973 0.3511 0.2434
RETUYT-INCO Italian A2 0.3022 0.485 0.3305 0.2253

Baseline Italian 1 0.2964 0.4684 0.3310 0.2254
GMU Italian A2 0.1546 0.3567 0.246 0.1965

Archaeology Italian 2 0.0947 0.1929 0.1145 0.092
Archaeology Italian 1 0.0491 0.1508 0.0975 0.0755

Team Name Language ID Acc@1@Top1 Acc@3@Top1 MAP@3 MAP@5
TMU-HIT Japanese 1 0.4 0.5771 0.4883 0.3588
TMU-HIT Japanese A1 0.3989 0.5764 0.4881 0.3586
TMU-HIT Japanese 2 0.3824 0.5771 0.4779 0.3526

GMU Japanese A1 0.2583 0.4393 0.3618 0.2599
GMU Japanese 1 0.2578 0.4385 0.3612 0.2595

Baseline Japanese 1 0.1561 0.2421 0.1735 0.1173
GMU Japanese A2 0.1195 0.2847 0.2144 0.171

RETUYT-INCO Japanese A1 0.0949 0.137 0.1026 0.0665
RETUYT-INCO Japanese A2 0.0878 0.1405 0.0949 0.0607

Archaeology Japanese 2 0.0368 0.0929 0.0592 0.0441
Archaeology Japanese 1 0.0263 0.0824 0.0516 0.0391

Team Name Language ID Acc@1@Top1 Acc@3@Top1 MAP@3 MAP@5
ISEP Portuguese 1 0.485 0.6684 0.3538 0.2421

TMU-HIT Portuguese A1 0.4432 0.6595 0.3451 0.2285
TMU-HIT Portuguese A2 0.4095 0.6595 0.3341 0.2219
TMU-HIT Portuguese A3 0.3776 0.6595 0.3297 0.2193
Baseline Portuguese 1 0.3509 0.4973 0.2330 0.1516

RETUYT-INCO Portuguese 2 0.2768 0.4514 0.2094 0.136
RETUYT-INCO Portuguese A1 0.2748 0.4503 0.2088 0.1356
RETUYT-INCO Portuguese A2 0.2606 0.4202 0.207 0.1341

Archaeology Portuguese 2 0.097 0.2539 0.092 0.0704
Archaeology Portuguese 1 0.0864 0.2116 0.079 0.0574
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Team Name Language ID Acc@1@Top1 Acc@3@Top1 MAP@3 MAP@5
GMU Sinhala A1 0.2284 0.3163 0.1387 0.0894
GMU Sinhala 1 0.2283 0.32 0.14 0.0902

TMU-HIT Sinhala A2 0.2214 0.3585 0.1673 0.108
TMU-HIT Sinhala A1 0.2144 0.3585 0.1709 0.1101

GMU Sinhala A2 0.13 0.3057 0.1147 0.0759
TMU-HIT Sinhala A3 0.1195 0.3585 0.1469 0.0957

Archaeology Sinhala 1 0.0466 0.0783 0.0359 0.0242
ANU Sinhala 1 0.0133 0.0166 0.0074 0.0045

RETUYT-INCO Sinhala A1 0.0017 0.0017 0.0041 0.0024
Archaeology Sinhala 2 0 0 0 0

RETUYT-INCO Sinhala A2 0 0 0.0032 0.0019
Baseline Sinhala 1 0.0000 0.0033 0.0028 0.0017

Team Name Language ID Acc@1@Top1 Acc@3@Top1 MAP@3 MAP@5
TMU-HIT Spanish A1 0.4536 0.6526 0.6763 0.5276
TMU-HIT Spanish A2 0.4502 0.6526 0.6721 0.5251

GMU Spanish 1 0.4182 0.6087 0.5987 0.4653
GMU Spanish A1 0.4165 0.6053 0.5948 0.4627

TMU-HIT Spanish A3 0.3642 0.6526 0.6592 0.5174
RETUYT-INCO Spanish 3 0.3288 0.4839 0.4124 0.298

Baseline Spanish 1 0.3254 0.4519 0.4157 0.3019
RETUYT-INCO Spanish A1 0.3187 0.4957 0.4075 0.2879
RETUYT-INCO Spanish A2 0.3069 0.4688 0.399 0.2789

GMU Spanish A2 0.236 0.4704 0.4371 0.3542
Archaeology Spanish 2 0.0674 0.1736 0.1565 0.1292
Archaeology Spanish 1 0.0455 0.1112 0.0951 0.0756
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