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Abstract

In this paper, we present an effective method
for TextGraphs-17 Shared Task. This task re-
quires selecting an entity from the candidate
entities that is relevant to the given question
and answer. The selection process is aided by
utilizing the shortest path graph in the knowl-
edge graph, connecting entities in the query
to the candidate entity. This task aims to ex-
plore how to enhance LLMs output with KGs,
although current LLMs have certain logical rea-
soning capabilities, they may not be certain
about their own outputs, and the answers they
produce may be correct by chance through in-
correct paths. In this case, we have introduced
a LLM prompt design strategy based on self-
ranking and emotion. Specifically, we let the
large model score its own answer choices to re-
flect its confidence in the answer. Additionally,
we add emotional incentives to the prompts to
encourage the model to carefully examine the
questions. Our submissions was conducted un-
der zero-resource setting, and we achieved the
second place in the task with an F1-score of
0.8321.

1 Introduction

In 2023, the widespread adoption of ChatGPT and
the introduction of GPT-4 (OpenAI, 2023) marked
a significant milestone in artificial intelligence (AI).
GPT-4 achieved remarkable progress in the MMLU
benchmark test (Hendrycks et al., 2021), demon-
strating exceptional performance on various ques-
tion answering (QA) and natural language infer-
ence (NLI) datasets. This breakthrough led to the
emergence of large-scale language models (LLMs)
like LLaMa-2 (Touvron et al., 2023), Falcon (Al-
mazrouei et al., 2023), Gemini (Anil et al., 2023),
Baichuan-2 (Yang et al., 2023), ChatGLM (Du
et al., 2022), and others.

Despite the success of existing LLMs, even ad-
vanced LLMs struggle to accurately answer fac-
tual questions without a knowledge graph (KG).

The answers often involve fictional or hypotheti-
cal statements or brief/trivial information. While
language models can provide answers (Sen et al.,
2022; Dubey et al., 2019), their quality may not
meet desired standards. Addressing this challenge
relies on structured knowledge sources like DBPe-
dia (Auer et al., 2007), Wikidata (Vrandečić and
Krötzsch, 2014), or NELL (Mitchell et al., 2018).
This paper aims to explore and bridge this research
gap.

2 Task Description

The objective of the shared task1 (Sakhovskiy et al.,
2024) is a Knowledge-based Question Answering
(KBQA) problem, which aims to address the chal-
lenge of selecting the most appropriate knowledge
graph (KG) entity, given a textual question and a
set of candidate entities. Notably, this task incor-
porates a unique feature whereby each question-
answer (Q-A) pair is accompanied by a graph rep-
resentation consisting of shortest paths in the KG,
connecting the entities mentioned in the query to
the LLM-generated candidate entity, including the
intermediate nodes. This provision enables partici-
pants to systematically explore and evaluate diverse
text-graph fusion strategies for enhancing the per-
formance of language model outputs in a controlled
manner.

The primary goal of this task is to investigate
methods for augmenting the capabilities of lan-
guage models (LLMs) through the integration of
KGs. To facilitate comprehensive experimenta-
tion, participants are provided with a pre-extracted
graph, as there exist multiple approaches for ex-
tracting and fragmenting the text-graph modality
fusion experiments. Specifically, participants are
presented with the following resources:

• Text1: A query accompanied by a list of men-
1The related data for the task is publicly available at

https://github.com/uhh-lt/TextGraphs17-shared-task/
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Query
Who was formerly an actor and now a Republican senator?

Entitie Candidates  Sub-graphs

Arnold Schwarzenegger <Arnold Schwarzenegger, member of political party, Republican Party>, 
<Arnold Schwarzenegger, occupation, actor>

<United States, described by source, Small Brockhaus and Efron 
Encyclopedic Dictionary>,  <United States, country, United States>, 
<Republican Party, country, United States>
<actor, described by source, Small Brockhaus and Efron Encyclopedic 
Dictionary>, <Bob Dole, country of citizenship, United States>,  <Bob Dole, 
member of political party, Republican Party>

Bob Dole

<television presenter, subclass of, actor> , <John McCain, occupation, 
television presenter> <John McCain, member of political party, 
Republican Party>

Answer

John McCain

True

False

False

... ... ...

Figure 1: An example of data: query, answer candidates, and respective sub-graphs. Answers are provided in the
training set, but not in the testing set.

tioned Wikidata entities.

• Text2: 5-10 answer candidates presented as
Wikidata entities.

• Graph: A Wikidata sub-graph comprising
the shortest paths connecting the entities in
the question to the candidate entities.

Among the provided candidates, one is the correct
answer, while the others are incorrect. The task en-
tails identifying the correct answer, thus entailing a
binary classification objective. Furthermore, for the
same query, there may be multiple entities with the
same name among the provided candidate entities,
while they represent different entities. Therefore,
it is not feasible to solely rely on the entity names
to determine the correctness of the answer. This
necessitates the model to rely on the knowledge
subgraph to make judgments about the correctness
of the answer. A concrete data example is given in
Figure 1. The evaluation metric employed for this
task is the F1 score, given that the task involves
binary classification.

3 Method

In this section, we will provide a detailed explana-
tion of the proposed LLM prompt design strategy,
which is based on self-rank and emotion. Addition-
ally, we will outline the process of summarizing
the outputs of LLM and generating the final sub-
mission result. Additionally, the competition task
is a binary classification problem, and we employ
a trick to transform it into a single-choice question,
thereby avoiding the issue of the model selecting

Prompt-
inference

LLM

introduction

Question

Answer
Candidate

Results with 
confidence

Prompt-
rank

Prompt-
emotion

Figure 2: The whole process of our method, where
yellow part denotes basic inputs, green parts denote
various prompts and pink part denotes the output results.

multiple correct answers for the same query. The
whole process can be found in Figure 2.

3.1 Basic prompt-inference

Our basic prompt for inference took the following
form: “I have a new NLP reasoning task. As a
smart assistant, you can help me decide which an-
swer is correct. I will provide a question, a few
answers and a few reasoning paths associated with
the answers. Only one of these answers is cor-
rect. Please determine which answer is correct
based on the corresponding reasoning path. Even
if you believe there is no correct answer, please still
choose the answer option that you think is the most
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Error types Example Solution
Output inconsistency Correct: “Bob-8”, Wrong: [“Bob-ID 8”, “id 8”, “Bob”] regular expression
Unreasonability “Unable to determine based on the provided reasoning paths.” random choice
Ambiguity “Answer-1 and Answer-2 are both correct.” random choice from the two options

Table 1: Some error types of LLM-outputs, including output inconsistency, unreasonability and ambiguity with
corresponding examples and solutions.

Emotion-based prompt

1. This is very import to my career.
2. You’d be better be sure about the answer.
3. Are sure that’s your final answer ? It might

be worth taking another look.

Ranking-based prompt

1. Give me a confidence score between 0-5 for
your answer.

Table 2: Some examples of emotion-based prompts and
ranking-based prompts.

plausible. The output format is: correct answer:
answer-id, confidence: score:”. In this prompt,
we have assigned the role of Claude 3 (Anthropic,
2024) intelligent assistant and provided it with an
understanding of the task’s input and output. Addi-
tionally, we have imposed two constraints: (1) The
answer must be inferred from the reasoning path,
and (2) The answer must be unique and selected.
These constraints are set based on the following
considerations: (1) In some question-answering
data for this task, there may be multiple candidate
answers with the same entity name but different
reasoning paths. Therefore, we require the model
to consider the reasoning path when providing an
answer. Furthermore, this is why our model an-
swer format is “answer-id”, which clearly indicate
which candidate answer is chosen. (2) The second
constraint ensures that the model does not give mul-
tiple answers, and when the model believes there is
no correct answer, it can utilize its own knowledge
to provide an approximate answer.

3.2 Prompt-rank and prompt-emotion

Although the basic prompt is enough for the LLM
to output the answers. However, recent researchers
(Li et al., 2023; Wang et al., 2024) have found that
it can be effective to improve the response of LLM
by emotional push and self-ranking push without
extra model training. Inspired by these discoveries,
we add prompt-rank and prompt-emotion based on
the basic prompt, which now reads: “I have a new

NLP reasoning task. This task is very important to
me. As a smart assistant, you can help me decide
which answer is correct. I will provide a question,
a few answers and a few reasoning paths associ-
ated with the answers. Only one of these answers is
correct. Please determine which answer is correct
based on the corresponding reasoning path. Even
if you believe there is no correct answer, please still
choose the answer option that you think is the most
plausible. Please provide a confidence rank [A,
B, C, D, E] for the larger model’s answer, where
A=highest confidence, E=lowest confidence. The
output format is: correct answer: answer-id, confi-
dence: score:”, where green part and red part are
emotion-based prompt and ranking-based prompt,
respectively. In fact, the formats of emotion-based
prompts and ranking-based prompts are very flexi-
ble. For instance, they can also be designed in the
form shown in Table 2.

3.3 Refining final results

It is worth noting that our base model is Claude 3.
However, considering the high cost of using Claude
3, we initially validate the effectiveness of our strat-
egy on the open-source Mistral 7B model (Jiang
et al., 2023) before migrating it to Claude 3. An-
other issue is that even though we have strictly de-
fine the answer out format of LLM, it is inevitably
to observe LLM does not output the answer fol-
lowing the answer format. For example, it may
directly output the answer without id, then we use
regular expressions to extract the answer numbers
from the non-standardized output. For clarity, we
list common abnormal types of answers with corre-
sponding examples and solutions in Table 1.

4 Results and Analysis

4.1 Overview

Table 3 presents the results of Mistrial 7B using
different strategies on the test set for this task. The
evaluation metrics include accuracy, precision, re-
call, and F1 score, with the F1 score being the pri-
mary determinant of the final ranking. As depicted
in Table 3, Claude 3 employing both prompt-rank
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Model Accuracy Precision Recall F1 score
Mistral 7B 0.9245 0.6650 0.3776 0.4817
Mistral 7B + Prompt-rank 0.9277 0.6819 0.4168 0.5174
Mistral 7B + Prompt-emotion 0.9268 0.6704 0.4182 0.5151
Mistral 7B + Prompt-rank + Prompt-emotion 0.9285 0.6888 0.4210 0.5226
Claude 3 + Prompt-rank + Prompt-emotion 0.9691 0.8434 0.8211 0.8321

Table 3: Results of different models with various strategies for test.

and prompt-emotion strategies achieves the highest
scores across all metrics. Specifically, the prompt-
rank and prompt-emotion strategies enhance the in-
ference capabilities of the basic Mistral 7B model.
The prompt-rank strategy increases the F1 score
by an absolute margin of 3.57%, while the prompt-
emotion strategy improves it by 3.34%. By combin-
ing these two strategies, Mistrial 7B demonstrates
a 4.09% improvement. This clearly demonstrates
the effectiveness of these two strategies. Addition-
ally, the high scores obtained by Claude 3 equipped
with these strategies serve as evidence of the trans-
ferability of our prompts. In terms of format, the
prompt-rank strategy is designed to prompt the lan-
guage models (LLMs) to rank the candidate an-
swers, encouraging them to compare and jointly
consider these answers. This approach promotes
deeper inference by facilitating joint thinking. On
the other hand, the prompt-emotion strategy is in-
tended to evoke human-like emotions and encour-
age more cautious inference. Exploring ways to
emotionally influence LLMs for better responses is
an interesting direction to pursue.

4.2 Case study

Although we specify in the inference prompt that
LLM should derive the answer based on reason-
ing paths, it is highly possible that these paths
alone are inadequate for inferring the correct an-
swer. Consequently, LLMs need to rely on their
intrinsic external knowledge to enhance their infer-
ence capabilities. Figure 4 presents a similar sce-
nario that illustrates this point. In this case, Claude
3 determines that the provided reasoning path is
insufficient to find the correct answer. Therefore,
it combines its intrinsic knowledge with the rea-
soning path to arrive at the answer. The insight
from this example is that the knowledge extracted
from a knowledge graph based on key entities may
not be useful. Although the model can access its
external knowledge, this external knowledge is out-
dated. In the future, we can explore whether the

Query: Which The Lunar Chronicles books was
not published in year 2015?
Response: “The question asks which book from
The Lunar Chronicles was not published in 2015.
To determine the correct answer, we need to iden-
tify which of the provided answers are actually
books from The Lunar Chronicles, and then use
the publication year to narrow down the answer.
The reasoning paths provided offer insights into
the relationship between the answers and The
Lunar Chronicles, but none of them directly ad-
dress the publication year. Therefore, we must
rely on external knowledge about The Lunar
Chronicles series by Marissa Meyer· · ·′′

Table 4: The response of Claude 3 to a specific query.
The highlighted section indicates areas where Language
Models (LLMs) believe external knowledge is neces-
sary.

model can independently access APIs to find the
desired knowledge, as the model’s knowledge may
be outdated.knowledge

5 Conclusion

In this article, we propose an effective method
for the TextGraphs-17 Shared Task in Knowledge-
based Question Answering (KBQA). We explore
the use of Claude 3 and prompt learning to enhance
causal reasoning capabilities. Our research shows
that incorporating ranking prompts and emotional
prompts significantly improves performance. We
provide reproducible experiments with extractable
results using regular expressions. Due to limita-
tions, we conducted an ablation study on Mistrial
7B instead of Claude 3 and have unresolved ques-
tions about reducing output errors in the Language
Model (LLM), including inconsistencies, unreason-
ability, and ambiguity. These challenges require
further investigation and development in future re-
search.
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