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Abstract

This paper presents a model for solving the
Multiple Choice Question Answering (MCQA)
problem, focusing on the impact of subgraph
extraction from a Knowledge Graph on model
performance. The proposed method combines
textual and graph information by adding lin-
earized subgraphs directly into the main ques-
tion prompt with separate tokens, enhancing
the performance of models working with each
modality separately. The study also includes an
examination of Large Language Model (LLM)
backbones and the benefits of linearized sub-
graphs and sequence length, with efficient train-
ing achieved through fine-tuning with LoRA.
The top benchmark, using subgraphs and MP-
Net, achieved an F1 score of 0.3887. The main
limitation of the experiments is the reliance
on pre-generated subgraphs/triplets from the
graph, and the lack of exploration of in-context
learning and prompting strategies with decoder-
based architectures.

1 Introduction

With the exponential growth of digital informa-
tion, developing tools for prompt and efficient data
retrieval has become a top priority in Natural Lan-
guage Processing (NLP). Many state-of-the-art ap-
proaches have been proposed to solve such prob-
lems, especially encoder-only models, including
BERT (Devlin et al., 2019) and its variants, such
as RoBERTa (Liu et al., 2019) and ALBERT (Lan
et al., 2020), which show good performance in re-
trieval tasks.

However, one important area of research focuses
on solving Multiple Choice Question Answering
problems (MCQA), where the model needs to se-
lect one correct answer among several options au-
tonomously, without external context (Huang et al.,
2022; Sakhovskiy et al., 2024). This task remains
quite challenging in NLP, as in order to answer a
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Figure 1: Example of a knowledge graph instance for
a sample in a text dataset: the graph incorporates infor-
mation about relations between the concept in question
("Grammy Awards") and candidate answer concepts

quiz question, the developed model should not only
have a large knowledge base (Talmor et al., 2019),
but also be able to make logical inferences (Li et al.,
2022).

To solve such tasks, different LLMs can be ap-
plied, e.g., T5 (Raffel et al., 2020) and BART
(Lewis et al., 2020), which are encoder-decoder
models for natural language generation (NLG).
However, even such SOTA models can generally
fall short on MCQA. One common reason is that
models try to predict the most likely answer in
terms of grammatical construction without consid-
ering the logical coherence of the text (Robinson
et al., 2023).

To enhance the performance of LLMs, in the
following work, we incorporate structured knowl-
edge graphs into the model training process (Fig.1),
as this method has been noted many times in ear-
lier works (Salnikov et al., 2023). The graph is
obtained by taking the shortest paths from all men-
tioned concepts in the corresponding questions to
a candidate answer entity in the knowledge graph
of Wikidata.
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Figure 2: Example of the process of a subgraph linearization into text

Thus, the main contributions of the following
work are as follows:

• We propose a method of combining textual
and graph information. Adding linearized sub-
graphs directly into the main question prompt
with additional separate tokens allows for im-
proved performance of models working with
each modality separately.

• We conducted a thorough study of LLM back-
bones and performed a wide hyper-parameter
search. For efficient training, we applied fine-
tuning with LoRA.

2 Method

We propose implementing the MPNet (Song
et al., 2020) model and training it on question-
answer pairs with incorporated linearized knowl-
edge graphs. Additionally, we utilize the LoRA
implementation from the peft library and apply
an oversampling technique to address imbalance in
the training dataset.

Our approach ultimately relies on tuning of LLM
for binary classification task while also including
information from the Wikidata graph domain in
the LLM pipeline. The representations for target
prediction on the question-answer pair are acquired
by accessing the last hidden layer representation of
the [CLS] token of the model.

Given the nature of the task, it is obvious that
only one of the candidate answers is correct; how-
ever the number of candidate answers for a single
question is not known beforehand. During infer-
ence, we utilize the knowledge that only one candi-
date answer is correct and select the most probable
answer based on model scores. This naturally al-
lows the use of a model trained for a classification
target to rank the top-1 candidate answer.

2.1 Dataset

For our research, we utilized the TextGraphs17-
shared-task dataset, which consists of 37,672
question-answer pairs annotated with Wikidata en-
tities. This dataset includes 10 different types of
data, notably entities from Wikidata mentioned in
both the answer and the corresponding question, as
well as a shortest-path graph for each <question,
candidate answer> pair.

2.2 Evaluation metrics

During training and evaluation of our models, we
use the same metrics as those present in the work-
shop leaderboard, which include accuracy, preci-
sion, recall and F1-score. It is important to note
that accuracy is quite uninformative here due to the
dataset’s imbalance, with incorrect answers consti-
tuting 90% of the data.

2.3 Input preprocessing

Since the subgraphs from the knowledge graph are
already provided, we only need to preprocess them
for the model. To incorporate information from the
subgraphs, they are linearized into text according to
Salnikov et al. (2023). The process is nearly identi-
cal, except that distinct triplets are separated with a
semicolon. Specifically, subgraphs are converted
to a binary adjacency matrix. If nodes indexed i
and j are connected, their edge label is stored in the
corresponding [i, j] matrix element. The matrix is
then unraveled row by row to generate linearized
sentences from corresponding triples (node_from,
edge, node_to) in the adjacency matrix (Fig.2).

The resulting input text for the model has the
following form: Question entities + ’ : ’ +
Question + ’ [SEP] ’ + Linearized graph.
Details of various backbones, processing pipelines
and scores are reported in Sections 3 and 4.
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3 Experiments

All fine-tuning experiments were conducted using
the LoRA implementation from the peft library
(Hu et al., 2021). The default LoRA parameters are
as follows: a LoRA rank of 16, a LoRA alpha of
32, and a LoRA dropout of 0.1. The target modules
of LoRA are the query and value weight matrices.

Our default model training is conducted for 50
epochs with best checkpoint saving, Binary Cross-
entropy loss, a batch size of 64, a sequence length
of 256, the AdamW optimizer, a learning rate of
3 · 10−4, and a default weight decay of 10−2. Ad-
ditionally, we apply oversampling during training
by using a weighted sampler with probabilities in-
versely proportional to the labels in dataset.

We split the data into training and validation
subsets by grouping samples with distinct questions
in an 80:20 proportions, respectively.

3.1 MiniLM experiments

The MiniLM employed is all-MiniLM1, a fine-
tuned and diminished version of MiniLM by Wang
et al. (2020). The training procedure is default.

3.2 T5 experiments

We fine-tuned T5-Small2 by Chepurova et al.
(2023), which was trained on tail and entity predic-
tion in a knowledge graph using the graph’s context
represented by the node’s neighborhood. The result
on the public test is presented in Table 1.

The classifier head utilizes the last hidden rep-
resentation of the [EOS] token due to the encoder-
decoder architecture. The model was fine-tuned for
30 epochs with the Adafactor optimizer, a learning
rate of 8 ·10−5, and a batch size of 32. LoRA alpha
was set to 64 for this model.

The input format for this model was adjusted to
match the original format the model was trained
on. The resulting input format: ’predict [SEP]
’ + Question + ’[SEP]’ + Linearized graph
+ ’[SEP]’ + Answer Entity

3.3 MPNet experiments

Another BERT-like model we used is
all-MPNet-base3. The model was trained
for 20 epochs with a batch size of 32, a sequence

1https://huggingface.co/sentence-transformers/
all-MiniLM-L6-v2

2https://huggingface.co/DeepPavlov/
t5-wikidata5M-with-neighbors

3https://huggingface.co/sentence-transformers/
all-mpnet-base-v2

length of 200, the Adam optimizer, and a learning
rate of 1 · 10−4.

4 Additional Experiments

4.1 Ablation study of sequence length and
linearized graph usage

The impact of sequence length and linearized graph
usage on performance was examined using the all-
MiniLM model, see Table 2. We report the F1
score on the public test subset achieved by our best
model checkpoints.

SL Linearized Graph F1 Score
256 No 0.2276
256 Yes 0.3279
512 Yes 0.3463

Table 2: Ablation of the Sequence Length (SL) and
usage of linearized graph on all-MiniLM performance.
Public test scores achieved by best model checkpoints.

4.2 Usage of different backbones
Additionally, we experimented with Phrase-BERT.
In brief, this model was pretrained with a con-
trastive objective to predict similarity between texts
separated by the [SEP] token hidden state. In our
pipeline, we attempted to predict the correct answer
from the candidates as the ’closest’ to the question.
We fine-tuned this model with LoRA parametriza-
tion, as described in Section 3, structuring the input
as Question entities + ’ ’ + Question + ’
[SEP] + Answer entities. Information from
the graph was not used during experiments with
this model. In our experiments this approach didn’t
provide significant quality improvements.

5 Conclusion

The encoder transformer architecture showed the
best results in text comprehension tasks. The size
of the model once again proved to have a positive
influence on its performance, with the MPNet ar-
chitecture outperforming MiniLM.

Despite the popularity of the T5 model for an-
swer candidates generation, it underperformed in
our experiments. Perhaps it is worth utilizing only
the encoder part of the model or using a different
training procedure.

Another valuable aspect that was confirmed is
the benefit of incorporating graph knowledge into
the model. The linearized graph indeed provided
the model with valuable information, improving
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Model F1 Score
T5-Small-wikidata5M (Chepurova et al., 2023) 0.3180
all-MiniLM 0.3463
all-MPNet 0.3887

Table 1: Public test F1 scores. Best checkpoints’ scores are reported.

its ability to answer questions. More advanced
subgraph/triplet sampling or generation strategies
could further improve the model’s performance,
making this a promising direction for future re-
search.

Limitations

The biggest constraint of our experiments is the
reliance on pre-existing subgraphs or triplets de-
rived from the graph. There remains a wide array
of potential experiments to be conducted in this
area.

Furthermore, we have not investigated the appli-
cation of in-context learning and prompting tech-
niques with decoder architectures, which could be
of even more significant interest due to their current
popularity and proven effectiveness.
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