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Abstract

This paper presents our work on tools to
support the Tatar language, using Revita, a
web-based Intelligent Tutoring System for lan-
guage teaching and learning. The system al-
lows the users—teachers and learners—to up-
load arbitrary authentic texts, and automati-
cally creates exercises based on these texts that
engage the learners in active production of lan-
guage. It provides graduated feedback when
they make mistakes, and performs continuous
assessment, based on which the system se-
lects exercises for the learners at the appropri-
ate level. The assessment also helps the stu-
dents maintain their learning pace, and helps
the teachers to monitor their progress. The
paper describes the functionality currently im-
plemented for Tatar, which enables learners—
who possess basic proficiency beyond the be-
ginner level—to improve their competency,
using texts of their choice as learning content.
Support for Tatar is being developed to in-
crease public interest in learning the language
of this important regional minority, as well as
to to provide tools for improving fluency to
“heritage speakers”—those who have substan-
tial passive competency, but lack active flu-
ency and need support for regular practice.

1 Introduction

Tatar is a minority language spoken in the Russian
Federation and by the Tatar diaspora worldwide.
Although Tatar is an important Turkic language
with over seven million speakers, it remains a low-
resource language from the technological perspec-
tive, with little language technology to support its
wider use online. This reduced online presence, in
turn, limits and diminishes the overall vitality of
the language.

Interest in second-language (L2) learning is
continually increasing, with a growing number of
resources available for learners at various profi-
ciency levels. However, most of these resources

either provide only an elementary introduction
to the basics of the language, or try to increase
proficiency by memorizing advanced vocabulary
or complex grammatical structures, such as verb
tenses. Despite this variety, it is difficult to
find tools that make the learning process inter-
active and personalized—engaging the learners’
interests and adapting to their level. The Re-
vita approach to language learning and teaching1

is founded on allowing the users themselves—
students or teachers—to select any authentic ma-
terial as learning content. The system then au-
tomatically generates exercises based on the cho-
sen content, monitors the learner’s performance on
these exercises to assess the learner’s proficiency
in multiple dimensions, and adjusts the difficulty
of the exercises according to the learner’s current
level. Currently, there is no similar online service
for teaching Tatar to non-beginner students, using
text material chosen by the students themselves.
Implementing this plan will enable anyone to learn
Tatar, using the latest methods from artificial intel-
ligence and language technology.

Creating opportunities for learning Tatar and
promoting its use within speaker communities is
of great importance to supporting the language.
Tatars form the largest linguistic minority in Rus-
sia, with diasporas in many other countries. It is
crucial to stimulate interest in learning this lan-
guage to preserve its heritage and expand its use
geographically.

The need to create and maintain learning plat-
forms such as Revita, as well as the importance of
supporting the study of the Tatar language, under-
lies the relevance of this work. Intelligent support
for language learning is a rapidly evolving and
complex area of research. The problem becomes
especially challenging in the case of low-resource
languages: on one hand, the need is more urgent,

1revita.cs.helsinki.fi
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since many of the low-resource languages are en-
dangered, and their speaker communities urgently
require support. On the other hand, building intel-
ligent tools for such languages is much more dif-
ficult due to the paucity of foundational tools and
resources.

Some work is being done in this direction, e.g.,
by Apertium (Mirzakhalov et al., 2021; Forcada
et al., 2011; Khanna et al., 2021). However, the
availability of natural language processing (NLP)
resources for Turkic languages, particularly the
endangered ones, still lags far behind that of, e.g.,
the major European languages.

This paper introduces and describes the work
on Tatar in the Revita system. Section 2 outlines
the broad principles and capabilities of Revita, de-
scribes the work on the system, and explains the
notion of “construct” within the framework. Sec-
tion 3 details all the constructs implemented in the
Revita platform and provides examples of exer-
cises that can be created based on these constructs.
Section 4 summarizes the results achieved during
the adaptation of Revita to the Tatar language, and
outlines the next steps for future work.

2 Features of the Revita system

2.1 System Capabilities

Tools for natural language processing (NLP) and
automatic text analysis are understood to be cen-
tral in the creation of platforms for language teach-
ing and learning (Slavuj et al., 2015). Such plat-
forms do not aim to replace the teacher, but rather
aim to serve as an effective intelligent assistant to
the teacher (Al Emran and Shaalan, 2014). Thanks
to such systems, students can continue learning
the language beyond school hours, and practice
on their own time while tracking their progress in-
dependently. Developments focused on teaching
rare languages are particularly valuable because it
is more difficult to find teachers who speak these
languages at the proper level.

At present, many platforms and applications ex-
ist for learners to get acquainted with a new lan-
guage, and learn the basic structures using lim-
ited, pre-fabricated material. However, as students
gradually acquire language skills, they often face
a shortage of authentic and interesting material to
practice more complex constructions at the inter-
mediate to advanced level.

Further, learning a language is an ongoing pro-
cess that requires a significant investment of time

on the part of the learner. To achieve mastery,
it is crucial to have a sufficient supply of prac-
tice material and exercises. Therefore, the auto-
matic, intelligent generation of exercises, based
on an unrestricted amount of text, can meet the
needs of students aiming to reach advanced com-
petency. Revita is designed to fulfill these require-
ments (Katinskaia et al., 2017, 2018).

Initially, the purpose of Revita, developed at the
University of Helsinki, was to revitalize and sup-
port endangered Finno-Ugric languages (Katin-
skaia and Yangarber, 2018). More recently, this
approach has been applied to language teaching
and learning more generally, including for the
“majority” languages. Currently, the Finnish and
Russian languages are the most developed in terms
of the richness of the kinds of exercises the sys-
tem is able to generate, and the number of vari-
ous grammatical concepts that it covers. It is used
by teachers and students of Finnish and Russian at
several universities. Other languages are under de-
velopment, including major European languages
(e.g., Italian, German, Swedish) and minority lan-
guages (e.g., Udmurt, Northern Sami). Revita has
also been partially adapted for the endangered Tur-
kic language Sakha (Ivanova et al., 2019).

An important aspect of Revita is that the ap-
proach is not intended for beginners, which distin-
guishes it from many other existing learning ap-
proaches and platforms. The approach assumes
that the learner already knows some basic vo-
cabulary (500–1000 words) and is familiar with
elementary grammar. Revita tries to provide a
“starter” library of texts for each language, but the
main principle is to teach the language using ma-
terials that interest the learner. Students can inde-
pendently choose the texts, based on which the ex-
ercises are generated, making use of the structure
and vocabulary of the chosen material.

The system aims to act as a teacher’s assis-
tant: supporting continuous and effective learning,
maintaining the students’ motivation, and keeping
their attention on the study objectives. To pro-
mote motivation and provide a variety of exercise
modes, Revita employs various gamification fea-
tures, as introduced in (Hou et al., 2022).

Before starting to work with texts, the student
can take an adaptive test, usually consisting of
50–60 questions. This test estimates the level of
language proficiency using several types of tasks:
identifying a word by its meaning, choosing the
correct structure, testing knowledge of phraseol-
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Figure 1: Heatmap of constructs for Tatar in Revita.

ogy and expressions, orthography, grammatical
forms of words, etc.

To begin practicing within Revita, the student
selects a text. Texts can be uploaded directly by
the learner or by the teacher. Once the text has
been analyzed and exercises have been created, the
Preview mode allows the students to familiarize
themselves with the grammatical structures (and
vocabulary) present in the text. Since the plat-
form adapts to the student’s level over time, the
learner can immediately start completing exercises
proposed by the system. If the number of erro-
neous answers is high, the system will generate
tasks based on easier grammatical topics.

Revita currently creates three types of exer-
cises. “Cloze” (fill-in-the-gap) exercises require
the student to produce the correct grammatical
form based on the context of the word; the hint
given to the student is the lemma (base form of the

word). In multiple-choice (MC) tasks, the learner
is asked to select the correct option from a drop-
down list of answers. The challenge in generating
MC questions is automatically finding appropriate
“distractors”—options which are not suitable for
the context, and yet not obviously incorrect (which
would make the exercise too easy and uninterest-
ing). Listening exercises are aimed at training au-
ditory perception of spoken language. In auditory
comprehension exercises, the student needs to en-
ter the word pronounced by a speech generator.
The system provides a set of settings to adjust the
difficulty level of exercises. The student can select
the type of exercises as desired.

Personalized feedback is a central aspect of
the practice mode in Revita. The system ana-
lyzes learner errors and presents hints that help the
student find the correct answer independently—
rather than giving away the correct answer in case
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Figure 2: Selection of (top 12) constructs for learning during exercise sessions.

of a mistake. This way, the student not only dis-
covers whether the answer is correct, but also un-
derstands which grammatical features need to be
changed to complete the task correctly. After sev-
eral incorrect attempts, the system will show the
correct answer, with a detailed explanation of the
correct form of the word or phrase.

2.2 Construct-centred Learning

The Revita approach treats constructs as the cen-
tral unit of L2 teaching and learning, as intro-
duced in prior research (Boas, 2022; Katinskaia
et al., 2023). Language constructs may describe
individual word forms, phrases, or clauses, and
encompass topics on various linguistic levels—
grammatical, lexical, orthographic, morphologi-
cal, etc.—for each language (Katinskaia and Yan-
garber, 2018).

When developing a new language in Revita,
we use the notion of a “chunk”—in linguistics, a
chunk is a collocation or construction, which is
regulated by certain rules. Chunks have a main
word that controls and dependent ones, see, e.g.,
Figure 4. In this example, the analysis of the
sentence Кояшка таба әйлән! (“Turn towards
the sun”) is presented—the analyzer identifies the
post-positional construction in the sentence, and

highlights the components of the chunk: the post-
position—таба (“towards”), which governs the
noun—кояш=ка (“sun”)—which must be in the
required (dative) case.

All constructs implemented for a given lan-
guage can be graphically seen on the heatmap,
which can be examined in the learner’s profile.
This allows both the student and the teacher to
track progress, Figure 1. The size of the cell indi-
cate how many times this construct has been prac-
ticed (relative to other constructs), and its color
shows how well the construct is mastered over the
selected period of time (which can be selected by
the user). Using the heatmap, the teacher can vi-
sually assess the level of mastery of the lesson’s
topic (construct) by an individual student or by the
group as a whole. As the number of constructs in-
creases, the map also expands.

Constructs are linked to specific language pro-
ficiency levels. If a student believes her level is,
e.g., B1, she can choose to study all constructs re-
lated to this level and below. In the system set-
tings, it is possible to select constructs, which de-
termines which exercises will be generated. In
case a learner evaluates her level of language profi-
ciency as insufficient for training a particular con-
struct, she can disable exercises for this construct.
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Figure 3: Preview Mode.

Conversely, the learner can request tasks to work
with more complex material.

Exercises on finding the correct grammatical
form of a word in its context (and on auditory per-
ception) are tied to language constructs, allowing
for the adjustment of task complexity. This is con-
venient for teachers—when working with a group
of students, they can choose constructs relevant to
the lesson and focus on training only those.

The system displays a tree structure of con-
structs, with each item attached to a CEFR level2

corresponding to the construct, see Figure 2, and
topics in upper-right box in Figure 3. The latter
tells the learner which grammatical concepts will
be presented during practice with this text.

To view all constructs contained in the chosen
text, the system offers the Preview Mode, Fig-
ure 3. Hovering over each word brings up the list
of constructs attached to it by Revita. The student
can preview a selected text before practice, view
the highlighted constructions and the of constructs
identified for each word. Additionally, when the
student clicks on a word, Revita displays its trans-
lation into a preferred language.

2.3 Technical Implementation of Constructs

To adapt the system to a new language (here:
Tatar) we need to specify and implement the con-
structions of the language—e.g., rules for syntac-
tic agreement, government, and many more. The
system performs chunking based on these rules,

2Common European Framework Reference

and uses the chunks when creating exercises.

Syntactic government is a particularly impor-
tant area in L2 teaching and learning. A govern-
ment bank is a collection of declarative rules—
each rule describes an essential pattern of inter-
action between, e.g., a head verb and its syn-
tactic dependents which it governs—nouns, pre-
or post-positional phrases, etc. These banks de-
scribing the government of adpositions, nouns,
adjectives and verbs—as well as banks of more
complex constructions—are, of course, language-
specific, they must be created for each language
separately. Currently, government banks in Re-
vita are constructed manually, though our recent
work attempts to extend government banks auto-
matically by probing pre-trained large language
models (Hou et al., 2024; Klyshinsky et al., 2023).

According to the defined rules, the system finds
constructions in the text, as shown in Figure 3. The
identified constrictions are then used to generate
exercises. For example, the lemma of the gov-
erned noun can be used as the hint in the exercise
(so the student must inflect it in the correct case),
or the governed adposition (post-position in Tatar)
can be replaced by a list of options from which the
student must choose the correct one.

The distractors for multiple-choice exercises are
also created using language-specific rules. This is
a hard problem, since the tutor must avoid both
those options that are a. obviously incorrect in the
given context (which would make the exercise too
easy), and b. those that could be also correct in the
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Figure 4: Example of post-positional construction (in developer’s user interface for testing constructions.

context (making the exercise too difficult or im-
possible to solve). Deciding which distractors are
suitable in a given context is an important problem
that we are actively researching (Katinskaia et al.,
2019; Katinskaia and Yangarber, 2021, 2023).

At present, the Apertium morphological ana-
lyzer is used for Tatar. The analyzer can recog-
nize the grammatical form of a word, and generate
required forms based on a lemma, which will be
used for constructing future exercises (in particu-
lar, distractors in MC questions). The analyzer is
still under development, but it partially meets the
needs for analyzing forms, recognizing structures
and creating exercises.

As the quality of morphological analysis im-
proves in the future, we can expect to be able to
make enhancements to the quality of the exercises.
As mentioned in the introduction, the lack of foun-
dational resources for Turkic languages, and Tatar
in particular, is a major bottleneck, ultimately lim-
iting the quality of downstream applications.

3 Tatar Constructs Implemented in
Revita

3.1 Basic Constructs
The list of constructs that are currently imple-
mented can be viewed both in the heatmap and
in the system’s settings. The selectable constructs
are shown in these views. Not all of them are
fully recognized by the system at present. Basic
constructs include, e.g., declension of nouns, de-
grees of comparison of adjectives, tenses of verbs,
etc. Tatar constructs are listed based on the inven-
tory in the Guide to the Tatar language and Tatar
grammar (Guzev, 2015; Mansurova, 2018; Nig-
matullina, 2011; Nurmukhametova, 2008; Shara-
futdinova, 2018).

Basic constructs are formulated at the beginning
of development stage, since they form the foun-

dation for further development. On the heatmap,
basic constructs are displayed as branching out
from the main parts of speech. At the top of the
heatmap, more complex constructs/constructions
are highlighted in light red (in the Figure).

3.2 Constructions

The more complex constructions are developed
based on their descriptions in the works listed
above, Constructions implemented so far include:

• post-positional constructions;
• verbal constructions;
• and modality constructs.

At present, the system recognizes 67 post-
positional constructions, 344 verbal constructions,
and 18 modality constructs. A detailed analy-
sis for these constructions can be explored in the
“Grammar Tester” interface, as shown in the ex-
ample for a post-positional construction, Figure 4.

This interface is intended exclusively for devel-
opers. It provides detailed insights into the func-
tionality and performance of the system’s analyz-
ers, and helps the developers tune the recognition
algorithms. The system highlights post-positional
constructions (Galiyeva, 2020) in blue, showing a
detailed analysis of these constructions.

The structure and analysis of verbs can also be
examined using this tool, see the example in Fig-
ure 5. This demonstrates the analysis of the sen-
tence containing a verb construction: Тәртипкә
гадәтләнергә кирәк! (“One must get used to the
order!”). The main word of the construction—
the verb гадәтләнергә (“to get used to”)—and
the noun dependent on it тәртип=кә (“[to the]
order”), where case=Dative. Note, in the Pre-
view Mode, for verb constructions that require
post-positional control (Gatiatullin, 2012), both
the entire verb-government construction and the
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Figure 5: Verbal Construction.

post-positional construction inside it will be high-
lighted.

Modality constructions (Gatiatullin, 2012; Tat-
evosov, 2018) are of particular interest, as their
correct use can indicate that language proficiency
has progressed to a higher level. Each of these
constructions has a logical, concise name, which
helps the student remember its meaning, see Fig-
ure 6. This example shows the structure and char-
acteristics of a modal construction in the sentence
Мин кибеткә барам, ә син укый тор. (“I will
go to the store, and you stay here and study”). The
modal meaning is conveyed through the serial verb
construction: the 3SG.PRS verb укый (“study”)
followed by the imperative verb тор (“stay”).

3.2.1 Examples of Exercises
In this section, we present examples of exercises
that can be generated using these constructs. Var-
ious types of exercises implemented in the system
will be described, along with the various kinds of
feedback that the student can receive.

When working with the selected text, the stu-
dent may be asked to inflect a noun or pronoun
into the correct form:

• Original text: Мәктәптән соң кунакка
барам. (“After school I will go for a visit”).

• Task: [мәктәп] соң (“after [school]”)—the
lemma of the noun (мәктәп) is presented as
the hint for this cloze exercise—which must
be inflected correctly by the learner.

• Correct answer: мәктәптән (“school”),
Case=ablative.

• If the learner answers incorrectly, the system
will offer graduated feedback—a sequence of
increasingly more specific hints on each at-
tempt:

1. Pay attention to the part of speech.
2. Choose the correct case.
3. Inflect the noun мәктәп into the correct

case, as required by the following post-
position.

4. Inflect the noun мәктәп into the ablative
case.

In multiple-choice exercises, the student may
be offered several options as distractors: various
post-positions or post-positional words, as well as
different forms of a noun or a pronoun:

• Original text: Ул минем артыма яшерен-
де (“He hid behind me”).

• Task: [яныма/артыма/хакында] яшер-
енде—multiple-choice menu of options.

• Correct answer: артыма (“behind”).
• Graduated feedback:

1. Which post-position can follow the pro-
noun in the genitive case?

2. Recall the meaning of the post-position.
3. Translate hid behind me (behind my

back).

In an exercise with modality constructions, the
learner may be asked to select the correct auxil-
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Figure 6: Example of Modality Construct—in the Grammar Tester interface.

iary verb, or the form of the “semantic” (i.e., the
meaning-bearing) verb.

• Original text: Мин кибеткә барам, ә син
укый тор. (“I’ll go to the store, and you stay
here and read”).

• Task 1: син укый [тор/башла/ал]—
multiple-choice menu of options.

• Task 2: син укый [...]—a gap.
• Correct answer: [тор].
• Graduated feedback:

1. Recall how the imperative construction
is formed.

2. Try to translate the phrase “stay and
read.”

3. Use an auxiliary verb appropriate for
this context.

Since the choice of an auxiliary verb may not
always be unambiguous, the name of the construc-
tion (or its translation) can be used as a hint.

4 Conclusions

This paper presents the current state of our work
on adapting, Revita, a system for L2 teaching
and learning, to Tatar—a low-resource Turkic lan-
guage, spoken by over 7M people. It describes
in some detail the constructs implemented to date.
To the best of our knowledge, this is the first work
dedicated to the development of L2 teaching and
learning tools specifically for Tatar at the interme-
diate to advanced levels, based on state-of-the-art
technologies available at present.

Work is on-going on identifying constructs most
useful for teaching, and classifying them by profi-
ciency levels, in accordance with the scale of as-
sessment of language competencies. The next ma-
jor development phase is to extend the inventory of
constructions to include more complex syntactic
constructs, with a particular interest in synthetic
subordinate clauses (Zakharova, 2016).

We are also working on expanding the selection
of texts on various topics to create a more com-
plete open library, to give learners who do not have
a source of their own texts a wider choice from
the public library. Having more texts will increase
the amount of content for training AI models—for
example, using transfer learning from Turkish—
a related, higher-resource language—which may
help address problems of low-resource languages.
An essential system component, found to be ex-
tremely useful in the development of other lan-
guages, is a syntactic dependency parser. Such a
parser (of reasonable quality) is not available for
Tatar at present. When one becomes available, the
quality of the analysis—and the variety and qual-
ity of the automatically generated exercises—will
progress to the next level.

Further work will focus on developing the plat-
form to support Tatar. The ultimate goal is to bring
the Tatar Revita to a level of functionality that can
be deployed for teaching and learning Tatar, e.g.,
in schools with teachers, as is done for other lan-
guages for which richer resources are available—
currently Finnish and Russian. We also hope that
this work will contribute to stimulating global in-
terest in the study and development of Tatar—and
other low-resource languages in need of support—
using the latest NLP technologies and theories of
L2 acquisition.
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