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Abstract
The dimensional approach can represent more
fine-grained emotional information than dis-
crete affective states. In this paper, a pre-
trained language model (PLM) with a joint
learning strategy is proposed for the SIGHAN-
2024 shared task on Chinese dimensional
aspect-based sentiment analysis (dimABSA),
which requires submitted models to provide
fine-grained multi-dimensional (Valence and
Arousal) intensity predictions for given aspects
of a review. The proposed model consists of
three parts: an input layer that concatenates
both given aspect terms and input sentences;
a Chinese PLM encoder that generates aspect-
specific review representation; and separate lin-
ear predictors that jointly predict Valence and
Arousal sentiment intensities. Moreover, we
merge simplified and traditional Chinese train-
ing data for data augmentation. Our system
ranked 2nd place out of 5 participants in sub-
task 1-intensity prediction. The code is publicly
available at https://github.com/WZH5127/
2024_subtask1_intensity_prediction.

1 Introduction

Aspect-based sentiment analysis (ABSA) (Pontiki
et al., 2014, 2015, 2016) is used to identify the sen-
timent polarity regarding specific aspects within
a sentence. In recent years, ABSA tasks have
gradually extended into diverse subtasks, including
aspect sentiment triplet extraction (ASTE) (Chen
et al., 2022; Xu et al., 2021; Zhao et al., 2022;
Zhang et al., 2023) and aspect sentiment quadruple
prediction (ASQP) (Hu et al., 2022a; Wang et al.,
2023; Zhou et al., 2023; Zhang et al., 2021). In con-
trast to these tasks, which consider affective states
as discrete classes (positive, neutral, and nega-
tive), the dimensional approach provides more fine-
grained emotional information (Lee et al., 2022).

Dimensional sentiment analysis represents affec-
tive states as continuous numerical values in multi-

*Corresponding author.

neutral

excited

Excited

Delighted

Valence

calm

positive

Angry

negative

Tense

Frustrated Happy

Depressed

Bored

Tired

Content

Relaxed

Calm

I

High-Positive

IV

Low-Positive

II

High-Negative

III

Low-Negative

Arousal

(a) Valence and Arousal Spaces

柠檬酱也不会太油，塔皮对我而言稍软。 柠檬酱#塔皮

(柠檬酱, 5.67#5.5 )(塔皮, 4.83#5.0 )
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Figure 1: The diagram of Valence and Arousal space
and dimABSA.

ple dimensions, such as Valence and Arousal space
(Yu et al., 2016), as illustrated in Figure 1(a). The
Valence dimension indicates the degree of positive
or negative sentiments, while the Arousal dimen-
sion refers to the degree of calmness or excitement.
Valence and Arousal are represented by continu-
ous real-valued scores ranging from 1 to 9, with
lower scores indicating stronger negative or calm
sentiments, higher scores indicating stronger pos-
itive or excited sentiments, and mid-range scores,
such as 5, indicating neutral states. Combining
aspect-based and multi-dimensional sentiment anal-
ysis, a shared task of Chinese dimensional ABSA
shared task (dimABSA) (Lee et al., 2024) is pro-
posed in SIGHAN-2024, which primarily includes
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intensity prediction, triplet extraction, and quadru-
ple extraction. In subtask 1 intensity prediction,
given a sentence and an aspect, the system is re-
quired to predict the Valence and Arousal intensi-
ties of the sentence regarding the aspect. For in-
stance, in the sentence shown in Figure 1(b), there
are two aspects, “柠檬酱”(lemon sauce) and “塔
皮”(tart crust), with required two-dimensional (Va-
lence#Arousal) intensity predictions of 5.67#5.5
and 4.83#5.0, respective.

Recently, pre-trained language models (PLMs)
(Devlin et al., 2018; Li et al., 2020; Hu et al.,
2022b) have achieved significant success in var-
ious natural language processing (NLP) tasks, in-
cluding sentiment analysis. For instance, using
Chinese-based PLMs such as BERT-base-Chinese
and BERT-wwm-ext (Cui et al., 2021) for inten-
sity prediction on Chinese EmoBank (Lee et al.,
2022) has yielded superior results compared to tra-
ditional methods. However, when these methods
tackle dimABSA tasks, they continue to encounter
challenges in (1) integrating traditional and simpli-
fied Chinese for robust review representation and
(2) capturing internal relatedness across multiple
dimensions for a comprehensive understanding of
semantics.

To address these issues, we utilized whole-word
masking (wwm) (Cui et al., 2021; Pandey et al.,
2022) PLM of BERT-wwm-ext with a joint learn-
ing strategy for dimensional intensity prediction in
ABSA. The model consists of the input layer, PLM
encoder, and dimensional linear layer (dimLinear).
Initially, we concatenate one aspect term and the
review sentence as model sequence input. Then,
we utilize BERT-wwm-ext as the PLM encoder to
generate robust text representation. Finally, the
dimLinear layer contains separate linear predictors
that jointly predict Valence and Arousal sentiment
intensities. Moreover, we merge traditional and
simplified Chinese training samples into an aug-
mented training set for generalized optimization.
In experiments, we found that the integrations be-
tween two types of Chinese corpora and the joint
optimization of multiple dimensions resulted in bet-
ter performance. Consequently, our team ranked
2nd out of 5 participants in subtask 1 of the shared
dimABSA task.

The remainder of this paper is structured as fol-
lows: Section 2 describes the architecture of our
model in detail. Section 3 presents extensive exper-
iments, analysis, and results. Finally, conclusions
and future work are discussed in Section 4.
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Figure 2: The overview of model architecture.

2 System Description

In this section, we primarily describe the architec-
ture of our model. As depicted in Figure 2, the
model comprises three main components: input
layer, PLM encoder, and dimLinear layer.

2.1 Input Layer
Both an aspect a and a review text x are first
tokenized into discrete tokens, denoted by a =
{a1, a2, ..., aNa} and x = {x1, x2, ..., xNx}, re-
spectively, where Na and Nx represent the length
of the aspect and the review. To feed both the
aspect and the review into models, we concate-
nate the aspect and the review tokens, denoted as
x̃ = {[CLS],a, [SEP],x, [SEP]}, where [CLS]
and [SEP] are special tokens for syntactic separa-
tion.

2.2 Chinese PLM Encoder
To learn the hidden aspect-specific review represen-
tation h, we use the Chinese PLM of BERT-wwm-
ext to encode the concatenated input sequence for-
mally:

r = f(x̃; θBERT−wwm−ext) ∈ RN×d (1)

where f(·) represents the encoder propagation;
θBERT−wwm−ext is the trainable parameters initial-
ized from a pre-trained checkpoint and fine-tuned
for the specific task; and N = (Na+Nx+3) and
d indicates the input length and hidden dimension-
ality, respectively.

Similar to BERT families, we take as the final
review representation the first token representation,
i.e., h = r[CLS] ∈ Rd.
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ID sentence aspect intensity avg valence avg arousal

preprocess

Figure 3: An example of data preprocessing.

2.3 Dimensional Intensity Prediction
To predict the intensities of Valence v ∈ R1 and
Arousal a ∈ R1, we use the dimLinear that con-
tains two linear projections to estimate p(v|h) and
p(a|h) simultaneously. This multi-task learning
strategy could facilitate the model in learning ro-
bust review representation. The prediction is as
follows:

v = dimLinearv(h)
a = dimLineara(h)

(2)

where each dimLinear_(·) is implemented via two
stacked fully connected layers.

During model optimization, we employ mean
absolute error (MAE) as the cost function to
maximize the likelihood of model performance
pθ(v, a|a,x) in an end-to-end manner.

3 Experimental Results

In this section, we present the comparative results
of the proposed methods.

3.1 Datasets
Throughout the competition, we utilized datasets
exclusively provided by the organizers of the
shared dimABSA task. These datasets were for-
mally partitioned into Train, Dev, and Test sets.
Since golden labels were not provided for partici-
pants, an additional Dev* set was created by ran-
domly sampling 10% of the Train sample to aid in
model selections.

Furthermore, the dataset encompassed tradi-
tional and simplified Chinese versions, the only
difference being the language. To enhance the gen-
eralization performance of our models, we aug-
mented the Train set by integrating both versions.
For more detailed statistics on the datasets, please
refer to Table 1.

3.2 Evaluation Metrics
To evaluate the performance of participant systems
for Subtask 1, the organizers furnished MAE and

Dataset # samples Max length
Train 6050 56

Merged-Train 12100 56
Dev 100 40

Dev* 1210 46
Test 2000 59

Table 1: Detailed statistics of the datasets.

the Pearson Correlation Coefficient (PCC) as eval-
uation metrics.

• MAE

MAE =
1

n

n∑

i=1

|p̂i − pi| (3)

where p̂i and pi respectively denoted the ith
actual value and predicted value, n is the num-
ber of test samples.

• PCC

PCC =
1

n− 1

n∑

i=1

(
p̂i − µ̂

σ̂
)(
pi − µp

σp
) (4)

where µ̂ and σ̂ respectively represent the mean
value and the standard deviation of all predic-
tions, while µp and σp respectively represent
that of golden labels. A lower MAE and a
higher PCC indicate more accurate prediction
performance.

3.3 Implementation Details
Data preprocessing. We observed that certain
samples in the Train set contained multiple inten-
sity values for a single aspect, reflecting different
opinions, as illustrated in Figure 3. As Subtask
1 only concerns the overall sentiment towards an
aspect in a review, we computed the average in-
tensity across various opinions to derive an overall
sentiment score.
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Model
Dev* Test

Valence Arousal Valence Arousal

MAE↓ PCC↑ MAE↓ PCC↑ MAE↓ PCC↑ MAE↓ PCC↑

BERT-base-chinese 0.222 0.951 0.280 0.817 0.299 0.911 0.318 0.767
BERT-wwm 0.221 0.956 0.277 0.822 0.298 0.912 0.319 0.766

RoBERTa-wwm-ext 0.241 0.954 0.294 0.808 0.306 0.913 0.327 0.766
MacBERT-wwm-ext 0.253 0.936 0.296 0.803 0.312 0.905 0.327 0.761

BERT-wwm-ext (Ranked 2nd) 0.227 0.952 0.284 0.814 0.294 0.917 0.318 0.771
BERT-wwm-ext† 0.247 0.948 0.283 0.803 0.311 0.910 0.323 0.748
BERT-wwm-ext‡ 0.249 0.934 0.300 0.787 0.311 0.904 0.318 0.760

Table 2: Comparative Dev* and Test results for subtask 1. Bold figures meant the best performance regarding
various metrics.

Hyperparameters. The maximum length of the
longest sentence in a batch sample was the max-
imum. We employed the base version of BERT-
wwm-ext as the backbone model. Specifically, the
model consisted of 12 transformer layers with a
hidden representation dimensionality (d) of 768
(Vaswani et al., 2017). For optimization, we uti-
lized the Adam optimizer with a linear warmup
schedule. The base learning rate was set to 3e-5,
with a batch size of 32.
Baselines. We implemented several baseline mod-
els to evaluate the performance of BERT-wwm-ext
in dimensional prediction. Initially, we employed
various PLMs as our backbones, including BERT-
base-chinese, BERT-wwm, RoBERTa-wwm-ext,
and MacBERT-wwm-ext (Cui et al., 2021). Sub-
sequently, we introduce two variants of models:
(1) BERT-wwm-ext†, which independently pre-
dicted Valence and Arousal intensities, and (2)
BERT-wwm-ext‡, trained solely on the traditional
Chinese-based Train set.

3.4 Result and Analysis
As depicted in Table 2, our proposed system’s
comparable Dev* and Test results against several
baselines in terms of MAE and PCC were re-
ported. With different PLMs as backbones, mod-
els achieved varying performances. In contrast to
RoBERTa and MacBERT, Chinese-based BERT
families achieved relatively lower MAE and higher
PCC. This performance discrepancy could be at-
tributed to the utilization of a next-sentence pre-
diction task during the pretraining phase of BERT
PLMs. This task’s alignment with our input struc-
ture, which combines aspect and review texts,
likely facilitated the model in better understand-
ing the relationship between aspects and sentences

during the fine-tuning phase.
In our settings, BERT-wwm performed relatively

better than BERT-Chinese in Dev* and on par in
Test. This is because the adopted wwm strategy
could enhance Chinese sentence modeling. In con-
trast to BERT-wwm, BERT-wwm-ext leveraged a
larger pretraining corpus to acquire more compre-
hensive language knowledge, demonstrating better
generalization in the Test set.

Furthermore, we conducted ablation studies to
examine the effect of our joint learning strategy.
Without the joint optimization of Valence and
Arousal dimensions, the performance of BERT-
wwm-ext† degraded, and so did BERT-wwm-ext‡
when only the traditional Chinese version was uti-
lized as the Train set. These phenomena under-
scored the effectiveness of our joint learning strat-
egy in facilitating robust aspect-specific review rep-
resentation.

In conclusion, our proposed methods attained
the best Test scores in both MAE and PCC metrics,
which ranked 2nd place out of 5 participants. This
result highlights the competitiveness and effective-
ness of our system in the shared subtask 1.

4 Conclusions

This paper presented our system developed for the
SIGHAN-2024 shared Task dimABSA. Our exper-
imental results in subtask 1 demonstrated that our
proposed model achieved significant performance
in the dimensional intensity prediction of ABSA.
As a result, our team ranked 2nd place in subtask
1.

Future works will explore incorporating our
model with the existing dimensional sentiment
analysis corpus and investigating a unified model
handling multiple targets in dimABSA.
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Limitations

Although our proposed system enhances the qual-
ity of dimensional intensity prediction, there are
still several limitations. First, we have only vali-
dated the effectiveness of the joint learning strategy
for intensity prediction and have not tested it for
fine-grained aspect extraction. Second, our cur-
rent approach uses traditional PLMs as backbones.
In the future, we plan to explore the use of large-
scale PLMs, such as ChatGPT and LLaMA, for
dimABSA tasks.
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