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Abstract

Anonymization of clinical text is crucial to al-
low the sharing and disclosure of health records
while safeguarding patient privacy. However,
automated anonymization processes are still
highly limited in healthcare practice, as these
systems cannot assure the anonymization of all
private information. This paper explores the
application of a novel technique that guaran-
tees the removal of all sensitive information
through the usage of text embeddings obtained
from a de-identified dataset, replacing every
word or sentence of a clinical note. We analyze
the performance of different embedding tech-
niques and models by evaluating them using
recently proposed evaluation metrics. The re-
sults demonstrate that sentence replacement is
better at keeping relevant medical information
untouched, while the word replacement strat-
egy performs better in terms of anonymization
sensitivity.

1 Introduction

With the increasing adoption of Electronic Health
Record (EHR) systems, clinical data has become
available in large amounts to be used by healthcare
practitioners (Meystre et al., 2010). However, it
often contains sensitive information about patients
and healthcare professionals that needs to remain
private when being shared in order to comply with
data protection regulations such as the Health Insur-
ance Portability and Accountability Act (HIPAA)
(U.S. Department of Health & Human Services,
2013) in the United States of America and the Gen-
eral Data Protection Regulation (GDPR) (GDPR,
2018) in the European Union.

Many systems for the anonymization of clini-
cal text have been developed throughout the years,
ranging from solutions relying on hand-crafted
rules and patterns (Sweeney, 1996; Beckwith et al.,
2006; Friedlin and McDonald, 2008) to more com-
plex systems based on machine and deep learn-
ing (Wellner et al., 2007; Aramaki et al., 2006;

Yang and Garibaldi, 2015; Liu et al., 2017; Der-
noncourt et al., 2016; Yang et al., 2019; Alsentzer
et al., 2019). Although some of these systems show
impressive results, their lack of adoption in real-
world scenarios remains a barrier to sharing clini-
cal data and its usage for secondary purposes. One
should also consider whether perfect anonymiza-
tion, i.e., removing all the sensitive information
while keeping the non-sensitive information intact,
is an achievable goal (Stubbs et al., 2015).

While traditional Named Entity Recognition
(NER) based methods have shown impressive per-
formance in anonymization tasks, achieving recall
rates of over 90%, they still have limitations. Ab-
dalla et al. (Abdalla et al., 2020) emphasized this
issue, noting that relying solely on precision and
recall for evaluating de-identification algorithms
carries the risk of missing sensitive information. To
tackle this challenge, they introduced an innovative
solution. Instead of solely relying on NER, they
proposed a method that utilizes proximity measures
between word embeddings. This approach replaces
each token in a clinical note with a semantically
similar one, ensuring the removal of all sensitive
information. However, this method raises concerns
about potential information loss and readability is-
sues. Ribeiro et al. (Ribeiro et al., 2023) have
implemented this strategy on the INCOGNITUS
toolbox, naming it K-Nearest Embeddings Obfus-
cation (KNEO). This work follows their approach
and aims to compare two different strategies for the
replacement - using word or sentence embeddings -
by evaluating them on new and adapted metrics for
anonymization sensitivity and clinical information
loss.

The remainder of this paper is structured as fol-
lows: Section 2 provides an overview of word and
sentence embeddings. Section 3 outlines the eval-
uation metrics to compare the proposed strategies,
and Section 4 describes the used methodology. Ad-
ditionally, Section 5 provides a discussion and anal-
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ysis of the obtained results, and Section 6 lays out
the conclusions. Lastly, Section 7 provides insights
into some limitations of the analyzed solutions.

2 Embeddings

Finding representations of text is a necessary step
in most Natural Language Processing (NLP) tasks
(Almeida and Xexéo, 2023). Word embeddings
are commonly used by representing each word as
a fixed-length vector of real numbers that captures
useful syntactic and semantic properties (Turian
et al., 2010). These representations allow the
words to be the subject of mathematical opera-
tions that wouldn’t otherwise be possible (Almeida
and Xexéo, 2023), aiding in finding similarities
between text pieces.

Similarly to word embeddings, sentence em-
beddings are representations of entire sentences
as fixed-size vectors in a continuous vector space.
These embeddings capture the semantic meaning
and context of the entire sentence, encoding infor-
mation about word usage, syntax, and semantics.
Sentence embeddings models are trained on large
text corpora and learn to encode sentences into
meaningful vector representations.

2.1 Word2Vec

Word2Vec (Mikolov et al., 2013) is an algorithm
based on neural networks that produce continuous
vector representations of words by learning rela-
tionships between them using large amounts of
plain text. These words are embedded in a vector
space where close vectors represent words with
similar meanings, and distant vectors represent dif-
fering meanings.

2.2 Doc2Vec

Doc2Vec (Le and Mikolov, 2014) extends the con-
cept of Word2Vec to complete sentences or docu-
ments. It enables, through unsupervised learning,
the generation of fixed-length numerical representa-
tions, or vectors, for variable-length pieces of text,
such as sentences, paragraphs, or documents.

2.3 Sentence Transformers

Sentence transformers are a cutting-edge approach
in NLP that leverages pre-trained transformer mod-
els to encode sentences into dense vector represen-
tations. It originates from the work of Sentence-
BERT (Reimers and Gurevych, 2019), a modifica-
tion of the pre-trained BERT network in order to

obtain semantically meaningful sentence embed-
dings that can be compared. This approach ob-
tained state-of-the-art results on common Semantic
Textual Similarity (STS) tasks, outperforming other
sentence embedding methods.

3 Evaluation Metrics

We evaluate the performance of our strategies us-
ing the evaluation metrics proposed by (Pissarra
et al., 2024). The authors divide the metrics into
two categories: anonymization sensitivity metrics
and clinical information retention metrics. The
first category, whose focus is on the masking of
sensitive entities, contains the following metrics:
String Matching-based Recall (SMR), Average
Levenshtein Index of Dissimilarity (ALID), Lev-
enshtein Recall (LR), Levenshtein Recall for Di-
rect Identifiers (LRDI) and Levenshtein Recall for
Quasi Identifiers (LRQI). The clinical information
retention metrics, Jaccard Similarity Coefficient
(JSC) and Normalized Softmax Discounted Cumu-
lative Gain (NSDCG), are based on the usage of a
BioBERT (Lee et al., 2020) model, which has been
pre-trained on a hierarchical classification task of
ICD-10 code categories. These evaluation metrics
and their formulas are described in detail in the
previously mentioned paper.

4 Methodology

The following methodology allows the comparison
between the proposed strategies and models. Two
anonymization strategies, word and sentence substi-
tution, were evaluated using one and four models,
respectively.

4.1 Data
The MIMIC-III clinical database (Johnson et al.,
2016) is a large, de-identified and freely available
dataset comprised of health-related data. A sub-
set of 33,321 discharge summary notes were used
to generate the embedding space, and another of
19,989 notes was used to evaluate the different ap-
proaches. MIMIC-III contains different note types
with varying proportions, and it was assured that
both subsets have the same distribution.

4.2 Pre-Processing
In the MIMIC-III dataset, the sensitive informa-
tion is replaced by category tags. To obtain a
more realistic version of the notes, the Faker1 li-

1https://faker.readthedocs.io/en/master/
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brary for Python was used to create fake entities
according to each category. Lowercasing, removal
of consecutive white spaces, and removal of non-
alphanumeric characters were performed on the
text before the respective embeddings were calcu-
lated.

4.3 Word2Vec Anonymization

A word embedding model was trained on the
33,321 clinical notes using Gensim’s implemen-
tation of Word2Vec2, creating a de-identified em-
beddings space. To anonymize a new clinical note,
for each token, we obtain its embedding using the
trained model and replace it with a different one
selected randomly from the top 5 most similar ones
present in the embeddings space. The Word2Vec
model was trained for 100 epochs with the follow-
ing parameters: vector_size = 256, window = 15,
min_count = 1, workers = 1.

4.4 Doc2Vec Anonymization

Similarly to the Word2Vec Anonymization, a docu-
ment embeddings model was trained on the same
clinical notes using Gensim’s implementation of
Doc2Vec3, creating the de-identified embeddings
space. To anonymize a clinical note, we obtain
the embedding for each sentence using the trained
model and replace each of them with a different
one selected randomly from the top 5 most sim-
ilar ones present in the embeddings space. The
Doc2Vec model was trained for 100 epochs with
the following parameters: vector_size = 256, dm =
0, window = 15, min_count = 1, workers = 1.

4.5 Sentence-Transformer Anonymization

We experiment with different pre-trained sentence-
transformer models available in the SentenceTrans-
formers Python framework4. These models were
used to encode the sentences contained in the
33,321 clinical notes into embeddings, generat-
ing the de-identified embeddings space. When
anonymizing a clinical note, its sentences are en-
coded into embeddings using the same pre-trained
model and replaced by a different one selected ran-
domly from the top 5 most similar ones previously
encoded. The following three models were used:

2https://radimrehurek.com/gensim/models/
word2vec.html

3https://radimrehurek.com/gensim/models/
doc2vec.html

4https://sbert.net/

all-MiniLM-L6-v2 Baseline model that maps sen-
tences into a 384-dimensional dense vector
space.

avsolatorio/GIST-large-Embedding-v0 Model
that has a good performance on the BIOSSES
(biomedical sentence similarity estimation)
benchmark. Generates embeddings with 1024
dimensions.

pritamdeka/S-PubMedBert-MS-MARCO
Model trained on biomedical text from
PubMed that maps sentences to a 768-
dimensional dense vector space.

4.6 Evaluation
Each model’s performance was tested on
the 19,989 notes reserved for the evaluation.
Anonymized versions of the clinical notes were
produced using the previously described replace-
ment strategies, which were then evaluated using
the evaluation metrics mentioned in Section 3. The
following distribution of MIMIC-III categories
was used for the LRDI and LRQI metrics: NAME,
CONTACT_NUMBER, ID, and EMAIL were
considered direct-identifiers, and LOCATION,
DATE, URL, AGE_ABOVE_89, INSTITUTION,
and HOLIDAY were considered quasi-identifiers.

5 Results and Discussion

Figure 1 illustrates the performance obtained by
each model on the different evaluation metrics by
averaging the results obtained for all the test notes.

We can observe that word replacement obtains
better results on all the anonymization metrics ex-
cept for ALID but performs worse regarding clini-
cal information retention. This is an expected out-
come, as it is related to the way the anonymization
is being performed. For example, when anonymiz-
ing a clinical note with the sentence "The patient’s
name is John Doe", the word replacement strategy
will replace every word in the sentence. However,
when using sentence replacement, it could be the
case that it is replaced with a different sentence
that contains common elements, such as "John" or
"Doe," thus negatively impacting the performance
of these metrics.

The same rationale explains the better perfor-
mance of sentence replacement in the information
retention metrics. For instance, if the name of a
medical condition appears in the clinical note we
want to anonymize, replacing every word will re-
sult in that medical condition no longer being there.
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Figure 1: Performance results obtained by each model on the different evaluation metrics. The results are presented
as the average of the metrics measured across 19,989 notes used for testing.

As for the sentence replacement, it is possible for
the substitute sentence also to contain the name of
the said medical condition.

Interestingly, replacing every word of the given
clinical notes did not achieve a score of 100% in
any of the metrics involving recall. This can be
attributed to the fact that some sensitive entities
can appear as subwords of other non-sensitive enti-
ties. Additionally, MIMIC-III also contains some
labeling errors.

Regarding the anonymization sensitivity met-
rics, there is no discernable difference in perfor-
mance between the Doc2Vec and the Sentence-
Transformer models. It is interesting to notice that
Doc2Vec and all-MiniLM-L6-v2, being the two
models that produce vectors with the lowest num-
ber of dimensions, outperformed the two models
that produce vectors with a much higher number
of dimensions. This is because each dimension
captures different semantic and syntactic attributes
of the text, which may not be totally useful for the
anonymization itself.

On the two information retention metrics, how-
ever, the Sentence-Transformer models perform
better than the Doc2Vec model. In this case, the di-
mensionality of the produced vectors most likely in-
fluences the results, as these metrics rely on the sim-
ilarity of the original and anonymized version of the
note. The avsolatorio/GIST-large-Embedding-v0
model obtains the best performance in both met-
rics. It is an expected result, as it is the model
that produces vectors with the highest number of
dimensions, which results in a better capturing of
similar sentences. Additionally, this pre-trained

model is one of the best-performing models on the
BIOSSES benchmark. As for the pritamdeka/S-
PubMedBert-MS-MARCO model, its lower perfor-
mance might indicate that the PubMed text it was
trained on differs from the clinical text contained
in the MIMIC-III database.

While no strategy was better across all metrics,
our strategies are based on the premise that the
replacement group contains no sensitive informa-
tion, and therefore, neither will the anonymized
version of a clinical note. The lower performance
the sentence replacement strategy obtains on the
information retention metrics can originate from
the overlap of fake sensitive entities in the replace-
ment group and the test set. For example, a fake
entity appearing in a note we are anonymizing may
have already appeared in a sentence for the em-
bedding space generation, which influences the
sentence replacement process. Although it is a fake
entity, its presence in the anonymized version will
have an influence on the results. Had we utilized
a dataset with real sensitive information, this over-
lap would likely have decreased and boosted the
anonymization sensitivity results. As such, we look
at sentence replacement as the better approach.

6 Conclusions

This work presents a comparison between two dif-
ferent and novel techniques for the anonymiza-
tion of clinical notes. Five different models were
tested and evaluated across several evaluation met-
rics aimed at anonymization sensitivity and clinical
information retention. The discussed results indi-
cate that both replacement techniques have their
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unique strengths and are viable alternatives to the
traditional NER (Named-Entity Recognition) ap-
proaches when the removal of sensitive information
is a priority over data usefulness, as the latter are
never capable of detecting all the sensitive informa-
tion.

7 Limitations

We present a strategy that assures the removal
of all sensitive information by replacing every
word/sentence with similar counterparts obtained
from a de-identified dataset. However, it comes at
the expense of readability and data usefulness, as
there is no guarantee that the anonymized version
of the note will be semantically or syntactically cor-
rect. Consequently, there is no guarantee that the
agreement on gender, age group, and person will
be maintained throughout the new clinical note.

One downside of the word replacement approach
is that if a relevant medical term appears on the
original version of the clinical notes, it is guar-
anteed that the same term will not appear on the
anonymized version, as every word is being re-
placed. This is not the case with the sentence re-
placement approach, which is why there is better
performance on the clinical information retention
evaluation metrics. However, if we are trying to
anonymize a clinical note that contains a sentence
with a medical term not present in any sentence of
the replacement group, it will result in that term
also being permanently lost.

Finally, another possible limitation is the use of
the same database for both the embeddings gen-
eration and anonymization evaluation. This has
been a longstanding problem in the area of text
anonymization, as many of the developed solutions
are tailored to specific datasets or note types, and
there is no guarantee that the performance will be
maintained across different scenarios. Using the
same type and structure of clinical notes across our
whole process may facilitate the step of finding
similar words/sentences and, as a result, inflate the
clinical information retention results. The perfor-
mance obtained in these experiments would prob-
ably be lower had we used a different dataset for
evaluation, as finding similar words or sentences
would be harder.
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