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Abstract
Large Language Models (LLMs) have revolu-
tionized text generation across diverse domains,
showcasing an ability to mimic human-like text
with remarkable accuracy. Yet, these models
frequently encounter a significant hurdle: pro-
ducing hallucinations, a flaw particularly detri-
mental in the healthcare domain where preci-
sion is crucial. In this paper, we introduce Clin-
icalRAG, a novel multi-agent pipeline to rectify
this issue by incorporating heterogeneous med-
ical knowledge—both structured and unstruc-
tured—into LLMs to bolster diagnosis accu-
racy. ClinicalRAG can extract related medical
entities from user inputs and dynamically in-
tegrate relevant medical knowledge during the
text generation process. Comparative analyses
reveal that ClinicalRAG significantly outper-
forms knowledge-deficient methods, offering
enhanced reliability in clinical decision sup-
port. This advancement marks a pivotal proof-
of-concept step towards mitigating misinforma-
tion risks in healthcare applications of LLMs.

1 Introduction

Large Language Models (LLMs) have demon-
strated remarkable capabilities in generating
human-like text across various domains (Achiam
et al., 2023; Touvron et al., 2023; Singhal et al.,
2023). However, these models often produce hallu-
cinations—generating inaccurate or entirely ficti-
tious information. This issue is particularly critical
in sensitive domains like healthcare, where mis-
information can have dire repercussions (Zawiah
et al., 2023). The underlying cause of such halluci-
nations largely stems from the model’s insufficient
domain-specific knowledge.

Medical domain is characterized by its vast ar-
ray of knowledge, which includes both structured
information (such as knowledge graphs, medical
databases) and unstructured information (like on-
line resources) (Kreimeyer et al., 2017). These
knowledge are inherently heterogeneous, spanning

Figure 1: Overview of ClinicalRAG. Different from
direct generation without any knowledge enhancement,
ClinicalRAG utilizes heterogeneous medical knowledge
to parse and cross-reference user inputs. It then inte-
grates this to formulate diagnoses and provide relevant
references, thereby supporting clinical decision-making.

various subfields and formats, which poses signifi-
cant challenges for traditional models that rely on
a one-size-fits-all approach to knowledge integra-
tion and application. As a result, the discrepancies
among knowledge sources impede the models’ abil-
ity to utilize knowledge prompts from all available
sources effectively. In light of this, we aim to pro-
pose a method that can seamlessly integrate and
accommodate all source of medical knowledge.

Retrieval-Augmented Generation (RAG) offers
a powerful approach for harnessing the implicit
knowledge embedded within LLMs alongside di-
verse explicit knowledge sources (Hu and Lu,
2024). Through real-time retrieval of pertinent in-
formation during the generation phase, RAG mod-
els are adept at delivering outputs that are both
precise and contextually relevant (Wu et al., 2024).
Consequently, it empowers the models to efficiently
access domain-specific information, enhancing the
quality of the generated content.

In this paper, we introduce a Clinical Retrieval
Augmented Generation (ClinicalRAG) pipeline
(Fig. 1), a novel framework designed to enhance
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clinical decision-making by leveraging medical
knowledge from a variety of sources. Our con-
tributions are threefold and can be summarized as
follows: 1) We develope a multi-agent integration
approach, where each agent is responsible for a spe-
cific part of the ClinicalRAG process. This ensures
the efficiency and robustness of the pipeline. 2)
We design an effective solution for the extraction
and integration of heterogeneous medical knowl-
edge, which, compared to long text inputs, allows
for the low-cost acquisition of high-quality infor-
mation. 3) Experimental results demonstrate that
our ClinicalRAG pipeline outperforms traditional
methods such as simple prompt learning and direct
generation. It also provides relevant references, fa-
cilitating a more effective clinical decision support.

2 Related work

Recent literature on knowledge-enhanced Clini-
cal Decision Support (CDS) systems showcases
a plethora of innovative approaches aimed at lever-
aging technology to improve healthcare outcomes.
Anadani et al. (2023) implements ant colony op-
timization methods within CDS systems to cus-
tomize treatment plans for patients, thus enriching
the knowledge base for making optimal clinical
decisions. Zhang et al. (2023) leverage a knowl-
edge graph and an attribute graph to generate better
medicine recommendations. Recently, Lu et al.
(2023a,b) have introduced prompt learning meth-
ods for integrating heterogeneous medical knowl-
edge. Moreover, the development of LLMs enables
a more precise and effective way to utilize cur-
rent medical knowledge. One useful method is
Chain-of-Thought (Wei et al., 2022) which mim-
ics human problem-solving processes by breaking
down complex questions into simpler, manageable
parts. Based on this, Tree-of-Thought (Yao et al.,
2024) and Graph-of-Thought (Besta et al., 2023)
methods are proposed to deal with more complex
question-solving flow. Additionally, by integrating
external knowledge, RAG significantly improves
the quality of the generated content, making it more
informative and accurate across various tasks (Ye
et al., 2024), demonstrating its effectiveness in en-
riching language model outputs with detailed and
precise information.

3 Methods

The detailed pipeline of ClinicalRAG is shown in
Fig. 2. We employ a multi-agent strategy in Clini-

calRAG, each agent is designed to carry out differ-
ent task.

3.1 Medical entity extraction
The Medical Entity Extraction (MEE) agent’s task
is to parse and discern pertinent medical entities
from the input. This preliminary step is critical, as
it establishes the foundational context required for
subsequent knowledge retrieval processes.

Given a user input I , the MEE agent seeks to
identify a set of entities E = {e1, e2, . . . , en},
where each entity ei is associated with a specific
medical concept. This can be formalized using a
function fLLM

MEE powered by an LLM. This can be
denoted as:

fLLM
MEE(I) = {(ei, ci)|ei ∈ I, ci ∈ C} (1)

where ei denote the ith entity within the input,
and ci represents the category of the entity, drawn
from a predefined set of categories C (e.g., symp-
toms, diseases, treatments). All the extracted en-
tites are sent into the Heterogeneous Knowledge
Index (HKI) engine for knowledge retrieval.

3.2 Heterogeneous knowledge index
The HKI engine is engineered to index and retrieve
medical knowledge from diverse sources using en-
tities identified from the MEE agent. This is crucial
for dynamically augmenting LLMs’ responses with
accurate, context-specific medical information.

For each source S (e.g., knowledge graph G,
knowledge base B and online resources O), we con-
struct an entity-based index. Entities E extracted
from the user input serve as the retrieval keys. Each
entity e ∈ E is associated with a vector representa-
tion v⃗e obtained via embedding techniques such as
BERT (Devlin et al., 2018). Given a query entity
e, the HKI retrieves relevant information by com-
puting similarity scores across all indexed entities
in G, B, and O. The retrieval is conducted sepa-
rately for each source, leveraging their respective
indexing systems.

Score(e, e′) =
v⃗e · v⃗e′

∥v⃗e∥∥v⃗e′∥
, ∀e′ ∈ S (2)

where e′ is an entity in the source S, and
Score(e, e′) denotes the cosine similarity between
the query entity and entities in the source.

The HKI employs a dynamic integration mecha-
nism to compile and synthesize information from
G, B and O based on relevance scores. This pro-
cess ensures that the most pertinent and compre-
hensive knowledge is selected for supporting the
LLM’s generation process.
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Figure 2: ClinicalRAG framework. a) The pipeline of ClinicalRAG. Patients’ chief complaints are first sent
to MEE agent to extract related medical entities. Heterogeneous medical knowledge are retrieved from different
sources and converted into natural language by KNL agent. User input and medical knowledge are fused and sent to
generate high-quality answers, with KRG agent provide proper references. b) MEE agent helps extract important
medical entities from patient’s input. c) KNL agent convert heterogeneous medical knowledge into unified natural
language form. d) KRG agent provides useful and disambiguous references from heterogeneous medical knowledge.

K =
⋃

S∈{G,B,R}

Topk(Score(e, S)), ∀e ∈ E (3)

where Topk selects the top k items from each
source S based on the retrieval score, and K rep-
resents the integrated knowledge set ready for uti-
lization in the following generation process.

3.3 Knowledge to natural language
Once heterogeneous medical knowledge is re-
trieved and compiled, the Knowledge to Natural
Language (KNL) agent converts this information
into natural language. This conversion process can
be represented as a function fKNL that maps a set
of knowledge pieces K = {k1, k2, . . . , km} to a
natural language representation N with a template-
based transformation T and a natural language gen-
eration model G:

ni = T (ki)⊕G(ki),∀ki ∈ K (4)

where ⊕ denotes concatenating template-based
text with generated text to form a comprehensive
natural language description ni for each piece of
knowledge ki. The set of all ni forms the natural
language representation N = {n1, n2, . . . , nm},
which serves as enriched context for the LLM, en-
abling it to generate more accurate and contextually
relevant responses in CDS systems.

3.4 Knowledge reference generation
KRG agent aims to aggregate the relevant medical
knowledge K retrieved by HKI into a standardized

reference format that can be seamlessly integrated
into the output of the LLM. This process ensures
that the information provided is not only accurate
and relevant but also properly cited, enhancing the
credibility of the generated content.

The KRG agent first identifies and removes du-
plicate knowledge entries from the set. This is
achieved by comparing the content and source
metadata of each knowledge piece. If two pieces
ki and kj are found to be identical in content or
exceedingly similar in the information provided,
only one is retained for further processing. The
non-duplicate knowledge pieces are then sorted in
descending order of their relevance scores and for-
matted into a standardized reference style. This
ordering ensures that the most pertinent references
are prioritized in the final reference list.

4 Experiments

4.1 Dataset
We utilized a subset of the CBLUE EHR dataset
(Zhang et al., 2021) for our proof-of-concept ex-
periments. We filtered out all records containing
multiple diagnoses and selected 2,000 records com-
prising patients’ chief complaints along with their
corresponding diagnoses to serve as the dataset for
this study. In our research, we employ the Dis-
easeKG, an open-source Chinese medical knowl-
edge graph available through OpenKG, as our pri-
mary knowledge graph. To supplement this, we
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Table 1: Diagnosis performance comparison (Avg(SD)).
The highest accuracy is highlighted in bold.

Model Direct classification ClinicalRAG pipeline

LSTM+Attn 69.17(0.88) -
BERT 74.07(2.15) -
MedKPL 77.78(2.51) -

GPT-3.5-Turbo 80.04(0.41) 81.75(0.65)
GPT-4.0 82.78(1.25) 84.94(1.48)
Llama-2-7b 77.90(1.69) 79.47(2.50)
Llama-2-13b 78.93(1.02) 80.55(1.25)

construct a knowledge database from a selection of
medical textbooks. Additionally, we utilize online
medical information, predominantly sourced from
Wikipedia, to enrich our data.

4.2 Experiment settings

The patient’s chief complaint input, when com-
bined with the medical-knowledge-aware context,
was used as input to the LLM for text generation. In
our experiments, we choose four mainstream avail-
able LLMs: GPT-3.5-Turbo (Ouyang et al., 2022),
GPT-4.0 (Achiam et al., 2023), Llama-2-7b, Llama-
2-13b (Touvron et al., 2023) in our experiments,
where GPT-3.5 and GPT-4 are accessed through
OpenAI API, and Llama-2-13b, Llama-2-13b with
a token size of 4096 are deployed locally. In our
experiments, the temperature parameter (Brown
et al., 2020) was set to 0 for all LLMs. In our ex-
periments, we calculate the diagnostic accuracy of
LLM compared to the Clinical pipeline by check-
ing whether the diagnostic results provided by the
LLM are consistent with the labels in the dataset.

4.3 Diagnosis performance

We evaluated several different EHR diagnosis mod-
els, including direct classification approaches like
LSTM model with attention mechanism (Chen
et al., 2020), BERT model for text classification
(Devlin et al., 2018), medical knowledge prompt
learning (MedKPL) model (Lu et al., 2023a),
and different generative LLMs (GPT-3.5-Turbo
(Ouyang et al., 2022), GPT-4.0 (Achiam et al.,
2023), Llama-2-7b, Llama-2-13b (Touvron et al.,
2023)) under both direct diagnosis generation and
the ClinicalRAG pipeline. We compared the di-
agnostic results generated by the model with the
actual disease categories of the patients. The com-
parison results are shown in Table 1.

All LLMs outperform traditional methods in di-
rect classification scenarios, with GPT-4.0 lead-
ing at an accuracy of 82.78(1.25)%. Furthermore,
the implementation of the ClinicalRAG pipeline
consistently enhances model performance, where

Table 2: Ablation study of different agents and input
lengths (Avg(SD)).

GPT-3.5-Turbo Llama-2-7b

Full ClinicalRAG Pipeline 81.75(0.65) 79.47(2.50)
- w/o MEE agent 80.85(1.90) 79.03(1.53)
- w/o KNL agent 79.53(0.86) 78.64(1.66)
- w/o KRG agent 81.77(0.84) 79.44(1.62)

Input Length
- 2048 tokens 80.81(1.28) 78.46(1.42)
- 1024 tokens 77.87(1.86) 77.53(1.57)

nearly all LLMs achieved an accuracy improve-
ment of over 2%, highlighting ClinicalRAG’s sig-
nificant role in augmenting medical diagnostic ca-
pabilities.

4.4 Ablation study
To quantitatively evaluate the contribution of dif-
ferent modules in ClinicalRAG, we conducted a
series of ablation studies, the results are shown in
Table 2.

First, we tested the impact of each agent on the
ClinicalRAG generation effect by removing the
corresponding agents. The results show that the
KNL agent plays the most important role in the en-
tire ClinicalRAG pipeline, with a relative decrease
in model performance of 1.53% after removing
KNL. The importance of the MEE agent comes
next (0.67%), while KRG, as the agent providing
medical references, has a smaller impact on the
diagnostic effect of ClinicalRAG.

We then look into the impact of input length on
the ClinicalRAG generation performance, where
we limit the input length to 2048 and 1024 tokens
respectively. We found that as the input length de-
creases, the performance of the model also shows
a downward trend, especially in the process of re-
ducing from 2048 (-0.98%) to 1024 (-2.91%).

5 Conclusion

In this paper, we presented ClinicalRAG, a novel
multi-agent pipeline that significantly enhances the
accuracy and reliability of clinical decision sup-
port provided by LLMs. By seamlessly integrat-
ing heterogeneous medical knowledge—ranging
from structured knowledge graphs and to unstruc-
tured medical knowledge bases and online re-
sources—ClinicalRAG addresses the critical chal-
lenge of hallucinations and inaccuracies in LLM-
generated content within the healthcare domain.
Our comprehensive experiments have demon-
strated the superior diagnosis performance of the
ClinicalRAG pipeline over traditional methods.
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