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Abstract

Large language models (LLMs) have shown
remarkable capabilities in generating natural
language texts for various tasks. However, us-
ing LLMs for question answering on knowl-
edge graphs still remains a challenge, espe-
cially for questions requiring multi-hop reason-
ing. In this paper, we present a novel planned
query guidance approach that improves large
language model (LLM) performance in multi-
hop question answering on knowledge graphs
(KGQA). We do this by designing few-shot ex-
amples that implicitly demonstrate a systematic
reasoning methodology to answer multi-hop
questions. We evaluate our approach for two
graph query languages, Cypher and SPARQL,
and show that the queries generated using our
strategy outperform the queries generated us-
ing a baseline LLM and typical few-shot exam-
ples by up to 24.66% and 7.7% in execution
match accuracy for the MetaQA and the Spider
benchmarks respectively. We also conduct an
ablation study to analyze the incremental ef-
fects of the different techniques of designing
few-shot examples. Our results suggest that our
approach enables the LLM to effectively lever-
age the few-shot examples to generate queries
for multi-hop KGQA.

1 Introduction

Question answering on knowledge graphs (KGQA)
is a challenging task that requires understanding
the natural language query, mapping it to the KG
schema, and generating a graph query that can
retrieve the correct answer from the KG. We fo-
cus on two graph query languages in this work,
namely Cypher1, a well-known graph query lan-
guage developed by Neo4j2, and SPARQL, a popu-
lar language for querying RDF3 databases. In this

1https://neo4j.com/docs/cypher-manual/current/
introduction/

2https://neo4j.com/
3Resource Description Framework

study, we focus on the task of answering a question
from a knowledge graph by generating Cypher and
SPARQL queries to query the knowledge graph.

Large language models (LLMs), such as GPT-4
(OpenAI et al., 2024), have shown remarkable ca-
pabilities in generating natural language texts for
various tasks. Recent studies have explored the ca-
pability of LLMs in Cypher generation (Guo et al.,
2023; Jiang et al., 2023b; An et al., 2023) as well as
SPARQL generation (Jiang et al., 2023a; Li et al.,
2023; Gu and Su, 2022; Ye et al., 2021). However,
using LLMs for multi-hop KGQA still remains a
challenge, as they need to generate queries that
can capture the multi-hop reasoning logic. Fur-
thermore, models are limited by the availability of
labeled data for KGQA, which is costly and time-
consuming to obtain.

Therefore, it is desirable to leverage the few-
shot learning ability of LLMs, which allows them
to adapt to new tasks with only a few examples,
and design effective few-shot examples that can
guide the LLM to generate more accurate queries
for multi-hop KGQA. The utilization of few-shot
learning in LLMs has shown promise in various
domains to address the limitations of data scarcity
and improve model generalization. Several stud-
ies demonstrated the value of few-shot learning in
various domains for improving the performance of
LLMs (Shirafuji et al., 2023; Huang et al., 2024;
Ahmed and Devanbu, 2023). However, to the best
of our knowledge, the influence of few-shot exam-
ples design in KGQA, particularly for generating
Cypher and SPARQL queries, has not been exten-
sively studied.

Existing KGQA models like TransferNet(Shi
et al., 2021), which excels in multi-hop reason-
ing over relation graphs, UniKGQA(Jiang et al.,
2022), known for its unified retrieval and reasoning
framework, and NuTrea(Choi et al., 2023), which
leverages neural tree search for context-rich em-
beddings, outperform our proposed LLM-based
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Figure 1: An example of a 3-hop question-answer pair in MetaQA.

approach, achieving up to 100% in the Hits@1
metric. However, these methods incur higher com-
plexity and cost, as they require extensive training
on specific knowledge graphs. In contrast, simple
LLM-based methods can achieve competitive per-
formance with a well-designed few-shot example
set, bypassing the need for exhaustive training or
customization. This efficiency makes the study of
few-shot example design for LLM-based KGQA a
crucial research area, promising swift adaptability
and innovation in question-answering systems.

In this paper, we propose a novel approach to im-
prove the performance of LLM-based Cypher and
SPARQL generation for multi-hop KGQA. We do
this by designing few-shot examples that implicitly
demonstrate a systematic reasoning methodology
to answer multi-hop questions. This guides the
LLM to follow a similar reasoning process for new
questions, without explicitly specifying the steps.
We hypothesize that such few-shot examples can
enhance the LLM’s understanding of the question,
the KG schema, and the syntax of the graph query
language, enabling it to generate more accurate
queries for multi-hop KGQA.

We evaluate our approach on two popular bench-
mark datasets, MetaQA (Zhang et al., 2018) and
Spider (Kosten et al., 2023), both of which feature
natural language questions across various levels of
difficulty for multi-hop querying. We start by con-
ducting an ablation study to analyze the effects of
different components of our few-shot examples de-
sign on Cypher. We then show how our methodol-
ogy transfers to SPARQL. Our results demonstrate
that this strategy can enhance execution match ac-
curacy over that of conventional methods used in
few-shot examples.

2 Methodology

This work focuses on the methodology of crafting
few-shot examples for improved performance of
LLMs for the task of Cypher and SPARQL genera-
tion for KGQA. For this task, a few-shot example
is composed of a natural language question, ac-
companied by an expected response of a Cypher

or SPARQL query that can be run on an associated
KG to answer the natural language question.

We propose a method for designing Cypher and
SPARQL queries for few-shot examples that clearly
demonstrates to the LLM the reasoning required
to answer multi-hop questions. Techniques like
chain-of-thought prompting (Wei et al., 2022) use
textual explanations to teach step-by-step reasoning
to LLMs. Our methodology employs a code style
that implicitly shows how to take each hop step-
by-step. Figure 2 is an example of a Cypher query
written in such a style to be used as a few-shot
example.

Contrast the query in Figure 2 with a typical or
conventional style4 used by developers to write
Cypher queries in Figure 3. Certain prevalent
practices characterize this conventional style of
crafting such graph queries. These include the uti-
lization of succinct and non-descriptive variable
names, the consolidation of all traversal hops into
a single chain in a single MATCH clause, and the
immediate specification of string literals for en-
tity matching within the variable declaration itself
in the MATCH clause (e.g., {name: “Dil Chahta
Hai”}).

Our proposed approach outlines practical meth-
ods for crafting few-shot examples to generate
graph queries, like Cypher and SPARQL:

1. Structured Traversal Clarity: Each hop
should be articulated on a separate line to mir-
ror the logical sequence of traversals, strictly
adhering to the correct order of entities and
relationships encountered. This makes the
traversal reasoning clear and easy to follow.
This approach enhances the clarity of traver-
sal reasoning, ensuring that each step is both
transparent and sequentially accurate.

2. Logical Continuity in Chaining: Maintain
an unbroken logical chain where the endpoint

4https://neo4j.com/docs/cypher-manual/
current/styleguide/, https://neo4j.com/
docs/cypher-manual/current/queries/basic/
#find-connected-nodes, https://gist.github.
com/wjgilmore/8ba5f31ef1435dc04c52, https:
//gist.github.com/wjgilmore/8ba5f31ef1435dc04c52
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Figure 2: A sample of a Cypher query used in a few-shot example designed using our approach. Implicit reasoning
is demonstrated by writing each hop line-by-line, with an easy-to-understand code style following the correct chain
of hops, and separating reasoning of hops from the constraints into the WHERE clause. The natural language
question corresponding to this Cypher query from the MetaQA dataset is "the films that share actors with the film
Dil Chahta Hai were released in which years".

Figure 3: A sample of a Cypher query written in a commonly used style. The natural language question correspond-
ing to this Cypher query from the MetaQA dataset is "the films that share actors with the film Dil Chahta Hai were
released in which years".

of one hop is the starting point for the next,
ensuring a coherent flow of entities throughout
the query. Ensuring a coherent progression of
entities throughout the query facilitates the
LLM’s ability to mirror the thought process
when identifying subsequent steps.

3. Distinct Separation of Logic: In the case of
Cypher, employ MATCH clauses exclusively
for hops, while isolating all constraints, such
as string literals for entity matching, within
WHERE clauses to promote clarity; and in
the case of SPARQL, utilize WHERE clauses
for hops and separate constraints within the
FILTER clause. This approach delineates the
decision-making process for selecting hops
from other constraints, thus sharpening the
focus on the hop selection mechanism.

4. Descriptive Variable Naming: Adopt vari-
able names that are both illustrative and con-
sistent, reflecting the entity type and any ap-
plicable constraints, such as “dilMovie” to
denote a ‘movie’ entity constrained by the ti-
tle “Dil Chahta Hai”. This approach enhances
the traversal’s logical coherence as well as
aids the LLM in retaining the constraints for
inclusion in the WHERE clause.

5. Examples with increasing complexity:
Present multiple examples that escalate in
complexity, such as starting with a simple

1-hop query and advancing through to more
complex 2-hop and 3-hop queries, to reinforce
the learning of the reasoning pattern.

6. Consistency: Ensure that the structure and
presentation of all few-shot examples remain
uniform, facilitating easier pattern recognition
and learning.

3 Experimental setup

3.1 Cypher

3.1.1 Dataset
We evaluate our approach on a widely used bench-
mark for multi-hop KGQA, MetaQA (Zhang et al.,
2018). MetaQA comprises of a movie knowledge
graph with 43k entities and 9 relationship types,
along with question-answer pairs. The dataset con-
tains 161 1-hop question templates (31% of to-
tal question templates), 210 2-hop question tem-
plates (40% of total question templates), and 150
3-hop question templates (29% of total question
templates). The corresponding answers are a list of
entities from the KG. Figure 1 shows an example
of a 3-hop question-answer pair.

3.1.2 Baselines
We compare our proposed approach with an LLM-
based Cypher generation module5 developed by

5https://python.langchain.com/docs/use_cases/
graph/integrations/graph_cypher_qa
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Our proposed LangChain’s Cypher Examples with
Question Type approach generation module conventional style
3-hop (150 questions) 97.33% 67.33% 72.67%
2-hop (210 questions) 100% 89.52% 93.33%
1-hop (161 questions) 92.54% 88.81% 91.30%

Table 1: KGQA results for the MetaQA dataset comparing our approach (with systematic few-shot examples
implicitly demonstrating reasoning), with two baselines, the first being the Cypher generation module available in
LangChain, and the second being an approach where Cypher queries in few-shot examples are written in a typical
fashion. The metric shown is execution match accuracy.

Variation of few-shot example design Execution match accuracy
Conventionally written examples (baseline) 72.67%
Only one example written conventionally 83.33%
Non-descriptive variable names 87.33%
All hops in one line 94.67%
Only one example written with our design 95.33%
Chain direction not maintained 95.33%
Examples written with our design 97.33%

Table 2: Ablation experiments on 3-hop questions of the MetaQA dataset. Appendix D provides the few-shot
examples used for each of these experiments.

Neo4j and made available in LangChain. This is a
commonly used module for the task of KGQA.

We also compare against a second baseline of
few-shot examples with Cypher queries written in
a typical or conventional fashion. An example of
a Cypher query written in such a style is shown
in Figure 3. Section 2 details some features that
characterize this conventional style. This baseline
enables us to determine the influence of the design
of few-shot examples.

3.1.3 Query Generation and Post-Processing
pipeline

Our experiments employ GPT-4 (OpenAI et al.,
2024) as the LLM across all methods under exam-
ination to generate Cypher queries given natural
language questions.

We run these generated Cypher queries on
MetaQA KG hosted in Neo4j.

A Cypher query corrector module6 is incorpo-
rated as a post-processing step to rectify common
errors in the directionality of relationships within
the Cypher queries. For instance, it corrects
MATCH (dilMovie:‘movie‘)<−[:starred_actors
]−(actor:‘actor‘) to MATCH (dilMovie:‘movie
‘)−[:starred_actors]−>(actor:‘actor‘). To ensure

6https://api.python.langchain.com/en/latest/
chains/langchain.chains.graph_qa.cypher_utils.
CypherQueryCorrector.html

consistency and fairness in our comparative analy-
sis, the Cypher query corrector module is applied
across all experimental conditions, encompassing
the proposed approach, the baselines, and all the
ablation studies.

3.1.4 Prompt
For both the proposed approach and the baseline
with typically written Cypher queries, we specify
three few-shot examples. The ablation studies em-
ploy variations of few-shot examples. All other
prompt components, namely the instructions and
the graph schema, remain consistent across these
two methods as well as ablation studies. The com-
plete prompt utilized for our proposed approach,
including all the few-shot examples, is detailed in
Appendix A. The few-shot examples employed for
the baseline featuring typically written examples
are enumerated in Appendix C.

For the baseline that relies on LangChain’s
Cypher generation module, we use the default
prompt generated by the module. Notably, it does
not involve any few-shot examples. The complete
prompt is attached in Appendix B.

3.2 SPARQL

3.2.1 Dataset
In order to evaluate how well this style of few-shot
expression generalizes and transfers to other graph
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Figure 4: Execution match accuracy of our methodology
for generating SPARQL queries on the Spider bench-
mark.

query languages, we tested its applicability on the
SPARQL version of the Spider benchmark (Kosten
et al., 2023). This version of Spider is useful as
it already includes few-shot examples for training,
precluding the need for us to handcraft examples
as done for our Cypher module. We leverage a
static prompt as attached in Appendix E to convert
these few-shot examples into the style as outlined
in Section 2.

3.2.2 Baselines
We compare the performance of the few-shots re-
expressed in the format discussed against the per-
formance without these few-shot examples. The
prompt follows that as utilized for Cypher gen-
eration, except the graph schema is provided in
RDF format. Similar to the Cypher pipelines
above, we also include a corrector module as a
post-processing step across these strategies to en-
sure that the SPARQL generated is syntactically
valid.

3.3 Evaluation metric
The success of the generated queries is determined
by the accuracy of the output, specifically, whether
the entities in the generated answers precisely align
with those anticipated in the expected answers. Ex-
ecution match is reported in terms of the number
of samples meeting this criterion.

4 Results

4.1 On Cypher generation

We observe in Table 1 that our approach out-
performs both the LLM-based KGQA system in
LangChain and the baseline of few-shot examples
in terms of exact match accuracy across all hop
levels. The increase in performance is especially
pronounced in 3-hop questions, supporting our hy-
pothesis that our methodology is able to effectively
demonstrate to the LLM the reasoning required to
answer complex multi-hop questions.

Notably, our proposed approach shows better
performance in 3-hop and 2-hop questions over 1-
hop questions. Manual examination revealed that
most of the failures in 1-hop questions can be at-
tributed to confusion between selecting the correct
entity-type to traverse between "imdbvotes" and
"imdbrating" for questions like "how famous of a
film was [Pumping Iron]" or "what do people think
of [Beau Travail] ".

The results in Table 2 show that including three
examples instead of one in a typically written style
leads to regression in performance, and thus demon-
strates the importance of well-designed examples.
Other ablation experiments show that other features
of example design in our approach like using de-
scriptive variable names, writing the hops in order
of traversal, etc. contribute positively to perfor-
mance. Few-shot examples used for each ablation
experiment are listed in Appendix D.

4.2 On SPARQL generation

Figure 4 highlights the performance of our few-
shot design against the baseline across 16 differ-
ent knowledge graphs from the SPARQL version
of the Spider benchmark (Kosten et al., 2023).
There is a modest increase in execution match
accuracy for SPARQL, with the most significant
improvement—-a 7.7% lift-—observed in the sub-
set of questions related to the pets_1 graph. There
are six graphs where our methodology shows no
improvement in execution match accuracy, and two
graphs, tvshow and poker_player, where it leads
to regressions. This outcome primarily stems from
the use of few-shot examples that do not quite
match the query complexity for the question set
associated with those graphs, as classified by the
original benchmark’s measure of query hardness,
which includes queries with 10+ hops. Conducting
a paired difference t-test on these results yields a
test statistic of 2.33 with a corresponding p-value
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of 0.03, indicating that the minor lift provided by
our methodology is statistically significant.

5 Discussion

Our findings demonstrate the effectiveness of our
proposed approach in improving the performance
of LLM-based KGQA systems, particularly in ad-
dressing the challenge of multi-hop reasoning. By
designing few-shot examples that implicitly demon-
strate systematic reasoning to guide LLMs in gener-
ating Cypher and SPARQL queries, we have shown
enhancements in accuracy, thereby highlighting
the potential of this methodology for advancing
the field of KGQA. Future research directions in-
clude testing our proposed approach on knowledge
graphs with increasingly complex schemas, ad-
dressing challenges such as accurate attribute se-
lection, aggregations and function usage in these
graph query languages, and assessing the efficacy
of using this few-shot example design in more
graph languages and code generation tasks. Ad-
ditionally, there is potential to develop techniques
that automatically generate few-shot examples for
a broad range of LLMs, streamlining the creation
process and enhancing adaptability across various
domains.
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A An example of a full prompt employing
our design

[
{

"role": "system",
"content": "You are a Cypher query
generation engine for a Neo4j graph with the
schema described below. You will create
Cypher queries that helps users navigate the
graph.

−−−
Node types:
− writer
− movie
− actor
− director
− tag
− year
− language
− genre
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− imdbrating
− imdbvotes

Relations schema:
movie −> directed_by −> actor
movie −> directed_by −> director
movie −> directed_by −> writer
movie −> has_genre −> genre
movie −> has_imdb_rating −> imdbrating
movie −> has_imdb_votes −> imdbvotes
movie −> has_tags −> tag
movie −> in_language −> language
movie −> release_year −> year
movie −> starred_actors −> actor
movie −> starred_actors −> director
movie −> starred_actors −> writer
movie −> written_by −> actor
movie −> written_by −> director
movie −> written_by −> writer
−−−"

},
{

"role": "user",
"content": "Write a Cypher query for: \"what
films can be described by occupation\""

},
{

"role": "assistant",
"content": "‘‘‘

MATCH (movie:‘movie‘)−[:has_tags]−>(
occupationTag:‘tag‘)

WHERE toLower(occupationTag.name)=’
occupation’

RETURN movie LIMIT 200
‘‘‘"

},
{

"role": "user",
"content": "Write a Cypher query for: \"
which person wrote the films directed by
Yuriy Norshteyn\""

},
{

"role": "assistant",
"content": "‘‘‘

MATCH (yuriyDirector:‘director‘)<−[:
directed_by]−(movie:‘movie‘)

MATCH (movie:‘movie‘)−[:written_by]−>(writer
:‘writer‘)

WHERE toLower(yuriyDirector.name)=’yuriy
norshteyn’

RETURN writer LIMIT 200

‘‘‘"
},
{

"role": "user",
"content": "Write a Cypher query for: \"the
films that share actors with the film Dil
Chahta Hai were released in which years\""

},
{

"role": "assistant",
"content": "‘‘‘

MATCH (dilMovie:‘movie‘)−[:starred_actors
]−>(actor:‘actor‘)

MATCH (actor:‘actor‘)<−[:starred_actors]−(
otherMovie:‘movie‘)

MATCH (otherMovie:‘movie‘)−[:release_year
]−>(year:‘year‘)

WHERE toLower(dilMovie.name)=’dil chahta
hai’

AND dilMovie <> otherMovie
RETURN year LIMIT 200
‘‘‘"

},
{

"role": "user",
"content": "Write a Cypher query for: \"what
types are the films starred by actors in The
Gypsy Moths\""

}
]

B An example of a full prompt used in the
baseline using LangChain’s Cypher
generation module

Task:Generate Cypher statement to query a graph
database.

Instructions:
Use only the provided relationship types and

properties in the schema.
Do not use any other relationship types or

properties that are not provided.
Schema:
Node properties are the following:
writer {name: STRING, node_id: STRING},

movie {name: STRING, node_id: STRING},
actor {name: STRING, node_id: STRING},
director {name: STRING, node_id: STRING
},tag {name: STRING, node_id: STRING},
year {name: STRING, node_id: STRING},
language {name: STRING, node_id:
STRING},genre {name: STRING, node_id:
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STRING},imdbrating {name: STRING,
node_id: STRING},imdbvotes {name:
STRING, node_id: STRING}

Relationship properties are the following:
directed_by {source: STRING},written_by {

source: STRING},starred_actors {source:
STRING},release_year {source: STRING},
in_language {source: STRING},has_tags {
source: STRING},has_genre {source:
STRING},has_imdb_votes {source:
STRING},has_imdb_rating {source:
STRING}

The relationships are the following:
(:movie)−[:has_tags]−>(:tag),(:movie)−[:

directed_by]−>(:writer),(:movie)−[:
directed_by]−>(:actor),(:movie)−[:
directed_by]−>(:director),(:movie)−[:
written_by]−>(:writer),(:movie)−[:
written_by]−>(:actor),(:movie)−[:written_by
]−>(:director),(:movie)−[:in_language]−>(:
language),(:movie)−[:release_year]−>(:year)
,(:movie)−[:has_genre]−>(:genre),(:movie)
−[:starred_actors]−>(:actor),(:movie)−[:
starred_actors]−>(:director),(:movie)−[:
starred_actors]−>(:writer),(:movie)−[:
has_imdb_rating]−>(:imdbrating),(:movie)
−[:has_imdb_votes]−>(:imdbvotes)

Note: Do not include any explanations or
apologies in your responses.

Do not respond to any questions that might ask
anything else than for you to construct a
Cypher statement.

Do not include any text except the generated
Cypher statement.

The question is:
the movies that share actors with the movie [

Indiana Jones and the Last Crusade] were in
which languages

C Few-shot examples provided to LLM
for the baseline of typically written
examples

Question: what films can be described by
occupation

Cypher query: ‘‘‘
MATCH (s:‘movie‘)−[r:has_tags]−>(o:‘tag‘)
WHERE toLower(o.name)=’occupation’

RETURN s LIMIT 200
‘‘‘

Question: which person wrote the films directed
by Yuriy Norshteyn

Cypher query: ‘‘‘
MATCH (d:‘director‘ {name:’Yuriy Norshteyn’})

<−[:directed_by]−(m:‘movie‘)−[:written_by
]−>(w:‘writer‘) RETURN w LIMIT 200

‘‘‘

Question: the films that share actors with the film
Dil Chahta Hai were released in which years

Cypher query: ‘‘‘
MATCH (yr:‘year‘)<−[:release_year]−(m:‘movie

‘)−[:starred_actors]−>(:‘actor‘)<−[:
starred_actors]−(m2:‘movie‘ {name: ’Dil
Chahta Hai’})

WHERE m <> m2
RETURN yr LIMIT 200
‘‘‘

D Few-shot examples provided to LLM
for ablation experiments

D.1 Ablation experiment "One typical
example only"

Question: the films that share actors with the film
Dil Chahta Hai were released in which years

Cypher query: ‘‘‘
MATCH (yr:‘year‘)<−[:release_year]−(m:‘movie

‘)−[:starred_actors]−>(:‘actor‘)<−[:
starred_actors]−(m2:‘movie‘ {name: ’Dil
Chahta Hai’})

WHERE m <> m2
RETURN yr LIMIT 200
‘‘‘

D.2 Ablation experiment "Non-descriptive
variable names"

Question: what films can be described by
occupation

Cypher query: ‘‘‘
MATCH (m:‘movie‘)−[:has_tags]−>(t:‘tag‘)
WHERE toLower(t.name)=’occupation’
RETURN m LIMIT 200
‘‘‘

Question: which person wrote the films directed
by Yuriy Norshteyn

Cypher query: ‘‘‘
MATCH (d:‘director‘)<−[:directed_by]−(m:‘

movie‘)
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MATCH (m:‘movie‘)−[:written_by]−>(w:‘writer
‘)

WHERE toLower(d.name)=’yuriy norshteyn’
RETURN w LIMIT 200
‘‘‘

Question: the films that share actors with the film
Dil Chahta Hai were released in which years

Cypher query: ‘‘‘
MATCH (m:‘movie‘)−[:starred_actors]−>(a:‘

actor‘)
MATCH (a:‘actor‘)<−[:starred_actors]−(m2:‘

movie‘)
MATCH (m2:‘movie‘)−[:release_year]−>(y:‘year

‘)
WHERE toLower(m.name)=’dil chahta hai’
AND m <> m2
RETURN y LIMIT 200
‘‘‘

D.3 Ablation experiment "All hops in one
line"

Question: what films can be described by
occupation

Cypher query: ‘‘‘
MATCH (movie:‘movie‘)−[:has_tags]−>(

occupationTag:‘tag‘)
WHERE toLower(occupationTag.name)=’

occupation’
RETURN movie LIMIT 200
‘‘‘

Question: which person wrote the films directed
by Yuriy Norshteyn

Cypher query: ‘‘‘
MATCH (yuriyDirector:‘director‘)<−[:

directed_by]−(movie:‘movie‘)−[:written_by
]−>(writer:‘writer‘)

WHERE toLower(yuriyDirector.name)=’yuriy
norshteyn’

RETURN writer LIMIT 200
‘‘‘

Question: the films that share actors with the film
Dil Chahta Hai were released in which years

Cypher query: ‘‘‘
MATCH (dilMovie:‘movie‘)−[:starred_actors

]−>(actor:‘actor‘)<−[:starred_actors]−(
otherMovie:‘movie‘)−[:release_year]−>(year
:‘year‘)

WHERE toLower(dilMovie.name)=’dil chahta

hai’
AND dilMovie <> otherMovie
RETURN year LIMIT 200
‘‘‘

D.4 Ablation experiment "One example only
employing our design"

Question: the films that share actors with the film
Dil Chahta Hai were released in which years

Cypher query: ‘‘‘
MATCH (dilMovie:‘movie‘)−[:starred_actors

]−>(actor:‘actor‘)
MATCH (actor:‘actor‘)<−[:starred_actors]−(

otherMovie:‘movie‘)
MATCH (otherMovie:‘movie‘)−[:release_year

]−>(year:‘year‘)
WHERE toLower(dilMovie.name)=’dil chahta

hai’
AND dilMovie <> otherMovie
RETURN year LIMIT 200
‘‘‘

D.5 Ablation experiment "Chain direction not
maintained"

Question: what films can be described by
occupation

Cypher query: ‘‘‘
MATCH (movie:‘movie‘)−[:has_tags]−>(

occupationTag:‘tag‘)
WHERE toLower(occupationTag.name)=’

occupation’
RETURN movie LIMIT 200
‘‘‘

Question: which person wrote the films directed
by Yuriy Norshteyn

Cypher query: ‘‘‘
MATCH (movie:‘movie‘)−[:directed_by]−>(

yuriyDirector:‘director‘)
MATCH (movie:‘movie‘)−[:written_by]−>(writer

:‘writer‘)
WHERE toLower(yuriyDirector.name)=’yuriy

norshteyn’
RETURN writer LIMIT 200
‘‘‘

Question: the films that share actors with the film
Dil Chahta Hai were released in which years

Cypher query: ‘‘‘
MATCH (dilMovie:‘movie‘)−[:starred_actors

]−>(actor:‘actor‘)
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MATCH (otherMovie:‘movie‘)−[:starred_actors
]−>(actor:‘actor‘)

MATCH (otherMovie:‘movie‘)−[:release_year
]−>(year:‘year‘)

WHERE toLower(dilMovie.name)=’dil chahta
hai’

AND dilMovie <> otherMovie
RETURN year LIMIT 200
‘‘‘

E Transferring methodology to SPARQL

E.1 Full prompt to transfer few-shot style

You are an expert at graph languages like
CYPHER and SPARQL. You want rewrite
graph queries so that each query is more
readable and understandable. An example is
given below:

## OLD QUERY
MATCH (yr:‘year‘)<−[:release_year]−(m:‘movie

‘)−[:starred_actors]−>(a:‘actor‘)<−[:
starred_actors]−(m2:‘movie‘ {{name: ’Dil
Chahta Hai’}})

WHERE m <> m2
RETURN yr LIMIT 200

## NEW QUERY
MATCH (dilMovie:‘movie‘)−[:starred_actors

]−>(actor:‘actor‘)
MATCH (actor:‘actor‘)<−[:starred_actors]−(

otherMovie:‘movie‘)
MATCH (otherMovie:‘movie‘)−[:release_year

]−>(year:‘year‘)
WHERE toLower(dilMovie.name)=’dil chahta

hai’
AND dilMovie <> otherMovie
RETURN year LIMIT 200

Help me rewrite the following query to make it
more readable and understandable. Make
sure that:

1. Each hop is articulated on a separate line to
mirror the logical sequence of traversals,
strictly adhering to the correct order of
entities and relationships encountered

2. Maintain an unbroken logical chain where the
endpoint of one hop is the starting point for
the next, ensuring a coherent flow of entities
throughout the query

3. Adopt variable names that are both illustrative
and consistent, reflecting the entity type and
any applicable constraints, like ’dilMovie’ to
denote a ’movie entity constrained by the
title ’Dil Chahta Hai’

Please help me rewrite the following query in the
style discussed above.
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