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Abstract

Gender Stereotypes refer to the widely held
beliefs and assumptions about the typical
traits, behaviours, and roles associated with
a collective group of individuals of a partic-
ular gender in society. These typical beliefs
about how people of a particular gender are
described in text can cause harmful effects to
individuals leading to unfair treatment. In this
research, the aim is to identify the words and
language constructs that can influence a text
to be considered a gender stereotype. To do
so, a transformer model with attention is fine-
tuned for gender stereotype detection. There-
after, words/language constructs used for the
model’s decision are identified using a com-
bined use of attention- and SHAP (SHapley
Additive exPlanations)-based explainable ap-
proaches. Results show that adjectives and
verbs were highly influential in predicting gen-
der stereotypes. Furthermore, applying senti-
ment analysis showed that words describing
male gender stereotypes were more positive
than those used for female gender stereotypes.

1 Introduction

Gender stereotypes (GS) are the perceptions about
the typical physical, emotional, and social charac-
teristics displayed by men and women (Wiegand
et al., 2021; Blumer et al., 2013; Ellemers, 2018;
Morgan and Davis-Delano, 2016). Thus, gender
stereotypes function as text that can be used to
directly or indirectly infer that individual’s gen-
der. These perceptions/beliefs assumed by society
about an individual based on their gender can lead
to gender bias negatively impacting that individ-
ual’s life.

For example, Andrich and Domahidi (2022)
studied descriptions about U.S. Political candi-
dates. Their study showed that Facebook com-
ments posted by users were gender stereotypical
in the way that the male candidates were described

with stronger masculine traits associated to a po-
litical career than the female candidates. This
discrepancy and power inequality in traditionally
assumed feminine/masculine gender stereotypes
has the potential to negatively influence the vot-
ers’ decisions thus penalizing the candidates based
on their gender (Eagly, 2013). Another similar
instance occurred during the 2017 Labor leader-
ship election in Britain. An analysis of the lan-
guage used in news articles about the candidates
showed discrepancies in how they were described
that were related to their gender1. These exam-
ples illustrate how language used to describe the
subject based on their gender may perpetuate gen-
der stereotypes and lead to gender bias and/or un-
fair treatment of individuals based on their gender.
Hence, it is important to understand gender stereo-
types that could potentially lead to gender bias and
discrimination against individuals based on their
gender.

The aim of this paper is to use explainable AI
(XAI) approaches when predicting gender stereo-
types to understand the words or language that
suggest a gender stereotype. A challenge with us-
ing AI prediction models is that they are black-
boxes. It makes it hard for humans to understand
why models arrived at the particular decisions that
they predicted (Xu et al., 2019). Therefore, XAI
approaches aim to improve the transparency and
interpretability of AI models by offering explana-
tions as to how or why the predicted result was
inferred.

XAI approaches are generally categorized as
transparency design explanations and post-hoc ex-
planations (Lipton, 2018). Transparency design
approaches explain how the model functions in the
view of the developer such as the model’s struc-
ture, understanding the individual components of

1Gender bias in Political description of candidates:
https://www.theguardian.com/technology/2017/ apr/13/ai-
programs-exhibit-racist-and-sexist-biases-research-reveals
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the model, its underlying training algorithm, etc.
Post-hoc explanations provide an understanding of
why a prediction was inferred; the components
of the input that influenced the output (Xu et al.,
2019). In this work, we use post-hoc explanation
approaches such as attention and SHAP to identify
words that influenced the model’s prediction of a
gender stereotype and anti-gender stereotype text.

Since the idea of attention was introduced in
Vaswani et al. (2017), it has been used in under-
standing text for various NLP tasks as the atten-
tion mechanism helps a model to capture the con-
text of words and to focus on the relevant parts of
a text when making decisions about the prediction
(Chen et al., 2019; Bai, 2018; Liu et al., 2020). At-
tention captures the importance of the word to the
model’s prediction corresponding to that particu-
lar input text. Therefore, it has been considered
to be a local-level of explanation surrounding that
particular input instance (Danilevsky et al., 2020).

On the other hand, XAI explanations like SHAP
enable a more sophisticated understanding of how
the words are important on a global-level to the
whole model. Therefore, SHAP is said to gener-
ate global explanations of a model’s prediction of-
fering a global understanding of which words are
important.

Our approach is to fine-tune a transformer
model with attention to classify textual input as
a gender stereotype or anti-gender stereotype.
Thereafter, using the attention and SHAP-based
explanations, we identify the words that influence
the model’s decision to categorise the input text
as a gender stereotype. In addition, we perform a
sentiment analysis on the identified top-influential
words to study the emotion associated with the
choice of words used for gender stereotypes about
men and women.

Our analysis of top-influential words and lan-
guage constructs show that adjectives and verbs
highly impact gender stereotype predictions. In
addition, sentiment analysis shows that gender
stereotypes associated with the male gender are
more positive than those associated with the fe-
male gender.

The rest of this paper is structured as fol-
lows. Section 2 presents the related works on gen-
der stereotypes and gender stereotype detection.
Section 3 outlines the datasets and model archi-
tecture implemented, the explainable approaches
used and how we obtain the top-influential words
that suggest gender stereotypes. We present the re-

sults of our evaluation in section 4 and discuss the
observations. We conclude by presenting our key
findings and some limitations in our current work.

2 Related Work

Often gender stereotype and gender bias are con-
sidered synonymous though their focus and scope
differ (Blodgett et al., 2020). Gender bias is a
more specific and technical term that refers to the
intentional or unintentional discrimination against
individuals based on their gender (Costa-jussà,
2019). More generally, gender stereotypes refer to
the widely held beliefs and assumptions about the
typical traits, behaviors, and roles that are asso-
ciated with men and women in society (Wiegand
et al., 2021; Ellemers, 2018; Morgan and Davis-
Delano, 2016; Blumer et al., 2013).

Although the definition of gender stereotypes
roots from the attribution of characteristics or
traits to the group, the bias itself rises from the dis-
crimination an individual faces by being assumed
and assigned the same characteristics or traits of
the group. Hence, this paper discusses stereotyp-
ing from the perspective of an individual as driven
by the motivating examples in the introduction.

Most of the work in existing literature focuses
on identifying and understanding gender bias us-
ing ML rather than on gender stereotypes (Hoyle
et al., 2019). For example, researchers investi-
gated the existence and/or the mitigation of gender
bias in word embeddings (Bolukbasi et al., 2016;
Zhao et al., 2019; Caliskan et al., 2022), Language
models (Bordia and Bowman, 2019; Kurita et al.,
2019; Vig et al., 2020; Nadeem et al., 2021), co-
reference resolution (Rudinger et al., 2018; Zhao
et al., 2018; Cao and Daumé III, 2019), machine
translation (Stanovsky et al., 2019; Prates et al.,
2020; Savoldi et al., 2021), Parts-of-Speech (POS)
tagging (Garimella et al., 2019), natural language
generation (Sheng et al., 2020), etc.

Existing work on analysing gender stereotypes
is mainly focused on the use of pre-defined lexi-
cons of gender-specific words and actions curated
through manual and psychological studies (Bem,
1974; Rosenkrantz et al., 1968; Spence Janet and
Joy, 1974). Herdağdelen and Baroni studied the
association between gender and actions related
to gender stereotypes. They extracted verb-noun
pairs from the OMCS Common sense database
and analyzed the occurrence of the verb-noun
pairs in the tweets. Their results showed that there
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are clear gender associations with certain actions,
such as women being more associated with cook-
ing and cleaning, while men were more associated
with driving and building.

Rubegni et al. explored how children perceive
gender stereotypes by analyzing the characters in
text written by children in the form of storytelling.
They found that male antagonists were described
using a limited set of negative adjectives which are
demeaning descriptors, while female antagonists
were defined using a richer and more varied set of
negative qualities.

A more recent study by Cryan et al. used a self-
compiled dataset of web-posts and news articles
which were annotated through crowd-sourcing to
identify instances of gender stereotypes. This
supervised learning-based method involved train-
ing a machine learning model on a set of anno-
tated data to classify texts as to whether the de-
scription of an individual in text conformed or
contradicted to the intended gender of the sub-
ject. The most frequently used words which were
used for the gender-conforming and gender-non-
conforming predictions were presented in their
work.

In the past, while machine learning models re-
mained black boxes, using the attention mecha-
nism was a popular approach to understand the
predictions of models by looking at the parts of
text that were highly attended to as the model was
making its decision (Xu et al., 2015; Bahdanau
et al., 2014). When a transformer model processes
each word in the input text, it calculates atten-
tion scores for each word. This attention score in-
dicates how much weight or attention the model
should give to that word when it decides the pre-
dicted class. Various studies have found attention
to be unreliable explanations (Abnar and Zuidema,
2020). Although the attention score captures the
absolute importance of the token, researchers have
contradicted the idea of how this instance-level un-
derstanding can be approximated to get a global
understanding of the feature’s importance to the
whole model’s prediction understanding (Sun and
Lu, 2020). And, the scaling factor used to calcu-
late the attention score can affect the interpretabil-
ity of the feature’s importance in terms of the at-
tention.

According to Jain and Wallace (2019), attention
is not a robust indicator. Attention was found to
loudly predict the overall relevance of the input
components (the words) to a model (Serrano and

Smith, 2019). Moreover, Danilevsky et al. (2020)
question the extent to which attention can provide
explainability of feature importance. Attention
weight measures the relative importance of the to-
ken within a specific input sequence. So though
the attention score captures the absolute impor-
tance of the token, researchers have contradicted
the idea of how this instance-level understand-
ing can be approximated to get a global under-
standing of the feature’s importance to the whole
model’s prediction understanding (Sun and Lu,
2020). Nevertheless, there are works that strongly
challenge this claim of the attention not being an
explanation of feature importance (Wiegreffe and
Pinter, 2019). And, researchers have been us-
ing the attention score to understand and interpret
top words influencing the predictions of machine
learning models (Vashishth et al., 2019; Tal et al.,
2019).

Recently, the concept of XAI has paved way
for these black-box ML model predictions to be
interpreted as glass-box explanations (Holzinger,
2018; Rudin and Radin, 2019). There are a wide
variety of approaches through which these expla-
nations can be derived (Mathews, 2019; Gunning
et al., 2019; Vilone and Longo, 2020). But most of
these are based on post-hoc explanations of a sur-
rogate model that render model-agnostic explana-
tions. Some such XAI approaches are SHAP and
LIME (Local Interpretable Model-Agnostic Ex-
planations).

SHAP provides a global explanation of the out-
put of any ML model by assigning each feature an
importance value (SHAP value) in the prediction
process (Lundberg and Lee, 2017). SHAP val-
ues take into account the token interactions based
on whether a word is present or absent across the
predicted instances and builds a model based on
these changes to explain the predictions in the con-
text of other words. Work done by Bosco et al.
(2023) used SHAP values to study explanation of
racial stereotypes. This study identified the words
that were most influential in categorizing text into
different categories of hate speech based on their
SHAP values.

3 Methodology

This section outlines the datasets, the model archi-
tecture, and the approach used to identify the most
influential words for a prediction.

In this research, rather than looking at
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male/female as a biological sex assigned at birth,
we consider male/female as a gender. As defined
in (Albert and Delano, 2022), "Gender refers to a
person’s gender identity (how they see themselves
or experience their own gender) but also involves
other factors such as how a person is perceived by
others or experiences differential treatment related
to their perceived gender".

Three gender stereotype datasets, see Table 1,
were used.

Dataset #Samples Min chars Max chars

Distribution of samples as a %
of the whole dataset
GS Anti-GS
Male Female Male Female

SSet 1,986 14 165 24 22 30 24
CC 4,550 14 45,242 25 25 25 25
CR 3,221 7 889 34 30 16 20

Table 1: Dataset description and statistics where GS
means gender stereotype.

The StereoSet (SSet) dataset (Nadeem et al.,
2021) contains 4 stereotypical categories (gen-
der, race, religion, occupation) of which we use
the gender category instances for our research.
To create this dataset the authors compiled tar-
get terms that represented the different target cate-
gories (e.g., for gender "woman", for race "Asian",
etc.) based on Wikidata associations found in
triples related to the above categories. Then,
crowd-workers were asked to write two sentences
describing people using these target terms where
one sentence suggests a gender stereotype while
the other does not. We require the gender of the
subject discussed in the text but gender is not ex-
plicitly identified in this dataset. We manually
labelled the gender identity of the subject as de-
scribing a male or a female person. There were
55 instances where the gender of the subject de-
scribed in the text was not identifiable, these in-
stances were excluded from our analysis.

Cryan’s content (CC) dataset was specifically
compiled to study gender stereotyping (Cryan
et al., 2020). Using crowd-sourcing crowd work-
ers were asked to find articles that describe a
person (male/female) and label them as whether
the description is consistent or contradictory to
common gender stereotypes as perceived by that
crowd-worker. This dataset has 4 labels, consis-
tent with or contradictory to male/female. Trans-
lating these labels to a binary classification for our
experiments, the male/female consistent labels be-
come gender stereotypes (GS) and the contradic-
tory ones, anti-gender stereotypes (anti-GS).

The crowd-workers who were compiling and la-
belling articles for Cryan et al.’s research were
also requested to provide their reason for labelling
an article as consistent with a gender stereotype
or contradictory to a gender stereotype which was
not used in their study. Reviewing these texts pro-
vided as reasons by the annotators, we found them
to be valid and direct perceptions of why a person
(crowd-worker) would consider a certain text as a
GS or an anti-GS. We used these reason texts to
generate a dataset which we called Cryan’s Rea-
sons (CR) and labelled it manually as a GS or anti-
GS text. To label the data, it was divided into 4
subsets of approximately 1000 text samples each,
and 3 annotators labelled each subset of text sam-
ples. Annotators were asked to label if they con-
sidered the text was a gender stereotype or not.
They were also asked to select if they thought the
text described a "male", "female", "non-binary"
gendered person or was "not related to a person".

The inter-annotator agreement (IAA) for the
GS/anti-GS label for each subset was calculated
using the Fleiss kappa (Fleiss et al., 1981). One
subset of labelled text samples with an IAA less
than 0.8 was dropped and the other 3 subsets with
IAAs of 0.89, 0.89 and 0.9 were retained giving
an average IAA across all retained labelled sam-
ples of 0.89.

To arrive at a consensus label for the gender
and gender stereotype/anti-GS labels, the label as-
signed to each instance was based on a majority
vote, i.e. the value chosen by 2 out of 3 annotators.
Instances where the 3 raters’ gender labels were
all different were dropped. Then, we removed the
instances where the consensus gender label was
"not related to a person". Only 37 samples were
about non-binary people (11 GS and 26 anti-GS).
This was not sufficient to train and test a classifier
model for our study. Therefore, we retained the
male and female samples, a total of 3221 samples:
1081 male GS, 958 female GS, 528 male anti-GS
and 654 female anti-GS samples.

Following a similar approach to Cryan et al.
(2020), we use a transformer model based on the
BERT architecture, which is a pre-trained deep
neural network architecture used to process se-
quential input data, such as text. We chose BERT
due to its bidirectional nature. In addition, its con-
text aware embeddings capture relationships be-
tween words. And researchers have been success-
fully fine-tuning BERT for downstream tasks in
the past within the domain (Huo and Iwaihara,
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2020; Mohammadi and Chapon, 2020; Xinxi,
2021; Qasim et al., 2022).

We fine-tuned BERT for the gender stereo-
type detection task on each dataset and added
a classification head to predict if a new unseen
text was a GS or anti-GS. The pre-trained BERT
model is fine-tuned on the labeled training datasets
and optimized for the best hyper-parameters us-
ing Optuna (Akiba et al., 2019) which is an open-
source hyper-parameter optimization framework
based on Bayesian optimization. Performance is
measured as the average class recall (due to im-
balance in the class distribution of the data) over
three iterations of 5-fold cross validation on each
dataset.

The sole use of one XAI approach is not a reli-
able measure of the influential words contributing
to the prediction (Fryer et al., 2021). Attention
scores can sometimes be sensitive to noise or out-
liers in the data leading to misleading interpreta-
tions (Serrano and Smith, 2019). And although the
fundamental workings of ML models remain un-
clear, XAI methods approximate the model’s be-
haviour based on the predictions. Therefore, the
post-hoc explanations produced by XAI methods
like SHAP alone may not be as fully accurate at
capturing how the ML model arrived at a decision
(Zhong and Negre, 2022) either. Hence, we looked
into capturing the words’ importance in making a
prediction using more than one approach.

Abnar and Zuidema (2020) state that though
SHAP values are not attention scores, the attention
flows which are an extension of attention weights
obtained after post-processing align with SHAP
values. So, we use the attention score along with
the SHAP value to identify the words that influ-
ence the model’s prediction. We combine the at-
tention score and SHAP values to get an influence
score IScore(wi) for the word wi as shown in
Equation 1.

IScore(wi) =
AS(wi)

SV (wi)
(1)

where AS(wi) is the attention score and
SV (wi) is the SHAP value of the corresponding
word.

We ranked the words in each instances by their
influence scores. We selected the top three words
with the highest word influence score for analysis.
The words with word influence scores lower than
these top three were typically article words (a, an,

the), prepositions (in, under), conjunctions (and,
but) and determiners (some, many).

4 Results and Discussion

Figure 1 reports the mean and std.deviation of the
average class recall on the three datasets across
three iterations of 5-fold cross validation for the
gender stereotype detection task.

Figure 1: Average class recall across the three datasets.

SS, CC and CR datasets obtained average class
recalls of 0.7, 0.75 and 0.78, respectively with the
CR dataset achieving the best performance. Fur-
ther analysis was carried out on the words and type
of language constructs that influenced the predic-
tions.

4.1 Influence of gendered and non-gendered
words

First, we analysed the influence of gendered and
non-gendered words on the predictions by identi-
fying the proportion of gendered words from the
top three words considered as the most influen-
tial words by the model based on our influence
score. The gendered words were manually iden-
tified as a list of words consisting of gendered
pronouns ("he/she", "him/her", etc.), words ex-
plicitly ending on ’-man/men’, ’-woman/-women’
("policeman", "businesswoman", etc.), and gen-
dered terms ("mother", "sister", "actress", etc.)
compiled from the ESCWA Gender-Sensitive Lan-
guage Guidelines released by the United Nations
2.

Figure 2 illustrates the percentage of gendered
words found in the words that most influenced the

2ESCWA Gender-Sensitive Language Guidelines:
https://archive.unescwa.org/sites/www.unescwa.
org/files/page_attachments/1400199_0.pdf

49

https://archive.unescwa.org/sites/www.unescwa.org/files/page_attachments/1400199_0.pdf
https://archive.unescwa.org/sites/www.unescwa.org/files/page_attachments/1400199_0.pdf


Datasets

P
er

ce
nt

ag
e 

of
 g

en
de

re
d 

w
or

ds

0

10

20

30

40

StereoSet Cryan "content" Cryan "reason"

GS anti-GS

Figure 2: Percentage of gendered words with a high
word importance score associated with the prediction
of each class across all datasets.

prediction.
This shows that across all datasets the model

uses a higher proportion of gendered words to
predict GS than it does to predict anti-GS. This
can be attributed to the presence of gendered pro-
nouns or words with lexical gender from which
the gender can be directly inferred. For exam-
ple, the text "She liked to bake cookies and pies
all day" was correctly predicted as a GS by fo-
cusing on the gendered word "she" along with the
other two top words "liked" and "bake" in that
text. And the word "bake" being associated with
a female-gendered word "she" shows how women
are associated with typically feminine, gender-
stereotypical gender roles. However, the text "She
is outside doing yard work" was incorrectly pre-
dicted as a stereotype as the perception of a gen-
der stereotype is tied to the gender performing the
task mentioned in the text which was not clearly
captured for the above sample prediction.

We evaluated if gendered words are more

prominently associated with one gender over the
other when it comes to predicting gender stereo-
types. Figures 3a and 3b visualize the percentage
of gendered words associated with male/female
instances for the GS and anti-GS predictions re-
spectively.

Figure 3a shows that more of the gendered
words for GS predictions are associated with a
male instance than a female instance. This pat-
tern can be tied to tradition where gender stereo-
types have depicted men as powerful, authorita-
tive, and capable, whereas women are frequently
represented in caring or submissive positions. Be-
cause preconceptions about men are more often
represented in a manner that is considered neither
harmful or derogatory to the male gender, those
gender stereotypes continue to be used in society.
Hence, this bias may result in a stronger connec-
tion of gendered phrases with male gender stereo-
type examples.

However, figure 3b shows a significantly higher
percentage of gendered words used for anti-GS are
associated with females than males. The grow-
ing awareness around gender-inclusivity and bias
against women may have caused a larger inclina-
tion for people to use gendered terms with female
examples in anti-GS situations. This may also
indicate a deliberate effort to fight and confront
preconceptions that paint women in a gender-
stereotypical manner.

4.2 Influence of Parts of Speech

Contrary to lexical gender, which refers to the
inherent gender classification of a word based
on its meaning (e.g. businessman, actress, etc.)
(Siemund and Dolberg, 2011), social gender
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Figure 3: Percentage of gendered words associated with predictions of both GS and anti-GS.
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refers to the implicit inference of an individual’s
gender from words (such as adjectives, verbs,
etc.) where the gender is not obvious (McDow-
ell, 2015). This inference roots from cultural and
social roles, behaviors, and expectations associ-
ated with masculinity and femininity in a society
or community (Fausto-Sterling, 2019). A defini-
tion in (Ackerman, 2019) terms the social gen-
der as Biosocial gender which is "the gender of a
person based on phenotype, socialisation, cultural
norms, gender expression, and gender identity".
Out of these, in this research the concepts of gen-
der expression and gender roles (Benwell, 2006;
Soundararajan et al., 2023) in gender stereotypes
are studied further.

Gender expression refers to the way an individ-
ual presents their gender to the world through their
appearance and characteristic traits (Rubin and
Greene, 1991). In terms of language and parts-of-
speech (POS) in text, an individual’s appearance,
i.e., gender expression, is typically described us-
ing adjectives (Hamon, 2004; Hattori et al., 2007;
Otterbacher, 2015; Ismayanti and Kholiq, 2020).

Gender roles are societal expectations or norms
associated with gender, including behaviors, ac-
tions, and activities that are considered appropri-
ate for men and women (Gabriel et al., 2008).
Language-wise, the actions/roles one performs
are typically described using verbs (Semin and
Fiedler, 1988; Bower et al., 1979; Sanford and
Garrod, 1998; Van Atteveldt et al., 2017; Clark
et al., 2018).

In order to build a generic view of what type
of language constructs, including these implicit
gendered words, suggest a text to be as a gender
stereotype, we analysed the influence of different

POS on predictions. Figure 4a shows the distri-
bution of different parts of speech across all in-
stances in the three datasets. This is compared to
Figure 4b which shows the distribution of differ-
ent POS-tagged adjectives (gender expression de-
scriptors), verbs (gender role descriptors), adverbs
(action/gender role modifiers) and nouns that in-
fluenced the predictions.

Although there are comparatively fewer adjec-
tives across all the instances in the datasets, the
model has focused mostly on adjectives and verbs
to make predictions. Also, though there are more
nouns across all three datasets, they are signifi-
cantly lower in proportion among the most influ-
ential words in the SSet and CC datasets with a
slight exception in the CR dataset. This shows that
nouns are not as influential as adjectives or verbs
in detecting gender stereotypes. This aligns with
the social gender concepts of gender expression,
captured by adjectives, and gender roles including
behaviour and actions, captured by verbs, show-
ing that both adjectives and verbs are significant
indicators in identifying gender stereotypes.

Research by Ye et al. revealed that the overall
usage frequencies of personality adjectives used
to describe men and women across two centuries
were higher for men than women. Hence, we fur-
ther analysed the different POS among the most
influential words based on the gender that they
were associated with. Figure 5a confirms that
there is a higher percentage of adjectives associ-
ated with males than females across all datasets.

Figure 5b shows that slightly more top nouns
were associated with males than females. This
pattern agrees with the existing social bias where
the world is used to viewing generic experiences
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Figure 4: Distribution of different POS types across the datasets and predictions.
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Figure 5: Distribution of different POS types across the most influential words used for predictions, associated
with gender.

and descriptions as mostly relevant to men 3. Mod-
els trained on datasets inadvertently learn and cap-
ture biases present in the training data. Since our
analysis found that there was a higher likelihood of
top nouns appearing in sentences that were labeled
by human annotators as text suggesting a male-
GS, it shows that our model has merely learned
to reflect this behaviour and is assigning more im-
portance to certain nouns when the context is as-
sociated with a male stereotype text i.e., the dis-
cussion or description of males. This may reflect
human perception by capturing the biases on how
people have been traditionally described in terms
of their personality traits.

Figure 5c reflects the distribution of most in-
fluential verbs across genders in the prediction of
stereotypes. Once again, there are slightly more
verbs associated with males than with female in-

3Article on Gender Sensitive Commu-
nication by European Institute of Gender
Equality: https://eige.europa.eu/publications-
resources/toolkits-guides/gender-sensitive-
communication/challenges/invisibility-and-omission/do-
not-use-gender-biased-nouns-refer-groups-people

stances. In the statistical analysis done in the
study conducted in (Haines et al., 2016) regard-
ing the perceptions of gender stereotypes for the
past 3 decades from 1983-2014, there were fewer
women participating in actions related to politics,
sports, etc. And the stereotypical beliefs associ-
ated with women were either more tied to charac-
teristic traits or traditional gender roles assumed to
be feminine (e.g., caring for family). This obser-
vation regarding verbs (gender role descriptors),
is also supported by our motivating example about
the 2017 British Labor leadership Elections where
the 2 female elections candidates were discussed
more in terms of their fathers and their family
where the actual modern shift in gender roles in
the present-society is not being reflected. Women
have begun taking up new gender roles in fields
such as politics or sports which were not tradition-
ally considered to be feminine. Thus, in reality,
the gap between the gender roles taken up by men
and women is being bridged. However, this shift
in equivalence of gender roles taken up by men
and women is not reflected by traditional gender
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stereotypes which are more associated with men
as seen in our data. This possibly implies how
traditional gender stereotypes perceived by society
(as captured in the datasets) do not reflect the real-
ity of modern gender roles (described using verbs)
being equally taken up by both genders.

There were no adverbs among the influential
words for the SSet and CC datasets. Only the CR
had more male-associated adverbs than female-
associated adverbs in predicting GS.

4.3 Sentiment Analysis of predictive words
In order to examine whether the emotions asso-
ciated with the most influential words were re-
lated to specific genders, we analysed the senti-
ment of the most influential adjectives and verbs
used in predictions. We used SentiWordNet 3.0
(Baccianella et al., 2010) to get the sentiment as-
sociated with a word. Figure 6 shows the percent-
age of most influential adjectives and verbs asso-
ciated with a positive/negative sentiment for pre-
dictions across the three datasets. The orange bar
represents the most influential adjectives (see fig-
ure 6a)/verbs (see figure 6b) used to predict anti-
GS text samples while the purple bar represents
the adjectives/verbs used to predict GS text. The
portion of the bar lying on the right side of the
origin along the x-axis represents the proportion
of those adjectives/verbs associated with a positive
sentiment. And the portion of the bar lying on the
left side of the origin along the x-axis represents
the proportion of those adjectives/verbs associated
with a negative sentiment.

For the three datasets, the adjectives used in
the prediction of anti-GS text (see figure 6a) con-
vey a more positive sentiment. Though the ad-
jectives used to predict GS text have a slightly
more positive sentiment as observed in the CC
and CR datasets, this difference is not significant.
Hence, this suggests that anti-GS text tends to
bear a slightly more positive social perspective of
characteristic traits pertaining to the genders. The
same evaluation was carried out for verbs in figure
6b which shows that verbs associated with a more
positive sentiment prompt anti-GS predictions in
general. This is similar to the pattern displayed by
the sentiment associated with top adjectives (Fig-
ure 6a).

We also examined whether the sentiment asso-
ciated with the adjectives/verbs were tied to a spe-
cific gender. In the following graphs, the green
bar represents the most influential adjectives/verbs
used to predict GS/anti-GS text about a female and
the blue bar, a male. The portion of the bar ly-
ing on the right side of the origin along the x-axis
represents the proportion of those adjectives/verbs
associated with a positive sentiment. And the por-
tion of the bar lying on the left side of the origin
along the x-axis represents the proportion of those
adjectives/verbs associated with a negative senti-
ment.

Figure 7a shows that GS characteristic traits of
females described using adjectives (i.e., gender
expressions) are associated with a slightly more
negative sentiment whereas adjectives used to de-

(a) Adjectives (b) Verbs

Figure 6: Sentiment associated with different influential words corresponding to the parts of speech.
(Orange bar: proportion of most influential adjectives (6a) / verbs (6b) used to predict anti-GS text samples. Purple bar:
proportion of most influential adjectives/verbs used to predict GS text. Portion of the bar lying on the right side of the origin
along the x-axis represents the proportion of those adjectives/verbs associated with a positive sentiment. Portion of the bar
lying on the left side of the origin along the x-axis represents the proportion of those adjectives/verbs associated with a negative
sentiment.)
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(a) for GS predictions (b) for anti-GS predictions

Figure 7: Sentiment associated with most influential adjectives.
(Green bar represents the proportion of the most influential adjectives used to predict GS (7a) / anti-GS (7b) text about a female
and the blue bar, a male. The portion of the bar lying on the right side of the origin along the x-axis represents the proportion
of those adjectives associated with a positive sentiment. And the portion of the bar lying on the left side of the origin along the
x-axis represents the proportion of those adjectives associated with a negative sentiment.)

scribe males are significantly more positive. This
can suggest the existing gender bias in society
where gender expression or characteristic traits ex-
pected of women are associated with traditional
standards of beauty and appearance (Cash and
Brown, 1989; Lavin and Cash, 2001; Heflick et al.,
2011). When a modern female deviates from these
established norms, it can be negatively perceived
by society (Biefeld et al., 2021; Plaza-del Arco
et al., 2024). However, the same shift in gen-
der expressions and characteristic traits illustrated
by men are not accentuated perceived in a similar
negative sense (Shyian et al., 2021).

Figures 7b shows that adjectives used to predict
anti-GS are associated with a more positive senti-
ment for both genders than they are with predict-
ing GS across all datasets.

The same evaluations were performed on verbs
and are shown in figure 8a and 8b for GS and anti-
GS respectively.

Figure 8a shows that verbs used to predict GS
were significantly more positive for males than
females. However, words used to predict anti-
GS were associated with a positive sentiment for
both genders (see Figure 8b), which is consistent
with the pattern displayed by adjectives used to de-
scribe males/females.

This behaviour of describing males and females
using gender expression and gender role descrip-
tors that are associated with different sentiments
shows that the model has learned some biases from
the training data which may reflect the societal
gender biases against males and females. The
words (adjectives, verbs) that are more influential

(a) for GS predictions (b) for anti-GS predictions

Figure 8: Sentiment associated with most influential verbs.
(Green bar represents the proportion of the most influential verbs used to predict GS (8a) / anti-GS (8b) text about a female and
the blue bar, a male. The portion of the bar lying on the right side of the origin along the x-axis represents the proportion of
those verbs associated with a positive sentiment. And the portion of the bar lying on the left side of the origin along the x-axis
represents the proportion of those verbs associated with a negative sentiment.)
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are mirroring society’s negative perception when
it comes to describing the characteristic traits and
expected gender roles of women. However, so-
ciety has been accustomed to describing men in
a more positive manner, be it their characteristic
traits or expected gender roles (Fast et al., 2016).
The presence of this biased societal perception is
supported by our experiments and results.

As such, we found that adjectives that are gen-
der expression/characteristic trait descriptors and
verbs that are gender role/action descriptors are
highly influential in prompting gender stereotypes.
Moreover, we found that words describing a male
gender stereotype are more positive than those
used to describe the female gender stereotype.

5 Conclusion

Gender stereotypes manifest in the way peo-
ple express themselves through gender expres-
sion/characteristic traits described using adjec-
tives or their gender roles/actions described us-
ing verbs. These gender stereotypes can prompt
harmful effects leading to gender bias if not cap-
tured. In this research, we fine-tune a transformer
model with attention to classify gender stereo-
types. A proposed combination of attention and
SHAP explainable approach is used to identify
the words/language constructs that influence a text
to be considered as a gender stereotype or not.
Our findings showed that adjectives (gender ex-
pression descriptors) and verbs (gender role de-
scriptors) highly impact a text to suggest a gen-
der stereotype. Furthermore, a sentiment anal-
ysis of identified top-influential words also re-
vealed that top-influential words used to describe
males were more positive than those chosen to de-
scribe females. This partiality towards the way
in which genders are described represents gender
bias where humans evaluate expressions related to
men more positively than those related to women.

Limitations and Future work

In this work, we have only used attention and
SHAP to identify the words and thereby, the lan-
guage that influences gender stereotypes. In our
ongoing extension of this research, we will ex-
plore the use of other post-hoc explainable AI
approaches such as LIME, Captum, etc. to un-
derstand the features that influence a text to be
predicted a gender stereotype about a male or a
female. Also, in this work, due to the current

lack of data to study non-binary gender stereo-
types (Nozza et al., 2022), we focus on identifying
the type of words prompting binary (male/female)
gender stereotypes and the sentiment associated
with those words.

Ethics Statement

We have handled all datasets and pre-processing in
an ethical manner complying with the ACL code
of ethics. Due to practical reasons and existing
lack of datasets, we limited our research to only
the binary genders. However, we understand the
importance of inclusion and will consider extend-
ing our study, where possible, to non-binary gen-
ders.
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