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Abstract

Name-based gender prediction has tradition-
ally categorized individuals as either female
or male based on their names, using a binary
classification system. That binary approach can
be problematic in the cases of gender-neutral
names that do not align with any one gender,
among other reasons. Relying solely on binary
gender categories without recognizing gender-
neutral names can reduce the inclusiveness of
gender prediction tasks. We introduce an addi-
tional gender category, i.e., “neutral”, to study
and address potential gender biases in Large
Language Models (LLMs). We evaluate the
performance of several foundational and large
language models in predicting gender based on
first names only. Additionally, we investigate
the impact of adding birth years to enhance
the accuracy of gender prediction, accounting
for shifting associations between names and
genders over time. Our findings indicate that
most LLMs identify male and female names
with high accuracy (over 80%) but struggle
with gender-neutral names (under 40%), and
the accuracy of gender prediction is higher
for English-based first names than non-English
names. The experimental results show that in-
corporating the birth year does not improve
the overall accuracy of gender prediction, espe-
cially for names with evolving gender associa-
tions. We recommend using caution when ap-
plying LLMs for gender identification in down-
stream tasks, particularly when dealing with
non-binary gender labels1.

1 Introduction

Name-based gender prediction is the task of iden-
tifying the most likely gender label for a given
name. This task, while not reflective of the true
gender identify of the individual, is often useful

*Equal Contribution.
1Our code is available at https://github.com/

zhiwenyou103/Beyond-Binary-Gender-Labels.

Figure 1: Example of an LLM predicting different gen-
der labels over time for the same first name. “Victory”
was labeled Male in 1933, and the LLM predicted it
correctly. However, by 2016, the name had become pre-
dominantly gender-neutral, but the LLM still incorrectly
predicted it as Male.

for aggregate downstream analysis and as a demo-
graphic feature for predictive models. Prior work
has utilized name-based gender prediction to inves-
tigate gender bias in scientific productivity, citation
practices, information extraction systems, personal-
ized marketing, content recommendation, targeted
advertising, gender-based sentiment analysis, and
social network analysis (Diesner and Carley, 2009;
Ross et al., 2022; Jentzsch and Turan, 2022; Teich
et al., 2022; Liu et al., 2023; Larivière et al., 2013;
Mishra et al., 2020, 2018; VanHelene et al., 2024).
Most prior work has utilized computational tools
(e.g., Genderize.io2, Namsor3, Gender API4, or ma-
chine learning (ML) models) or datasets (e.g., US
SSN) to assign probabilities of a name (along with
other features like demographics, time) likely to be
a male or a female. Since name-based gender is
used both as a feature in downstream systems and
an indicator of demographic representation, it can
lead to both measurement bias and representational
bias as identified in the framework proposed by

2https://genderize.io/
3https://namsor.app/
4https://gender-api.com/
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Suresh and Guttag (2021).
A prevalent challenge in contexts utilizing in-

ferred gender is the practice of treating gender as a
binary construct, strictly categorizing names as ei-
ther male or female (Chatterjee and Werner, 2021;
Pilkina and Lovakov, 2022). This reliance on bi-
nary labels likely stems from historical and societal
norms that often only recognize these two cate-
gories. Binary representations can reinforce ex-
isting gender biases and exclude non-binary and
gender-diverse individuals, hindering their repre-
sentation and understanding (Krstovski et al., 2023;
Dinh et al., 2023; Mishra et al., 2018) in algo-
rithm design and data annotation. The presence
of gender-neutral names, as defined by Barry III
and Harper (2014), further complicates this issue.
These names, frequently assigned to both genders,
contradict the binary classification system, leading
to potential inaccuracies and misrepresentations in
data and processes reliant on gender predictions.

This study aims to answer the following research
questions to examine one of many aspects of gen-
der biases in LLMs concerning gender prediction,
especially for gender-neutral names and gender la-
bels that change over time (Figure 1).

RQ1. How does the performance of autoregres-
sive LLMs versus fine-tuned foundation language
models compare when predicting gender categories
(i.e., female, male, and neutral) given first names?

RQ2. How does adding the birth year impact
gender prediction accuracy?

NOTE: In the context of this research, we are
only interested in studying the likelihood of a name
being identified as Male, Female, and Neutral. As
highlighted in Yee et al. (2021), predictive models
cannot be accurate about demographic attributes,
and it is best to rely on individual responses to
assign sensitive demographic attributes e.g. gender,
however, they can be useful at the aggregate level,
which is the focus of this work.

2 Related Work

In the gender prediction task, models are trained to
predict or classify gender labels based on various
input features, such as first or last names, coun-
try information, behavioral data, or textual content
from social media activity (Liu and Ruths, 2013;
Tang et al., 2011; To et al., 2020). Consequently,
the accuracy of gender prediction can impact the
validity of research findings and derived implica-
tion, such as policies. In other words, inaccurate

gender prediction can distort results and lead to
misunderstandings of gender-related biases. More-
over, the reliance on binary gender categorizations
constrains the nuanced understanding of bias and
the representation of individuals. Therefore, en-
suring accurate and unbiased gender prediction is
essential as it can impact the fairness and effective-
ness of downstream applications.

Previous studies found prevalent biases in NLP-
based gender prediction using gender-predicting
software tools (Misa, 2022; Alexopoulos et al.,
2023), which failed to appropriately capture the
fact that gender exists on a non-binary scale. While
most studies of bias in gender prediction relied
on binary gender labels (Teich et al., 2022; Liu
et al., 2023), some studies have gone beyond bi-
nary labels by introducing an additional category
for names that were not strictly associated with ei-
ther female or male genders (Larivière et al., 2013;
Mishra et al., 2018; Pinheiro et al., 2022). For in-
stance, Krstovski et al. (2023) categorized names
that appeared as both female and male as “gen-
der ambiguous”. Additionally, most prior work on
gender prediction used names as the only input fea-
ture (Jia and Zhao, 2019; Hu et al., 2021; Pham
and Nguyen, 2023), while others such as Blevins
and Mullen (2015) and Misa (2022) inferred the
gender of first names using historical datasets with
multilpe features.

Recent advances in deep learning (DL) have pro-
duced pre-trained language models like BERT (De-
vlin et al., 2019), CharBERT (Ma et al., 2020),
and RoBERTa (Liu et al., 2019), which have been
widely used for gender prediction. For example,
Hu et al. (2021) found that using the user’s name
achieved higher gender prediction accuracy than
using other features (e.g., website page views and
clicks) in both ML and DL models, while Jia and
Zhao (2019) and Pham and Nguyen (2023) demon-
strated the effectiveness of BERT-based models for
gender prediction for Japanese and Chinese names.
Despite these developments, few studies focused
on gender prediction using autoregressive models
like ChatGPT (OpenAI, 2024a) and Llama 2 (Tou-
vron et al., 2023). The increasing application of
LLMs for gender prediction (Kotek et al., 2023;
Rhue et al., 2024) underscores the need to evaluate
the limitations of LLMs, particularly for gender-
neutral names. For example, Michelle et al. (2023)
used a prompting approach with ChatGPT to pre-
dict the gender of Olympic athletes, showing Chat-
GPT performed at least as well as common com-
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mercial tools (i.e., Gender-API and Namsor) and
often outperforms them on a binary gender scale. In
this paper, we conducted experiments beyond prior
approaches by introducing the gender-neutral la-
bel and using three Social Security Administration
(SSA) baby name datasets to investigate gender
biases by predicting non-binary gender labels.

3 Experiments

This section discussed the datasets, pre-processing,
experimental design, and how we compared various
models for name-based gender prediction.

3.1 Data

Dataset Pre-processing. We re-used three datasets
of first names of children: one from the SSA of the
US5, one from the province of Alberta, Canada6,
and one from France7. Each dataset included first
names, gender (female or male), and birth year.
To identify and associate the gender label for each
name, we counted how often each name appeared
with its associated gender labels (i.e., female or
male) and year of birth for a specific year. For ex-
ample, if the name “Harry” appeared five times as
female and 15 times as male in a specific year, we
calculated the gender ratios for that year as 25%
female and 75% male. Using these ratios, we la-
beled the first names with the associated gender
labels according to the following rule-set: if a first
name was at least 10% female and 10% male rep-
resentation in a given year, we labeled the name as
neutral. For first names with at least 85% female
representation, we labeled the names as female gen-
der label. Similarly, for the first names with at least
85% male, we labeled the names as male.

Due to the scarcity of gender-neutral names in
our relabeled datasets from the 1900s, we needed
to balance the number of names by gender to en-
sure fair comparisons in our experiments. We
achieved this by sampling an equal number of fe-
male, male, and neutral names each year in the
relabeled datasets. Specifically, we randomly se-
lected 300 names per gender for each year from
1914 to 2022 from the US SSA dataset. In the
Canada SSA dataset, where gender-neutral names
were rare before 2000 (less than five first names per
year) but increased in recent years (after 2010), we

5https://www.ssa.gov/oact/babynames/limits.
html

6https://ouvert.canada.ca/data/dataset
7https://www.insee.fr/fr/statistiques/7633685?

sommaire=7635552

First Names Gender 1 (year) Gender 2 (year) Gender 3 (year)

Arlie Male (1971) Neutral (1980) -
Hasani Neutral (1983) Male (2000) -
Neer Male (2014) Neutral (2018) -

CARMEL Neutral (1920) Male (1951) -
FIDELE Neutral (1918) Female (1945) -
Morley Female (2013) Neutral (2015) Female (2017)
Victory Male (1933) Female (2000) Neutral (2016)
Carmin Male (1924) Neutral (1958) Female (2021)

Table 1: Examples of first names that were labeled as
different genders over the years.

sampled 273 names per gender for each year from
2013 to 2020. Similarly, the France SSA dataset
had few gender-neutral names in the early 1900s.
Therefore, we selected 32 names per gender for
each year from 1908 to 2022. Additional details on
the dataset statistics can be found in Appendix A.
We used these balanced datasets for all the experi-
ments in Table 2.

Dynamic gender label datasets. We observed
that each balanced SSA dataset included first names
labeled with different genders over the years, as
shown in Table 1. For example, Victory was
recorded as a male name in 1933, a female name in
2000, and as a gender-neutral name in 2016 (Fig-
ure 1). To further analyze the gender prediction
performance of LLMs on first names with varying
gender labels over time, we created a dynamic gen-
der label dataset for each country. We selected first
names with dynamic gender labels (i.e. names for
which the gender association changes over time)
from the test set of each balanced SSA dataset. The
dynamic gender label datasets were used in the
experiments of Table 3. The distribution of these
dynamic gender labels is detailed in Appendix A.

3.2 Gender Prediction Models

We compared several pre-trained foundation lan-
guage models with a classification head to predict
the gender of first names as a multi-class classifica-
tion task. Additionally, we conducted LLM-based
0-shot and 5-shot experiments to evaluate the per-
formance of LLMs as gender classifiers.

Foundation Language Models. We fine-tuned
three widely used foundation language models, i.e.,
BERT, RoBERTa, and CharBERT, as baselines for
name-based gender prediction under the same ex-
perimental settings to conduct gender prediction.
Model tuning hyper-parameters are detailed in Ap-
pendix B.

Large Language Models. We aimed to identify
the potential gender bias of LLMs in predicting
gender labels given first names (plus birth year).
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First Name First Name + Year

Datasets Models Male Female Neutral Acc. Male Female Neutral Acc. Avg.

US SSA

BERT 84.46 89.30 90.55 88.10 86.64 90.98 91.13 89.58 88.84
RoBERTa 83.76 87.80 90.00 87.19 85.05 88.53 90.95 88.18 87.69

CharRoBERTa 84.62 88.81 88.99 87.47 83.55 88.59 91.96 88.03 87.75

GPT-3.5 91.62 96.70 15.99 68.10 94.68 96.30 14.37 68.45 68.28
Llama 2 1.93 6.42 99.66 36.00 16.48 36.97 90.37 47.94 41.97
Llama 3 94.80 94.83 13.03 67.55 95.29 95.26 6.09 65.55 66.55

Mixtral-8x7B 64.62 85.81 53.30 67.91 61.38 78.44 56.42 65.41 66.66
Claude 3 Haiku 91.50 93.67 30.00 71.72 96.30 93.46 6.97 65.58 68.65

Canada SSA

BERT 70.98 73.21 82.14 75.45 74.11 74.55 74.11 75.15 75.30
RoBERTa 72.77 75.00 73.66 73.81 67.86 75.00 76.34 73.07 73.44

CharRoBERTa 71.43 76.34 71.88 73.21 69.20 76.34 74.11 73.21 73.21

GPT-3.5 82.14 86.61 27.68 65.48 83.93 83.93 28.12 65.33 65.41
Llama 2 1.79 11.16 100.00 37.65 0.45 9.82 100.00 36.76 37.21
Llama 3 87.05 84.38 21.43 64.29 76.79 86.16 28.57 63.84 64.07

Mixtral-8x7B 50.45 69.64 68.30 62.80 35.27 46.43 90.62 57.44 60.12
Claude 3 Haiku 78.12 80.80 57.59 72.17 77.68 86.16 32.59 65.48 68.83

France SSA

BERT 82.17 84.57 93.04 86.59 82.39 84.78 92.61 86.59 86.59
RoBERTa 85.22 84.13 90.87 86.74 81.52 86.09 93.04 86.88 86.81

CharRoBERTa 84.35 80.43 91.30 85.36 83.04 83.04 91.96 86.01 85.69

GPT-3.5 89.35 95.65 8.91 64.64 92.61 96.74 8.26 65.87 65.26
Llama 2 1.96 15.22 91.52 36.23 32.39 55.43 71.96 53.26 44.75
Llama 3 91.52 94.57 7.17 64.42 92.39 95.87 6.52 64.93 64.68

Mixtral-8x7B 71.96 88.70 38.04 66.23 68.26 83.26 39.35 63.62 64.93
Claude 3 Haiku 89.13 93.91 13.70 65.58 96.75 94.78 4.57 65.36 65.47

Table 2: Experimental results for applying foundation language models and LLMs to the test sets of three balanced
SSA datasets. We assessed gender prediction performance by calculating an accuracy score for each gender. Acc.
represents the overall accuracy across genders. BERT, RoBERTa, and CharRoBERTa were fine-tuned using the
training set of each SSA dataset. In contrast, we applied 0-shot prompting to evaluate other LLMs using the test sets.

We used five widely used LLMs for experimenta-
tion: GPT-3.58 (OpenAI, 2024b), Llama 29 (Tou-
vron et al., 2023), Llama 310 (AI@Meta, 2024),
Mixtral-8x7B11 (Jiang et al., 2024), and Claude 3
Haiku12 (Anthropic, 2024). For more information
about these models and the settings we used see
Appendix B and Appendix C, respectively.

3.3 Results

RQ1: How does the performance of LLMs ver-
sus fine-tuned foundation language models com-
pare in first-name gender prediction? Fine-tuned
foundational language models predicted gender-
neutral first names more accurately than LLMs
under 0-shot prompting across all three datasets.
As shown in Table 2, out of all models, BERT re-
sults in the highest average accuracy for the US

8https://platform.openai.com/docs/models/
gpt-3-5-turbo

9https://llama.meta.com/llama2/
10https://llama.meta.com/llama3/
11https://mistral.ai/news/mixtral-of-experts/
12https://www.anthropic.com/news/

claude-3-haiku

and Canada dataset, while RoBERTa outperformed
BERT on the France dataset. Claude 3 Haiku
achieved the highest accuracy among the LLMs
with 0-shot prompting on all three datasets. The
Llama 2 model did best on identifying gender-
neutral names (100% accuracy for Canada SSA,
99.66% for US SSA, and 91.52% for France SSA
when using only first names as input). Llama 3
demonstrated a more balanced distribution of pre-
diction performance across different gender cat-
egories, similar to other LLMs such as GPT-3.5,
Mixtral-8x7B, and Claude 3 Haiku. However, most
LLMs failed to predict gender-neutral first names
in the France SSA dataset compared to the English-
based datasets, with accuracies of 7.17% for Llama
3, 8.91% for GPT-3.5, and 13.7% for Claude 3
Haiku. To assess the performance of gender pre-
diction in dynamic gender label datasets (see Ta-
ble 3), we evaluated LLMs in 0-shot and 5-shot set-
tings, using only first names as input. Most LLMs
showed higher accuracy in gender prediction when
provided with 5 labeled name-gender pairs through
in-context learning compared to the 0-shot setting
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First Name First Name + Year

Datasets Models Male Female Neutral Acc. Male Female Neutral Acc.

US SSA

GPT-3.5 (0-shot) 86.30 92.39 31.80 55.61 95.21 93.66 3.92 41.94
Llama 2 (0-shot) 14.94 33.60 94.23 63.94 47.80 62.12 66.70 61.04
Llama 3 (0-shot) 92.53 93.19 11.89 45.80 96.26 93.50 2.02 41.09

Mixtral-8x7B (0-shot) 80.84 91.28 32.06 54.15 70.59 92.23 32.49 51.88
Claude 3 Haiku (0-shot) 88.89 91.60 25.85 52.70 96.74 90.97 10.60 45.80

GPT-3.5 (5-shot) 84.96 91.92 43.64 62.06 65.33 67.35 4.05 30.06
Llama 2 (5-shot) 24.71 50.40 86.17 64.46 36.88 64.98 68.94 59.93
Llama 3 (5-shot) 92.82 94.45 13.96 47.27 93.77 95.72 11.33 46.20

Mixtral-8x7B (5-shot) 79.79 95.09 16.76 45.60 74.81 90.65 39.55 56.83
Claude 3 Haiku (5-shot) 87.45 84.63 39.34 59.06 91.38 88.75 32.36 56.68

Canada SSA

GPT-3.5 (0-shot) 86.36 78.07 49.08 54.74 97.27 78.95 19.00 30.81
Llama 2 (0-shot) 21.82 28.07 98.62 86.01 4.55 8.77 99.82 83.87
Llama 3 (0-shot) 92.73 78.07 22.32 33.10 87.27 84.21 13.93 26.22

Mixtral-8x7B (0-shot) 67.27 78.95 46.31 50.92 50.00 79.82 60.70 61.47
Claude 3 Haiku (0-shot) 88.18 78.95 41.88 49.01 89.09 77.19 43.36 50.15

GPT-3.5 (5-shot) 84.55 74.56 56.00 60.02 97.27 80.70 18.82 30.81
Llama 2 (5-shot) 22.73 24.56 97.42 84.79 32.73 23.68 87.27 77.14
Llama 3 (5-shot) 91.82 79.82 36.62 45.03 82.73 85.96 32.01 40.98

Mixtral-8x7B (5-shot) 68.18 77.19 49.17 53.21 68.18 74.56 58.30 60.55
Claude 3 Haiku (5-shot) 83.64 64.91 55.26 58.49 90.91 60.53 41.97 47.71

France SSA

GPT-3.5 (0-shot) 78.43 98.31 16.52 34.30 90.20 98.31 3.54 25.84
Llama 2 (0-shot) 3.92 35.59 89.38 72.61 27.45 79.66 74.93 70.16
Llama 3 (0-shot) 74.51 98.31 4.13 24.50 90.20 98.31 0.00 23.16

Mixtral-8x7B (0-shot) 82.35 94.92 14.75 32.96 88.24 94.92 28.91 44.32
Claude 3 Haiku (0-shot) 78.43 94.92 10.62 29.40 88.24 94.92 6.78 27.62

GPT-3.5 (5-shot) 78.43 98.31 20.35 37.19 98.04 100.00 5.01 28.06
Llama 2 (5-shot) 3.92 33.90 88.20 71.49 13.73 47.46 91.15 76.61
Llama 3 (5-shot) 82.35 98.31 9.44 29.40 90.20 100.00 5.01 27.17

Mixtral-8x7B (5-shot) 88.24 100.00 13.57 33.41 88.24 94.92 28.91 44.32
Claude 3 Haiku (5-shot) 74.51 86.44 41.00 50.78 94.12 96.61 26.25 43.21

Table 3: Gender prediction results of LLMs using dynamic gender label datasets under 0- and 5-shot settings. We
report the gender prediction performance using accuracy for each gender. Acc. denotes the overall accuracy across
genders. Appendix D and E provide the prompt templates and prompt robustness evaluation for LLMs.

across all datasets.
RQ2: How does adding the birth year impact

gender prediction accuracy? The effectiveness
of the input variation (i.e., first name + birth year)
varied among different language models. Incor-
porating birth years as an additional input feature
improved the prediction accuracy of foundational
language models compared to the first-name-only
setting (Table 2). However, most LLMs showed a
decline in accuracy when birth years were added,
particularly in predicting gender-neutral names.
Despite this trend, Mixtral-8x7B consistently im-
proved its prediction accuracy for gender-neutral
names across all three datasets by adding birth
year information. Similarly, the overall accuracy
of Llama 2 increased, with improvements of 12%
and 17% in the US and France SSA datasets, re-
spectively.

Additionally, including birth years decreased
the accuracy of predicting gender-neutral names in

both 0- and 5-shot settings across all datasets (Ta-
ble 3), except for the Mixtral-8x7B model, which
increased the gender prediction accuracy by adding
birth years. The accuracy of GPT-3.5 and Llama 3
in predicting gender-neutral names dropped when
adding the birth year among all three datasets.

We observed varying trends in prediction accu-
racy over time across 5 LLMs (Figure 2). The
accuracy of gender prediction using the US SSA dy-
namic gender label dataset has increased in recent
years for most LLMs, including Llama3, Mixtral-
8x7B, Claude 3 Haiku, and GPT-3.5. In particular,
GPT-3.5 performed better without than with birth
years, suggesting that incorporating recent birth
year information in the US SSA dataset did not
enhance predictive accuracy. The over-time results
in Figure 2 indicated that most LLMs were better
at predicting the genders of more recent first names.
The over-time comparison of the other two datasets
was provided in Appendix F.
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Figure 2: Temporal-level comparison of 5 LLMs using
the US SSA dynamic gender label dataset given the
results of Table 3. We report the overall accuracy of
gender prediction for each year.

4 Discussion

LLMs are poor at accurately predicting gen-
der. Gender bias occurs in LLMs when perform-
ing name-based gender predictions, which shows
varying performance in predicting non-binary gen-
der labels. Llama 2 categorizes nearly all names
as neutral genders, with first names only as input.
This tendency may result from Llama 2’s training
approach, which used reward modeling to promote
more inclusive responses, where initial model out-
puts are adjusted based on human feedback to max-
imize inclusivenes and factual accuracy (Touvron
et al., 2023). The rewarding process allows the
model to better align with modern datasets’ nu-
anced and inclusive expectations.

Including temporal information mostly de-
grades accuracy. When providing dynamic gen-
der label datasets with birth year information, the
gender-prediction performance of most LLMs de-
creased, especially for gender-neutral names. How-
ever, Mixtral-8x7B showed an increase in overall
accuracy when birth years were added in 0- and
5-shot settings. We hypothesize that Mixtral-8x7B
can better use temporal data as a reference for gen-
der prediction because it is trained with more nu-
merical information. Although Llama 2 outper-
formed other LLMs in predicting gender-neutral
names, it exhibited biased prediction results, often
classifying most names as gender-neutral. We as-
sume Llama 2’s Reinforcement Learning with Hu-
man Feedback (RLHF) approach (Touvron et al.,
2023) guides the model to generate more inclu-
sive responses. When Llama 2 is unsure about a
name’s gender, it may default to labeling it as neu-
tral, potentially reducing prediction accuracy for
gender-neutral names.

LLMs have worst performance on gender-
neutral names. We also find that most tested
LLMs have more difficulties in predicting gender-
neutral first names than binary genders, which may
stem from the training data of LLMs that primarily
includes binary gender labels in the training docu-
ments (Touvron et al., 2023). Llama 3, in particular,
performed poorly overall across all three datasets
with different input variations (i.e., first names with
or without birth years). As detailed in Appendix A,
the datasets used for dynamically labeling genders
were imbalanced, with gender-neutral names be-
ing the majority. Specifically, the total numbers of
gendered names for the US, Canada, and France
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SSA datasets were 3,996, 1,308, and 449, respec-
tively, with around 58.1%, 82.9%, and 75.5% being
gender-neutral. Consequently, Llama 3 underper-
formed in overall prediction accuracy compared
to other LLMs due to its poor accuracy in predict-
ing neutral genders despite performing better in
predicting binary genders.

LLM performance is biased towards recent year
patterns. Based on the over-time comparison of
the US SSA dataset (Figure 2), we hypothesize
that the improved prediction performance of LLMs
for recent data can be attributed to the increased
volume of training data from recent years. We
assume that the training data of LLMs is unbal-
anced, predominantly consisting of recent data, po-
tentially explaining the higher gender prediction
accuracy of LLMs in recent years. The comparison
of balanced SSA datasets and dynamic gender la-
bel datasets shown in Table 2 and Table 3 indicates
that LLMs face challenges not only with predicting
gender-neutral names but also with dynamically
changing gender associations for the same names.
This issue likely originates from the inherent limi-
tations of the pre-training approach and data used
in LLMs. These models tend to memorize training
data, which lacks inferential capability, rather than
adapting well to names with evolving gender labels
over time. Overall, most LLMs better predict fe-
male names than male names, and the accuracy of
gender prediction is higher for English-based first
names in the US and Canada SSA datasets than in
the France SSA.

Suggestions for practitioners As we have high-
lighted in this work, LLMs have a biased and in-
accurate understanding of names and hence we
should be careful about using them for gender in-
ference related tasks, even at an aggregate level.
Furthermore, when dealing with temporal and es-
pecially historical data, LLM’s name-based gender
understanding may be limited and hence their us-
age for aggregated data analysis is likely to lead to
incorrect results.

5 Conclusion

This study underscores the limited performance of
LLMs as classifiers in predicting gender-neutral
names compared to binary genders and the chal-
lenges posed by the inherent biases in the datasets
used to train LLMs, which may lead to unbalanced
gender prediction results. By introducing a “neu-

tral” category, we have taken a step towards more
inclusive gender prediction. However, our find-
ings revealed that LLMs may struggle recognizing
gender-neutral names, especially for non-English
first names. Despite efforts to enhance LLMs’
predictive capabilities by including temporal data,
there were no meaningful improvements in gender
prediction accuracy, especially for gender-neutral
names. This suggests a fundamental limitation of
current LLMs and training datasets when adapt-
ing to the complexities of gender identities. In fu-
ture studies, we plan to expand our work by using
more inclusive gender categories (e.g., cisgender
and transgender) to thoroughly assess gender bias
in LLMs across various NLP downstream tasks,
including sentiment analysis and coreference reso-
lution.

6 Bias Statement

Our study investigates gender bias in LLMs and
fine-tuned foundation language models when pre-
dicting the gender of names by introducing a “neu-
tral” category alongside the traditional binary clas-
sification of male and female gender labels. Tra-
ditionally, the binary gender classification system
has not accounted for gender-neutral names. This
exclusion arises from imbalanced training data and
fixed representations of gender (i.e., female and
male), causing LLMs to be prone to classify names
into binary gender labels.

When using LLMs in name-based gender predic-
tion tasks, they generally consider only two gen-
der labels, thereby restricting the scope of gender-
related analysis. This binary approach perpetuates
potential biases in areas associated with fixed gen-
der representations (Liu et al., 2023; Teich et al.,
2022), e.g., how male and female authors express
sentiment (Jentzsch and Turan, 2022) or how male
and female researchers face different challenges
in academia (VanHelene et al., 2024). However,
this binary labeling of gender overlooks individuals
with gender-neutral names, which could encompass
both female and male identities, thereby missing
valuable insights from a more inclusive perspective.
Our work considers more inclusive gender label-
ing by examining the accuracy of gender-neutral
name predictions using LLMs while also providing
insights into factors that may lead to biased gender
prediction results (i.e., poorer prediction for neutral
names compared to binary names) in these models.
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Limitations

Our study’s limitations are as follows: (1) Our as-
sessment was limited to specific countries, i.e., the
US, Canada, and France, not considering a broad
spectrum of countries and cultures, particularly in
Asia and Africa. This limitation may affect the
generalizability of our findings across different cul-
tural and linguistic contexts. (2) The dataset prepa-
ration involved a subjective threshold to determine
gender-neutral names, defined as names where the
gender frequency for both males and females is
greater than 10%. This choice may impact the re-
liability and consistency of the presented findings.
(3) The prompt templates employed for interacting
with LLMs were not optimized, which may lead
to variations in results with different prompt for-
mulations. This indicates a potential variability in
LLMs’ performance that could impact the robust-
ness of our conclusions, as LLMs are sensitive to
prompt design.
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Datasets # Names Year span Train Val Test Overall

US SSA 300 1914 - 2022 78480 9810 9810 98100

Canada SSA 273 2013 - 2020 5232 648 672 6552

France SSA 32 1908 - 2022 8625 1035 1380 11040

Table 4: Statistics of balanced SSA datasets. # Names
represent the number of names per gender per year.

Datasets # Neutral # Male # Female

US SSA 2321 1044 631

Canada SSA 1084 110 114

France SSA 339 59 51

Table 5: Statistics of dynamic gender label datasets.

A Dataset Statistics

Overall training and testing dataset statistics were
reported in Table 4. We split the train/val/test sets
into 80%/10%/10% of the data. We found that
gender-neutral names have increased in both the
US and Canada SSA datasets over time and surged
in more recent years (i.e., after 2000).

Dataset statistics of dynamic gender labels ex-
tracted from the three datasets’ test sets are reported
in Table 5. Note that the Canada SSA dataset
only contained 63 first names whose gender la-
bels changed over time in the test set and 50 in the
validation set, which was insufficient for evaluating
LLMs’ performance in dynamic gender prediction.
Therefore, we used the training set to extract the
names with dynamic gender labels for the Canada
SSA dataset.

B Experimental Settings

In foundation language model fine-tuning, we
set the maximum length of the tokenizer to 32
across all three models since the results won’t
change with an increase in the maximum input
length. We fine-tuned foundation language mod-
els through 7 epochs, and the batch size for ei-
ther training or validation was 128. We set the
warm-up ratio to 0.1 and the learning rate toas 2e-5.
The foundation language models included BERT
(bert-base-cased), RoBERTa (roberta-base),
and CharRoBERTa. We chose the cased models
because they are case-sensitive and can distinguish
names such as “huntley” and “Huntley”.

For the model settings of LLMs, we ap-
plied GPT-3.5 (gpt-3.5-turbo-instruct),
Llama 2 (meta/llama-2-70b-chat), Llama 3
(meta/meta-llama-3-70b-instruct), Mixtral-

8x7B (mixtral-8x7b-instruct-v0.1), and
Claude 3 Haiku (claude-3-haiku-20240307) for
name gender prediction tasks.

C LLMs for Gender Prediction

We applied the 5 LLMs for name-based gender
prediction using three country-level SSA datasets.

GPT-3.5. GPT-3.5 is an autoregressive genera-
tion model developed by OpenAI (OpenAI, 2024b).
The model (gpt-3.5-turbo-instruct) has been
tuned through an instruction-tuning technique and
aims to generate human-preferred responses.

Llama 2. Llama 2 is a collection of open-
source chat models developed by Meta, ranging
from 7 to 70B parameters (Touvron et al., 2023).
It was trained on 2 trillion tokens of publicly
available data and tuned through over one mil-
lion new human-annotated examples. We applied
llama-2-chat for our experiments.

Llama 3. Following Llama 2, Llama 3 is a series
of pre-trained and instruction-tuned autoregressive
models in 8 and 70B sizes (AI@Meta, 2024). The
training data of Llama 3 is over seven times larger
than Llama 2, reaching over 15 trillion tokens of
data and over 10M human-annotated examples.

Mixtral-8x7B. Mixtral-8x7B is a pre-trained
generative Sparse Mixture of Experts (Jiang et al.,
2024). The Mixtral-8x7B outperformed Llama 2
70B on most benchmarks and can handle English,
French, Italian, German, and Spanish, which is
helpful when predicting French name genders.

Claude 3 Haiku. Claude 3 family is a series
of close-source language models, including three
state-of-the-art models in ascending order of ca-
pability: Claude 3 Haiku, Claude 3 Sonnet, and
Claude 3 Opus (Anthropic, 2024). Claude 3 Haiku
is the fastest, most compact model for near-instant
responsiveness. We used Claude 3.

D Prompt Templates for LLMs

We reported the prompt templates for the experi-
ments of LLMs in 0- and 5-shot settings for RQ
1 and RQ 2 in Table 6. For RQ 1, we used “First
Name” for gender prediction. For RQ 2, we pro-
vided “First Name” and “Year of Birth” as input.

In the 5-shot setting, we randomly chose five
name-gender pairs from the three SSA datasets,
using the number 42 as the random seed. We se-
lected names that appeared at least twice and were
assigned different genders in different years.
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Experimental Setting RQ 1 RQ 2

0-shot Predict the gender association of the given name.
\nUse the following labels for classification: \nMale:
The name is predominantly associated with males.
\nFemale: The name is predominantly associated with
females. \nNeutral: The name is not predominantly
associated with any single gender and is considered
neutral. \nYour outputs should be all in lowercase and
can only output gender from male, female, or neutral.
\nName: + {name} + \nGender:

Predict the gender association of the given name, con-
sidering the year of birth as an additional reference.
\nThe provided names appear more than once across
different years of birth as they may be labeled in differ-
ent genders given the change in the predominant gen-
der of names. \nUse the following labels for classifica-
tion: \nMale: The name is predominantly associated
with males. \nFemale: The name is predominantly
associated with females. \nNeutral: The name is not
predominantly associated with any single gender and
is considered neutral. \nYour outputs should be all
in lowercase and can only output gender from male,
female, or neutral. \nName: + {name} + \nYear of
Birth: + {year} + \nGender:

5-shot (US SSA) Predict the gender association of the given name.
\nThe provided names appear more than once. \nUse
the following labels for classification: \nMale:
The name is predominantly associated with males.
\nFemale: The name is predominantly associated with
females. \nNeutral: The name is not predominantly
associated with any single gender and is considered
neutral. \nPlease note that first names can be labeled
in different genders over time. \nHere are five pairs of
examples of first names and genders: \nPair 1: Name:
Christie, Gender: Neutral; Name: Christie, Gender:
Female Pair 2: Name: Jan, Gender: Neutral; Name:
Jan, Gender: Male Pair 3: Name: Bee, Gender: Fe-
male; Name: Bee, Gender: Neutral Pair 4: Name:
Kasen, Gender: Neutral; Name: Kasen, Gender: Male
Pair 5: Name: Mel, Gender: Male; Name: Mel, Gen-
der: Neutral \nYour outputs should be all in lowercase
and can only output gender from male, female, or neu-
tral. \nName: + {name} + \nGender:

Predict the gender association of the given name,
considering the year of birth as an additional refer-
ence. \nThe provided names appear more than once.
\nUse the following labels for classification: \nMale:
The name is predominantly associated with males.
\nFemale: The name is predominantly associated with
females. \nNeutral: The name is not predominantly
associated with any single gender and is considered
neutral. \nPlease note that first names can be labeled
in different genders over time. \nHere are five pairs of
examples of first names and genders: \nPair 1: Name:
Christie, Year of Birth: 1919, Gender: Neutral; Name:
Christie, Year of Birth: 1949, Gender: Female Pair
2: Name: Jan, Year of Birth: 1966, Gender: Neutral;
Name: Jan, Year of Birth: 2012, Gender: Male Pair
3: Name: Bee, Year of Birth: 1952, Gender: Female;
Name: Bee, Year of Birth: 1989, Gender: Neutral
Pair 4: Name: Kasen, Year of Birth: 2000, Gender:
Neutral; Name: Kasen, Year of Birth: 2006, Gender:
Male Pair 5: Name: Mel, Year of Birth: 1947, Gen-
der: Male; Name: Mel, Year of Birth: 2007, Gender:
Neutral \nYour outputs should be all in lowercase and
can only output gender from male, female, or neutral.
\nName: + {name} + \nYear of Birth: + {year} +
\nGender:

5-shot (Canada SSA) ...Pair 1: Name: Nyjah, Gender: Neutral; Name:
Nyjah, Gender: Male Pair 2: Name: Kendell, Gen-
der: Neutral; Name: Kendell, Gender: Male Pair 3:
Name: Arshia, Gender: Neutral; Name: Arshia, Gen-
der: Male Pair 4: Name: Lennix, Gender: Neutral;
Name: Lennix, Gender: Female Pair 5: Name: Kirat,
Gender: Male; Name: Kirat, Gender: Neutral...

...Pair 1: Name: Nyjah, Year of Birth: 2014, Gender:
Neutral; Name: Nyjah, Year of Birth: 2016, Gender:
Male Pair 2: Name: Kendell, Year of Birth: 2014,
Gender: Neutral; Name: Kendell, Year of Birth: 2016,
Gender: Male Pair 3: Name: Arshia, Year of Birth:
2014, Gender: Neutral; Name: Arshia, Year of Birth:
2018, Gender: Male Pair 4: Name: Lennix, Year of
Birth: 2013, Gender: Neutral; Name: Lennix, Year
of Birth: 2018, Gender: Female Pair 5: Name: Kirat,
Year of Birth: 2013, Gender: Male; Name: Kirat, Year
of Birth: 2014, Gender: Neutral...

5-shot (France SSA) ...Pair 1: Name: CARMEL, Gender: Male; Name:
CARMEL, Gender: Neutral Pair 2: Name: LIE, Gen-
der: Male; Name: LIE, Gender: Neutral Pair 3: Name:
JESSY, Gender: Female; Name: JESSY, Gender: Neu-
tral Pair 4: Name: ANH, Gender: Neutral; Name:
ANH, Gender: Male Pair 5: Name: FIDELE, Gender:
Neutral; Name: FIDELE, Gender: Female...

...Pair 1: Name: CARMEL, Year of Birth: 1920, Gen-
der: Male; Name: CARMEL, Year of Birth: 1951,
Gender: Neutral Pair 2: Name: LIE, Year of Birth:
1922, Gender: Male; Name: LIE, Year of Birth: 1931,
Gender: Neutral Pair 3: Name: JESSY, Year of Birth:
1960, Gender: Female; Name: JESSY, Year of Birth:
1975, Gender: Neutral Pair 4: Name: ANH, Year of
Birth: 1995, Gender: Neutral; Name: ANH, Year of
Birth: 2006, Gender: Male Pair 5: Name: FIDELE,
Year of Birth: 1918, Gender: Neutral; Name: FIDELE,
Year of Birth: 1945, Gender: Female...

Table 6: Task-oriented prompt templates of LLMs in 0-shot and 5-shot settings for RQ 1 (w/o birth year) and RQ 2
(w/ birth year). For clarity, we report only the 5-shot example pairs for Canada and France’s SSA datasets, as the
prompt templates are the same as those used for the 5-shot US SSA dataset.

E Prompt Robustness Evaluation

The effectiveness of prompts designed for LLM-
based experiments is crucial for the performance
of downstream natural language processing tasks,

as highlighted by Zhou et al. (2022); Zhu et al.
(2023). Therefore, we developed two prompt tem-
plates inspired by Zhu et al. (2023): task-oriented
and role-oriented prompts, to evaluate the robust-
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ness of LLM gender prediction performance. The
task-oriented prompt was the same as introduced
in Appendix D.

0-shot Role-Based Prompt for RQ 1
In the role of a first name gender prediction
tool, classify names based on their gender
association using the following gender
labels:

Male: The name is predominantly associ-
ated with males.
Female: The name is predominantly
associated with females.
Neutral: The name is not predominantly
associated with any single gender and is
considered neutral.

The provided names appear more than
once. Your outputs should be all in low-
ercase and can only output gender from
male, female, or neutral. "\n Name: " +
name + "\n Gender: "

0-shot Role-Based Prompt for RQ 2
In the role of a first name gender prediction
tool, classify names based on their gender
association using the following gender
labels:

Male: The name is predominantly associ-
ated with males.
Female: The name is predominantly
associated with females.
Neutral: The name is not predominantly
associated with any single gender and is
considered neutral.

Consider the year of birth as an additional
reference. The provided names appear
more than once across different years of
birth as they may be labeled in different
genders given the change in the predomi-
nant gender of names.

Your outputs should be all in lowercase and
can only output gender from male, female,
or neutral. "\n Name: " + name + "\n Year
of Birth: " + year + "\n Gender: "

Above are examples of role-based prompts used
in RQ 1 and 2 under the 0-shot setting. The 5-
shot examples are the same as we applied in task-
oriented prompts. We provided first names after
“Name” and guided LLMs to output genders after
“Gender”.

We evaluated the robustness of prompts using
GPT-3.5 on the France SSA dynamic gender la-
bel dataset referenced in Table 3. As shown in
Table 7, our results indicate that in the 0-shot set-
ting, both prompts exhibited similar performance
for predicting male and female genders. However,
using the task-oriented prompt showed a better per-
formance in predicting gender-neutral names than
using the role-oriented prompt. Given that over
75% of names in the French dataset were gender-
neutral, even minor discrepancies in the “Neutral”
category can significantly impact the overall accu-
racy. While the role-oriented prompt yielded bet-
ter predictions for binary gender predictions when
only the first names were provided, its overall ac-
curacy still fell behind the task-oriented setting in
both experimental setups. Notably, incorporating
birth year as an additional feature for name gender
prediction reduced the differences between various
prompt templates, particularly for the performance
of gender-neutral names (Table 7).

We also assessed the impact of including “Coun-
try” information in the gender prediction prompt
using the France dataset. The results indicated no
significant difference (i.e., the variation in over-
all accuracy is within 2%) when incorporating the
original country of the given names in both 0-shot
and 5-shot settings.

F Over-time Trends of LLM
Performances

In Figures 3 and 4, we presented the trends in gen-
der prediction accuracy for Canada and France us-
ing dynamic gender label datasets across five dif-
ferent LLMs. Generally, the performance of these
LLMs varied over time for both datasets. Notably,
models that did not incorporate temporal informa-
tion tended to perform better, yielding more stable
accuracy rates over the years than models that in-
cluded birth year data. Figure 3 also indicated that
the LLMs were less effective at predicting names
from more recent years. In particular, GPT-3.5
demonstrated that omitting temporal information
led to higher gender prediction performance con-
sistently over the years than including it.
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First Name First Name + Year

Models Male Female Neutral Acc. Male Female Neutral Acc.

Task-o Oriented Prompt (0-shot) 78.43 98.31 16.52 34.30 90.20 98.31 3.54 25.84
Role-o Oriented Prompt (0-shot) 78.43 98.31 9.73 29.18 88.24 98.31 3.54 25.61

Task-o Oriented Prompt (5-shot) 78.43 98.31 20.35 37.19 98.04 100.00 5.01 28.06
Role-o Oriented Prompt (5-shot) 90.20 100.00 17.11 36.30 92.16 100.00 4.42 26.95

Table 7: Prompt robustness evaluation of name gender prediction using GPT-3.5 under the France dynamic gender
label dataset.
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Figure 3: Temporal-level comparison of all LLMs
across Canada SSA dynamic gender label dataset given
the results of Table 3.

Figure 4: Temporal-level comparison of all LLMs
across France SSA dynamic gender label dataset given
the results of Table 3.
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